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CHAPTER 1

Introduction

Power electronics systems (PES) have been widely used in industry as effective means of po-
wer processing, and played a more important role in most electric power applications. Power
semiconductor devices, as the basis of power electronics systems, are always the technical bott-
leneck because of the semiconductors’ physical limitation. In the past several decades, various
devices such as thyristor, bipolar junction transistor (BJT), metal-oxide-semiconductor field ef-
fect transistor (MOSFET), gate-turn-off thyristor (GTO), integrated gate-commutated thyristor
(IGCT) and insulated gate bipolar transistor (IGBT) were developed one after another. After
the 1990s, because of good power capability, ease of control and reduced cost, MOSFET and
IGBT dominated the power switch market. Although every kind of device has its shortcomings
and advantages at the same time, in most industrial conditions one could always realize the
required PES with a single type of the semiconductor device. There can be various kinds of
requirements for a power processing system, but in general the following aspects are viewed as
two most important characteristics of the PES.

• High power processing capability.

• High dynamic response ability.

Most common industry applications have demands for only one of the two aspects above
mentioned. For example, the high power high voltage converter system has no excessive re-
quirements to the dynamic response and system switching frequency, due to the relative longer
system time constant and aim of switching losses reduction. On the other hand, however ap-
plications like switching mode power supplies require very high switching speeds in order to
reduce the weight of the necessary magnetic components and increase the power density. Mo-
reover, for the recent high speed and precise servo motor drives, fast dynamic response is also
very important. Fortunately, either high power low switching devices or high dynamic low
power components are available on the current power electronics device market.

Recently and owing to its intrinsic superiority to the software based simulation, the Hardware
-in-the-Loop (HiL) system has got in the focus of researchers. Especially by using power elec-
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tronics converters, HiL has a possibility to include real power transfer in the previous signal-
based traditional simulation. This new simulation technology named as Power-Hardware-in-
the-Loop (PHiL) increases the reliability and reality by adding the physical nature of energy in
the simulation process. However, due to the high power rating and large bandwidth of emu-
lation objects, PHiL systems require high power capability and high dynamic response ability
simultaneously. Therefore, using only a single type of current semiconductor and circuit to-
pology, it is difficult or even impossible to construct a system with such characteristics. How
to extend the performance of the PES based on the market-available devices becomes the key
issue of PHiL researcher. As mentioned before, because of its physical limitations, every type
of semiconductor device has its own weakness which could be the strength of another device.
Naturally, a superimposition of characteristics of various devices can be a good solution for the
performance extending requirements. Magnetically coupling of several identical or different
inverters in various topologies, which will be termed here as Inverter Cumulation, is believed
to be an effective means to the PHiL, and is the main contribution of this dissertation.

Several successful attempts of inverter cumulation have been done at the institute, and two
PHiL emulators were developed based on these cumulation systems:

• Virtual Machine which emulates the electrical behaviours of various different induction
machines.

• Virtual Grid which emulates the normal, transient, harmonics, and fault conditions of the
utility grid.

The two corresponding inverter cumulation topologies are:

• Magnetic-parallel coupling of identical inverters.

• Magnetic-series coupling of different inverters.

During the initial phase of my Ph.D. work, I performed the experimental part of the first
project. After that, I focused on the second project which goes beyond the topology of the vir-
tual machine. This dissertation mainly documents theoretical analysis and experimental results
of these two projects, and is organized as follows: The next chapter gives an overview of two
important power semiconductor devices (IGBT and MOSFET) and the principle of the two le-
vel voltage source inverter and the 3-phase voltage/current system in order to give the reader
the necessary theoretical background. In chapter 3 the first attempt of inverter cumulation —
magnetic-parallel coupling of identical IGBT inverters are introduced. Based on this inverter
cumulation system, a PHiL emulator — virtual machine is realized, and it emulates its terminal
voltages as real as the back EMF of an induction motor. Chapter 4 firstly introduces the original
idea of series-magnetic cumulation topology. However, the experimental failure of the original
idea forces one to make a deeper theoretical analysis of the problem. Based on the analysis,
the switching frequency components of the inverter must be filtered out before the coupling
inductor. At the end, the final modified topology is shown. From the topology point of view,
the cumulation system has two units which identically have one VSI with an LC output-filter.
Therefore, the control strategy of the whole system is in fact the output voltage control of the
LC filter. In chapter 5, several different control methodologies are discussed. The last chapter
explains the implementation of the prototype test bench, and then demonstrates the obtained
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experimental results to verify the performance of the inverter system and functionality of the
PHiL grid emulator. Finally, conclusions and discussions are made and an outlook to future
works is given.
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CHAPTER 2

Background

This chapter first provides a brief overview of the two most popular power electronics switches.
Furthermore, the working principle of the basic two-level inverter system and the mathematical
representation of the 3-phase system in synchronous frame are described.

2.1 Power semiconductor devices
The invention of the thyristor or silicon controlled rectifier (SCR) at General Electric (G.E.), in
1956 is viewed as the start era of modern power electronics devices. As the heart of power elec-
tronics systems, the performance of power semiconductor devices is continuously improving
along with the reduction of their cost, which decreased to less than half in the past century. The
desire to have an efficient, reliable and cost-effective design, leads to the engineers requirements
to use ideal switches in converters. A ideal switch must have the following characteristics:

• No limit on current ratings (forward or reverse current) when the device is in the on-state;

• No limit on voltage ratings (forward or reverse blocking voltage) when device is in the
off-state;

• Zero conduction drop;

• Zero leakage current;

• Instant switching (zero rise and fall times)

Although it is not realistic to have all these features, the industry has moved step by step in
this direction. At the same time, PE engineers always try to investigate new circuit topologies
to overcome the drawbacks of power semiconductor devices. In the following, a very brief
introduction of several representative devices is given in the sequence of their invention time.
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The detailed physical structure, working principle, switching characteristics, and driver design
etc. are out of the scope of this thesis.

2.1.1 Thyristor-type devices and power BJT

A thyristor is a three-terminal device which has four layers of alternating p-type and n-type ma-
terial. It is essentially a three-junction pnpn device where pnp- and npn-component transistors
are connected in a regenerative feedback mode. Thyristors can be switched into conduction
mode by a short gate current pulse, and the gate signal is not required after the device is con-
ducting. Due to the high voltage and current ratings, thyristors are typically used at the large
energy levels in power condition circuits. However, one loses the control capability of turning
off the devices once they are conducting. Thus thyristors are most used for the phase control of
the line voltage in a line commutation mode.

GTOs (Gate Turn-off Thyristor) like conventional thyristors can be turned on by applying a
positive gate signal to its gate terminal during forward block condition, but they are designed to
be able to turn-off by applying a negative gate signal. This turn-off capability of a GTO is due to
heavily interdigitated gate-emitter geometry that permits diversion of the pnp collector current
by the gate thus breaking the the pnp-npn regenerative feedback effect [1]. One drawback
of GTOs is the poor current gain which is normally below than 5. Moreover, the blocking
capability requires thick n-base regions to support the high electric filed, which results in an
excessive amount of carriers to remove — large turn-off current tail. Therefore, the GTOs are
normally used at conditions with switching frequency around several hundred hertz. The IGCT,
Integrated Gate Commutated Thyristor, which is a minor modification of the GTO, is designed
and manufactured so that it always has a low-loss n-buffer region between the n-base and p-
emitter. The IGCT device package is designed to result in a very low parasitic inductance and is
integrated with a specially designed gate-drive circuit. The gate drive contains all the necessary
di/dt and dv/dt protection; the only connections required are a low-voltage power supply for
the gate drive and an optical signal for controlling the gate. The specially designed gate drive
and ring-gate package circuit allows the IGCT to be operated without a snubber circuit, and to
switch with a higher anode di/dt than a similar GTO [2].

Power BJT (Bipolar Junction Transistor) has the same structure and working principle as
the conventional bipolar junction transistor. But unlike the signal level devices which take the
current gain, linearity, frequency response and noises etc. into consideration, its main charac-
teristics are high block voltage, high current rating and better switching performance. A power
BJT has three layers of either pnp or npn which form two pn junctions, but npn type transistors
are more common to make a Darlington connection. Unlike thyristors, BJTs require a conti-
nuous gate-controlled current. Thus the most difficult design aspects to overcome are the base
drive circuitry which must generate high and prolonged input currents. Due to minority carriers
being removed by the negative gate current entirely and quickly, power BJTs are able to be
switched (several kHz) much faster than the thyristor-type devices. However, compared with
the new technology of MOSFETs and IGBTs, they are considerably slower, and exhibit long
turn-on and turn-off times. Although lower input capacitance and saturation voltage are their
advantages, the voltage-controlled devices like MOSFETs and IGBTs are now better alternati-
ves than BJTs.
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2.1.2 Power MOSFET
Power MOSFETs (Metal Oxide Semiconductor Field Effect Transistor) are voltage-controlled
semiconductor devices, which means their drive circuit is simpler and requires smaller power
compared with the current-controlled power electronics switches. Moreover, unlike the BJT,
and since only majority carriers contribute to the current flow, the MOSFET surpasses all other
devices in switching speed. However, the MOSFET has no latching current capability, thus the
gate source voltage must be maintained. The on-state resistance rDS(on) increases rapidly with
the device blocking voltage rating. Because of this, the voltage rating of a MOSFET is lower,
and it is typically used in applications with a power range below 10kW.

Various types and structures of MOSFETs are available on the market. By means of doping
profiles, there are n-channel and p-channel MOSFETs, however n-channel devices are more
commonly used. As shown in Figure 2.1, a MOSFET has three terminals (source, drain and
gate) and a four-layer structure. When a positive voltage is applied across the drain and source,
the MOSFET is in the off-state if the gate and source are in the same potential VGS = 0, and
no channel is established in the p-base region. In order to assure the blocking capability, lower
doping in the n-drift region is necessary.

Figure 2.1: Vertical cross-section structure of a MOSFET

As the gate terminal is isolated from the body by a layer of silicon dioxide (gate oxide), there
can be no gate injection current. However, a positive VGS will generate an electric field which
repels the majority of carrier holes from the interface region of the p-type and thus exposes the
negatively charged acceptors. When the density of free electrons is bigger than the holes, the
p-type layer is converted to an n-type layer which is termed inversion layer. Because of this
inversion layer, a path or channel between the n+ drain and source is generated, which permits
the conducting of the device. This ability to modify the conductivity type of the semiconductor
immediately beneath the gate insulator by means of an applied voltage or electric field is named
field effect [3].

The key for modern power electronics is higher and higher switching. The size and weight
of the passive components which serve as the output filter of the power converters can decrease
dramatically as the result of the increase in the switching frequency. For this reason, MOSFETs
are used extensively in switching mode power supply (SMPS), resonant mode power supply
and high speed motor drives, etc. Therefore, MOSFETs replace BJTs and several other devices
developed before in the small power range application quickly, and they still have a very high
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market share. However, as illustrated before, its on-state resistance increases dramatically with
increased blocking voltage, hence conduction losses become too high. Thus MOSFETs are
limited to a power range of several kilo watts.

2.1.3 IGBT
As mentioned before, the power BJT has a lower on-state resistance especially in devices with
a larger blocking voltage, but because of the long switching time, especially during turn-off,
they can only be used in low switching applications. On the other hand, the MOSFETs are
the fastest switching devices, but they have high conduction losses as a result of the large
on-state resistance especially when the blocking voltages are higher. IGBTs (Insulated Gate
Bipolar Transistor) are the new attempts which combine BJTs and MOSFETs monolithically
on the same silicon wafer and hence have the superior advantages of both types of devices.
The structure of an IGBT is shown in Figure 2.2(a). Compared to the structure of a MOSFET,

(a) Vertical cross-section structure of IGBT

Rn

(b) Equivalent circuit

Figure 2.2: Structrue of an IGBT and its simplified equivalent circuit

the IGBT has an additional p+ layer at its collector terminal. This layer forms a pn junction
J1, which injects minority carriers into what would appear to be the drain drift region of the
vertical MOSFET. The conductivity of the drain-drift region is modulated by the injection of
minority carriers, and since the conduction resistance of the drift region is what dominates the
on-state resistance of the MOSFET, hence this conductivity modulation will significantly incre-
ase the current-carrying capabilities of the IGBT. The rest of the IGBT structure is basically a
MOSFET.

As explained previously, an inversion layer also forms beneath the gate of the IGBT, which
shorts the n− drift region and the n+ source region exactly as in a MOSFET. An electron current
which flows through this inversion layer causes substantial a hole injection from the p+ which
is superior to the MOSFET. The p+ layer of the collector, the drift n− layer and the p region
constitute a BJT with a wide base region and hence small current gain. From this description,
the IGBT is modelled as a Darlington circuit with the pnp BJT as the main transistor and the
MOSFET driver device (shown in Figure 2.2(b)).

IGBTs have on-state voltage and current densities comparable to a power BJT with a higher
switching frequency. Although they exhibit fast turn-on times, their turn-off times are slower
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than a MOSFET because of the current fall time. The current tail limits the IGBT operating
frequency and there is a trade off between the on-state losses and faster switching times. Ho-
wever, IGBTs have considerably higher voltage and current ratings than MOSFETs. IGBTs
and MOSFETs are still the two most popular switching devices in power electronics, and their
characteristics complement each other in some aspects.

2.1.4 The practical switch
Every power semiconductor device developed in the past has its advantages and shortcomings
at the same time. Although the new devices always show more superiorities to the previous
ones, no device is an ideal switch capable of satisfying all the requirements in every working
condition. A practical switch has the following switching and conduction characteristics:

• Limited power handling capabilities.

• Limited switching frequency.

• Finite on-state and off-state resistances.

• Conduction losses and switching losses.

Selecting the most appropriate device for a given application is always a challenging task.
It requires the power electronics engineers to have the knowledge about the device’s characte-
ristics, unique features and engineering design. Among the various characteristics, the power
rating and dynamic response or switching speed are the two most important aspects which deter-
mine a final choice of device for a specific application under specific working conditions. Based
on the previous introduction, Figure 2.3 shows an approximate power and switching frequency
characteristics of the most common power semiconductor devices.

Power

Turn-off time

Switching frequency

Figure 2.3: Power vs switching frequency characteristics of power devices [4]

As can be seen from the figure, in the high power range, GTOs/IGCTs and thyristors are
comparable, however due to the turn-off control capability and faster switching, GTOs/IGCTs
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replace the thyristors in these applications of this power range. IGBTs have a comparable power
range with BJTs, and a little smaller power rating than GTOs, but higher dynamic response than
both of them. Therefore, the BJT is not a competitive solution for applications in this range.
IGBTs dominate in the medium power rating and dynamic response industrial applications. The
MOSFET has the highest the switching frequency than all the other devices. Although it has
a lower blocking voltage and hence a smaller power rating, the MOSFET is the only capable
candidate which can handle switching frequencies above 100kHz.

Due to the physical limitation of each power device, no single type of semiconductor switch
can cover all the power electronics systems with a whole range of power and dynamics. But
power electronics engineers can always find an appropriate device for their designs, because
power and dynamics are not simultaneous requirements of the most industrial conditions. The
system with high power and high dynamics is however desired in some special cases like PHiL
explained before. A solid understanding of the current market available devices is the basis for
investigating a possible solution.

2.2 The Two-level voltage source inverter and three-phase sy-
stems

The two-level voltage source inverter is the basic circuit of the DC-AC power electronics sy-
stem. Due to its simplicity and functionality, it plays the most important role in motor control,
UPS systems and other grid-connected energy convention systems. As shown in Figure 2.4,
each phase of the inverter has two switches Sx1 and Sx2 which are IGBTs in this case. By

o
n

Figure 2.4: Three-phase two-level inverter

activating either the upper switch or the lower switch during each switching period, the output
line voltage vLx is modulated with alternative potentials ether 1

2
Udc or −1

2
Udc. Simultaneous
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on of both switches is strictly forbidden, as this would lead to a short circuit of the DC-link.
Both switches in the off state leads to an undefined potential at the output terminal, and breaks
the current continuous flowing loop which is dangerous under a heavy inductive load condition.
Therefore, the allowed switching states are shown in Table 2.1. The neutral point voltage vno is
the common voltage of the three-phase system.

Table 2.1: Switching states and output voltages of a two-level inverter leg x

Sx Sx1 Sx2 vout

1 1 0 0.5Vdc

−1 0 1 −0.5Vdc

vno =
1

3
(vLa + vLb + vLc) (2.1)

The phase voltage vx(x ⊂ abc) can be calculated as follows:

vx = vLx − vno (2.2)

2.2.1 Mathematical representation of the three-phase system
The aim of the inverter is supplying a sinusoidal symmetrical three-phase voltage to the load
system. Therefore, the phase voltages can be described as follows:

va = U · sin(ω · t) (2.3)

vb = U · sin(ω · t+
2π

3
) (2.4)

vb = U · sin(ω · t+
4π

3
) (2.5)

They can be represented by a three-axis coordinate system as shown in Figure 2.5, but the three-
axis a, b and c are not linearly independent of each other [4]. The space vector representation
decouples the reference system and transforms a three-phase system into a two-dimensional
coordinate system. The space vector is defined as the following equation:

xs = xa + a · xb + a2 · xc (2.6)

a = ej·
2π
3 (2.7)

The space vector xs can be split into α and β components in the above mentioned two-
dimensional static coordinate system.

xs = xα + j · xβ (2.8)
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a

b

c

d
q

Figure 2.5: Reference systems

By substituting equation 2.8 into 2.6, the transformation can be written in the form

[
xα

xβ

]
= Tc ·



xa

xb

xc


 (2.9)

Tc =
2

3
·
[

1 −1
2
−1

2

0
√
3
2
−
√
3
2

]
(2.10)

Equation 2.10 is commonly named as the Clarke transformation operator. The reverse transfor-
mation can be calculated in the form


xa

xb

xc


 = T−1c ·

[
xα

xβ

]
(2.11)

T−1c =




1 0

−1
2

√
3
2

−1
2
−
√
3
2


 (2.12)

By applying the Clarke transformation, one can decouple the 3-phase non-independent time-
various variables into two independent αβ components. However, in many industrial applica-
tions, conventional PI controllers can only compensate DC errors. The space vector xs in the
stationary frame is still a rotary vector, hence its two dimensional components are still time
various variables. Therefore all the variables should be transformed as a DC vector in a syn-
chronous dq-frame (as shown in Fig. 2.5) which rotates with the same frequency ω as the space
vector xs. Normally the the d-axis is aligned with the space vector, and the transformation is
named as Park transformation which is described by the following equations:

ϕ = ω · t (2.13)
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[
xd

xq

]
= Tp ·

[
xα

xβ

]
(2.14)

Tp =

[
cos(ϕ) sin(ϕ)

− sin(ϕ) cos(ϕ)

]
(2.15)

The reverse Park transformation from dq to αβ is:
[
xα

xβ

]
= T−1p ·

[
xd

xq

]
(2.16)

T−1p =

[
cos(ϕ) − sin(ϕ)

sin(ϕ) cos(ϕ)

]
(2.17)

As explained previously, each leg of the two-level inverter has two switching states, so in sum
there are 23 switching states for a 3 phase inverter. By applying the space vector equation 2.6
to all these switching states, one can get the space vector diagram of the voltage source inverter
as shown in Figure 2.6.

vLx = sx ·
1

2
Vdc (2.18)

[
vα

vβ

]
= Tc ·



va

vb

vc


 = Tc ·



vLa − vno
vLb − vno
vLc − vno


 = Tc ·



sa

sb

sc


 · 1

2
Vdc + 0 (2.19)

Figure 2.6: Space vector diagram of a 2-level voltage source inverter

As shown in the figure, the red circuit orbit with the amplitude of 1√
3
Vdc coincides with

the highest allowable reference value for a linear modulation, which can be located within a
hexagon that is constructed from the six active vectors with length 2

3
Vdc.
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2.2.2 Pulse width modulation of the voltage source inverter
In modern power electronics systems, pulse width modulations (PWM) are widely used to drive
the power switches in on/off switch mode operation, and in which the modulator ensures the
average voltage (per sample interval) equals the user defined average reference value [5]. The
two best-known PWM technologies are the triangular carrier-based sinusoidal PWM (SPWM)
and the space vector modulation (SVM) [6]. A detailed review of PWM in power converters
is beyond the scope of this thesis. In the following, only brief introductions of the working
principles of the two above mentioned PWMs are presented to the readers who are not familiar
with this issue.

Sinusoidal PWM is based on a triangular carrier signal. The three phase voltage reference
signals v∗a, v

∗
b , v
∗
c are compared with the common carrier, then the gate signals of the inverter are

generated based on the logical signals of the comparison. Typically, if the reference voltage v∗x
is bigger than the carrier, a positive logical signal is generated, and the upper switch of x leg is
activated; and the lower switch is switched on when the v∗x is smaller than the carrier. As shown

S
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W
M
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v a

0 4 8 12 16 20

−1
2
Udc

0

1
2
Udc

v b

0 4 8 12 16 20

−1
2
Udc

0

1
2
Udc

time[ms]

v c

0 4 8 12 16 20

−1
2
Udc

0

1
2
Udc

Figure 2.7: Basic waveforms of carrier-based sinusoidal pulse width modulation

in Figure 2.7, the waveforms of the reference voltage signals are compared with a sawtooth
carrier, and output phase voltage of each leg alternates with the values of either 1

2
Udc or −1

2
Udc.

The other popular modulation scheme is the space vector modulation. It is directly based
on the space vector defined in Equation 2.6. On the space vector diagram, a desired voltage
waveform is a trajectory of the reference space vector’s end. In each short switching time
interval ∆t, one average vector is used as the modulation reference as shown in the figure 2.8.
This average reference vector is approximated by activating the two adjacent voltage-vectors
and the zero-vector for suitable durations. By analysing the example case shown in Figure 2.8,
the following equations explain the principle of the SVM.

~vref ·∆t = ~v1 · t1 + ~v2 · t2 + ~v7/8 · t0 (2.20)
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Figure 2.8: Space vector modulation of a 2-level voltage source inverter

β − axis : |~vref | sin(ϕ) ·∆t =
1√
3
Vdc · t2 (2.21a)

α− axis : |~vref | cos(ϕ) ·∆t =
1√
3
Vdc · (2t1 + t2) (2.21b)

where t1, t2 and t0 are the activating time of the space vector ~v1, ~v2 and the zero vector ~v7/8

∆t = t1 + t2 + t0 (2.22)

By solving Equation 2.21 and 2.22, one can get the time interval of t1, t2 and t0.

2.3 Summary
In this chapter, a brief overview of the different power semiconductor switches is given first.
Due to the superior characteristics and better performance, IGBT and MOSFET are two com-
plimentary devices which are widely used in high power and high dynamic applications re-
spectively. However, as a result of physical limitation, no single type of device can satisfy
every performance requirement with one circuit topology. The following part explains the ba-
sic principle of the two-level voltage source inverter and the space vector presentation of the
three-phase system. These all serve as the basic background of this dissertation.
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CHAPTER 3

First attempt of Inverter Cumulation and Virtual
Machine

As explained in the chapter before, a power electronics system with high power rating and high
dynamic response results in excessive requirements on the power semiconductor devices. In the
past, high power and high dynamics have not been two simultaneously expected characteristics
in industrial application. However, due to the quick development of the Power Hardware-in-
the-Loop (PHiL) system, a power conversion system which delivers enough power and exhibits
wide bandwidth is highly demanded. The Inverter Cumulation is defined as:
Interconnection (parallel, series and cascade) of identical or different voltage source inverters
via magnetic or galvanic coupling.
The inverter cumulation is believed to be an effective approach to extend the power and dynamic
performance of a power electronics system. In the past we tried various circuit topologies. As
I did several experimental and documentary work on it, and due to the importance of further
extending the project, this chapter presents the first attempt of our inverter cumulation and the
PHiL emulator Virtual Machine [7] based on this topology.

3.1 Problem formulation
In order to prevent early failures in commercial products, a power inverter test (burn-in test) is
an important issue before the delivery of customers application. Generally, the manufacturer
of power inverters for drive applications has to use a multitude of different electrical machine
units (as shown in Fig. 3.1) to emulate the industrial applications as close as possible to the
reality. But in most of the cases the inverter under test (IUT) is only connected to a machine
under no load condition, for the sake of financial benefit and production time reduction. Thus
the inverter operates just for a short time during acceleration and deceleration at maximum
power. Obviously, this procedure, which is actually more stressful for the electric machine than
for the IUT, does not properly emulate typical operating conditions of the inverter. The direct
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consequence is a severe lack of pertinence of the results gained from the tests. In fact, a PHiL

manufacturer of power inverters for drive applications hasto
use a multitude of different electrical machine units (as shown
in Fig. 1) to emulate the industrial applications as close as
possible to the reality. But in most of the cases the inverter
under test (IUT) is only connected to a machine under no
load condition, for the sake of financial benefit and producing
time reduction. Thus the inverter operates just for a short
time during acceleration and deceleration at maximum power.
Hence the IUT is not tested at real power levels. This type of
testing is more stressful for the electrical machine indeedthan
for the IUT.

Inverter under test (IUT)

Udc

Fig. 1. Final test of power electronics products (drive inverter).

PHiL emulation provides an alternative solution of this
problem. Instead of a real machine, an electrical test bench-
so-called Virtual Machine (VM)- is connected to the inverter
under test [2], [4]–[7]. As a basic idea, the power stage of
VM (e.g. a two level voltage source inverter) can be equal to
that of IUT in the same power range. Furthermore, a active
front end which connected to the VM feeds the energy back
to supply without loosing it.

According to [2], a complex filter between the IUT and
VM is required to avoid the PI-current controller of both side
operating against each other. A further approach describedin
[5] eliminates a special filter from the system, but the IUT
can only operate under open-loop control, e.g., V/f-control due
to the fact that the current is already controlled by the VM.
However, it is very common for a drive inverter to interact
with a close-loop control unit which is a filed oriented current
controller superimposed with a speed controller in most of the
cases.

To overcome the drawbacks mentioned above a new ap-
proach is presented in the paper. As shown in Fig.2, the
proposed setup consists of another power inverter, an active
front end and appropriate coupling inductances. The VM has
to behave at the output terminals like a real machine to emulate
the respective electrical machine. For this purpose, a DSP
based control system calculates the machine states depending
on the outputs of the IUT and modulates the respective
response of an electrical machine.

speed/current
      control

  VM
control

6 6

IUT Virtual Machine

mains
supply

u,i

ω

Fig. 2. Schematic of the test bench. On the left side the IUT with
superimposed control is shown. On the other side the VM comprising a second
inverter, an active front end and the control structure are displayed.

II. I NCREASING THEPERFORMANCE OF THEPOWER

STAGE

For the power stage design of virtual machine (VM), there
are two main restrictions— power and switching frequency. As
the VM has to enforce a specific behavior of a real machine to
the inverter under test (IUT) under any operation condition, the
output power of VM has to be superior to the IUT, so that the
power section of test bench will never operate at its thermal
limits. Especially at overload test, it is important to assure that
VM has sufficient overload capability with respect to IUT.
Therefore, a slightly higher DC link voltage is required to
impress any current defined by the virtual machine control unit
working in a comparatively wider power range. The tolerances
and reserves of most inverter products are sufficient to provide
slightly higher DC link voltage with an increase of 20V to 50V,
after an adjustment of control parameters.

On the other hand, like a real machine, the VM should have
no harmonic content in the voltage at the its output terminals.
Since this is not realizable with a switched voltage source,the
harmonics can only be reduced as far as possible by using a
high switching frequency. Furthermore, there has to be higher
dynamics of VM to overcome the dynamics of IUT. The higher
dynamics, however, requires higher switching frequency. But a
doubling or tripling of the switching frequency in an industrial
inverter is not easy to realize because of the thermal design
restriction of the inverter product. Thereby for the purpose
of higher switching frequency, “sequential switching” is a
suitable solution to be used in the test bench of virtual
machine.

A. Sequential Switching

Sequential switching is referred to as “interleaved switch-
ing” in literature [8]–[15]. In [13], [14], “interleaved switch-
ing” is used to describe a concept where a power device is
switched on while the corresponding device is still in on-state,
so that the gate signals are really “interleaving”. However, in
most cases - especially with respect to boost converter - it is
used to describe the situation where parallel power devices
are never operated in parallel. Any power device is witched
on only as long as all corresponding devices are turned off

Figure 3.1: Schematic diagram of a conventional test bench for testing power drive inverters

emulator can be substituted for the real machine in inverter testing applications. These motor
emulators basically include a power amplifier controlled by a real-time computer to emulate the
electrical behaviour of a real motor. Various topologies have been proposed as Virtual Machine
in the last several years [8–14]. They generally comprise of a back-to-back converter as a power
amplifier, allowing energy to be fed back to the grid and hence, increasing the efficiency of the
test bench appreciably. The detailed comparison of different topologies is out of the scope of
this dissertation. In the following section, the overview topology of our virtual machine and the
special performance requirements of the emulator power stage is illustrated.

manufacturer of power inverters for drive applications hasto
use a multitude of different electrical machine units (as shown
in Fig. 1) to emulate the industrial applications as close as
possible to the reality. But in most of the cases the inverter
under test (IUT) is only connected to a machine under no
load condition, for the sake of financial benefit and producing
time reduction. Thus the inverter operates just for a short
time during acceleration and deceleration at maximum power.
Hence the IUT is not tested at real power levels. This type of
testing is more stressful for the electrical machine indeedthan
for the IUT.
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Fig. 1. Final test of power electronics products (drive inverter).

PHiL emulation provides an alternative solution of this
problem. Instead of a real machine, an electrical test bench-
so-called Virtual Machine (VM)- is connected to the inverter
under test [2], [4]–[7]. As a basic idea, the power stage of
VM (e.g. a two level voltage source inverter) can be equal to
that of IUT in the same power range. Furthermore, a active
front end which connected to the VM feeds the energy back
to supply without loosing it.

According to [2], a complex filter between the IUT and
VM is required to avoid the PI-current controller of both side
operating against each other. A further approach describedin
[5] eliminates a special filter from the system, but the IUT
can only operate under open-loop control, e.g., V/f-control due
to the fact that the current is already controlled by the VM.
However, it is very common for a drive inverter to interact
with a close-loop control unit which is a filed oriented current
controller superimposed with a speed controller in most of the
cases.

To overcome the drawbacks mentioned above a new ap-
proach is presented in the paper. As shown in Fig.2, the
proposed setup consists of another power inverter, an active
front end and appropriate coupling inductances. The VM has
to behave at the output terminals like a real machine to emulate
the respective electrical machine. For this purpose, a DSP
based control system calculates the machine states depending
on the outputs of the IUT and modulates the respective
response of an electrical machine.
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Fig. 2. Schematic of the test bench. On the left side the IUT with
superimposed control is shown. On the other side the VM comprising a second
inverter, an active front end and the control structure are displayed.

II. I NCREASING THEPERFORMANCE OF THEPOWER

STAGE

For the power stage design of virtual machine (VM), there
are two main restrictions— power and switching frequency. As
the VM has to enforce a specific behavior of a real machine to
the inverter under test (IUT) under any operation condition, the
output power of VM has to be superior to the IUT, so that the
power section of test bench will never operate at its thermal
limits. Especially at overload test, it is important to assure that
VM has sufficient overload capability with respect to IUT.
Therefore, a slightly higher DC link voltage is required to
impress any current defined by the virtual machine control unit
working in a comparatively wider power range. The tolerances
and reserves of most inverter products are sufficient to provide
slightly higher DC link voltage with an increase of 20V to 50V,
after an adjustment of control parameters.

On the other hand, like a real machine, the VM should have
no harmonic content in the voltage at the its output terminals.
Since this is not realizable with a switched voltage source,the
harmonics can only be reduced as far as possible by using a
high switching frequency. Furthermore, there has to be higher
dynamics of VM to overcome the dynamics of IUT. The higher
dynamics, however, requires higher switching frequency. But a
doubling or tripling of the switching frequency in an industrial
inverter is not easy to realize because of the thermal design
restriction of the inverter product. Thereby for the purpose
of higher switching frequency, “sequential switching” is a
suitable solution to be used in the test bench of virtual
machine.

A. Sequential Switching

Sequential switching is referred to as “interleaved switch-
ing” in literature [8]–[15]. In [13], [14], “interleaved switch-
ing” is used to describe a concept where a power device is
switched on while the corresponding device is still in on-state,
so that the gate signals are really “interleaving”. However, in
most cases - especially with respect to boost converter - it is
used to describe the situation where parallel power devices
are never operated in parallel. Any power device is witched
on only as long as all corresponding devices are turned off

Figure 3.2: Schematic of the proposed test bench topology.

As shown in Figure 3.2, beside the IUT, the VM features a power unit with an active front
end for the purpose of energy savings as well as a DSP-based Real Time System (RTS) and
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inductive elements allowing the coupling with the IUT. Line currents between the IUT and the
VM are measured and sampled by the RTS. Using a machine model, which will be described
in later sections, the corresponding value of the back electromotive force (EMF) and the rotor
speed are computed. While the back-EMF is then modulated by the power unit, three binary
signals are generated from the speed value like the ones of a incremental encoder and passed to
the IUT.

3.1.1 Performance requirements of the power electronics system of the
VM

An essential requirement to the VM is the possibility of testing the IUT under any of its opera-
ting conditions. This especially includes overload tests. For this reason, the performance of the
VM has to be slightly greater than the IUT. In practice, an increase of the DC link voltage of 20
to 50V turns out to be sufficient. Therefore, with respect to the power level, the converter inside
the VM can be of the same type as the IUT, since the voltage increase stays within the tolerance
margins of most industrial inverters. In this case, only an adjustment of the control parameters
is needed. Furthermore, using a common inverter instead of a specifically designed system is
economically advantageous.

On the other hand, as is well known, switched power sources generate output voltage wa-
veforms with great amounts of parasitic harmonics. Such parasitic harmonics will hence appear
in the back-EMF waveform generated by the VM, and special care has to be taken so that they
do not alter the behavior of the IUT. However, the coupling inductors between the VM and
the IUT will act like low-pass filters and remove the upper harmonic range from the currents
flowing through the IUT. Since these currents (and not the back-EMF) are used as control vari-
ables by the IUT, choosing a switching frequency high enough will alleviate the adverse effect
of switching harmonics.

In fact, owing to the physical limitations of semiconductor devices, doubling or tripling the
switching frequency of an industrial inverter is relatively arduous to realize. An effective me-
ans of overcoming this difficulty while still using standard commercial products is connecting
several inverters in parallel on the same DC link and activating them sequentially, as described
in the next section.

3.2 Magnetically paralleled inverter cumulation system

In order to build a system which satisfies all the requirements of the VM with standard market
available devices, the power stage is a inverter cumulation system which is composed of five
identical IGBT inverters which are magnetically coupled and sequentially switched. By doing
this, the overall system switching frequency is five times higher than each single inverter. As
mentioned in Chapter 2, IGBTs are capable of handling high power with a moderate switching
frequency. The presented inverter cumulation system is believed to increase the system mo-
dulation frequency meanwhile keep switching speed within the limitation of each device. This
section presents the working principle and the realized test bench in detail.
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3.2.1 Sequential switching
Sequential switching, often improperly referred to as interleaved switching, is a switching
scheme for parallel-connected power semiconductor devices, in which they are switched on and
off one after the other but never simultaneously [15,16]. On the contrary, interleaved switching
makes use of concurrent operation of parallel devices [15–22].

[8]–[11]. In fact the expression “interleaved switching” does
not describe this concept properly rather than a more suitable
name “sequential switching”.

In this approach, parallel connected power devices are used
and switched sequentially, thus distributing the switching and
conducting losses to several IGBTs instead of only one. In this
way, it is possible to increase the power capability as well as
the system modulation frequencyfPWM without exceeding the
maximum losses of individual device. In Fig. 3, five parallel
connected IGBTs with separated freewheeling diode replace
the original single switch module of a three phase voltage
source inverter. An example of pulse sequences of paralleled
power devices (see the hatched area of Fig. 3) are shown in
Fig. 4. The PWM pulses are not transferred to the IGBT gates
simultaneously. Pulse No. 1 activates IGBTa1; No. 2 activates
IBGT a2 and so on. In this example, sequential switching
reduces the switching frequency of each power devices to
a fifth of PWM frequency, and the maximum switching-on
periodTon,max= T of each semiconductor is limited to15 of the
switching periodTIGBT. But, it is obvious that the freewheeling
diode still operates at full load and PWM frequency.

Udc

a1a2a3 a4a5

Fig. 3. Sequential switching of parallel power devices in a voltage source
inverter.

T

TIGBT

Ton
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Fig. 4. Example of pulse sequence for sequential witching ofparalleled
power devices.

Even though the material cost of the solution is increased by
the additional paralleled power devices, it is still interesting
for projects with low piece numbers and high development
efforts. Under this background, adopting sequential switching

in the test bench of virtual machine has obvious benefits.

B. Necessity of Magnetic Freewheeling Control

However, parallel connection IGBTs with a separate diode
is not a common case, as the standard IGBT module has its
integrated freewheeling diode. In order to avoid the design
effort for this special inverter (as shown in Fig. 3), it is
more advantageous to parallel connect standard drive inverters
instead. Unfortunately, the concept sequential switchingcauses
some problems due to the integrated freewheeling diodes,
as they cannot be switched actively. Only a positive voltage
between anode and cathode is required for the conducting of
diode, therefore a simultaneous switching-on of the parallel
freewheeling diodes has to be expected. Ideally the diodes
should have the same characteristics and share the load current
in balance. However, due to statistical tolerances, the diodes
do not have identical characteristics. Consequently the diode
with lowest internal resistance will accept a major part of the
load current and heat up more than the others. With respect
to the negative temperature coefficient electrical conductivity
of this specific device will improve even more resulting in an
even greater part of the load current. This effect will increase
more and more until overload and possible destruction of the
specific diode.

An effective approach called “magnetic freewheeling con-
trol” presented in [16], [17] and [18] provides an ability to
sequentially switch the freewheeling diodes in the same switch
sequence as IGBTs. The principle of this concept is explained
by an example circuit (as shown in Fig. 5), afterwards a
test bench of this circuit (Fig. 6(a)) was built and positive
experiment results were obtained to approve the function of
sequential switching of integrated diodes.
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D1 D2

a5
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Fig. 5. Example circuit of magnetic freewheeling control.

In Fig. 5, five standard IGBT half bridge modules are con-
nected in parallel. Each output of five half bridges is connected
to each coil of 5-phase coupling inductor which is mounted
on the same magnetic core. The coupling inductance of each
phase shown as a series connection of a mutual inductance
Lm and a leakage inductanceLσ is the key component for
the freewheeling control. Here, the lower switchesa1, a2, ...,
a5 are activated according to the pulse sequence as shown
in the Fig. 4, and the diodesD1, D2, ..., D5 are expected
to sequentially conduct the freewheeling current after the

Figure 3.3: Sequential switching of parallel power semiconductor devices in a voltage source
inverter.

[8]–[11]. In fact the expression “interleaved switching” does
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name “sequential switching”.

In this approach, parallel connected power devices are used
and switched sequentially, thus distributing the switching and
conducting losses to several IGBTs instead of only one. In this
way, it is possible to increase the power capability as well as
the system modulation frequencyfPWM without exceeding the
maximum losses of individual device. In Fig. 3, five parallel
connected IGBTs with separated freewheeling diode replace
the original single switch module of a three phase voltage
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reduces the switching frequency of each power devices to
a fifth of PWM frequency, and the maximum switching-on
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diode still operates at full load and PWM frequency.
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to the negative temperature coefficient electrical conductivity
of this specific device will improve even more resulting in an
even greater part of the load current. This effect will increase
more and more until overload and possible destruction of the
specific diode.

An effective approach called “magnetic freewheeling con-
trol” presented in [16], [17] and [18] provides an ability to
sequentially switch the freewheeling diodes in the same switch
sequence as IGBTs. The principle of this concept is explained
by an example circuit (as shown in Fig. 5), afterwards a
test bench of this circuit (Fig. 6(a)) was built and positive
experiment results were obtained to approve the function of
sequential switching of integrated diodes.
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Fig. 5. Example circuit of magnetic freewheeling control.

In Fig. 5, five standard IGBT half bridge modules are con-
nected in parallel. Each output of five half bridges is connected
to each coil of 5-phase coupling inductor which is mounted
on the same magnetic core. The coupling inductance of each
phase shown as a series connection of a mutual inductance
Lm and a leakage inductanceLσ is the key component for
the freewheeling control. Here, the lower switchesa1, a2, ...,
a5 are activated according to the pulse sequence as shown
in the Fig. 4, and the diodesD1, D2, ..., D5 are expected
to sequentially conduct the freewheeling current after the

Figure 3.4: Example of sequential switching pulse sequence for power devices connected in
parallel.

Sequential switching, as used in the VM, allows to distribute switching and conduction losses
among several IGBTs instead of only one. In this way, it is possible to increase the power ca-
pability of a system as well as its modulation frequency fPWM without exceeding the maximum
ratings of the individual devices. Fig. 3.3 illustrates the concept with a three phase voltage
source inverter in which usual IGBTs have been replaced by arrays of five switches connected
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in parallel together with a single freewheeling diode (Fig. 3.3). Fig. 3.4 shows a typical pulse
pattern for such an array (dead time of upper and lower switches not represented). The PWM
signal is not directly transferred to the IGBTs but is split into five couples of signals numbered
from 1 to 5. The first signal of couple i is sent to IGBT ai while the second is used to activate
IGBT a′i. In this example, sequential switching reduces the switching frequency of each power
device to a fifth of the PWM frequency, and the maximum switch-on period Ton,max = T of each
semiconductor is limited to a fifth of the switching period TIGBT.

Nevertheless, in this configuration, the separate freeweeling diodes would have to carry the
whole phase current. In order not to overload them while increasing the switching frequency, a
slight modified design based on standard IGBT modules with integrated freeweeling diodes is
considered in the following part. However, this approach also raises a few serious challenges,
which are discussed next.

3.2.2 Necessity of a magnetic freewheeling control
While sequential switching of IGBTs is easy to implement, the freeweeling diodes are a matter
of concern, as they cannot be switched actively. If no particular care is taken, all diodes of
a half bridge may conduct during freeweeling operation. Ideally, the diodes should have the
same characteristics and share the load current equally. In practice, the physical properties of
electrical components show discrepancies. Consequently, the diode with the lowest internal
resistance will carry the major part of the load current and heat up more than the others. The
negative temperature coefficient makes the current flowing through the component increase.
This process continues until its possible destruction.

An effective approach to overcoming this problem, known as magnetic freeweeling control
and described in detail in [23], [24] and [25], is summarized in the following. It provides a
means of switching the freewheeling diodes sequentially, in the same order as the IGBTs by
using a magnetic element. The principle of this concept is exemplified in Figure 3.5.

[8]–[11]. In fact the expression “interleaved switching” does
not describe this concept properly rather than a more suitable
name “sequential switching”.

In this approach, parallel connected power devices are used
and switched sequentially, thus distributing the switching and
conducting losses to several IGBTs instead of only one. In this
way, it is possible to increase the power capability as well as
the system modulation frequencyfPWM without exceeding the
maximum losses of individual device. In Fig. 3, five parallel
connected IGBTs with separated freewheeling diode replace
the original single switch module of a three phase voltage
source inverter. An example of pulse sequences of paralleled
power devices (see the hatched area of Fig. 3) are shown in
Fig. 4. The PWM pulses are not transferred to the IGBT gates
simultaneously. Pulse No. 1 activates IGBTa1; No. 2 activates
IBGT a2 and so on. In this example, sequential switching
reduces the switching frequency of each power devices to
a fifth of PWM frequency, and the maximum switching-on
periodTon,max= T of each semiconductor is limited to15 of the
switching periodTIGBT. But, it is obvious that the freewheeling
diode still operates at full load and PWM frequency.
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Fig. 3. Sequential switching of parallel power devices in a voltage source
inverter.
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Fig. 4. Example of pulse sequence for sequential witching ofparalleled
power devices.

Even though the material cost of the solution is increased by
the additional paralleled power devices, it is still interesting
for projects with low piece numbers and high development
efforts. Under this background, adopting sequential switching

in the test bench of virtual machine has obvious benefits.

B. Necessity of Magnetic Freewheeling Control

However, parallel connection IGBTs with a separate diode
is not a common case, as the standard IGBT module has its
integrated freewheeling diode. In order to avoid the design
effort for this special inverter (as shown in Fig. 3), it is
more advantageous to parallel connect standard drive inverters
instead. Unfortunately, the concept sequential switchingcauses
some problems due to the integrated freewheeling diodes,
as they cannot be switched actively. Only a positive voltage
between anode and cathode is required for the conducting of
diode, therefore a simultaneous switching-on of the parallel
freewheeling diodes has to be expected. Ideally the diodes
should have the same characteristics and share the load current
in balance. However, due to statistical tolerances, the diodes
do not have identical characteristics. Consequently the diode
with lowest internal resistance will accept a major part of the
load current and heat up more than the others. With respect
to the negative temperature coefficient electrical conductivity
of this specific device will improve even more resulting in an
even greater part of the load current. This effect will increase
more and more until overload and possible destruction of the
specific diode.

An effective approach called “magnetic freewheeling con-
trol” presented in [16], [17] and [18] provides an ability to
sequentially switch the freewheeling diodes in the same switch
sequence as IGBTs. The principle of this concept is explained
by an example circuit (as shown in Fig. 5), afterwards a
test bench of this circuit (Fig. 6(a)) was built and positive
experiment results were obtained to approve the function of
sequential switching of integrated diodes.
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In Fig. 5, five standard IGBT half bridge modules are con-
nected in parallel. Each output of five half bridges is connected
to each coil of 5-phase coupling inductor which is mounted
on the same magnetic core. The coupling inductance of each
phase shown as a series connection of a mutual inductance
Lm and a leakage inductanceLσ is the key component for
the freewheeling control. Here, the lower switchesa1, a2, ...,
a5 are activated according to the pulse sequence as shown
in the Fig. 4, and the diodesD1, D2, ..., D5 are expected
to sequentially conduct the freewheeling current after the

Figure 3.5: Example circuit of magnetic freewheeling control.

In Figure 3.5, five standard IGBT half bridge modules are connected in parallel. Each half
bridge output is connected to a coil terminal of the 5-phase coupling inductor shown in the
shaded box and assigned a number from 1 to 5. The coils are wound on the same magnetic core
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and exhibit a main inductance Lm and a leakage inductance Lσ. The power switches a1, a′1,
..., a5, a′5 are activated sequentially according to the pulse sequence shown in figure 3.4. The
diodes D′1, D

′
2, ..., D′5 are expected to conduct the freewheeling current while the current in

phase A, iA, is flowing out of the coupling inductor, i.e. is positive according to figure 3.5. In
fact, the coupling inductor is the key component of the freewheeling control strategy. For the
sake of clarity, its behaviour and not its design is to be described first.

Assuming a positive phase current iA and a PWM pattern according to Figure 3.4, IGBT a1
is activated by the first PWM pulse. The load current iA1 starts flowing through IGBT a1 and
coil 1. After turning off a1, iA1 decreases with a slope equal to ∆iA1/∆t, generating a voltage
drop across coil 1 given by:

∆u = ∆um + ∆uσ

= Lm
∆iA1

∆t
+ Lσ

∆iA1

∆t
.

(3.1)
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Fig. 6. Experimental current waves obtained from the VM testbench

the commutation, an IGBT switches on at zero current (see Fig. 7) and its current then rises229

with same slope as the diode current decreases. As the total voltage drop is shared in the230

same proportion between the two coupling inductances involved, the voltage of IGBT and231

diode are zero during the switching process. This phenomenon, known assoft switching,232

leads to a further decrease of the switching losses.233

As mentioned, in case of five IGBTs connected in parallel, theturn-on time of every234

power electronics component is limited to a fifth of the switching periodTIGBT, reducing235

its conduction losses over this time intervall. Decreasingconduction and switching losses at236

the same time allows the power capability and modulation frequencyfPWM of the system to237

be further increased without exceeding the maximum power ratings of the individual power238

electronic devices.239

Figure 3.6: Experimental current waves obtained from the VM test bench.

∆u activates the freewheeling diode D′1. Properly chosen values of main and leakage in-
ductances ensure that the freewheeling current mainly remains in coil 1. In fact, the choice of
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suitable values for these parameters is a crucial issue and will be discussed in detail in the co-
ming subsection. After the dead time, IGBT a′1 is not switched on by the high level transition of
its gate signal and the positive load current continues flowing through diode D′1. Since all coils
are wound around the same magnetic core, as soon as the second PWM pulse switches on IGBT
a2, the current commutates from D′1 IGBT to a2, due to the influence of the main inductance
Lm of the coils. After the commutation, IGBT a2 conducts the full load current, which now
flows through the second coil. The same process repeats in the other meshes, when turning on
or off the corresponding IGBTs.

The proper operation of the coupling inductor has been verified experimentally. Figure 3.6
presents the current waveforms obtained with the PWM pattern previously considered and a
positive load current. The PWM frequency is 16kHz, which reduces the switching frequency
of an individual IGBT to 3.2kHz. Within a switching cycle, each current waveform exhibits a
main and four small current pulses. During the first part of each main pulse, the upper IGBT
of the related half bridge is active and conducts the load current. After the falling edge of the
PWM signal, the freewheeling diode of the same half bridge takes over and conducts the current
until the next IGBT is turned on. According to the results in figure 3.6, it turns out that, during
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Fig. 8. Simplified power stage structure of a sequential switched 3-phase VSI.

(a) Turn-off process of freewheeling diode in sequential switching
operation mode.

(b) Turn-on process of IGBT in sequential switching operation mode.

Fig. 7. Soft switching behaviors of diode and IGBT during thecommutation
process of sequential switching operation mode.

separately connected to one coil of a multiphase (5-phase)

coupling inductor, whereas the different phases A, B and C
are using their own magnetic core. In this way, by adopting
same methodology described above, 5 complete standard drive
inverters are successfully sequentially switched.

In order to verify the high speed switching ability of
proposed approach (according to Fig. 8), a comparison be-
tween normal operation of a single inverter and sequential
switching of five parallel connected inverters is shown in Fig.
9. The upper curve shows the temperature of the cooling
fines at rated switching frequency and rated current of a
single inverter and the lower one the temperature at sequen-
tial switching of five inverters. It is obvious that even at
fPWM = 40kHz (fS = 8kHz) and 10% higher load current,
the losses of the semiconductor devices are less than at single
operation due to the reduced conduction, switching losses and
soft switching behavior of IGBT and diode at turn-on and
turn-off respectively.
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Fig. 7. Soft switching of diode and IGBT during the commutation process under sequential switching operation mode

Despite rising material costs due to the additional components, these advantages make240

sequential switching attractive for projects with low piece numbers and sustained develop-241

ment efforts and justifies its use in the frame of the presented project. However, a solution242

involving standard two level voltage source inverters (VSIs) rather than a specific design243

would be preferable in case of the VM, since it should remain flexible and hence, its structure244

independent of the power range of IUTs used.245

For this purpose, the possibility of coupling VSIs in parallel by means of the aforemen-246

tioned magnetic freeweeling control scheme has been examined using an experimental rig247

involving 5 standard three-phase VSIs. The half-bridge outputs of the five inverters were248

(b) Turn-on process of an IGBT in sequential switching
operation mode

Figure 3.7: Soft switching of diode and IGBT during the commutation process under sequential
switching operation mode

every PWM period, a small part of the load current also flows through inverters which should
normally not be active. This results from the voltage across the mutual inductance ∆um existing
in every coil simultaneously as a consequence of the transformer effect. This is the reason why
four small current pulses can be observed in every current waveform. However, since they do
not contribute much to the switching or conducting losses, they are of no concern.

Furthermore, the proposed freeweeling control scheme makes the turn-off process of the
diode and the turn-on of the IGBT independent of each other. The coupling inductor limits the
current variation ∆i/∆t, thus reducing the reverse recovery current of the diode. During the
commutation, an IGBT switches on at zero current (see Figure 3.7) and its current then rises
with the same slope as the diode current decreases. As the total voltage drop is shared in the
same proportion between the two coupling inductances involved, the voltage of the IGBT and
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diode are zero during the switching process. This phenomenon, known as soft switching, leads
to a further decrease of the switching losses.

As mentioned, in the case of five IGBTs connected in parallel, the turn-on time of every
power electronics component is limited to a fifth of the switching period TIGBT, reducing its
conduction losses over this time interval. Decreasing conduction and switching losses at the
same time allows the power capability and modulation frequency fPWM of the system to be furt-
her increased without exceeding the maximum power ratings of the individual power electronic
devices.

Despite rising material costs due to the additional components, these advantages make se-
quential switching attractive for projects with low piece numbers and sustained development
efforts and justifies its use in the frame of the presented project. However, a solution involving
standard two level voltage source inverters (VSIs) rather than a specific design would be prefe-
rable in case of the VM, since it should remain flexible and hence, its structure independent of
the power range of IUTs used.

3.2.3 Parallel cumulation of voltage source inverters
In the previous section, five IGBT inverter legs are parallel magnetically coupled under the help
of magnetic freeweeling control, and are sequentially switched with a switching frequency of
fifth of the overall modulation frequency. For the same purpose, the possibility of coupling
VSIs in parallel by means of the aforementioned magnetic freeweeling control scheme has been
examined using an experimental rig involving 5 standard three-phase VSIs. The half-bridge
outputs of the five inverters were connected together according to the schematic diagram shown
in Figure 3.8. To do so, a separate coupling inductor following the same design as in the
previous configuration was used for each phase A, B and C (shaded boxes in Figure 3.8).
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Fig. 8. Simplified power stage structure of a sequential-switched 3-phase VSI
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In order to verify the proper operation of the system described in Fig. 8 and assess the252

benefits arising from switching sequentially inverters connected in parallel in terms of energy253

loss reduction, thermal investigations were carried out. More precisely, the array of inverters254

was first operated at a PWM frequencyfPWM = 24kHz and at 10% overcurrent during255

16 minutes. After that, the PWM frequency was increased tofPWM = 40kHz, making the256

switching frequency of each IGBT equal tofS = 8kHz, i.e. its rated switching frequency.257

The blue curve in the diagram in Fig. 9 shows the evolution of the temperature measured on258

the heatsink of an inverter. On the other hand, the green curve represents the temperature of a259

single inverter operated at rated current and nominal switching frequencyfS = fPWM = 8kHz.260

Owing to the diagram, a significant amount of energy is saved thanks to reduced conduction261

losses and soft switching in the inverter array, even at 40kHz. This validates the approach of262

using standard VSIs coupled magnetically and switched sequencially for the power stage of263

the VM.264

C. Design of the Coupling Inductor265

The coupling inductor is the key component of the magnetic freewheeling control. It266

performs two main functions: the sequential switching of freewheeling diodes and the current267

Figure 3.8: A simplified power stage structure of a sequential-switched 3-phase VSI.

In order to verify the proper operation of the system described in Figure 3.8 and assess the
benefits arising from sequentially switching inverters connected in parallel in terms of energy
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loss reduction, thermal investigations were carried out. More precisely, the array of inverters
was first operated at a PWM frequency fPWM = 24kHz and at 10% overcurrent during 16
minutes. After that, the PWM frequency was increased to fPWM = 40kHz, making the switching
frequency of each IGBT equal to fS = 8kHz, i.e. its rated switching frequency. The blue curve
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Figure 3.9: Measured temperature of the cooling fins in normal and sequential switching mode.

in the diagram in Figure 3.9 shows the evolution of the temperature measured on the heat-sink
of an inverter. On the other hand, the green curve represents the temperature of a single inverter
operated at rated current and nominal switching frequency fS = fPWM = 8kHz. Owing to the
diagram, a significant amount of energy is saved thanks to reduced conduction losses and soft
switching in the inverter array, even at 40kHz. This validates the approach of using standard
VSIs coupled magnetically and switched sequentially for the power stage of the VM.

3.2.4 Coupling inductor design
The coupling inductor is the key component of the magnetic freewheeling control. It performs
two main functions: the sequential switching of freewheeling diodes and the current commuta-
tion between separate inverters. As described previously, the main inductance Lm guarantees
the current commutation and supports the sequential switching of freewheeling diodes. Unfor-
tunately, it also causes parasitic small current pulses in other branches at the same time (see
Figure 3.6). Therefore, an optimal value of Lm has to be found. On the other hand, as the
leakage inductance Lσ primarily allows the load current to flow through a single freewheeling
diode, a fairly high value of Lσ is required to improve the sequential switching performance
and compensate for the side effect caused by Lm.

As described in Figure 3.10, the magnetic flux generated by the three coils wrapped around
a ferromagnetic E-core pair can be split into a main flux φm and a leakage flux φσ. Magnetic
field lines belonging to the main flux φm form loops within the core, while lines leading to the
leakage fluxφσ are located in the non-ferromagnetic materials constituting the winding window.
In the case exemplified in Figure 3.10, the three coils exhibit their own leakage flux referred to
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Figure 3.10: Schematic diagram of magnetic field loops in an E-core.

as φσi (i ∈ {1, 2, 3}). As can be seen, leakage field lines of two neighbouring coils oppose each
other, thereby weakening the leakage inductance of the coils. In order to attenuate this effect, a
wide winding window allowing for sufficient distance between each coil is required. Moreover,
according to [25], by using a special-designed multi-chamber bobbin with each coil wound in a
different chamber, the interactions between them can be further weakened.

On the other hand, the spacial distance between coils and magnetic core strongly influences
the value of the leakage inductance. Therefore, the distance between every coil and the distance
of each coil to the magnetic core should be kept constant, as far as possible. The winding ar-
rangement exemplified in figure 3.10, however, is not a good choice, because coil 2 has a larger
distance to the core than coils 1 and 3. Discrepancies in leakage inductances as a consequence
of this effect will have an adverse influence on the magnetic freewheeling control.
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Figure 3.11: Winding arrangement of the coupling inductor

In order to alleviate this drawback, each coil is divided into two sub-coils connected in series
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and wound in two separate chambers (see Figure 3.11(a)). By doing this, the average spacial
distance between the coils and the magnetic core is approximately identical. In the particular
case of the coupling inductor depicted in Figure 3.11(b), the width of the winding window was
increased by using U-cores instead of a pair of E-cores. In practice, several configurations were
tested in an iterative process until the desired freeweeling behaviour was achieved. Unfortuna-
tely, no systematic design guidelines could be found.

3.3 Virtual machine
The previous section mainly focused on hardware issues arising from the need for a high-
performance power stage to satisfy the requirements of the VM (see Figure 3.8). However,
since the VM has to mimic the electrical behaviour of a real motor at its terminals, a proper
model allowing the RTS to control the power stage accordingly has to be designed.

3.3.1 Inverted machine model
As stated at the beginning, the VM should not attempt to enforce the phase currents since this
would lead to conflicts with the current controller inside the IUT. For this reason, the model
discussed in the following uses the phase currents as input quantities and computes the back-
EMF which would be generated by a real asynchronous machine through which these currents
would flow. The calculated back-EMF is then modulated by the power stage.

Using the notations introduced in [26], the voltage equations of an induction motor in stator
coordinates are: (all symbols below are listed in Appendix A.1.
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Rewriting the voltage equations with stator current is and rotor flux ψr as state variables
yields
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where rσ = rs + k2rrr and τ ′σ = σls/rσ. Solving (3.4b) for uss leads to the following relati-
onship:
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Equation (3.5) can be represented by the equivalent circuit shown in Figure 3.12, while the
underlined term in (3.5) corresponds to the back-EMF uir:
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Fig. 12. Equivalent circuit of an induction motor in stator coordinates
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In order to calculate the mechanical angular velocityω, the mechanical equations (7) and

(8) have to be added
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which is, in the considered case, the inductance of the coupling inductor described in section323

III. According to equation (8), the angular velocity depends on a load torqueTL, which is324

actually an input quantity of the model. This offers the possibility of emulating arbitrary load325
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Figure 3.12: Equivalent circuit of an induction motor in stator coordinates.

uir =
kr
τr

(jωτr − 1))ψs
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In order to calculate the mechanical angular velocity ω, the mechanical equations (3.7) and
(3.8) have to be added.

Te = kr· | ψr × is | (3.7)

τm
dω

dτ
= Te − TL (3.8)

the VM to “overrule” a PI controller of the IUT, thus a special
implementation effort of SS controller is necessary. In [6], it
uses a special designed power stage for VM, but this is also
not an economical solution.

B. “Inverted” Machine Model

To overcome the drawbacks of previous approach and avoid
the need of a current controller, the model of an electrical
machine should not calculate the machine current in depen-
dency of the machine voltage, but vice versa. An “inverted”
machine model calculating the machine voltage as a response
on the machine current (which is controlled by the IUT) does
not need a current controller on the VM side. Therefore,
the equivalent circuit in Fig. 12 has been used to derive
the rotor based machine model of induction motor. Here,
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i
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Fig. 12. Equivalent circuit of an induction motor.

rσ = rs + k2rrr, σ = 1− kskr is the total leakage coefficient,
andks = lh/ls, kr = lh/lr are the magnetic coupling factors.
uir is the induced voltage depending on the stator currentis,
which is used as modulation signal of VM power stage.

According to [19], [20], point of origin for a current based
machine model of an asynchronous machine is the rotor model
in (2) and the mesh equation of the fundamental equivalent
circuit in (3). Where,τr is the rotor time constant, andlh
is the main inductance. All quantities are normalized to the
respective base values.
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The stator winding equation (4) can be rewritten as (5). By
comparing with the double underline parts of equation (3) and
(5), the induced voltageuir can be determined as (6).
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To complete the model of the machine, the mechanical equa-
tions (7) and (8) has to be added to calculate the mechanical
angular velocityω. By adjusting the load torqueTL it is

possible to emulate different load conditions for the virtual
machine and the IUT.

Te = kr· | ψr × is | (7)

τm
dω

dτ
= Te − TL (8)

Based on the equations above, the block diagram of machine
model is shown in Fig. 13.
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Fig. 13. Current based machine model for evaluating the induced voltage
and the angular velocity of the virtual machine.

This approach is able to represent the characteristics of a
real machine. The current depends on the leakage inductance
σLs, which is in our case the coupling inductance between the
two inverters, which also guarantees the magnetic freewheel-
ing control for sequential switching of the diodes as mentioned
before. The stator currentis yields to a rotor fluxψr (see
Fig. 13). The machine responds with an induced voltage at its
terminals, which depends on the angular velocityω and the
rotor flux ψr. The angular velocity is an important quantity
due to the fact that it simulates different load condition for the
VM. It serves as input for the superimposed speed controller
of the IUT. To emulate this velocity for the speed variable
drive an encoder emulator based on an FPGA is implemented.
This emulator generates the traces of an optical encoder (A,
B and zero) depending on the angular velocity calculated by
the machine model. The output of the emulator is compatible
to a standard incremental encoder interface (see Fig. 14) and
hence can be connected to any inverter, which provides an
incremental encoder input.

IV. V IRTUAL MACHINE TEST BENCH IMPLEMENTATION

AND EXPERIMENTAL RESULT

After introducing the specific approach of power stage and
control unit, the block diagram of virtual machine test bench
(Fig. 2) can be redrawn as Fig. 15.

According to Fig. 16, the laboratory set-up consists of five
industrial standard 14 kVA two level voltage source inverters
that are connected in parallel and switched sequentially. The
rated switching frequency is 8 kHz. The calculation of the
machine model and the generation of the PWM pulses are done
by a DSP controller. The PWM pulses are distributed to the

Figure 3.13: Current based machine model for evaluating the back-EMF and the angular velo-
city of the virtual machine.

The relationships between physical quantities gained from the previous equations are repre-
sented graphically in a block diagram in Figure 3.13. The stator current is leads to a rotor flux
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ψr which, depending on the angular velocity ω, results in a back-EMF uir. Owing to (3.4b),
the current dynamics directly depend on the equivalent leakage inductance σls, which is, in the
considered case, the inductance of the coupling inductor described in the previous section. Ac-
cording to equation (3.8), the angular velocity depends on a load torque TL, which is actually
an input quantity of the model. This offers the possibility of emulating arbitrary load conditions
for the IUT. As will be demonstrated experimentally in the next section, this approach is able to
represent the characteristics of a real machine.

3.4 Inverter cumulation implementation and virtual machine
experimental verification

Based on the theoretical analysis of the previous section, a detailed schematic overview of the
experimental rig built to test the proper operation of the virtual machine is shown in Figure
3.14.
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Figure 3.14: Overview of the components constituting the test bench of the VM.

It consists of five industrial standard 14kVA two-level VSIs switched sequentially and con-
nected in parallel using three coupling inductors like the one depicted in Figure 3.5. The rated
switching frequency of each inverter is fS = fPWM = 8kHz. The real-time algorithm of the
machine model is implemented on a Digital Signal Processor (DSP). The model parameters can
be set by means of a PC user interface (Figure 3.15). While the phase current measurements
are sampled by the DSP, the load torque of the VM model can directly be modified during tests
to emulate load steps. The back-EMF for each phase is available at a specific output pin of the
DSP as a PWM voltage signal which is then distributed to the various inverters by an FPGA.
The angular velocity, also computed by the DSP, is passed to a second FPGA emulating an
incremental encoder. The delivered signals comply with the incremental encoder interface’s
standards (see Figure 3.16). Finally, as can be seen in Figure 3.17, the IUT used for testing the
emulator is of the same type as the parallel connected inverters of the VM. It includes a field
oriented controller.

The parameters of the induction machine emulated by the VM during the tests are listed in
Table 3.1.
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Fig. 17. PC user interface for parametrizing the VM

TABLE I

PARAMETERS OFTHE V IRTUAL MACHINE

Un = 380V In = 22A

Rs = 292mΩ Rr = 232mΩ

Ls = 84.18mH Lr = 86.36mH

Lh = 81.49mH fn = 50Hz

J = 0.01kgm2 p = 2

are entirely consistent with the behaviour of a real asynchronous machine. As expected from354

acceleration tests, the IUT delivers its nominal current only during the short acceleration355

phase and hence, cannot be tested properly without load.356

The diagram in Fig. 20 displays the evolution of angular velocity and q current while357

applying a load step the amplitude of which is equal to 75% of the rated load torque at358

nominal speed. At timet = 0.08s, the load torque step is emulated by the VM. The speed359

controller of the IUT reacts with a currentiq to counteract the resistive torque and keep the360

speed constant. Therefore, the possibility of emulating mechanical energy transfers with the361

VM enables to test the IUT under realistic operating conditions.362

Fig. 21 shows the ability of the VM to operate not only at ratedflux amplitude but also in363

the flux weakening region. As expected, the current controller of the IUT keeps the d current364

constant at its nominal values as long as the speed referencedoes not exceed its rated value.365

However, when the speed reference is increased beyond this threshold, the rotor flux has to366

be reduced to limit the back-EMF.367

Figure 3.15: PC user interface for parametri-
zing the VM.

 
Fig. 15: Overview of the components constituting the test bench of the VM 

 
It consists of five industrial standard 14kVA two-level VSIs switched sequentially and connected in 
parallel using three coupling inductors like the one depicted in Fig. 5. The rated switching frequency of 
each inverter is 8kHzs PWMf f= = . The real-time algorithm of the machine model is implemented on a 
Digital Signal Processor (DSP). The model parameters can be set by means of a PC user interface (Fig. 18). 
While the phase current measurements are sampled by the DSP, the load torque of the VM model can 
directly be modified during tests to emulate load steps. 

 
Fig. 16: Signals delivered by the encoder emulator 

 
Fig. 17: Experimental setup of the proposed motor emulator 

The back-EMF for each phase is available at a specific output pin of the DSP as PWM voltage signal which 
is then distributed to the various inverters by an FPGA. The angular velocity, also computed by the DSP, 

Figure 3.16: Signals delivered by the encoder
emulator.

Table 3.1: Parameters of The virtual machine

Un = 380V In = 22A

Rs = 292mΩ Rr = 232mΩ

Ls = 84.18mH Lr = 86.36mH

Lh = 81.49mH fn = 50Hz

J = 0.01kgm2 p = 2

to a second FPGA emulating an incremental encoder. The delivered signals comply with the342

incremental encoder interface’s standards (see Fig. 15). Finally, as can be seen on Fig. 16,343

the IUT used for testing the emulator is of the same type as theparallel connected inverters344

of the VM. It includes a field oriented controller.345

t[µs]

Fig. 15. Signals delivered by the encoder emulator

The parameters of the induction machine emulated by the VM during the tests are listed346

in Table I.347

Fig. 16. Experimental setup of the proposed motor emulator

Fig. 18 shows the evolution of stator currents, back-EMF, rotor flux linkage and angular348

velocity during a slow acceleration process from standstill to nominal speed under no load,349

when the IUT is operated in speed control mode. The field oriented controller of the IUT350

enforces speed and current, while keeping the amplitude of the rotor flux constant. As the351

actual speed increases up to nominal speed, the back-EMF also rises and reaches its nominal352

value. Fig. 19 depicts the results of a speed step from standstill to rated speed. These results353

Figure 3.17: Experimental setup of the proposed motor emulator.
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Figure 3.18 shows the evolution of stator currents, back-EMF, rotor flux linkage and angular
velocity during a slow acceleration process from standstill to nominal speed under no load, when
the IUT is operated in speed control mode. The field oriented controller of the IUT enforces
speed and current, while keeping the amplitude of the rotor flux constant. As the actual speed
increases up to nominal speed, the back-EMF also rises and reaches its nominal value. Fig.
3.19 depicts the results of a speed step from standstill to rated speed. These results are entirely
consistent with the behaviour of a real asynchronous machine. As expected from acceleration
tests, the IUT delivers its nominal current only during the short acceleration phase and hence,
cannot be tested properly without load.
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Fig. 22 displays the evolution of the stator currents of the VM during a speed reversal368

from -120% to 120% of the nominal speed. Again, the results are absolutly consistent with369

the behaviour of a real motor.370

VI. CONCLUSION371

The investigations carried out with the motor emulator presented in this paper attest to the372

possibility of switching magnetically coupled standard VSIs sequentially. This method does373

Figure 3.18: Stator currents, back-EMF, rotor flux linkage and angular velocity when accelera-
ting from standstill to nominal speed.
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Fig. 22 displays the evolution of the stator currents of the VM during a speed reversal368
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VI. CONCLUSION371

The investigations carried out with the motor emulator presented in this paper attest to the372

possibility of switching magnetically coupled standard VSIs sequentially. This method does373

Figure 3.19: Reference and actual values of speed and q current component resulting from a
speed step from standstill to rated speed at no load.
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The diagram in Figure 3.20 displays the evolution of angular velocity and q current while
applying a load step with an amplitude equal to 75% of the rated load torque at nominal speed.
At time t = 0.08s, the load torque step is emulated by the VM. The speed controller of the IUT
reacts with a current iq to counteract the resistive torque and keep the speed constant. Therefore,
the possibility of emulating mechanical energy transfers with the VM enables to test the IUT
under realistic operating conditions.
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not only allow increasing the switching frequency but also leads to an appreciable reduction in374

overall losses since power electronics devices exhibit a soft switching behaviour under these375

circumstances. Experimental results show that the performance of five inverters connected in376

parallel in terms of power and dynamics is sufficient to realize an efficient motor emulator.377

A crucial feature of theVirtual Machineis its ability to be operated with an IUT working378

with a field oriented controller. This has been made possibleby using a model computing the379

back-EMF as a result of the currents enforced by the IUT. Doing so, the electrical behaviour380

of the VM is in perfect agreement with the one of a real machine. Furthermore, mechanical381

torque steps can be reproduced, allowing the IUT to be testedunder almost every possible382

operating conditions.383

Figure 3.20: Load step of 75% rated torque at nominal speed.

Figure 3.21 shows the ability of the VM to operate not only at rated flux amplitude but also
in the flux weakening region. As expected, the current controller of the IUT keeps the d current
constant at its nominal values as long as the speed reference does not exceed its rated value.
However, when the speed reference is increased beyond this threshold, the rotor flux has to be
reduced to limit the back-EMF.
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circumstances. Experimental results show that the performance of five inverters connected in376
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of the VM is in perfect agreement with the one of a real machine. Furthermore, mechanical381
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Figure 3.21: Evolution of d current and angular speed at constant flux and in the flux weakening
region.
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Thanks to its simplicity and flexibility, theVirtual Machineprovides a interesting alternative384

to expensive HiL emulators for testing power inverters. It is particularly suitable for Small385

and Medium Enterprises manufacturing inverters and seeking for an affordable way of testing386

their products.387
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Figure 3.22: Evolution of the stator current and the angular velocity during a speed reversal
from -120% to 120% of the nominal speed.

Figure 3.22 displays the evolution of the stator currents of the VM during a speed reversal
from -120% to 120% of the nominal speed. Again, the results are absolutly consistent with the
behaviour of a real motor.

3.5 Summary

The investigations carried out with the motor emulator presented in this chapter attest to the
possibility of a magnetically coupled inverter cumulation system. This method does not only
allow increasing the overall system modulation frequency but also leads to an appreciable re-
duction in overall losses since power electronics devices exhibit a soft switching behaviour
under these circumstances. Experimental results show that the performance of fiver inverters
cumulated in parallel in terms of power and dynamics are sufficient to realize an efficient power
hardware-in-the-loop emulator of induction motor.

A crucial feature of the Virtual Machine is its ability to be operated with an IUT working
with a field oriented controller. This has been made possible by using a model computing the
back-EMF as a result of the currents enforced by the IUT. Doing so, the electrical behaviour of
the VM is in perfect agreement with the one of a real machine. Furthermore, mechanical torque
steps can be reproduced, allowing the IUT to be tested under almost every possible operating
conditions.

Thanks to its simplicity and flexibility, the Virtual Machine provides an interesting alternative
to expensive HiL emulators for testing power inverters. It is particularly suitable for Small and
Medium Enterprises manufacturing inverters and seeking for an affordable way of testing their
products.

As discussed at the beginning of this chapter, inverter cumulation is parallel, series and cas-
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cade interconnection of identical or different inverters, which can extend the system overall
performance. The success of the project virtual machine inspires us to explore deeper in the
field of inverter cumulation by going beyond the cumulation topology. The new idea and pro-
ject are going to be presented in the following chapter.
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CHAPTER 4

Introducting series magnetic-coupling of inverters
with different characteristics

As illustrated in chapter 2, for the most industrial applications, there is a certain suitable power
semiconductor which satisfies all the performance requirements. However, the situation is dif-
ferent when taking the power hardware-in-the-loop system into account. A specific example is
the power grid emulator which requires a high power rating and high dynamic response power
electronics system.

4.1 Power grid emulator
The increasing use of complex grid-connected technological components in safety-critical ap-
plications like public transportation or distributed power systems requires a precise evaluation
of the reliability and robustness of these equipment during their development. Direct on-field
tests of high power systems are generally not possible. A conventional method of getting around
this problem consists in using software-based simulation to analyse the behaviour of the elec-
tric equipment under test (EUT) under normal and transient operation conditions of the grid.
However, signal-level simulation is not able to perfectly reproduce every detail of a physical
phenomenon.

A grid emulator is a controllable AC power source which is capable of reproducing not only
the grid’s behaviour under normal operation conditions but also during transient operation. The-
refore, it emulates the power grid with the real power transfer, and thus reproduces the real phy-
sical environment for the equipment under test. It is believed to be a better solution for factory
inspection of the grid-connected industrial applications.

It is very important for a grid emulator to generate several typical fault behaviours to test the
reliability and robustness of the EUT. These faults include under-voltage, voltage interruption,
frequency variations, unbalance voltage, voltage harmonics, spikes and noise. In Figure 4.4-4.6
several simulation results are shown.
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Figure 4.1: 20% under voltage fault for 60ms.
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Figure 4.2: 0v voltage intteruption for 60ms
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Figure 4.3: Frequency variation fault in 40ms
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Figure 4.4: Voltage unbalance fault(va =
230v, vb = 170v, vc = 100v)
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Figure 4.5: 5th harmonic superimposition.
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The four different types of grid emulators used in past are amplifier-based, transformer-based,
generator-based and thyristor-controlled-reactor-based(TCR) [27]. The first grid emulator am-
plifies the desired signals generated by a waveform generator to the required power level. It
can emulate all the typical grid faults, but due to the high amplifier cost it is very expensive.
The transformer-based grid emulator can only generate voltage waves with different amplitu-
des, therefore it is not able to emulate frequency variation and harmonic superimposition [28].
The working principle of the third type of emulators is clear and self-explained. By controlling
the working condition of the generator, different amplitudes of the output voltage waves are
produced. However, by taking the cost, weight and size of the generator into account, it is not
an efficient solution [29]. The TCR is able to change its branch impedance by controlling the
firing angles of the thyristors. Due to this variation of impedance, the load voltage can be chan-
ged [30]. But this produces losses on the impedance, and the control algorithm of the thyristor
is strongly dependent on the whole system parameters.
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Abstract— The increasing use of complex grid-connected tech-
nological components in safety-critical applications like public
transportation or distributed power systems requires a precise
evaluation of the reliability and robustness of these pieces of
equipment during their development. Direct on-field tests of high
power systems are generally not possible. A conventional method
of getting around this problem consists in using software-based
simulation to analyse the behaviour of the electric equipment
under test (EUT) under normal and transient operation condi-
tions of the grid. However, signal-level simulation is not able to
perfectly reproduce every detail of a physical phenomenon.

This publication describes a cost-effective realization of a
power-hardware-in-the-loop (PHiL) grid emulation system com-
bining two inverters with different electrical characteristics
(type of semiconductor, switching frequency, DC link etc.). The
proposed grid emulator is a controllable power source not only
capable of emulating low frequency(50 [Hz]) transient faults as
voltage sags but also high-order harmonic components usually
present in the voltage waveforms of the utility grid (e.g. noise). A
downscaled 5-kVA laboratory prototype has been implemented
and the experimental results shown in the paper demonstrate the
emulator’s ability to combine high power with high dynamics.

I. I NTRODUCTION

A. Hardware-in-the-Loop Emulation

No software-based simulation is able to exactly reproduce
the behaviour of a system under real operating conditions.
This inherent limitation is the result of the finite amount of
information which can be carried out by a model [1]. For this
reason, performing simulations during the development phase
of a complex system can generally not ensure that the end
product will actually operate as expected. Furthermore, design
faults may not be discovered until the the very last stage of
the on-the-field testing, resulting in considerable costs to fix
them.

The use of real-time emulated environments to assess
the correct function and reliability of hardware components
is being increasingly recognized as an effective means of
overcoming these drawbacks. This innovative method, com-
monly referred to as Hardware-in-the-Loop (HiL) simulation,
involves the technical equipment under test as well as sensors
and actuators interacting with a real-time computer system

[2]. Usually, the output quantities delivered by the equip-
ment under test are captured by the sensors and processed
by the real-time system according to a mathematical model
representing the emulated environment. Consequently, control
signals are generated for the actuators to behave like the
emulated environment, providing the device under test with
the corresponding input quantities. This increases the realism
of the tests and hence, the significance of the obtained results.

B. Enhancing HiL Emulation with Energy Transfers

In contrast to early HiL schemes involving almost exclu-
sively signal processing systems, modern HiL emulation also
features energy transfers. This approach, known asPower
Hardware-in-the-Loop (PHiL), de facto involves real energy
fluxes in the testing process [3]–[6]. This caracteristic inherent
in PHiL systems obviates the need for a specific energy model.
This also solves the problem of model inaccuracy since real
energy will behave according to its physical properties given
by nature [7].

For these reasons, PHiL constitutes an efficient means of
precisely reproducing the behaviour of energy conversion
systems, providing access to their physical features and, thus
reducing the risk of simulation inexactitudes at same time.

Power

 Source

(main)

Power Electronics

         System

         (VSIs)

Real-time System

 (CPU, FPGA)
Sensor

A.I.

A.O.

Grid Emulator

Fig. 1. Basic schematic of a PHiL system (A.I./A.O. = analog input/output)
Figure 4.7: Basic schematic of a power converter based grid emulator system.

Due to the fast development of power electronics systems during last several decades, the
voltage source inverters (VSI) based system is becoming a very competitive realization method
of the grid emulator. The principle diagram of the whole system is shown in Figure 4.7. It inclu-
des VSIs (switching-mode power electronic amplifier), a real-time control system and analog-
signal (voltage and current) sensors. A mathematical model of the power grid is implemented
inside the real-time controller, and the switching-mode power electronic amplifier is modulated
according to this model to generate desired voltage signals.

4.1.1 Challenges of voltage source inverter system based grid emulator

Firstly, the most important requirement of a power grid emulator is to be capable of supplying
sufficient power to the grid-connected equipment. It naturally depends on the power rating of
the applications, but should be as large as possible. Therefore a higher power power electronics
device is necessary.
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Secondly, the output voltages of a voltage source inverter are pulses with finite potentials
under the PWM modulation method. It only ensures that the average voltage per switching
interval equals the user defined reference value. For that reason, a shorter switching interval
always results in a better quality of the output voltage. However, a shorter switching interval
means a faster switching frequency, and the switching frequency is normally set to several
ten times higher than the fundamental frequency. If the grid emulator only controls the 50Hz
component, the switching frequency of the VSIs system is around several kHz. In this case, it
is not a big problem for the modern power electronics devices and processor-based real-time
controller. However, for the high order harmonics emulation (Figure 4.6), if one still wants to
keep the same ratio of fs/f1, then the switching frequency increases easily more than 50kHz. It
becomes critical for the switching components to survive with the desired high power ratings.

Taking both aspects mentioned above into account, the high power and high dynamics re-
sponse are the two simultaneous desired characteristics of the grid emulator. As illustrated in
Chapter 2, power and dynamics are two mutual exclusive characteristics for the power semi-
conductor device manufacturing. However, as shown in Figure 2.3, there is always a solution
of either high power or high switching device. For example, the IGBT and MOSFET devices
are respectively used in these two different occasions. Due to the physical limitations of the
semiconductor, high power and high switching devices are technically difficult or impossible
to produce as the result of this bottleneck. Therefore, it is really challenging to construct such
a system with both of these characteristics by using any one of the current market-available
devices.
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Figure 4.8: Fundamental and harmonic components separation.

Before searching for a solution to this problem, it is better to examine the requirements of
the grid emulator in detail. The most critical point is the high order harmonics emulation. The
emulator is supposed to control not only the 50Hz fundamental high power signal but also the
harmonics whose frequencies are several ten times higher than the fundamental frequency. By
separating the harmonic component from the fundamental wave, Figure 4.6 can be re-plotted as
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Figure 4.8. As can be seen from the result, the high order harmonic emulation is composed of
the high power fundamental 50Hz component and high frequency low amplitude signal.

Based on the analysis above and the different strengths of IGBT and MOSFET power swit-
ching devices, an idea is developed naturally. The emulation of the high power fundamental
behavior can easily be realized by using a commercial high power inverter with low switching
frequency semiconductors (e.g. IGBT). On the other hand, a low power inverter (e.g. MOSFET)
showing high dynamics generates high order harmonics behavior .

4.2 Original idea of series magnetic-coupling of inverters
with different characteristics

The original idea comes from the applications of a dynamic voltage restorer (DVR) [31–33], the
purpose of which is to protect sensitive loads from the effects of grid voltage disturbance, and
a series active filter (AF) [34], used to compensate the voltage harmonics distortion generated
by the non-linear load. The principle topologies of both are quite similar, which is shown in
Figure 4.9. An auxiliary converter based power convention system which is magnetically-series
connected in between the power grid and the load is modulated to inject desired voltages into
the grid and the load.

Power Grid Load

Converter System

Auxiliary
Supply

+

_

+

_

+ _

Figure 4.9: Principle topology of the dynamic voltage restorer (DVR) and series active filter.

By using the coupling inductor, the converter-generated voltages are superimposed on the
grid fundamental waves. It naturally inspires a solution to our problem illustrated in Section
4.1.1. As mentioned above, realizing a hardware emulation system with a single type of stan-
dard power electronic device is particularly challenging. However, on the one hand, high power
inverters with a low switching frequency are common products (e.g. IGBT) on the market, and,
on the other hand, low power inverters with high dynamic behavior could also be easily con-
structed with standard market-available power electronic devices (e.g. MOSFET). Moreover,
the desired emulation fault waves (voltage and current) of utility grid spikes and noises can be
split into two categories:
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Coupling
Inductor

Figure 4.10: Original topology schematic of series magnetic-coupling inverters.

1. high power but low frequency fundamental component.

2. low amplitude but high order harmonic component.

Therefore, by using two cumulated inverters with complete different characteristics (shown
in Table 4.1) to generate the above mentioned two waves respectively, and superimposing them
together afterwards via a magnetic coupling inductor, a good solution for a high power and high
dynamic response amplifier of a PHiL application is reached. Figure 4.10 shows the original
topology schematic of the concept of series magnetic-coupling inverters.

Table 4.1: Electrical Specifications of The Inverter Cumulation System

IGBT Inverter 1 MOSFET Inverter 2
Udc[V] 580 50
fs[kHz] 8 50
f1[Hz] 50 1250
Vph,max[V] 110 25

Since the power amplifier of the PHiL emulates the behavior of a utility grid, a high-quality
sinusoidal output of the system is required. However, the most common used PWM modulated
switch-mode converter suffers from massive switching component distortion at its output ter-
minal (as shown in figure 2.7). Therefore, in order to eliminate this problem, an output filter
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for the PWM inverter is very important for the final realization of the grid emulator. The output
filter of the inverter will be discussed in detail in the later section of this chapter. As shown in
the figure below, the first attempt of a grid emulator is implemented. Before moving forward,
the next section will show the problems of this topology.

Output
Filter

MOSFET(Inverter(2

Auxiliary
Supply

3x

3x

IGBT(Inverter(1

Coupling
Inductor(3x) 3x

EUT

3x

Figure 4.11: First attempt of the grid emulator.

4.3 Failure of the first attempt series inverter cumulation sy-
stem and modified topology

If one compares the topology shown by Figure 4.11 with traditional applications like a dynamic
voltage restorer (Figure 4.9), it is obvious that they are quite similar, except that an IGBT
inverter replaces the power grid in the first case. The idea is clear and straightforward. The
IGBT inverter is used to emulate the fundamental behavior of a utility grid.

Load & Filter 

Ideal  Transformer
1:1

Figure 4.12: Single phase equivalent circuit of the inverter cumulation system.

A simplified single phase equivalent circuit is shown Figure 4.12. The coupling inductor
is represented as an ideal 1:1 transformer with a magnetic inductance Lm in parallel. All the
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other stray inductance and winding resistance are neglected for a simplified analysis. The IGBT
and MOSFET inverters are represented by two pulse voltage sources. The functionality of the
MOSFET inverter is easy to observe. The coupling inductor is able to transfer the high order
harmonic waves from the secondary to the primary winding where the magnetic inductance Lm
cannot be neglected. Because of the superposition principle, the voltage of the load and filter is
the combined effect of both voltage sources SIGBT and voltage across the magnetic inductance
vLm .

Load & Filter 

Ideal  Transformer
1:1

Figure 4.13: Fundamental component model
of the equivalent circuit.

Ideal  Transformer
1:1

Figure 4.14: Switching component model of
the equivalent circuit.

However, due to the smaller voltage and power ratings of the MOSFET inverter, it becomes
very critical to ensure that it works without any danger (over-voltage risk) from the IGBT inver-
ter in any operation mode. Because there are various frequency components in the circuit, it is
better to discuss them respectively. As discussed before, the output waves of the voltage source
inverter are PWM pulses which are composed of fundamental wave and switching-frequency
range components. For the fundamental frequency wave, the frequency ω is only 50Hz, the
impedance of ωLm is negligible compared with the load and viewed as short-circuit (shown as
in Figure 4.13). Therefore, the fundamental wave of the IGBT inverter has no interference to
the MOSFET inverter.

Coupling
Inductor

Filter
&
EUT

Figure 4.15: The MOSFET inverter acts like a rectifier.

But when it comes to the switching-frequency components, the situation becomes totally dif-
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ferent. The impedance of ωswLm increases dramatically to a huge value, and the load becomes
negligible in this case. Therefore the circuit topology is changed to the form shown in Figure
4.14. Unfortunately, the ideal transformer reflects this high voltage and frequency components
to the MOSFET inverter side. This is very hazardous for the inverter with a lower voltage ra-
ting! If the line to line voltage is bigger than the DC-link voltage, the inverter acts as a diode
rectifier even if all the switches are disabled, and the DC-link will be quickly charged up beyond
the voltage rating of the power stage (Figure 4.15). This effect results in a serious failure of the
additional power source of the MOSFET inverter and the functionality of whole grid emulator.
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Figure 4.16: Secondary terminal voltages of the coupling inductor.

At the initial phase of this project, several experiments were carried out based on this first
version topology because of carelessness of this issue, and the power supply of the MOSFET
inverter was seriously damaged. The following simulation and experimental results verify the
theoretical analysis above. The IGBT inverter is controlled to generate 100V sinusoidal phase
voltage. The voltage waves v′ab, v

′
ac measured at the secondary winding terminals of the cou-

pling inductor are shown in Figure 4.16. The experimental and simulation results showed good
agreements. Due to the limited measure range of the voltage probe, the signal information
beyond 100V is missing. However, it is still clear that the coupling inductor transfers all the
high frequency and voltage components to the secondary sides, and it actually acts as a low-pass
L-filter in front of the EUT and filters. It is clear to see that there is a low frequency envelope
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which is the compensation of the fundamental signals passed to the downstream circuit. Figure
4.17 explains this phenomena graphically.

Inverter  output voltage Coupling inductor terminal voltage EUT terminal voltage

=

Figure 4.17: Voltage signals split.

All the analysis above reveals a truth: the coupling inductor reproduces the high voltage
high frequency components of the IGBT high power inverter at the terminals of the low voltage
MOSFET inverter, and due to this interference the MOSFET inverter acts as a diode rectifier
which charges up the DC-link quickly beyond the withstand value. Therefore, the switching-
frequency range components of the inverter output voltage will cause serious problems. This is
the key difference between the DVR or AF applications and our proposed grid emulator.

After understanding the reasons for the first failure, the solution of this problem is easy to
find out. It is very important to attenuate all the high frequency components before supplying to
the coupling inductor. Therefore, output filters should be added in front of the coupling inductor
instead of after it. The modified grid emulator topology is shown in Figure 4.18.
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Filter(1

Output
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Figure 4.18: Topology of the series magnetic cumulation of inverters with different character-
sitics.

Two low-pass filters are used to attenuate the switching-components of both inverters. In
this case, the coupling inductor is mainly used to couple the fundamental components of the
two inverters. Because the fundamental frequency of the MOSFET inverter is several ten times
higher than 50Hz, it is better to use the frequency difference to design the coupling inductor
which is more sensitive or functional to the frequency components of the MOSFET inverter. In
other words, the coupling inductor should be more efficient to transfer the MOSFET inverter
frequency components to the IGBT inverter side. On the contrary, the 50Hz components of the
IGBT inverter should interfere with the MOSFET side as less as possible. In order to avoid
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the previous damage of the MOSFET inverter DC-link, the same simulation and experiment
were done, and the result is shown in Figure 4.19. As can be seen, the 50Hz component has
a very low amplitude (around 1V), and is caused by the winding resistance and the magnetic
resistance of the coupling inductor. And the high frequency component is attenuated to a small
amplitude after the output filters. By doing these, the MOSFET inverter should be safe during
the operation. But this is still not the full story for the protection of it, because only steady states
are considered so far.
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Figure 4.19: Secondary terminal voltages of the coupling inductor (modified topology.)

The start-up, fault trip and fast transient of the IGBT inverter with high di/dt will be ampli-
fied by the coupling inductor Lm, and a secondary voltage with high dv/dt which results in a
severe working condition for the MOSFET inverter. Moreover, ideally, with respect to the IGBT
inverter, the coupling inductor operates as a current transformer. The primary side is in series
with the output terminal, therefore under load condition, an uninterrupted current continuously
magnetizes the core of the coupling inductor. The secondary side must maintain a continuous
current path to balance the primary magneto motive force (MMF), otherwise an open-circuit
secondary winding generates substantial voltage.

As shown in Figure 4.20, the protection approaches are explained as following:

• Fast diode prevents the reverse current to the DC source. Power zener diode buffers the
DC-link voltage of MOSFET inverter.
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Figure 4.20: Protection circuits of the MOSFET inverter.

• Varistors clamp the transient over voltage of the coupling inductor.

• During the start or stop transient of the IGBT inverter, switches by-pass the coupling
inductor.

• In order to maintain a continuous current path, the MOSFET inverter is always switched
to the NULL state during standby.

4.4 Output filter of the voltage source inverter

Based on the previous discussion, it is very important to attenuate the high frequency compo-
nents in the output voltage of a PWM inverter by using an output filter. This section investigates
the output filter topologies, design approaches and operation stability in detail. The passive har-
monic output filter is widely used in the grid connected inverters to reduce voltage harmonics
and current distortions. The output voltage and current waves of a PWM modulated inverter
have various kinds of harmonics:

• Low frequency harmonics,

• Switching frequency harmonics,

• High frequency harmonics.

Each category harmonic must be sufficiently and appropriately attenuated [35]. The propo-
sed grid emulator is supposed to behave as a sinusoidal AC controllable voltage source. The
harmonics generated by the PWM inverter have to be attenuated exactly like the grid-connected
converter. Therefore, the passive output filter used as the interface of distributed generation
application will be adopted also for this grid emulator project. There are three main filter topo-
logies: L, LC and LCL filter which are shown in Figure 4.21
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(a) L-filter (b) LC-filter

(c) LCL-filter

Figure 4.21: Three main existing harmonic filter topologies.

The first order L-filter attenuates the input wave with a slope of -20dB/decade over the whole
frequency range. It is the simplest current filter topology of a grid connected voltage source
inverter. Because of the moderate attenuation capability of the first order L-filter, the switching
frequency of the overall system should be very high, in order to achieve a satisfactory harmonic
rejection. However, if taking the complexity of the control algorithm and dynamic response
into account, an L-filter is still a good solution as a current harmonic filter for the distributed
energy generation applications like wind and solar power converter systems.

An LC second order filter exhibits a better -40dB/decade attenuation compared to the L-filter.
A shunt capacitor is added at the output terminals, the capacitor voltage is the output voltage of
the filter system. Therefore an LC-filter is widely used in the UPS applications which require
output voltage control and harmonics rejection since the shunt capacitor and the series inductor
have a resonant effect. The resonant frequency is calculated by

ωres =

√
1

LC
. (4.1)

The value of inductance and capacitance must be well designed to achieve a good attenuation
of switching frequency components, and meanwhile avoid the instability of the system due to
the resonance of a two order system. Furthermore, the shunt capacitor consumes more reactive
power compared to the L-filter. Due to the close relevance of proposed grid emulator, the
modelling and design procedures will be discussed later.

An LCL filter give the best performance for switching harmonics attenuation in three topo-
logies. The current distortion and reactive power is low. Due to the -60dB/decade attenuation
slope, lower switching frequency and less energy stored can be achieved. The resonating fre-
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quency of an LCL-filter is expressed by

ωres =

√
L1 + L2

L1L2C
. (4.2)

However, on the other hand, a relative lower dynamic response and more complex control al-
gorithm are naturally the side effects in addition to the higher cost and more complicated para-
meters design. It is difficult or impossible for a grid-connect application to comply with IEEE
standard 519 without an LCL-filter.

4.4.1 LC-filter
Modelling

Load

Figure 4.22: LC output filter of a three phase voltage source inverter.

The circuit of a three-phase voltage source inverter with an LC output filter is shown in Figure
4.22. The LC filter can be described by the following equations:

iCf = Cf
dVCf
dt

, (4.3)

VLf = Lf
diinv
dt

, (4.4)

VLf = Vinv − VCf , (4.5)

iCf = iinv − iload. (4.6)

where Vk = [Vku, Vkv, Vkw], (k ∈ {Lf , Cf , inv}); ij = [iju, ijv, ijw], (j ∈ {inv, Cf , load}).
For the controller design, the system is better described by the state space equations as follo-
wing: {

ẋ = Ax+Bu

y = Cx+Du
(4.7)

with x =

[
VCf
iinv

]
, u =

[
Vinv

iload

]
, y = VCf
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andA =




0
1

Cf

− 1

Lf
0


,B =




0 − 1

Cf
1

Lf
0


, C =

[
1 0

]
,D =

[
0 0

]
.

The transfer function GVinv→VCf of the LC circuit without load can be expressed as follows:

GVinv→VCf =
VCf (s)

Vinv(s)

∣∣∣∣
iL=0

=
1

s2LfCf + 1
. (4.8)

Design
The design approach of the LC-filter basically follows procedures according to [36].

• In order to damp the switching ripple to only 1% which is -40dB, the cut-off frequency is
set to the tenth of the fundamental frequency.

• On the other hand, the resonance frequency should be kept as far as possible from the
fundamental frequency and low order harmonic components, thus avoiding the resonance
problem.

Table 4.2: Parameter of the LC filters
Parameter IGBT Inverter 1 MOSFET Inverter 2

Lf [mH] 3.2 0.3

Cf [µF ] 30 4.5

ωres [kHz] 0.51 4.33
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4.5 Final topology of the series magnetic inverter cumulation
system

The previous section discussed the typical standard output low pass filter of a power electronic
converter system. It brings insight into the technical solutions of the switching components
attenuation. With this knowledge, the final topology of the inverter cumulation system based on
Figure 4.18 can be completed.

Coupling
Inductor E

U
T

IGBTmInverterm1

MOSFETmInverterm2

LC-filterm1

LC-filterm2

SeriesmInvertermCumulationmSystem

Figure 4.23: Final topology of the series inverter cumulation system.

The LC filter shows a good capability of the output capacitor voltage control, therefore as
a programmable AC source emulator, the series-magnetic inverters cumulations system adopts
the LC filter as an output filter topology. The final topology is shown in Figure 4.23. The
auxiliary circuits like the protection circuit of the MOSFET inverter etc. are not shown in
this figure. It is easy to find that the two inverters have different electrical characteristics but the
same circuit topology — VSI with LC output filter which is exactly same with the uninterrupted
power supply (UPS). As a result, the control algorithm of both inverters could be identical and
referred to the UPS output voltage control. However, due to the different switching frequencies
of the two inverters, the controllers are implemented on a CPU and an FPGA respectively. As
illustrated previously, the MOSFET inverter is supposed to be switched over 50kHz, which
is not possible with a normal processor-based controller. This will be discussed in the later
chapter.

In this chapter, the original topology is shown. Secondly, the reason behind the damage of
the MOSFET inverter is explained. Then the solution for this problem is found and the final
topology is derived at the end.
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CHAPTER 5

Control strategy of a voltage source inverter with
LC output filter

As discussed in the previous chapter, the basic component of the series coupling inverter cu-
mulation system is the voltage source inverter with the LC output filter which is widely used
in many industrial applications e.g. UPS and DVR. The system actually has two UPS systems
with totally different working conditions. However, for the control strategy design, the same
method can be adopted to both systems. This chapter will discuss various voltage control stra-
tegies of VSI with LC filter. The cascade multi-loop control in synchronous rotating frame will
be presented firstly. Later on, the better performed multi-loop controller in stationary frame
is introduced. Besides, due to the light damping of the LC filter itself, the passive and active
damping methods are implemented. Last but not least, owing to its superiority (instinct stabi-
lity, systematic optimization etc.), a linear quadratic controller for the proposed grid emulator
is introduced.

5.1 Synchronous rotating frame (SRF) voltage control of the
VSI with LC filter

At the initial phase of the controller design, for simplicity, the three-phase system variables are
transformed from the stationary abc coordinate to the synchronous dq frame. By doing this
transformation, all the ac quantities are converted into DC components on the d and q axis,
therefore the conventional PI controllers are capable of tracking the reference signals with zero
steady state error. The original idea was introduced in [37] and [38].

By applying the Clarke and Park transformation operators (Equation 2.10 and 2.15) to the
state space equation 4.7 of the LC filter, the mathematical model in synchronous frame is deri-
ved as follows:

TpTcẋ = ATpTcx+BTpTcu. (5.1)
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with x =

[
VCf
iinv

]
, u =

[
Vinv

iload

]
, y = VCf

andA =




0
1

Cf

− 1

Lf
0


,B =




0 − 1

Cf
1

Lf
0


, C =

[
1 0

]
,D =

[
0 0

]
.

The equations of the capacitor voltage VCf and inverter current iinv in dq frame are expressed
as follows

d

dt

[
V q
Cf

V d
Cf

]
=

[
0 −ω
ω 0

][
V q
Cf

V d
Cf

]
+ 1

Cf

[
iqinv − iqload
idinv − idload

]
(5.2)

d

dt

[
iqinv
idinv

]
=

[
0 −ω
ω 0

][
iqinv
idinv

]
+ 1

Lf

[
V q
inv − V q

Cf

V d
inv − V d

Cf

]
(5.3)

It is quite obvious that state variables have the cross-coupling due to the matrix shown in Equa-
tion 5.4. [

0 −ω
ω 0

]
(5.4)

Where ω is the fundamental angular frequency of the output capacitor voltage.
Based on the aforementioned analysis, the block diagram of the LC plant is shown in Figure
5.1.

_ _
_

_

_

_

Figure 5.1: Blok diagram of the LC filter plant.

The SRF multi-loop controller has an outer capacitor voltage VCf feedback loop, the inner
feedback loop is an inductor current iinv. In the following subsection, this conventional strategy
will be discussed in detail. All the controllers are designed to have decoupling between the dq
axes, good reference tracking ability, system overall stability and load disturbance rejection.
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5.1.1 Minor-loop inductor current feedback

The inductor currents are sensed and fed back to the controller as the inner current control loop.
The control system is decoupled by the items of ωCfV d

Cf
, −ωCfV q

Cf
, ωLf idinv and −ωLf iqinv.

The load currents are also sensed and fed back to the controller to achieve the load disturbance
rejection. The block diagram of the controller and plant is shown in Figure 5.2.

_

Inverter
&

LC filter
Physical
Circuit_

_

_

_

_

Figure 5.2: LC filter multi-loop controller with inner inductor current feedback.

All cross-coupling terms are assumed to be decoupled in the final control system [39]. There-
fore, the system can be decoupled into two total independent subsystems with identical transfer
function. In the following analysis, it is sufficient to investigate only the characteristics of the
system on q-axis, and the situation of the d-axis follows the same way vice versa. The decoupled
close-loop block diagram of the controller and plant is shown in Figure 5.3.

_ _
_ _

Physical System

Figure 5.3: Decoupled closed loop block diagram of the LC filter with cascade PI controller
(only on q aixs).

The inverter dead-time, analogue signals sensing and controller calculation delay can be ap-
proximated by a first-order inertia element:

e−sTs ≈ 1

1 + sTs
≈ 1 (5.5)
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As mentioned in [6], the delay time constant is in the range (1.5)/2fs to 1/fs. Here one chooses
the worst case of the 1/fs. It is good to analyse the inner current loop first. As the switching
frequency of the inverter system is high, the time constant of the delay element Ts is very small.
Therefore, for the simplicity of controller design, it is reasonable to view the inverter system as
a unit element.

_

(a) Inner inductor current control loop.

_

(b) Open loop transfer function of the
current loop

(c) Closed loop transfer function of the
current loop

Figure 5.4: Block diagrm of the current controller.

The minor current loop block diagram is shown in Figure 5.4. The plant transfer function is
a single integrating element 1

sLf
, a simple proportional controller can achieve zero steady state

error for a step reference. An integrator has actually negligible effect when the current loop
gain is big enough, and it will cause oscillations when the damping ratio of the closed loop is
too small.

Fio =
skpi + kii
s2Lf

(5.6)

Fic =
skpi + kii

s2Lf + skpi + kii
(5.7)

The steady state error of the controller is calculated by:

∆iqinv = iq∗inv − Fio∆iqinv (5.8)

∆iqinv =
iq∗inv

1 + Fio
(5.9)

The steady state response of a step input reference is:

lim
s→0

∆iqinv
1 + Fio

· s = lim
s→0

s · k
s

1 + Fio
= lim

s→0

k

1 + Fio
= 0 =⇒ lim

s→0
Fio = inf (5.10)

As mentioned before, the control plant has an integrating component 1
sLf

, if only a proportional
controller is used, the open loop transfer function is:

Fio =
kpi
Lf
· 1

s
=

1

sTo
(5.11)
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with To =
Lf
kpi

. It satisfies the Equation 5.10 in any case. The closed loop transfer function is a
first order lag element whose response time can be adjusted by the controller gain to as fast as
desired.

Fic =
Fio

1 + Fio
=

1

1 + sTo
(5.12)

As a rule of thumb, the setting time tset = 3To, therefore the proportional gain of the controller
can be calculated by:

kpi =
Lf

3tset
(5.13)

The first order lag element is always stable, the only pole− 1
To

is on the left side of the imaginary
axis of s-plane. And the step input response has no over-shoot and can be as fast as required. It
is a good choice to use only a P controller instead of a PI controller. But it is a very ideal case
that to model the plant by only an integrating component.

Moreover, it is also important to achieve zero steady state error for a ramp reference tracking,
if the system is desired to emulate typical grid short circuit fault and recovery. The steady state
response of a ramp input reference is:

lim
s→0

∆iqinv
1 + Fio

· s = lim
s→0

s · k
s2

1 + Fio
= lim

s→0

k

s+ sFio
= 0 =⇒ lim

s→0
sFio = inf (5.14)

Therefore, a PI-controller is viewed as a necessary solution for the system. Looking closely at
the close-loop transfer function of the system with the PI-controller (shown in Equation 5.7, it
is a second order system with an additional zero. It can be rewritten into the standard form as:

Fic =
ω2
n(s+ z)

z(s2 + 2ξωns+ ω2
n)

(5.15)

with ωn =
√

kii
Lf

, ξ =
kpi

2
√
kiiLf

, z = kii
kpi

= ωn
2ξ

. It can be split into two parts as presented by the

following equation:

Fic =
ω2
n

s2 + 2ξωns+ ω2
n

+
s

z

ω2
n

s2 + 2ξωns+ ω2
n

(5.16)

The dominate effect of the transfer function is a standard second order system. It is well known
that there is an optimal value for the damping ratio:

ξ =
1√
2
≈ 0.707 (5.17)

The system time constant T is defined by:

T =
1

2ξωn
=

1√
2ωn

(5.18)

The settling time tset of a step input is calculated by the rule of thumb equation as:

tset(5%) = 4.14T ≈ 3

ωn
(5.19)
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Based on Equation 5.19, one can start to design the parameters of the PI-controller.

ωn =

√
kii
Lf

=
3

tset
⇒ kii =

9Lf
t2set

(5.20)

ξ =
kpi

2
√
kiiLf

≈ 0.707⇒ kpi = 2ξ
√
kiiLf (5.21)
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(a) Different responses by changing the damping ratio ξ. (kii =
3× 105)
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(b) Different responses by changing the integrating gain kii. (ξ =
2)

Figure 5.5: Step response of the inner current loop (Lf = 3mH).

Based on the analysis in the text book, the additional zero will cause more oscillations. The-
refore, the final overall system response would not be as optimal as the standard second order
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system if we set the damping ratio to ξ = 0.707. As the consequence of the additional zero,
the open loop frequency response and the step input response are investigated to find the new
optimal damping ratio.

Initially, the requirements of the dynamic are set as following: the settling time tset = 0.3ms,
the maximal overshoot σ% = 5%. According to the Equation 5.20, one can get the value of
integrator gain as following:

kii =
9Lf
t2set

=
9 ∗ 3 ∗ 10−3

9 ∗ 10−8
= 3 ∗ 105 (5.22)

However, as shown by Figure 5.5(a), the response overshoot σ is more than 20%. This is the side
effect of the additional zero of the system. Therefore, in order to satisfy the required overshoot,
new optimal value of ξ has to be found. Based on

σ% = e
−

ξπ√
1− ξ2 , (5.23)

it is clear that, the overshoot decreases with the increasing damping ratio ξ. According to Figure
5.5(a), when one increases the ξ = 2, the system σ% is below 5%. Thus the new optimal value
of the damping ratio is set to 2.

Figure 5.5(b) shows that the system settling time is determined only by the integrating gain
kii, when ξ is fixed. The settling time ts is decreased by increasing kii. The dynamic behaviour
stays almost the same between different curves. When one gets the value of the kii and ξ, the
kpi can be simply calculated by:

kpi = 2ξ
√
kiiLf = 2 ∗ 2 ∗ 30 = 120. (5.24)

The optimal transfer function of the inner current loop can be expressed by the following:

Fic =
120s+ 3 ∗ 105

0.003s2 + 120s+ 3 ∗ 105
(5.25)

5.1.2 Major-loop capacitor voltage feedback
After tuning the inner current controller, the transfer function of the inner loop is derived in
Equation 5.25. Neglecting the time delay, the inner current loop can be viewed as a unit block.
By doing this, the voltage loop controller can be analysed by the new derived block diagram
shown in Figure 5.6. However, it requires that the dynamics of the outer voltage controller to
be much slower than the inner current controller. In other words, the settling time of the current
controller should be much faster than the voltage loop. For the proposed design, the settling
time of the voltage controller is 3ms which is 10 times longer.
By observing the voltage and current control loops, they have the same structure. The only
difference is the parameter of the physical system. Based on the LC filter parameters in Table
4.2, the filter capacitor is 30µF .

Firstly, we assume the disturbance iqload is zero, then the transfer function V q
Cf

(s)/V q∗
Cf

(s) is:

Fvc =
skpv + kiv

s2Cf + skpv + kiv
(5.26)
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_
_

Figure 5.6: Voltage controller block diagram (only in q aixs).

Based on the same tuning process with the current control loop, the kpv and kpi will be calculated
by the following equations. The settling time is extended as tset = 3ms, but the damping ratio
is kept same as ξ = 2.

kiv =
9Cf
t2set

=
9 ∗ 30 ∗ 10−6

9 ∗ 10−6
= 30 (5.27)

kpv = 2ξ
√
kivCf = 2 ∗ 2 ∗ 0.03 = 0.12 (5.28)

_

Figure 5.7: Voltage controller and inner current loop block diagram under no disturbance situ-
ation (only in q aixs).

Now we replace the inner current loop unit block with its derived closed loop transfer function
shown in Equation 5.25, the final block diagram of the whole system is shown in Figure 5.7
(disturbance is still neglected). The final open and closed loop transfer functions are calculated
as the following:

Fo =
s2kpvkpi + s(kpvkii + kpikiv) + kivkii

s4CfLf + s3Cfkpi + s2Cfkii
(5.29)

Fc =
s2kpvkpi + s(kpvkii + kpikiv) + kivkii

s4CfLf + s3Cfkpi + s2(Cfkii + kpvkpi) + s(kpvkii + kpikiv) + kivkii
(5.30)

with Cf = 30µF, kpv = 0.12, kiv = 30, kpi = 120, kii = 3 ∗ 105, they can be reformed as:

Fo =
14.4s2 + 3.96 ∗ 104s+ 9 ∗ 106

9 ∗ 10−8s4 + 3.6 ∗ 10−3s3 + 9s2
(5.31)

Fc =
14.4s2 + 3.96 ∗ 104s+ 9 ∗ 106

9 ∗ 10−8s4 + 3.6 ∗ 10−3s3 + 23.4s2 + 3.96 ∗ 104s+ 9 ∗ 106
(5.32)

Based on the obtained final transfer function, the overall system characteristics have to be chec-
ked. The step response is shown in Figure 5.8(a). As shown in figure 5.8(a), the step response
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(a) Step response of voltage controller.
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(b) Bode plot of voltage controller.

Figure 5.8: Performance of voltage controller.

of the system described by equation 5.32 has an overshoot σ% = 4.5, and the settling time
(3%) is around the 3ms. According to its bode plot, the controller has a cut-off frequency
ωc = 4200rad/s and phase margin ϕPM = 82◦ which is very close to its max value 82.6◦.
Therefore the controller design fulfills all the requirements, and has an optimal performance.

5.1.3 Load current rejection

The load current is the disturbance of the system, and it is assumed to be ’0’ for the previous
analysis. A good control system of the grid emulator should also have a good load rejection
capability. In this subsection, the effect of the load current is discussed first and then the com-
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pensation method is presented.
Firstly, let us assume that there is no feed forward compensation of the load current. The

block diagram is shown in Figure 5.9. The closed-loop transfer function is:

_
_

Figure 5.9: System block diagram when the disturbence is only input.

∆V q
Cf

(s)

∆iqload(s)
=

−W2(s)

1 +W1(s)W2(s)
, (5.33)

where
W1(s) = (kpv +

kiv
s

) · Fic(s), (5.34)

W2(s) =
1

sCf
. (5.35)

The steady state error of a step input ∆iqload(s) = k
s

is calculated as following:

ess = lim
s→0

∆iqinv · s ·
−W2(s)

1 +W1(s)W2(s)
= 0 (5.36)

However, as explained before, it is important to consider a ramp input ∆iqload(s) = k
s2

, the steady
state error is:

ess = lim
s→0

∆iqinv · s ·
−W2(s)

1 +W1(s)W2(s)
=

k

30
(5.37)

In order to eliminate this problem, a more sophisticated compensation method should be used
if a zero steady state error is strictly required for both step and ramp load disturbances.

_
_

Figure 5.10: System block diagram with disturbence compensation.

From Figure 5.10 one can derive following equation:

V q
Cf

(s)

iqload(s)
=
W2(s)[W (s)Fic(s)− 1]

1 +W2(s)W1(s)
= 0 (5.38)
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thus

W (s)Fic(s) = 1⇒ W (s) =
1

Fic(s)
=

0.003s2 + 120s+ 3 ∗ 105

120s+ 3 ∗ 105
(5.39)

By adopting the load current feed-forward compensator described by Equation 5.39, the stead
state error is eliminated. However, because the order of the compensator numerator is higher
than that of the denominator, this causes problems for the implementation in the digital con-
troller. But the transfer function can be approximated as a unit block which gives a satisfactory
result. In the following, let us assume there is unit feed forward compensation of the load
current. This is the case of Figure 5.3. The new closed-loop transfer function is:

V q
Cf

(s)

iqload(s)
=
W2(s)(Fic(s)− 1)

1 +W1(s)W2(s)
. (5.40)

The new steady state error of a ramp input ∆iqload(s) = k
s2

is calculated as following:

ess = lim
s→0

k

s
· W2(s)(Fic(s) · 1− 1)

1 +W1(s)W2(s)
= 0 (5.41)

The steady state error in this case is zero, and this fulfills the control requirement of the proposed
grid emulator.

In this section, two cascaded PI controllers, and the load feed-forward compensator are de-
signed based on the system dynamic characteristics and frequency response. Zero steady state
error is achieved for both input reference tracking and load rejection. The parameters of the PI
controllers and compensator are optimized according to the settling time and over-shoot of the
input step response.

5.2 Stationary frame voltage control of the VIS with LC filter
Due to the infinite DC gain of the conventional PI controller in synchronous rotation frame,
the steady state error can be forced to 0. Moreover, a well tuned PI controller has satisfied the
dynamic performance for the voltage control of the proposed grid emulator. However, because
of the complicated frame transformation, the necessity of the decoupling network, and the sen-
sitiveness of the frequency variation, the PI controller in dq frame is not convenient. Recently,
stationary frame controller (current and voltage regulation) has gotten more attention [40–42]
due to its advantages compared to the conventional synchronous PI controller.

5.2.1 Proportional resonant controller in general
Theoretically the synchronous PI-controller can be equivalently transformed to stationary
frame. The transfer function of a single phase PI-controller is:

GDC(s) = kp +
ki
s
. (5.42)

According to [43], it can be transformed to the stationary frame by the following equations:

GAC(s) =
1

2
[GDC(s+ jωres) +GDC(s− jωres)], (5.43)
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GAC(s) = kp +
kis

s2 + ω2
res

. (5.44)

A positive sequence synchronous dq+ PI-controller can be derived in stationary frame as:

Gdq+

DC (s) =

[
kp + ki

s
0

0 kp + ki
s

]
⇒ Gαβ

AC(s)+ =

[
kp + kis

s2+ω2
o
− kiωres
s2+ω2

res
kiωres
s2+ω2

res
kp + kis

s2+ω2
res

]
. (5.45)

Similarly, the negative sequence synchronous dq− PI-controller can be derived in stationary
frame as:

Gdq−

DC (s) =

[
kp + ki

s
0

0 kp + ki
s

]
⇒ Gαβ

AC(s)− =

[
kp + kis

s2+ω2
res

kiωres
s2+ω2

res

− kiωres
s2+ω2

res
kp + kis

s2+ω2
res

]
. (5.46)

By observing the above equations, the controller matrix is still complex due to the cross
coupling terms between phases. According to [44], by comparing Equations 5.45 and 5.46, it is
noticed that the diagonal terms of Gαβ

AC(s)+ and Gαβ
AC(s)− are identical, but their non-diagonal

terms are opposite in polarity. This inversion of the polarity can be viewed as equivalent to the
reversal of rotating direction between the positive and negative sequence synchronous frames.
However, if one combines both sequence controllers together, we get the well known and widely
used proportional resonant controller [45, 46]. The transfer function of the P+R controller is
shown as:

Gαβ
PR(s) =

[
kp + kis

s2+ω2
res

0

0 kp + kis
s2+ω2

res

]
. (5.47)

From this equation, it can be seen that the P+R controllers do not require any decoupling net-
works, neither depend on the sequence control, as a single P+R controller is able to control both
positive and negative sequence components [47]. Moreover, the phase angle of the voltage and
current system are eliminated.
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Figure 5.11: Bode plot of the P+R controller
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Figure 5.11(a) shows that the controller has an infinite gain at the resonant frequency ωres,
therefore the controller has no phase or magnitude error in the output waves. However, the ideal
controller corresponds to a lossless filter network which is physically difficult or impossible to
implement due to the component tolerances in analogue systems and finite precision in digital
systems [43, 48]. Besides, the controller is so sensitive to the frequency variations, therefore a
practical P+R controller expressed below is used as a realistic solution.

Gαβ
PR(s) =

[
kp + 2kiωcs

s2+2ωcs+ω2
res

0

0 kp + 2kiωcs
s2+2ωcs+ω2

res

]
(5.48)

where ωc is the controller cut off frequency. The bode plot of the Equation 5.48 is shown in
Figure 5.11(b). By adjusting the cut off frequency ωc, the controller has a wide bandwidth
around the resonant frequency with the cost of reduced resonant peak. A wider bandwidth
minimizes the sensitivity to light frequency variation, and the reduced resonant peak is still
sufficient for eliminating the steady state error [46]. There are three parameters in the practical
P+R controller: kp regulates the overall gain, ki adjusts the resonant peak amplitude, and ωc
controls the bandwidth.

Moreover, another big advantage of the P+R controller is selective harmonic control. Related
to the proposed grid emulator, in normal operation mode a very low THD fundamental voltage
wave is desired, thus low order harmonics (5,7 and 11th) should be compensated (Figure 5.12).
When a synchronous frame PI controller is used, multi-frame transforming has to be done,
which is complex and probably out of the reach of the digital controller. However, referring to
the resonant controller, the multi-harmonic controller is easy to implement without too much
calculation burden. Selective harmonic control can be achieved by cascading several resonant
blocks (equation 5.49) tuned to resonate at the desired low-order harmonics frequencies.

_

Fundamental resonant controller

Harmonics compensation 

Figure 5.12: P+R with harmonics resonant controller

Gh(s) =
∑

h=5,7,11

2kihωcs

s2 + 2ωcs+ (hωres)2
(5.49)

5.2.2 Multi-loop controller with different minor-loop feedback variables
Related to the proposed power grid emulator, the output voltage of the filter capacitor has to
be controlled to track the desired value. A simple single voltage loop with aforementioned
P+R controller is capable of achieving the control task. It is cost-effective (no current sensor)
and easy to implement, however a trade-off between the controller performance and the system
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stability must be made. According to [49] and [50], a larger controller gain is required for
better steady and transient performance, but it deteriorates the system stability. Although a feed-
forward of reference voltage signals improves the performance, the controller is still subject to
serious LC resonance.

A multi-loop strategy has an additional inner current loop which improves the system stabi-
lity and exhibits good steady and transient performance simultaneously. Therefore, it will be
implemented as the controller of the corresponding grid emulator. There are several inner-loop
feedback alternatives (inverter current iinv or capacitor current iCf ) which have respective me-
rits and shortcomings [45, 51]. In general, the capacitor current feedback is better for the load
rejection, while on the other hand, the inverter current feedback has better LC resonance dam-
ping and over current protection ability [49]. Two strategies will be analysed respectively in the
following section.

The multi-loop controller with the inner inverter current feedback loop is shown in Figure
5.13 (pahse diagram is shown). Since the steady state error of the inner current loop does not
effect the outer voltage loop accuracy, a simple proportional controller is used instead of the
complicated PR controller [45]. The sensed output voltage can be positively fed back (output
voltage decoupling) to the inner current loop as shown by the doted line. According to [52],
by doing this output voltage decoupling, the inner loop could have a higher controller gain and
thus a better steady and dynamic performance, and the system is more stable. This is approved
by the closed loop transfer function of the inner current loop with and without output voltage
decoupling.

_ _
_ _

Physical System

Voltage P+R Controller Current P Controller

Figure 5.13: Stationary multi-loop controller of the voltage source inverter with LC filter.

The closed loop transfer function of the inner controller with output voltage decoupling is:

Giinv→i∗inv(s) =
kc

Lfs+ kc
, (5.50)

and without decoupling is:

G′iinv→i∗inv(s) =
skcCf

s2LfCf + skcCf + 1
. (5.51)

With the output voltage decoupling, the transfer function of the inner current loop is changed
from a second order system into a first order system. According to the response characteristics
of the first order system, it is always stable and the dynamic performance of a step response
could be very fast without any overshoot and oscillation. A larger inner loop controller gain
could be possible for the output voltage decoupling case, thus it achieves a robuster and bet-
ter dynamic performance system. This is approved by the root locus plot of the two transfer
Equations 5.50 and 5.51, which are shown in Figure 5.14.
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(b) Without output voltage decoupling.

Figure 5.14: Root locus of the inner loop when kc in the range of 0 to 30

As discussed previously, either inverter current iinv or capacitor current iCf can be the inner
loop feedback variables. The closed loop transfer functionGvCf→v∗Cf (s) of both cases is derived
in the following.
First the disturbance iload is neglected, and only the effect of the reference v∗Cf is considered.
inverter current feedback

GvCf→v∗Cf (s)
∣∣∣
iload=0

=
kc[kps

2 + 2ωc(kp + ki)s+ kpω
2
res]

a4s4 + a3s3 + a2s2 + a1s+ a0
(5.52)

capacitor current feedback

GvCf→v∗Cf (s)
∣∣∣
iload=0

=
kc[kps

2 + 2ωc(kp + ki)s+ kpω
2
res]

a4s4 + a3s3 + a2s2 + a1s+ a0
(5.53)

where a4 = LfCf , a3 = 2ωcLfCf + kcCf , a2 = ω2
resLfCf + 2ωckcCf + kpkc,

a1 = ω2
reskcCf + 2ωc(kpkc + kikc), a0 = kpkcω

2
res.

By comparing Equations 5.52 and 5.53, it is obvious that the transfer functions of the both
feedback variables are exactly the same. In other words, both strategies have the same reference
tracking capability. Either inverter or capacitor current inner feedback controller shows no
difference under the no load condition.
Second, the reference input v∗Cf is set to 0, and only the effect of disturbance iload is considered.
The transfer functions are:
inverter current feedback

GvCf→iload(s)
∣∣
v∗Cf=0

= −Lfs
3 + (kc + 2ωcLf )s

2 + (2ωckc + Lfω
2
res)s+ ω2

reskc
a4s4 + a3s3 + a2s2 + a1s+ a0

(5.54)

capacitor current feedback

GvCf→iload(s)
∣∣
v∗Cf=0

= − Lfs
3 + 2ωcLfs

2 + Lfω
2
ress

a4s4 + a3s3 + a2s2 + a1s+ a0
(5.55)
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By comparing the disturbance rejection transfer function 5.54 and 5.55 of both cases, the dif-
ferences between two different feedback variables come out. The steady state errors of distur-
bance current step are calculated as following:
inverter current feedback

ess = lim
s→0

GvCf→iload(s)
∣∣
v∗Cf=0

=
ω2
reskc
a0

=
1

kp
(5.56)

capacitor current feedback

ess = lim
s→0

GvCf→iload(s)
∣∣
v∗Cf=0

= 0 (5.57)

Equations 5.56 and 5.57 mathematically illustrated that the capacitor feedback strategy has
a zero steady state error for disturbance current step, however the inductor current feedback
strategy comparatively deteriorates the load disturbance rejection capability as the result of
the steady state error 1

kp
. As mentioned previously, the inverter current feedback strategy has a

benefit of the over current protection, therefore if using the inverter feedback, one compensation
method should be used to achieve better disturbance rejection. Similar to the PI controller, the
disturbance load current is simply feed forward to the current controller, and it is also named as
disturbance current decoupling which is shown in Figure 5.15.

_ _
_ _

Physical System

Voltage P+R Controller
Current P Controller Disturbance decoupling

Figure 5.15: Disturbance decoupling of the PR controller.

By doing this, the transfer function of the system is the same as Equation 5.55; thus it has no
steady state error for the step response of the disturbance load current.

The tuning process of the multi-loop PR controller is not so systematic, and it is mainly based
on the trial and error with the system step response in MATLAB. As the inner current loop has a
simple proportional controller, the closed loop transfer function is a first order system which is
easily tuned as fast as desired. By using the equation 5.13, the parameter kc of the inner current
controller could be easily calculated with the desired settling time. However, the PR controller
has more tuning parameters as kp, ki and ωc, and its optimization is very complicated.

According to [48], kp controls the cross-frequency of the system, and the higher the propor-
tional gain is the faster the transient response will be. The resonant terms ki and ωc mainly
influence the resonant frequency, but have very little effect on the cross frequency. The tuning
is carried out basically in two steps: first, kp is chosen so that the transient process has desired
settling time and overshoot. Then design the resonant components for the desired steady state
and enough phase margin.
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5.2.3 Damping methods of the LC circuit resonance
The plant of the LC filter is a low damped second order system, therefore the frequency com-
ponents which are around the resonance of the LC circuit deteriorate the system stability. In
order to solve the resonance problem of the LC plant, two categories of damping methods are
introduced in the literature [53–55]: passive and active damping.

The principle of the passive damping is straight forward. By introducing a damping resistor in
series or in parallel with the filter inductor or capacitor, the energy of the resonance is absorbed.
The four possible positions of the damping resistor are shown in Figure 5.16. The tuning is
done with the help of the MATLAB. The closed-loop transfer function of the system is built
and its step response is simulated in MATLAB.

Figure 5.16: The possible positions of the damping resistors.

The passive damping is simple, robust and effective. However, from the efficiency point of
view, it is not a reasonable solution due to the losses caused by the additional damping resistors.
Therefore, a recently introduced active damping method uses virtual resistors in the digital
controller instead of real resistors in the physical circuit. Because the virtual resistor behaves
as a compensator which damps the LC resonance effect without producing any losses, active
damping is believed as a more effective damping method.

_ _ _
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Current P Controller
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Digital System

Current
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(a) passive damping resistor in series with inductor
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(b) passive damping resistor in series with capacitor
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(c) active damping virtual resistor in series with in-
ductor
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(d) active damping virtual resistor in series with ca-
pacitor

Figure 5.17: Passive and active damping of the LC filter

As shown in Figure 5.16, there are four possible positions for the physical damping resistors.
Therefore four corresponding virtual resistors can also be digitally implemented to emulate the
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behaviours the real resistors. According to [49], for the virtual resistor in parallel with the in-
ductor or capacitor (realized by dividing the inductor or capacitor voltage by the desired virtual
resistance), differentiators are required to convert the current signal from the virtual resistor loop
output to the voltage signal that can be applied to the PWM modulator in the VSI. However, the
differentiator may bring a noise problem as a result of the amplification of the high frequency
component in the sensor measured current and voltage signals. In reality, the virtual resistors in
series with the inductor or capacitor are the practical solution. The implementation of the virtual
resistors is based on the equivalent manipulation of the block diagram with physical resistors.
The corresponding implementation is schematically explained in Figure 5.17.

Figure 5.17(a) and 5.17(b) show the control block diagram of the LC filter with passive
damping resistors in series with filter inductor and capacitor respectively. Figure 5.17(c) and
5.17(d) are just the manipulation of 5.17(a) and 5.17(b). Therefore the transient and steady
state behaviour of the systems before and after manipulation are exactly the same. However,
the manipulated block diagram replaces the physical resistor in the plant by the digital feedback
gain in the controller.

5.3 State feedback control of the VSI with LC filter

This section discusses another popular control strategy of the VSI with LC filter – state feedback
control. This method first requires the state space modelling of the control system. Afterwards
by deriving the state feedback gain matrix K based on pole placement or quadratic optimal
method, the step response of the controlled system is forced to desired requirements. The
section begins with the the general background knowledge of the system modelling and pole
placement technique. The following subsection focuses on the quadratic optimal control of the
proposed VSI with LC filter system.

5.3.1 General knowledge of state space modelling and pole placement
technique

In this subsection, the basic background knowledge of the general state space modelling and
pole placement technique is shown. As discussed in literature [56], we consider a multiple-
input-multiple-output (MIMO) system described by the following standard space equations:

ẋ = Ax+Bu

y = Cx
(5.58)

where x is the state vector (n-vector), u is the input vector (r-vector) and y is the output vector
(m-vector). A(n × n), B(n × r) and C(m × n) are the system matrices. The control law is
expressed by the following equation:

u = −kx (5.59)

We assume the system is completely state controllable and observable, and u is unconstrai-
ned. Firstly, the reference input of the system is considered as zero, the system is also called
a regulator system (show as Figure 5.18). If we substitute Equation 5.59 into Equation 5.58, it
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gives

ẋ(t) = (A−BK)x(t)

x(t) = e(A−BK)tx(0)
(5.60)

where x(0) is the initial state. The stability and transient response characteristics are determi-

++++

Figure 5.18: Block diagram of the state feedback control of a regulator system.

ned by the eigenvalues of matrixA−BK. By properly choosing the matrix k, the eigenvalues
of the matrixA−BK or the closed-loop poles are placed in the left-half s plane, and the system
response can be asymptotically stable and approach 0 as t approaches infinity. This problem of
choosing the feedback gain matrix k, thus placing the closed-loop poles at the desired location
is called pole-placement method. It is worth to mention the precondition of the pole-placement
method is completely state controllable. In the scope of this dissertation, all the states of the
system are assumed controllable and observable without proof.

++
+

+__+

Figure 5.19: Block diagram of the state feedback control of a controller system.

Above we discussed the pole-placement method of a system with no reference input which
can be called a regulator system. However, the other more common case which has more
importance to the corresponding project is the controller system where the reference input is
time varying. It is normally named as controller system according to [56]. The controller
system can be divided into two categories – plant with and without integrator. As the relevance
to the proposed grid emulator, in the following, only the second category is discussed. In
contrast to the regulator system, an integrator is inserted in the feed-forward path between the
error comparator and the plant as shown in Figure 5.19.
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Based on the block diagram, the new system state space equations are:

ẋ = Ax+Bu+Dd

y = Cx

u = −Kx+ kIξ

ξ̇ = r − y = r −Cx

(5.61)

where d is the system disturbance vector, r is the reference vector, ξ is the output of the inte-
grator. Similarly we assume that the system Equation 5.61 is fully controllable and observable.
It can be reformulated as the following equation:

[
˙x(t)

˙ξ(t)

]
=

[
A 0

−C 0

][
x(t)

ξ(t)

]
+

[
B

0

]
u(t) +

[
D

0

]
d(t) +

[
0

1

]
r(t) (5.62)

We also assume the system is asymptotically stable, therefore x(∞), ξ(∞), u(∞) and d(∞)

approach constant values. Then, at steady state ˙ξ(t) = 0, y(∞) = r.
[

˙x(∞)

˙ξ(∞)

]
=

[
A 0

−C 0

][
x(∞)

ξ(∞)

]
+

[
B

0

]
u(∞)+

[
D

0

]
d(∞)+

[
0

1

]
r(∞) (5.63)

For step changing of the reference, r(∞) = r(t) = r(t > 0). The time constant of the system
is normally much slower than the controller period, d(∞) = d(t) = d. By subtracting the
above equations, we obtain:

[
˙x(t)− ˙x(∞)

˙ξ(t)− ˙ξ(∞)

]
=

[
A 0

−C 0

][
x(t)− x(∞)

ξ(t)− ξ(∞)

]
+

[
B

0

]
[u(t)− u(∞)] (5.64)

We define:
xe(t) = x(t)− x(∞)

ξe(t) = ξ(t)− ξ(∞)

ue(t) = u(t)− u(∞)

(5.65)

Then 5.64 can be rewritten as[
˙xe(t)

˙ξe(t)

]
=

[
A 0

−C 0

][
xe(t)

ξe(t)

]
+

[
B

0

]
ue(t) (5.66)

ue(t) = −Kxe(t) + kIξe(t) (5.67)

Here by defining a new (n+ r)th order error vector e(t) and new error system matrix Â, B̂ and
K̂ as following:

e(t) =

[
xe(t)

ξe(t)

]

Â =

[
A 0

−C 0

]
, B̂ =

[
B

0

]

K̂ =
[
K

... − kI

]

(5.68)
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Equation 5.66 and 5.67 can be rewrite as new error state space equation as:

ė = Âe+ B̂ue

ue = −K̂e
(5.69)

By solving the above equation, it gives the error state expression as:

ė(t) = (Â− B̂K̂)e(t)

e(t) = e(Â−B̂K̂)te(0)
(5.70)

If one compares Equation 5.70 and 5.60, it is easy to notice that they have the same form.
Therefore, by adding one integer and one gain block ki in the reference feed-forward path
(Figure 5.19), the new system’s error state space controller has the same solution as the regulator
system (Figure 5.18). By properly choosing the new state feedback matrix K̂, all poles of the
closed-loop system can be placed as where the designer desired. By doing this, the system
responses of any steady and transient states are controlled as required.

The controllability and observability of the state space system are out the scope of this thesis.
Several different kinds of methods of the feedback matrix determination are presented in the
literature. Matlab also provides an effective solution for pole-placement problems. Therefore,
the computation of a feedback gain matrix is not a difficult problem after choosing the locations
of desired closed-loop poles. However, the approach of pole placement strongly relies on the
designer’s experiences in the root-locus design. Because the system response speed and system
control signal energy are two mutual constraints of the poles-placement, it is very hard to op-
timize the controller design. The following discussed quadratic optimal control determines the
desired poles such that it balances between the satisfied response and acceptable control energy.

5.3.2 Linear quadratic optimal controller for the proposed grid emulator
Liner quadratic control as one of the optimal control optimizes the control objectives by mini-
mizing the formulated cost function. In this dissertation, we focus on the control system which
has the linear quadratic cost criterion, and the optimization is over an infinite horizon. This
so-called infinite horizon linear quadratic controller (LQR) has remarkable superiorities than
the common pole-placement strategy. It not only results in instinct closed-loop stability, but
also provides a systematic computation of the optimal feedback gain matrix K. It results in a
unique control law, has reasonably good interpretation for the choice of the design parameters
Q and R, avoids the need to specify desired pole locations (often chosen without good design
reasons), has good transient response, and has better numerical properties than pole placement
design. For these reasons, LQR design is often preferred over pole placement in control design
practice.

Here we consider the optimal problem of the state space system described as:

ẋ = Ax+Bu (5.71)

LQR determines the optimal matrixK of the optimal control vector

u(t) = Kx(t) (5.72)
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By minimizing the cost function

J =

∫ ∞

0

(xTQx+ uTRu)dt (5.73)

where Q is a positive-semidefinite Hermitian or real symmetric matrix, and it represents the
weight of the state vector away form final value of 0. R is a positive-definite Hermitian or real
symmetric matrix, and it represents the control effort of regulating the state vector to 0. The
choice of Q and R reflects the trade-off between the response characteristics of regulating and
the expenditure of control energy.

The derivation of the optimal feedback matrix K is out of the scope, and for simplicity the
following conclusion is directly presented. Before we get the optimal K, a positive-definite
matrix P must be solved by the most famous algebraic Riccati equation in linear control theory
shown as:

ATP + PA− PBR−1BTP +Q = 0 (5.74)

After getting the solution of the P from Equation 5.74, the optimal control is give by:

u(t) = −Kx(t) = −R−1BTPx(t) (5.75)

K = −R−1BTP (5.76)

However the computation of the Riccati equation is normally very complicated and difficult,
MATLAB provides an effective solution for this problem with commands:

lqr(A,B,Q,R). (5.77)

Regarding to the proposed inverter with an LC-filter system, the state space equations are as:



˙V q
Cf

(t)

˙V d
Cf

(t)

˙iqinv(t)

˙idinv(t)




=




0 −ω 1
Cf

0

ω 0 0 1
Cf

− 1
Lf

0 0 −ω
0 − 1

Lf
ω 0







V q
Cf

(t)

V d
Cf

(t)

iqinv(t)

idinv(t)




+




0 0

0 0
1
Lf

0

0 1
Lf




[
V q
inv(t)

V d
inv(t)

]
+




− 1
Cf

0

0 − 1
Cf

0 0

0 0




[
iqload(t)

idload(t)

]
(5.78)

[
V q
Cf

(t)

V d
Cf

(t)

]
=

[
1 0 0 0

0 1 0 0

]



V q
Cf

(t)

V d
Cf

(t)

iqinv(t)

idinv(t)


 (5.79)

By comparing the Equation 5.78 and 5.79 with 5.61, we have:
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x =
[
V q
Cf

(t) V d
Cf

(t) iqinv(t) iqinv(t)
]T

, u =
[
V q
inv(t) V d

inv(t)
]T ,

y =
[
V q
Cf

(t) V d
Cf

(t)
]T

, d =
[
iqload(t) idload(t)

]T

andA =




0 −ω 1
Cf

0

ω 0 0 1
Cf

− 1
Lf

0 0 −ω
0 − 1

Lf
ω 0


,B =




0 0

0 0
1
Lf

0

0 1
Lf


, C =

[
1 0 0 0

0 1 0 0

]
,

D =




− 1
Cf

0

0 − 1
Cf

0 0

0 0


.

By substituting into Equation 5.68, we get:

e(t) =




V q
Cf

(t)

V d
Cf

(t)

iqinv(t)

idinv(t)

ξqe(t)

ξde (t)




, Â =




0 −ω 1
Cf

0 0 0

ω 0 0 1
Cf

0 0

− 1
Lf

0 0 −ω 0 0

0 − 1
Lf

ω 0 0 0

1 0 0 0 0 0

0 1 0 0 0 0




,

B̂ =




0 0

0 0
1
Lf

0

0 1
Lf

0 0

0 0




, K̂ =


 Kqq

v Kqd
v Kqq

i Kqd
i

...− kqqI −kqdI
Kdd
v Kdq

v Kdd
i Kdq

i

...− kddI −kdqI


 .

(5.80)

Before we solve the optimal feedback controller gain, the proper weighting matrix Q and R
are only design parameters. As illustrated before, the elements of Q weights the gap of the
vector’s state and final reference value. Relating to the proposed project, in order to achieve a
faster transient response, the weighting factor of ξe must be sufficiently large compared with the
others. In this problem, the weighting matrices are chosen based on the simulation as follows:

Q =




1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 200/Cf 0

0 0 0 0 0 200/Cf




, R =

[
1 0

0 1

]
. (5.81)
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The MATLAB program of the controller design is shown below.

MATLAB Program of quadratic optimal controller design

Lf= 3e-3, w=2pi*50, Cf= 30e-6;
A=[0, -w, 1/Cf, 0, 0, 0; w, 0, 0, 1/Cf, 0, 0; -1/Lf, 0,
0, -w, 0, 0; 0, -1/Lf, w, 0, 0, 0; -1, 0, 0, 0, 0, 0; 0,
-1, 0, 0, 0, 0];
B=[0, 0; 0, 0; 1/L, 0; 0, 1/L; 0, 0; 0, 0], R=[1,0;0,1];
Q=[1,0,0,0,0,0; 0, 1, 0,0,0,0; 0,0,1,0,0,0; 0,0,0,1,0,0;
0,0,0,0, 200/Cf,0;0,0,0,0,0,200/Cf];
K=lqr(A,B,Q,R);
%Program Output---------------------
K= [1.1, 0, 14.6, 0, -2571.6, -231.8; 0, 1.1, 0, 14.6,
231.8, -2571.6];

Therefore, the final feedback gain matrix is:

Kqq
v = Kdd

v = 1.1

Kqd
v = Kdq

v = 0

Kqq
i = Kdd

i = 14.6

Kqd
i = Kdq

i = 0

kqqI = kddI = 2571.6

kqdI = −kdqI = 231.8

(5.82)

The controller will be implemented as shown in Figure 5.20 with all the parameters expressed
as Equation 5.82.

_
_

_

_

_

_

_

Figure 5.20: Block diagram of the LQR controller in dq frame.
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5.4 Discretization the continuous design via transform met-
hods

In the previous sections, all the control strategies are designed based on the analyses of the
system in the continuous domain and they have to be transformed into its equivalent discrete
forms as a requirement of the modern digital controller relying on the discrete signals. The-
refore, it is important to investigate the discretization methods of the pre-designed controller
which is represented by its Laplace s-function. This section will illustrate the two main discrete
equivalent processes: numerical integration and zero hold equivalent. After gaining enough
background knowledge, the discretization of the general form of the PR and the LQR controller
will be presented under the help of MATLAB at the end.

5.4.1 Numerical integration discrete equivalent
The numerical integration of the differential equations is very complex itself. The following
parts explain only the fundamental concepts and conclusions. We consider a transfer function
H(s) as:

H(s) =
U(s)

E(s)
=

a

s+ a
(5.83)

according to [57], we can reform it into integral form as following:

u(t) =

∫ t

0

[−au(τ) + ae(τ)]dτ (5.84)

u(kT ) =

∫ kT−T

0

[−au(τ) + ae(τ)]dτ +

∫ kT

kT−T
[−au(τ) + ae(τ)]dτ (5.85)

= u(kT − T ) +

{
area of −au(τ) + ae(τ)

over kT − T 6 τ < kT
(5.86)

Several different methods have been developed to approximate the incremental area term of
Equation 5.86. There are three main strategies: forward rectangular rule, backward rectangular
rule and bilinear or trapezoid rule. It is known that, the discrete equivalent by the forward rec-
tangular rule may not always stay stable. Therefore, the forward rule is not recommended. The
backward and bilinear rule will be explained in the following and schematically demonstrated
by the Figure 5.21

The back rectangular rule follows from taking the amplitude of the approximating rectangle
to be the value backward from kT toward (k − 1)T . The equation of u(kT ) approximates as:

u(kT ) = u(kT − T ) + T [−au(kT ) + ae(kT )]

=
u(kT − T )

1 + aT
+

aT

1 + aT
e(kT ). (5.87)

The z-transform of Equation 5.87 is:

HB(z) =
aTz

z(1 + aT )− 1

=
a

(z − 1)/Tz + a
. (5.88)
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(a) Backward rectangular rule (b) Bilinear or trapezoid rule

Figure 5.21: Approximation rules of the incremental area [57].

Similarly, the bilinear approximation takes the trapezoid area of figure 5.21(b). The approxima-
ting difference equation is:

u(kT ) = u(kT − T ) +
T

2
[−au(kT − T ) + ae(kT − T )− au(kT ) + ae(kT )]

=
1− (aT/2)

1 + (aT/2)
u(kT − T ) +

aT/2

1 + aT/2
[e(kT − T ) + e(kT )]. (5.89)

again, by applying the z-transform we can get the equation:

HT (z) =
aTz

z(2 + aT ) + aT − 2

=
a

(2/T )[(z − 1)/(z + 1) + a
. (5.90)

If one compares Equation 5.83 with 5.88 and 5.90, it can be seen that a discrete transfer function
can be obtained from the Laplace transfer function by substitution of an approximation for the
frequency variable as shown in the table below. According to Table 5.1, the discretization

Table 5.1: Discrete method

Method Approximation

Backward s→ z−1
Tz

Bilinear s→ 2
T
z−1
z+1

method of a continuous controller can be summarized by substitution:

HB(z) = H(s)| z−1
Tz

(5.91)

HT (z) = H(s)|s= 2
T
z−1
z+1
. (5.92)

Equation 5.92 is also called Tustin’s method which maps the stable region of the s-plane exactly
into the stable region of the z-plane. The stability of the discrete transform is assured. This
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method will be used in the aforementioned PR controller. In Matlab, the command below helps
to convert the controller transfer function under CAD

H(z)d = c2d(H(s)c, Ts,
′tustion′) (5.93)

Where Ts is the sampling frequency of the controller.

5.4.2 Zero order hold equivalent method
The other method is called the hold equivalence and is similar to the signal sampling mecha-
nism. It is based on taking the samples of the signals, extrapolating between samples to form
an approximation of the signal. There are several different kinds of the hold techniques, and
the most common one is the zero order hold (ZOH) method. In this subsection, the principle
of the ZOH will be first illustrated. Later, the discrete equivalent of the continuous sate space
expression of the plant will be presented. As the state space feedback control is normally based
directly on the direct digital control, it is required to find the discrete equivalent of its continuous
plant.

Sampler Hold Sampler

Figure 5.22: Block diagram of the zero order hold discrete equivalent method.

We use Figure 5.22 to explain the principle of the hold equivalent. The input signal e(t) will
be sampled as e(k), then held as ê(t), and passed through H(s) to get û(t). The output û(t)
will be sampled as û(k). The discrete equivalent Hh(z) is the combination of the hold, H(s)
and the sampler as shown in Figure 5.22. If the holder is a zero order it is called ZOH discrete
equivalent. Here, without the derivation, the ZOH discrete equivalent of H(s) is given by

Hh0 = (1− z−1)Z
{
H(s)

s

}
. (5.94)

Now we pay attention to a linear time invariant state space plant presented as:
{
ẋ = Ax+Bu

y = Cx+Du
(5.95)

according to modern control theory literature, the solution of the Equation 5.95 is:

x(t) = eA(t−t0)x(t0) +

∫ t

t0

eA(t−τ)Bu(τ)dτ. (5.96)

if we consider t0 = kT, t = (k + 1)T , according to the ZOH rule u[kT 6 t < (k + 1)T ] =
u(kT ). Then above equation can be rewritten as:

x[(k + 1)T ] = Φ[(k + 1)T − kT ]x(kT ) +

∫ (k+1)T

kT

Φ[(k + 1)T − τ ]Bu(τ)dτ

= Φ(T )x(kT ) +

∫ (k+1)T

kT

Φ[(k + 1)T − τ ]Bdτu(kT ). (5.97)
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where Φ(T ) = eAt, we define:

Γ =

∫ (k+1)T

kT

Φ[(k + 1)T − τ ]Bdτ. (5.98)

if we substitute the t = (k + 1)T − τ , the above equation is rewritten as:

Γ =

∫ (0

T

Φ(t)B(−dt) = (

∫ T

0

eAtdt)B. (5.99)

The discrete equivalent of the state space model (equation 5.95) can be described as following:
{
x(k + 1) = Φx(k) + Γu(k)

y(k) = Cx(k) +Du(k)
(5.100)

However the calculation of Φ and Γ is very complicated and tedious, and normally the discre-
tization is done by the help of the Matlab:

sysD = c2d(sysC, T ). (5.101)

where sysC contains A,B,C,D. The above Matlab script transforms sysC to the discrete
model Φ,Γ,C,D (or sysD) with a sample period T .

5.4.3 PR and LQR controller discretization and implementation in real-
time system

Now we try to apply the discretization method described before to the designed controller in
continuous time domain.
Case 1: PR-controller
Based on the simulation, the final well tuned PR controller is described by the following equa-
tion:

verror(s)

iref (s)
= kp +

2kiωcs

s2 + 2ωcs+ ω2
0

=
kps

2 + 2ωc(kp + ki)s+ kpω
2
0

s2 + 2ωcs+ ω2
0

(5.102)

By substituting kp = 0.028, ki = 0.06, ωc = 3 ∗ 2π, ω0 = 50 ∗ 2π, we get

verror(s)

iref (s)
=

0.028s2 + 3.318s+ 98700

s2 + 37.7s+ 98700
(5.103)

If the bilinear method is adopted, one can either substitute s by its approximation 2
Ts

z−1
z+1

or use
the MATLAB command c2d(Hc(s), T s,

′ tustion′). The discrete controller is expressed by the
following:

verror(z)

iref (z)
=
az2 − bz + c

dz2 − ez + f
(5.104)

where a = 0.112425, b = 0.223978, c = 0.111596, d = 4.005098, e = 7.999229, f =
3.995673. Based on equation 5.104, the algorithm expressed below will be implemented in
the real-time controller.

iref (kTs) = (a/d)verror(kTs)− (b/d)verror(kTs − Ts)
+ (c/d)verror(kTs − 2Ts) + (e/d)iref (kTs − Ts)
− (f/d)iref (kTs − 2Ts)

(5.105)
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Case 2: LQR-controller
In Subsection 5.3.2, the LQR controller is designed based on the system state space equation
in the continuous time domain. However, the system signals are discretely sampled by the
AD converter of the real-time system, a design based on the continuous model will not work
properly due to the sampling and hold mechanism of the digital controller. Therefore, the system
state space equation has to be transformed into its discrete form by the ZOH method, then the
LQR feedback matrix gain based on this discrete state space system has to be calculated.

According to Subsection 5.4.2, one could calculate the discrete matrix by:

Φ = eATs

Γ = (
∫ Ts
0
eAtdt)B

(5.106)

Or one can use MATLAB to design the discrete controller by using the following program.

MATLAB Program of quadratic optimal controller design

Lf= 3e-3, w=2pi*50, Cf= 30e-6, Ts =6.25e-5;;
A=[0, -w, 1/Cf, 0, 0, 0; w, 0, 0, 1/Cf, 0, 0; -1/Lf, 0,
0, -w, 0, 0; 0, -1/Lf, w, 0, 0, 0; -1, 0, 0, 0, 0, 0; 0,
-1, 0, 0, 0, 0];
B=[0, 0; 0, 0; 1/L, 0; 0, 1/L; 0, 0; 0, 0], R=[1,0;0,1];
Q=[1,0,0,0,0,0; 0, 1, 0,0,0,0; 0,0,1,0,0,0; 0,0,0,1,0,0;
0,0,0,0, 200/Cf,0;0,0,0,0,0,200/Cf];
Kd=lqrd(A,B,Q,R, Ts); % discrete-time lqr
%Program Output---------------------
K= [0.8, 0, 13.5, 0.1, -2208.4, -200.1; 0, 0.8, 0.1,
13.5, 200.1, -2208.4;

We get the feedback gain matrixKd based on the discrete state space system as shown below.

Kqq
v = Kdd

v = 0.8

Kqd
v = Kdq

v = 0

Kqq
i = Kdd

i = 13.5

Kqd
i = Kdq

i = 0.1 ≈ 0

kqqI = kddI = 2208.4

kqdI = −kdqI = 200.1

(5.107)

By comparing Equation 5.107 and 5.82, one can clearly notice the differences between the two
designs.

5.5 Comparison of aforementioned control strategies

In this chapter, three different controller designs for the grid emulator were presented. The
investigation of these different strategies shows the advantages and shortcomings of each case.
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Table 5.2: Analytical comparison of three control schemes

PI PR LQR

Operat. frame dq αβ dq

Transfor. calc. required no required

Decoupling net. required no -

Harmonic rejection bad good bad

Sequence control only positive positive and negative only positive

Freq. sensitivity only fundamental light frequency variation only fundamental

Tuning parameters kpv, kiv, kpi, kii kp, ki, ωc, kc Q

Optimization - - instinct optimization

This section summarizes the characteristics of all controllers, and gives an analytical compari-
son between them.

The conventional PI controller is simple to implement and easy to understand. It is desig-
ned with the frequency response method, and it exhibits a satisfied performance for the system
transient and steady state response. However, due to its frequency sensitivity, the PI controller
has a very limited harmonic rejection capability. In the case of the nonlinear EUT, the highly
distorted currents deteriorate the controller performance. Therefore, the grid emulator can not
comply with the voltage standard which requires the THD smaller than 2.5%. In order to solve
this problem, selective harmonic compensators have to be implemented. But it requires exces-
sive computational resources for the different frames transformation. Moreover, the decoupling
networks are needed for each controller in every frame. Taking all these shortcomings into
account, the PI controller is unacceptable.

The PR controller is implemented in the stationary frame. The frame transformation compu-
tation and the cross-coupling items are completely eliminated. An effective selective harmonic
compensator can be achieved conveniently as shown in figure 5.12. As presented previously, the
practical form of the PR controller introduces a new parameter – cut off frequency ωc, thus the
controller has a wider bandwidth around the resonant frequency. This moderates the control-
ler’s frequency sensitivity, and improves the THD performance of the grid emulator especially
for the nonlinear EUT situation. Moreover, compared with the PI controller, the PR controller
has both positive and negative sequence signal control capability, therefore it could be also ca-
pable of controlling the unbalanced voltage of the grid emulator. Last but not least, according
to [43, 48], for the digital implementation, the P+R controller requires less signal processing,
and it is also less sensitive to noise. In the worst case, it costs similar computational resources
to that required for a Park transformation. Because of all these advantages, the PR controller is
investigated after the PI controller.

The PI and PR controllers both perform well for the control task of the grid emulator. Ho-
wever, their tuning method is very complicated and not so systematic, and the optimization
process is normally based on trial and error with the help of the frequency response and MAT-
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LAB simulation, which is inaccurate, and very inefficient because of weak purpose and vague
criteria. This unsatisfactory aspect is the main reason for investigating further control schemes
– linear quadratic regulator (LQR) for the grid emulator. As presented in the previous section,
the LQR results in closed-loop stability, and also provides a systematic computation of the op-
timal feedback gain matrix. In contrast to the PI and PR controller, it gives unique control law,
and has reasonably good interpretation for the choice of the matrix Q. Although the theory of
state space control is difficult to understand, the controller design has to follow the summarized
procedures. After modeling the state space equations of the system, the matrix required for the
controller design can be directly derived through Equation 5.80. The only tuning parameter is
the matrix Q, and according to its representative meaning, only two elements for the voltage
error in d and q axis should be tuned. The values of the elements are simply increased until
the system transient performs a desired process. The LQR controller does not need to sense
and feedback the load currents to achieve disturbance rejection. This characteristic saves two
expensive current transducers. Therefore, the LQR is the most cost-effective control scheme
among the other two.
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CHAPTER 6

Final PHiL system realization and experimental
verification

In order to validate the function of the proposed PhiL grid emulator, a downscaled 5 kVA
PHiL prototype has been constructed. A self-designed real-time system is also implemented
to control the inverter cumulation system. In this chapter, the real time system and hardware
test bench will be presented first. Then the experimental results based on the aforementioned
various control algorithms are presented one after the other.

6.1 Hybrid real-time control system
Nowadays, digital control techniques supported by processors (micro-controller or DSP) have
replaced the traditional analogue control techniques which rely on discrete hardware compo-
nents like operational amplifiers etc. DSP controllers are the most popular industrial solutions
for many years. In general, all the processor based controllers are either triggered by an external
signal or an internal timer generated interruption which forces it to start a new sampling period
and then execute a cycle of the control algorithm in a real time. Several different peripheral
devices can be integrated depending on the requirements. Normally units like the analogue-
to-digital converter (ADC), current and voltage measurements, or PWM generation are very
important for the power electronics control system. Besides, the human-machine-interaction
(HMI) like digital-to-analogue converters, LCD display and control buttons are necessary to
support the functionality of the real-time system. However, there are several drawbacks of the
commercial system. Firstly, the high cost and licenses constraints normally cause big problems
for universities and technical institutes. The more important limitation is the higher average
latency of the processor-based real-time system, which is the consequence of the sequential
execution principle.

Thanks to the fast development of the Complex Programmable Logic Devices (CPLDs) and
Field Programmable Arrays (FPGAs) in recent years, a quasi-analogue controller became fea-
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sible recently [58], especially since FPGAs have more and more logic elements, making them
capable of implementing more complex computations than before. The most important feature
of the quasi-analogue or quasi-hardware controller compared to the software controller is that
the complexity of the computations dominates the amount of hardware resources needed instead
of the speed of execution. As it is well known, the time delay of hardware processing is within
one or a few clock cycles which is almost negligible compared to the software controller. Furt-
hermore, besides the traditional sequential execution, the hardware implementation can achieve
the parallel execution which enables the controller to process different tasks simultaneously.
By doing this, the calculation time is dramatically decreased. However, in order to implement
the control algorithm on the hardware controller, the complicate VHDL (Very High Speed Inte-
grated Circuit Hardware Description Language) or Verilog language is necessary. The flexible
floating-point operation is not possible any more. Instead the more complicated fixed-point
computation has to be used. Therefore, as a result of the complex program language, the im-
plementation of the FPGAs controller is very time-consuming, And due to the noncompetitive
fixed-point operation, math calculation are very resource-consuming.

and all the other harmonic components are transferred to non-
DC quantities. A digital low-pass filter (LPF) is implemented
to extract the corresponding DC quantities before the signals
transferring to the respective controller (Fig.7).

Moreover, as the switching frequency of MOSFET iverter
is above 50kHz, due to the stringent time constraints and
complex control algorithm, it is beyond the capability of
common processor-based controller. The recent rapidly devel-
oped FPGA-based controller enables implementation of the
control algorithm with a specify hardware architecture (no
calculation delay, higher bandwidth). Therefor, it is able to
quasi-instantaneously execute full real-time control in few
microseconds [27]. In order to implement the control algorithm
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Fig. 8. Principle diagram of the self-developed FPGA-based real-time system.

of inverter cumulation system, a FPGA-based real time system
with RTAI-Linux [28] was developed in our institute. In Fig. 8,
the principle schematic shows the three main parts (PICMG
main board, FPGA board and CPLD board) of the system.
The PICMG main board with a Pentium 4-CPU (3.4GHz) is
installed a Linux with RTAI kernel-Patch. The program of
IGBT controller is implemented as an interrupt service routine
of CPU which triggered by FPGA in real time. The FPGA
board with a Cyclone III FPGA serves as the core element of
the system. Its functions include the digital signal processing,
PWM generation, communication interface with AD converter
and the CPU interrupt generation. Besides, due to the above
mentioned ultra fast program execution capability, the FPGA
is also implemented as the MOSFET inverter controller. The
CPLD takes the response of address decoding of ISA-Bus
of PICMG main bord and the dead time generation for the
inverter driver.

D. Magnetic Coupling and Protection of MOSFET Inverter

The coupling inductor is the key component of the inverter
cumulation system. Ideally, the coupling inductor should inject
the high frequency voltage waves generated by MOSFFET
inverter to the IGBT inverter output, however on the other
hand, the influence of the IGBT inverter to MOSFET inverter
has to be as small as possible. The single phase equivalent

diagram is shown in Fig. 9(a), and for the simplification
we assume there is no switching component after LC filter.
The criteria of the coupling inductor design is: the magnetic
inductance Lm should be negligible to the primary system with
low frequency, but has a high p.u. value to the secondary high
frequency system. Due to the big difference of power rating
and fundamental frequency of two system, an appropriate
value of Lm is not difficult to implement. The coupling
inductor is designed to assume the low frequency (50Hz)
component as DC offset. As shown in Fig. 9(b), the secondary
voltage V2 and current i2 are replicate to the primary side,
but only the primary current i1 is reflected to the secondary
because of negligible voltage V1 ≈ 0 across Lm.
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Fig. 9. (a) Single phase equivalent circuit of the proposed ‘inverter
cumulation’ system. (b) Decoupled equivalent primary and secondary circuit
of the coupling inductor.

The primary side of coupling inductor is in series with the
system output terminal, therefor the primary current i1 equals
to the full rated current of the IGBT inverter. Due to the
fundamental frequency of MOSFET inverter f12 is over 20
times of the IGBT inverter f11 (50Hz), i1 could be assumed
as DC offset of the secondary winding of coupling inductor.
In order to avoid the magnetic saturation effect of the core,
the coupling inductor is designed with an air gap. The detailed
parameters of the coupling inductor of the 5kW prototype test
bench are shown in the Table III.

TABLE III
PARAMETER OF COUPLING INDUCTOR

Core EPCOS PM114/93
Ferrite N27
Lm (mH) 1.2
Air gap δ (mm) 2
IDC (A) 10

Figure 6.1: Principle diagram of the self-developed FPGA-based real-time system.

As the switching frequency of a MOSFET inverter is above 50kHz, and due to the strin-
gent time constraints and complex control algorithms, it is beyond the capability of a common
processor-based controller to control the inverter. In order to implement the control algorithm
of the inverter cumulation system, an FPGA-based hybrid real time system with an RTAI-
Linux [59] was developed at our institute. In Figure 6.1, the principle schematic shows the
three main parts (PICMG main board, FPGA board and CPLD board) of the system. The PI-
CMG main board has a Pentium 4-CPU (3.4GHz). Installed is a Linux based operating system
with an RTAI kernel-Patch. The controller of the IGBT inverter is implemented as an interrupt
service routine of the CPU which is triggered by the FPGA in real time. The FPGA board
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with a Cyclone III FPGA serves as the core element of the system. Its functions include di-
gital signal processing, PWM generation, communication interface with the AD converter and
the CPU interrupt generation. Besides, due to the aforementioned ultra fast program execution
capability, the MOSFET inverter controller is also implemented in the FPGA. The CPLD takes
the response of address decoding of the ISA-Bus of the PICMG main board and the dead time
generation for the inverter driver. The above mentioned real-time system combines both the
digital and quasi-analogue controller together as a hybrid system, which achieves the control
task for the inverter cumulation system.

The IGBT inverter controller is implemented in the processor-based controller. The algo-
rithms are programmed as Linux kernel modules which are triggered to execute in real time by
an external interrupt from the FPGA. The programming language is C code, and the floating-
point math operation is also available. This makes the control solution very flexible and effi-
cient. The MOSFET inverter controller, on the other hand, which requires a fast control cycle
period, is programmed by the VHDL in the FPGA. Although the implementation is relatively
more complicated than the digital controller, the execution latency requirement is fulfilled.

6.2 Prototype test bench of the inverter cumulation system

The prototype test bench is shown in Figure 6.2. It consists of an SEW commercial three-phase
5KVA IGBT inverter and a MITSUBISHI low voltage (VDS = 100V ) MOSFET power module
FM200TU. The key issue of the system implementation is the coupling inductor design. The
following section will present the system in detail.

However, a effective protection scheme of the coupled
MOSFET inverter has to pay more special consideration, since
the small power rating, low blocking voltage and continu-
ous current of the MOSFET semiconductors make it easily
damaged during the start-up, transient and fault condition of
IGBT inverter. Ideally, with respect to the IGBT inverter,
the coupling inductor operates as a current transformer. The
primary side is in series with the output terminal, therefor
under load condition, an uninterrupted current continuously
magnetizes the core of coupling inductor. The secondary side
must maintain a continuous current path to balance the primary
magneto motive force (MMF), otherwise an open-circuit sec-
ondary winding generates substantial voltage. Hence, a simple
disconnection of MOSFET VSI does not serve as effective
protection approach under the fault and transient condition.
Moreover, the controller can only disable the active switches,
but the anti-parallel freewheeling diodes still acts as a rectifier
which charges up the DC-link and destroys the DC source of
MOSFET inverter quickly.

MOSFET Inverter Power

Zener Diode
Varistors

By-  

SwitchesFast Diode

pass

Fig. 10. Auxiliary protection circuit of MOSFET inverter

In [29], [30], same phenomenons of series active filter
under utility short circuit fault have been reported, due to the
slow reaction of grid circuit breaker several special protection
scheme were introduced. Since the over circuit protection
of power electronics converter is fast and effective, one can
assume that there is no contentious fault in the proposed
system. However, the fast transient and decayed switching
ripples of IGBT inverter with high di/dt will be amplified
by the coupling inductor Lm, and a secondary voltage with
high dv/dt which results a severe working condition for the
MOSFET inverter. As shown in the Fig. 10, the protection
approaches are explained in the following:

• Fast diode prevents the reverse current to the DC source.
Power zener diode buffers the DC-link voltage of MOS-
FET inverter.

• Varistors clamp the transient over voltage of coupling
inductor.

• During the start or stop transient of IGBT inverter,
switches are by-pass the coupling inductor.

• In order to maintain a contentious current path, the
MOSFET inverter is always switched to the NULL state
during standby.

III. EXPERIMENT RESULT AND CONCLUSION

In order to validate the function of proposed PHiL grid emu-
lator, a downscaled 5 kVA PHiL prototype (Fig. 11) has been
implemented. It consists of a SEW commercial three-phase
5KVA IGBT inverter and a MITSUBISHI low voltage (VDS =
100V ) MOSFET power module FM200TU. The designed

Fig. 11. Experiment setup of the prototype grid emulator. Upper left: power
stage and inductor. Bottom left: coupling inductors and capacitors. Right:
Overview of the system.

parameters of the LC output filters and coupling inductor
are listed in the Table II and III. The above mentioned our
FPGA based real-time system regulates the two inverters with
the operation specification described in Table I. An adjustable
resistor bank and an inductor emulates the equipment under
test (EUT) as a RL load. The fundamental and harmonics
programmability of the grid emulator are demonstrated by the
following measurements.
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Fig. 12. The emulated typical power grid sag fault.

Fig. 12 shows the emulated typical voltage sag fault of
power grid. The output voltage of PHiL emulator drops to
70% of its nominal voltage for 100 ms before fault is cleared.

Figure 6.2: Experimental setup of the prototype grid emulator. Upper left: power stage and
inductor. Bottom left: coupling inductors and capacitors. Right: Overview of the system.
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6.2.1 Magnetic coupling inductor design and implementation
The coupling inductor is the key component of the inverter cumulation system. Ideally, the
coupling inductor should inject the high frequency voltage waves generated by the MOSFFET
inverter to the IGBT inverter output terminals. However on the other hand, the influence of the
IGBT inverter on the MOSFET inverter has to be as minimum as possible. The single phase
equivalent diagram is shown in Figure 6.3(a), and for simplification we assume there is no
switching component after the LC filter. The criteria of the coupling inductor design is that the
magnetic inductance Lm should be negligible to the primary system with low frequency, but has
a high p.u. value to the secondary high frequency system. Due to the big difference of power
rating and fundamental frequency of the two systems, an appropriate value of Lm is not difficult
to find. The coupling inductor is designed by assuming the low frequency (50Hz) component as
a DC offset. As shown in Figure 6.3(b), the secondary voltage V2 and current i2 are replicated
to the primary side, but only the primary current i1 is reflected to the secondary because of the
negligible voltage V1 ≈ 0 across Lm.

and all the other harmonic components are transferred to non-
DC quantities. A digital low-pass filter (LPF) is implemented
to extract the corresponding DC quantities before the signals
transferring to the respective controller (Fig.7).

Moreover, as the switching frequency of MOSFET iverter
is above 50kHz, due to the stringent time constraints and
complex control algorithm, it is beyond the capability of
common processor-based controller. The recent rapidly devel-
oped FPGA-based controller enables implementation of the
control algorithm with a specify hardware architecture (no
calculation delay, higher bandwidth). Therefor, it is able to
quasi-instantaneously execute full real-time control in few
microseconds [27]. In order to implement the control algorithm
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Fig. 8. Principle diagram of the self-developed FPGA-based real-time system.

of inverter cumulation system, a FPGA-based real time system
with RTAI-Linux [28] was developed in our institute. In Fig. 8,
the principle schematic shows the three main parts (PICMG
main board, FPGA board and CPLD board) of the system.
The PICMG main board with a Pentium 4-CPU (3.4GHz) is
installed a Linux with RTAI kernel-Patch. The program of
IGBT controller is implemented as an interrupt service routine
of CPU which triggered by FPGA in real time. The FPGA
board with a Cyclone III FPGA serves as the core element of
the system. Its functions include the digital signal processing,
PWM generation, communication interface with AD converter
and the CPU interrupt generation. Besides, due to the above
mentioned ultra fast program execution capability, the FPGA
is also implemented as the MOSFET inverter controller. The
CPLD takes the response of address decoding of ISA-Bus
of PICMG main bord and the dead time generation for the
inverter driver.

D. Magnetic Coupling and Protection of MOSFET Inverter
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Fig. 9. (a) Single phase equivalent circuit of the proposed ‘inverter
cumulation’ system. (b) Decoupled equivalent primary and secondary circuit
of the coupling inductor.

The primary side of coupling inductor is in series with the
system output terminal, therefor the primary current i1 equals
to the full rated current of the IGBT inverter. Due to the
fundamental frequency of MOSFET inverter f12 is over 20
times of the IGBT inverter f11 (50Hz), i1 could be assumed
as DC offset of the secondary winding of coupling inductor.
In order to avoid the magnetic saturation effect of the core,
the coupling inductor is designed with an air gap. The detailed
parameters of the coupling inductor of the 5kW prototype test
bench are shown in the Table III.

TABLE III
PARAMETER OF COUPLING INDUCTOR

Core EPCOS PM114/93
Ferrite N27
Lm (mH) 1.2
Air gap δ (mm) 2
IDC (A) 10

(a) Single phase equivalent circuit of the proposed
inverter cumulation system.
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(b) Decoupled equivalent primary and secondary
circuit of the coupling inductor.

Figure 6.3: Coupling indutor design
.

The primary side of the coupling inductor is in series with the system output terminal, the-
refore the primary current i1 equals the full rated current of the IGBT inverter. Due to the
fundamental frequency of the MOSFET inverter f12 is over 20 times of the IGBT inverter f11
(50Hz), i1 could be assumed as a DC offset of the secondary winding of the coupling inductor.



6.2. PROTOTYPE TEST BENCH OF THE INVERTER CUMULATION SYSTEM 87

In order to avoid the magnetic saturation effect of the core, the coupling inductor is designed
with an air gap. The detailed parameters of the coupling inductor of the 5kW prototype test
bench are shown in the Appendix B Table B.1.

Forward Converter Output Inductor Design

Part 2 is designing the output inductor, LI, as shown in Figure 14-7. The output filter inductor for switch-

mode power supplies, (SMPS), probably has been designed more times than any other single component.

Presented here is a straight-forward approach for selecting the core and the proper wire size to meet the

specification.

The losses in the magnetic material will increase significantly when the converter is operating at a higher

frequency. However, the core loss in the output inductor of a switching regulator is much lower compared

to the core loss in the main converter transformer. The core loss in the output inductor is caused by the

change in current or AI, which induces a change in flux, as shown in Figure 14-7.

B (tesla)
>• AI

H (oersteds)

Figure 14-7. Typical output inductor BH Loop.

The single-ended, forward converter schematic is shown in Figure 14-8. This topology is appealing to

engineers for it simplicity and parts' count. The output filter circuit, shown in Figure 14-8, has three current

probes. These current probes monitor the three basic currents in a switch mode, converter output filter.

Current probe A monitors the transformer's secondary current. Current probe B monitors the commutating

current through CR3. Current probe C monitors the current through the output inductor, LI.

The typical secondary and filter waveforms of the forward converter are shown in Figure 14-8. The

waveforms are shown with the converter operating at a 0.5 duty ratio. The applied voltage, V1; to the filter,

is shown in Figure (14-9-A). The transformer's secondary current is shown in Figure (14-9-B). The

commutating current flowing through, CR3, is shown in Figure (14-9-C). The commutating current is the

result of Ql being turned off, and the field in, LI, collapsing, producing the commutating current. The

current flowing through LI is shown in Figure (14-9-D). The current flowing through LI is the sum of the

currents in Figure (14-9-B) and (14-9-C).

Copyright © 2004 by Marcel Dekker, Inc. All Rights Reserved.

Figure 6.4: BH loop of the coupling inductopr.

The BH loop of the coupling inductor is shown in Figure 6.4. It has one major and one
minor loop. The bigger hysteresis loop is produced by the IGBT inverter’s low frequency 50Hz
sinusoidal current. On the other hand, the MOSFET inverter 1kHz current drives the minor
hysteresis loop. The coupling inductor design has to consider the worst saturation case where
both major and minor loops reach their maximum value. In other words, the core of the coupling
inductor should not be saturated at the worst case.

The first task of the coupling inductor design is choosing the magnetic material and the shape
of the core. At the very beginning, the system schematic is designed as in Figure 4.10. The
coupling inductors are connected directly to the output terminals of the two inverters. As there
are many high frequency switching components, the coupling inductors are originally designed
for the high frequency working condition. The main issue of the high frequency magnetic com-
ponent design is loss minimization. There are two main groups of losses: iron loss and copper
loss. The iron loss or the core loss which is caused by the hysteresis and eddy current can be
minimized by using the so called soft magnetic material e.g. Ferrite. The copper loss which
is dominated by the skin and proximity effect in the high frequency range can be minimized
by using the Litz wire. However, the ferrite materials have quite high resistivity but rather low
saturation flux density, typically 0.3 T [3]. Litz wires reduce the AC resistance by constituting
of many thin, individually insulated, twisted wire strands, but the DC resistance is increased
because of the smaller conductor cross sectional area and the copper fill factor kCu of the Litz
wire is below 0.4, due to the insulation and additional space between strands. Therefore, the
designers have to compromise the advantages and shortcomings of each technology. As menti-
oned before, the design of the coupling inductors follows the high operation frequency criteria.
The ferret material and Litz wires were chosen at the beginning of the design.

Thanks to the computer aided design software of the magnetic components manufacture (e.g.
EPCOS), the tedious mathematically calculations are avoided. The software generates the pa-
rameters based on the requirements set by the designers. The software interface of the Ferrite
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Magnet Design Tool (version 5.20 EPCOS) is shown in Figure 6.5. The inputs of the software

Figure 6.5: Software interface of the inductor design.

are the required the inductance and DC-bias current. After choosing the available core and ma-
terial, the software will calculate the winding turns, air gap and the maximum wire diameters for
you. The tricky point is: how much inductance should be set at the start point? For a coupling
inductor, the bigger mutual inductance is better when there is no saturation! However, the core
size and winding number will increase to an impractical value. Therefore, there is a limitation
of the inductance value. That is determined by the largest core size and the maximum possible
winding turns in it. The largest core size is dependent on the manufactures’ product range. But
when the core size is fixed, the space for the windings is also fixed. The maximum winding
number is determined by the diameter of each inductor. The diameter of each wire is strongly
dependent on the maximum allowable current density J . According to [60], J is normally in
the range of 300-400 A/cm2. The rated current of the IGBT inverter is 7.5A, therefore as a
rule of thumb, it has a reasonable safe margin to set the two times higher current as 15A when
designing the inductor. The minimum cross section of the winding wire is calculated by the
following:

Acumin = Idc/J =
15A

400A/cm2
= 3.75mm2 (6.1)

By considering the space in the core and the available litz wire on the market, the final design
of the coupling inductor has the winding ratio of 1:1.5. The minimum cross section of the
secondary winding is calculated as follows:

A′cumin = Idc ∗ 1.5/J =
15A ∗ 1.5

400A/cm2
= 5.6mm2 (6.2)

Based on the result above, by checking the litz wire available on the market, the final winding
parameters are listed in Table B.2 in the appendix. The MOSFET inverter side winding has
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N1 = 33 turns, and the IGBT inverter side winding has N2 = 50 turns. The copper fill factor
fcu is calculated as follows:

kcu =
1

2

Acu1 ∗ 2N1 + Acu2 ∗ 2N2

An
=

1

2

6.28 ∗ 2 ∗ 33 + 3.77 ∗ 2 ∗ 50

1070
≈ 0.37 (6.3)

whereAn = 1070mm2 is the window area of the bobbin of the chosen ferrite core. As illustrated
before kcu of the inductor using the litz wire should be smaller than 0.4, therefore the design
should have no manufacturing problems. The pictures of the final designed are shown in Figure
B.1 in the appendix. The inductors of the MOSFET inverter LC filters follows the same process.
By setting the desired inductance and chosen core as the input of the MDT software, the number
of winding turns and the air gap are calculated. The detailed parameters information are shown
in the Table B.3 in the appendix.

Effects of the high frequency design of the inductor
As explained in Chapter 4, the original topology does not work. The coupling inductors have to
be connected after the LC filter instead of the inverter output terminals. Therefore, the most part
of the high frequency components are filtered out, thus the coupling inductors are not necessa-
rily designed to withstand them. Does it cause problems, if the previous designed inductors are
used?

Using the ferrite core, the inductance is difficult to reach a high value as the consequence of
the lower saturation flux density. Furthermore, the cost of the ferrite material is higher. The
advantage of the lower hysteresis losses of the ferrite is not obvious in the lower operating
frequency. The other characteristic of the high frequency design is the use of the litz wire.
As the cross sectional area of each strand gets smaller, the total DC resistance of the winding
becomes much higher (more losses and heat) than normal wire. Moreover, the design is bulky
and expensive as a consequence of the complicated structure of the litz wire.

However, the desired inductance is still assured. One advantage is that the higher DC re-
sistance of the litz wire winding has a better damping effect of the LC resonance. Therefore,
although the final topology does not require a high frequency coupling inductor, the previous
manufactured inductors are still used in this case. The functionality of a high frequency design
is guaranteed in the lower frequency working conditions. The higher resistance litz wire win-
ding is not efficient from the losses point of view, but it exhibits a better stable operation of the
whole system. The cost and manufacture complexity are high, but as the prototype, these issues
are not as important as the verification of the functionality.

6.2.2 PHiL emulator hardware realization

The power stage of the emulator are two inverters. The IGBT inverter is a commercial product
of the SEW which is ready to plug and play. On the other hand, the MOSFET inverter is a
little bit complicated. There is no intelligent power module (IPM) available on the market.
As explained before, the switching frequency of the MOSFET inverter is more than 50kHz
which requires a high performance (power) driver. In order to avoid the potential failure, a high
frequency two-channel-driver ’2SC0650P’ from ’CONCEPT’ is used. An interface board for a
three-phase-drive is designed and shown in Figure B.2.
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The other topic of the test bench implementation is the analogue signals (voltage and current)
sampling. A four-channel current sensor board was designed before at our institute as the perip-
heral board of the aforementioned real-time Pentium system. However, the previous designed
voltage measurement board is only suitable for the DC-link sensing. Therefore, a new designed
voltage measurement board shown in Figure B.2 has a 3-channel AC and 1-channel DC voltage
sensing capability.

6.3 PHiL introduction and the requirements of the grid emu-
lation

6.3.1 Concept of Power-Hardware-in-the-Loop (PHiL)
No software-based simulation is able to exactly reproduce the behaviour of a system under real
operating conditions. This inherent limitation is the result of the finite amount of information
which can be carried out by a model [61]. For this reason, performing simulations during the
development phase of a complex system can generally not ensure that the end product will
actually operate as expected. Furthermore, design faults may not be discovered until the very
last stage of the on-the-field testing, which results in considerable costs to fix them.
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General structure of PHiL system:

•Power amplifier (switch mode supply — power converter,
linear amplifier or generator)

•Real-time system (processor or FPGA)

•Signal acquisition (current and voltage sensors)

•Equipment under test (EUT)

Problem: excessive requirements to the power
electronics of the PHiL emulator
Two mutual exclusive characteristics of power electronicsdevices:

1. High power rating (e.g. IGBT, IGCT)

2. High switching frequency (e.g. MOSFET)

Requirements to a grid emulator:

•Power delivery capability→ High power and low frequency com-
ponent (50Hz)

•Large spectrum bandwidth (noise, spikes and transients)→ High
order harmonics but with low amplitude

Solution: a PHiL with simultaneous high
power and high dynamics — Inverter cumula-
tion system

E

U

T

IGBT Inverter 1

MOSFET Inverter 2

LC filter 1

LC filter 2

  Coupling
Inductor

Vdc1

Vdc2
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Electrical Specifications of The Inverter Cumulation System
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Figure 6.6: Imitation technologies of the real-world system.

The use of real-time emulated environments to assess the correct function and reliability of
hardware components is being increasingly recognized as an effective means of overcoming
these drawbacks. This innovative method, commonly referred to as Hardware-in-the-Loop
(HiL) simulation, involves the technical equipment under test as well as sensors and actua-
tors interacting with a real-time computer system [8]. Usually, the output quantities delivered
by the equipment under test are captured by the sensors and processed by the real-time system
according to a mathematical model representing the emulated environment. Consequently, con-
trol signals are generated for the actuators to behave like the emulated environment, providing
the device under test with the corresponding input quantities. This increases the realism of the
tests and hence, the significance of the obtained results. In contrast to early HiL schemes invol-
ving almost exclusively signal processing systems, modern HiL emulation also features energy
transfers. This approach, known as Power Hardware-in-the-Loop (PHiL), involves real energy
fluxes in the testing process [62–64]. This characteristic inherent in PHiL systems obviates the
need for a specific energy model. This also solves the problem of model inaccuracy since real
energy will behave according to its physical properties given by nature.
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For these reasons, PHiL constitutes an efficient means of precisely reproducing the behaviour
of energy conversion systems, providing access to their physical features and, thus reducing the
risk of simulation inaccuracies at same time.

PHiL emulators include a power amplifier (switch mode, generator or linear amplifier) bet-
ween the real-time system (RTS) and the EUT [63]. Switch mode amplifiers (power electronics
converters) are commonly preferred due to their lower cost, higher flexibility, ease of manu-
facture and despite the fact that the voltage levels at their output terminals is limited to a few
discrete values. In consequence, the signal to be amplified has to be approximated by a series
of pulses, generally by means of a pulse-width modulator. Although the mean output voltage
over one carrier period is fairly equal to the one expected, the modulation produces a significant
number of additional frequencies in the spectrum of the output waveform [65]. As a result,
the carrier frequency – and hence, the switching frequency of the power electronic components
inside the emulator – has to be chosen high enough so that harmonics originating from the
modulation do not influence the tested device significantly. Owing to the physical constraints
limiting the switching frequency of power electronic devices, this requirement might be difficult
to fulfill if the device under test has a large bandwidth.

6.3.2 The technical standards of grid emulation
As the aforementioned power electronics system aims at building up the grid emulator, the
performance of the PHiL system should conform to the requirements of the technical standards.
The key evaluation criteria of the power grid is the power quality. However, the power quality
is a very general concept which is difficult to directly measure and evaluate. By specifying
parameters, patterns and limitations, several international and national technical standards play
important roles in evaluating the grid quality, and on the test procedures for grid connected
devices. The following standards are closely related to the grid emulator system [66]:

• EN 50160 voltage characteristics of the public distribution system

• IEEE 1547 interconnection of distributed resources with electric power systems

• IEC 61000-4-x transient immunity test

Table 6.1: Requirements of power grid
Item Requirements
Voltage variation ±1%Un
Frequency variation ±0.1 Hz
Harmonics distortion THDv < 2.5%

According to [66], all the necessary requirements can be specified to the two categories of
phenomena concerning grid voltage: stable and transient state. Table 6.1 summarizes the main
requirements of the grid steady state from the standards EN 50160 and IEEE 1547. The standard
EN50160 gives the individual harmonic voltages at the supply terminals. It is shown in Table
6.2.
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Table 6.2: Values of individual harmonic voltages based on the standard EN 50160

Order h 5 7 11 13 17 19 23 25

Relative voltage (%) 6 5 3.5 3 2 1.5 1.5 1.5

Table 6.3: Disturbances of the power grid

Events Durations

Sags: 0.1-0.9 pu instantaneous : 0.5-30 cycles

Interruptions: below 0.1 pu momentary : 30cycles - 3sec

— temporary: 3sec - 1min

The standards also define the pattern and parameters of the grid transient behaviours like
voltage sags and short interruptions (Table 6.3). The fault ride through (FRT) test is very im-
portant for the distributed energy resource (DER) especially wind turbines. Therefore the grid
emulator is surpassed to emulate the fault behaviours based on the standard requirements. Fi-
gure 6.7 shows the standard fault ride through curve of Germany, which is used as the reference
signal for the grid emulator.
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The FRT requirements that apply to Type 1 generating plant are summarised below. The 
requirements for Type 2 generating plant are described in Appendix A.3. 
 
A Type 1 generating plant refers to a synchronous generator connected directly to the grid. 
Figure 3.3.4 shows the voltage duration curve at the grid connection point in the case of a 
three-phase short circuit. For voltages and durations above the red line, Type 1 generating 
plants should not become unstable and should not disconnect from the grid. This 
requirement, for fault-clearing times of up to 150 ms, applies to the entire operating range of 
the generating plant. 
 

Figure 3.3.4 Voltage duration profile for Type 1, synchronous generating plant   

3.3.4 Compliance assurance  

German TSOs manage the connection application and the commissioning process for all 
power stations connected to their respective networks. 
 
At the connection application stage the generator is responsible to provide all the necessary 
data and information so as to allow the TSO to assess the impact of the proposed connection 
on the network in relation to system capability, reactive power balance, fault level, etc. The 
TSO will conduct the FRT related studies only if the fault level is to be greater than or less 
than six times the rating of the generator. The standard connection application forms and 
guidelines on information exchange are provided in the TSO's grid code; these have to be 
kept up to date throughout the connection process. Basic information that needs to be 

Figure 6.7: Imitation technologies of the real-world system.

6.4 Experimental verification

In this section, the experimental results obtained from the prototype test-bench are presented
in the sequence of aforementioned control algorithm designs in chapter 5. The proposed grid
emulator is tested with two different types of EUT. An RL load bank represents the first type
of linear user of the power grid, on the other hand a rectifier with resistor emulates the be-
haviour of the non-linear grid-tied equipment. Several typical behaviours including sag, trip,
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frequency variation and low order harmonic programmability are emulated by the grid emulator
with respective controller.

6.4.1 Experiments of the grid emulator with multi-loop PI controller
The GE is controlled to generate the 70% rate voltage (Ur = 110V ) sag and 0% rate voltage
trip fault for a time period of 0.4s. The emulation performances are shown in Figure 6.8(a)
and 6.8(c). The wide view of the events are on the left hand side, and the zoom view when
the event occurs and clears are shown on the right. In order to further investigate the emulated
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(a) Sag event wide view.
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(b) Sag fault occurs and clears zoom view.
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(c) Trip event wide view.
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(d) Trip fault occurs and clears zoom view.

Figure 6.8: Linear load sag and trip fault emulation with multi-loop PI-controller.

voltage signal quality, the total harmonic distortion (THD) is calculated by applying the Fast-
Fourier Transformation (FFT) to the measured voltage curves. The calculation is based on
the geometrical summation of the amplitude of the voltage harmonics Vh normalized to the
amplitude of the fundamental voltage V1.

THDv =

√∑fs/f1
h=2 | Vh |2
V1

% (6.4)
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In this dissertation, only the harmonics up to the switching frequency for the THD calculation
are considered. Figure 6.9 shows the FFT spectrum (up to 30th harmonic)of the voltage signals.
The THD is 2.38% which fulfills the requirements of the voltage standard (THD<2.5%).
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Figure 6.9: FFT spectrum of the voltage signal.

The grid emulator is also able to emulate the frequency variation fault. In order to exaggera-
tingly show its performance, the fundamental frequency of the voltage is changed from 50Hz to
100Hz and back to 50Hz after 100ms. As discussed in Section 6.3.2, the capability of the fault
ride through (FRT) emulation is very important for the device under test such as wind turbine
systems. By generating the voltage waves (as Figure 6.7) in a down-scaled time period 500ms,
the proposed grid emulator demonstrates its capability of FRT emulation.
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Figure 6.10: Frequency variation fault emula-
tion.
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Figure 6.11: Fault ride through emulation.

The low-order harmonics programmability of the grid emulator is demonstrated by Figure
6.12(a). The voltage signal is generated with various harmonics based on the standard as des-
cribed in Table 6.2. The proposed grid emulator injects three harmonic components (5, 7 and
11) according to the standard and Figure 6.12(b) shows the FFT spectrum of the voltage signals.
It is clear to see that the harmonic components V5 ≈ 5.6%V1, V7 ≈ 5.4%V1 and V11 ≈ 3.3%V1.
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(a) Low order harmonics superposition.
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(b) FFT spectrum and THD.

Figure 6.12: The low order harmonic programmability of the GE

6.4.2 Grid emulator with P+R-controller under non-linear load condition
As discussed in Section 5.2, compared to the synchronous-frame PI-controller, the P+R con-
troller has several advantages. It is implemented in the stationary αβ-frame without any cross-
coupling, therefore the complicated frame transformation and decoupling calculation are all
eliminated. Moreover, the practical P+R controller can not only compensate both positive and
negative sequence components, but also have the wider bandwidth. These superiorities of the
P+R controller enables a better capability of harmonic rejection. As we know, the non-linear
load injects various harmonic distortions, and these harmonic components deteriorate the per-
formance of the conventional PI-controller. The P+R controller performs more effectively when
the grid emulator supplies a non-linear device under test.

G

E

Figure 6.13: Non-linear device under test.

A non-linear load shown in Figure 6.13 is connected to the grid emulator. Both PI and P+R
controller are used, and the generated voltage signals are evaluated by their FFT spectrum and
THD. From Figure 6.14, it is obvious that the THD of the voltage signals generated by the
PI-controller approaches the standard limitation. The P+R controller shows a very effective
harmonics rejection ability. Compared to the PI controller, the low order harmonics (5, 7, 11
and 13) are dramatically reduced when using the P+R controller. The THD of the voltage
signals is even better than the PI-controller with linear load. Therefore the P+R controller is
adopted for the non-linear EUT, and the experimental results are shown in Figure 6.15.
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(a) PI-controller.
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(b) P+R-controller

Figure 6.14: FFT spetrum and THD comparison between PI and P+R controller (Non-linar
DUT connected).
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(a) Sag event wide view.
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(b) Sag event zoom view.
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(c) Trip event wide view.
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(d) Trip event zoom view.

Figure 6.15: Non-linear load sag and trip fault emulation with stationary fram P+R-controller.
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The reference voltage signals of the P+R controller are vα and vβ in the stationary frame. In
Figure 6.15, the vd and v∗d are obtained by the transformation of corresponding quantities in the
stationary frames. As we could see from Figure 6.15(d), the start current of the positive step
response is much higher even with longer settling time compared to the situation with a linear
load. The reason is that the DC-link capacitor of the rectifier causes a big inrush current at the
positive voltage step. The capacitance of the non-linear load should be limited according to
the ability of the power grid emulator. It is reasonable to set it smaller than the capacitance of
the LC filter itself. The controller is tuned to have a slower transient process, and the inrush
current is controlled within a tolerable range of the system. However, because of the slower
response, the voltages oscillate with a small amplitude for several periods after the reference
voltage reaches 0 (shown as Figure 6.15(d)).

Although the P+R controller has several advantages compared to the conventional PI-
controller, several drawbacks are discussed in the following. The harmonic rejection causes
problem for the harmonic programmability of the grid emulator. As shown in Figure 6.16,
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(a) Low order harmonics superposition.
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Figure 6.16: The low order harmonic programmability of the GE with P+R controller
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Figure 6.17: Fault ride through emulation under non-linear EUT.
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the P+R controller dramatically attenuates the superimposed 5, 7 and 11th order harmonics.
Compared to the PI-controller (Figure 6.12(b)), the THD is reduced to 3.35% which is only half
of the previous value. All the harmonic components are much lower than the injected value.
Moreover, the P+R controller is designed for a specific frequency. The previous frequency
variation from 50 to 100 Hz experiment is not suitable for this case. The fault ride through test
under non-linear load is shown in Figure 6.17. As discussed before, the inrush current of the
rectifier capacitor is quite high at the positive reference step and because of the longer settling
time of the controller, the voltages have small amplitude oscillation when the reference signal
is 0.

6.4.3 Experimental results of the linear quadratic controller
The linear quadratic regulator is one type of state space control. It provides not only the instinct
closed-loop stability, but also the optimal transient response. The controller is implemented
in the synchronous rotating frame, but the feedback matrix needs only the simplest gain ele-
ments. Compared to the previous PI and P+R controller, the LQR shows several superiorities
including less implementation effort, instinct stability and optimal performance. In this section,
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(a) Sag Event wide view.
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(b) Sag fault occurs and clear zoom view.
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(c) Trip Event wide view.
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(d) Trip fault occurs and clear zoom view.

Figure 6.18: Linear load sag and trip fault emulation with LQR controller.



6.4. EXPERIMENTAL VERIFICATION 99

the previous emulation experiments are repeated on the grid emulator controlled by the LQR
controller. A linear RL load is connected, the sag and trip faults emulations are shown in Figure
6.18. Compared with the PI controller, both the transient process or steady state of the LQR
controller show comparable good performance. The frequency variation and FRT emulation of
the LQR controller are shown in Figure 6.19 and 6.20.
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Figure 6.19: Frequency variation fault emula-
tion with LQR controller.
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Figure 6.20: Fault ride through emulation with
LQR controller.

The experimental results verify the previous discussion. The LQR controller has a systematic
optimization process, and it performs as good as the multi-loop PI controller but with much
less implementation effort. However it operates in synchronous rotating frame, and frequency
sensitivity is still a matter of concern.

6.4.4 High frequency harmonics injection capability
The IGBT inverter is controlled to emulate the lower harmonics in the power grid. However,
as discussed in the previous chapter, the most challenging task of the grid emulator is the high
frequency harmonics superimposition. The 13th and higher order harmonic components, which
require a much higher switching frequency, are emulated by the FPGA-regulated MOSFET
inverter. In order to demonstrate the high-frequency signal superposition performance of the
proposed system, the MOSFET inverter produces a 25th harmonic with an exaggerated phase
amplitude of 25V. Figure 6.21 shows the three-phase voltages (35V, 70V and 110V) of the RL-
load with MOSFET high-frequency injection. The start and stop transient of this high frequency
injection can be seen in Figure 6.22(a) and 6.22(b). Moreover, the high frequency harmonics
are also capable of being superimposed on all typical fundamental faults (sag, trip and FRT),
which are shown in Figure 6.23.

Based on the grid standard, the values of high order harmonics (above 23rd) are relatively
small (1.5%). In this case, it seems hard to justify the size of 50V MOSFET inverter. Howe-
ver, the grid emulator is supposed to emulate not only the normal operation but also the special
situation for particular scenario. As we know, large amounts of frequency converter drive sys-
tems (e.g. AC-DC-AC), non-linear equipment and switch-mode power supply have been widely
connected as customers of the power grid. All of these applications cause the high order har-
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(b) 70V with HF harmonic.
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(c) 110V with HF harmonic.

Figure 6.21: HF harmonic injection with different amplitude of fundamental voltages.
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monics which affect power quality of grid. Moreover, as the development of micro-grid and the
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(a) HF harmonic injection start.
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(b) HF harmonic injection stop.

Figure 6.22: HF harmonic injection start and stop transients.

distributed-energy-resources (DER), more and more grid-tied inverters are used. They generate
harmonic components around their switching frequency. In case of series-resonant or parallel-
resonant of point of common coupling (PCC), these harmonic components will be amplified
to ten times of their original value. By taking these special faults emulation into account, the
MOSFET inverter with relative higher power rating has a reasonable necessity.
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(a) Sag emulation with HF harmonic.
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(b) Trip emulation with HF harmonic.
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(c) FRT emulation with HF harmonic.

Figure 6.23: Fundamental voltage fault emulation with HF harmonic injection.
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6.5 Discussion and further research focus

A downscaled PHiL grid emulator has been realized and tested. The ability of the ‘inverter
cumulation’ concept to handle high power while simultaneously providing highly dynamic re-
sponses is validated experimentally. In addition, the encouraging results offer good prospects
regarding the production of PHiL grid emulators economically affordable for small and medium
enterprises.

6.5.1 Limitations and modifications
However, the proposed grid emulator based on the current topology has several limitations. In
the following discussion, the technical reasons of these limitations and possible further impro-
vements are presented item by item. The system has a limited current rating. The ‘inverter
cumulation’ is based on the magnetic coupling components. As we know, all the magnetic ma-
terial will be saturated when the current is bigger than a certain threshold. A larger inductance
and higher saturation threshold are two incompatible characteristics of the inductor design,
therefore a trade-off between them must be tolerant during the system design. The DC-link
charging of the IGBT and MOSFET inverters are done by the simple diode-rectifier, thus the
power flow is non-reversible. The proposed grid emulator is capable of emulating only as a
power source instead of a sink. However, the power sink emulation is important to the EUT like
grid-connected distributed generation sources (DGS). A possible modification is to replace the
diode-rectifier by an active front end (AFE). By means of its back to back topology, the modified
grid emulator will be able to work as both power source and sink. Unbalanced voltage faults
with zero-sequence components (e.g. single phase fault) can not be emulated by the current
system. The proposed topology is a 3-phase 3-wire system. Three phases are not independent
with each other, and the system is capable of generating only positive and negative sequence
voltages. However the most important single phase short-circuit fault contains positive, negative
and zero sequence components which is impossible to emulate by the current system topology.
By separating the dc-link and getting its middle point, the system can be modified as a 3-phase
4-wire system which has the ability of single phase fault emulating.

6.5.2 New research focuses of the grid emulator
The proposed grid emulator is able to reproduce the steady state and transient process of grid
voltage waveform. Although this is the most important expected capability, it is not the full
story of grid emulation. Several challenging research topics have been also focused on by peers
worldwide during the development of the proposed project. Therefore, in order to have an
overview of the new research trends and possible further improvements of the proposed grid
emulator, this subsection presents the three newest aspects – the grid virtual inertia emulation,
grid short circuit emulation and DC injection control.

6.5.2.1 Virtual inertia emulation

The power grid is composed of a lot of conventional synchronous generators which have inhe-
rent features beneficial to system stability. One big advantage is that the generator shaft inertia
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increases the system constant, thus a more stable power-frequency can be achieved. This good
characteristic is especially important for a weak grid situation. Aforementioned switching mode
inverter based grid emulator has totally different dynamic response behavior, because it has no
inertia. The previous experiments are carried out under an assumption – the grid emulator per-
forms as an ideal voltage source. When the load is changing, it supplies the sufficient power
with a stiff frequency and a voltage transient. In other words, it is a stiff frequency weak voltage
grid emulator. In this situation, as there is no power and frequency droop control, therefore there
is no need to have inertia emulation. However, when the grid emulator is supposed to reproduce
weak frequency grid behavior, a droop controller with virtual inertia becomes necessary. In the
following, a method based on the publication [67] in 2015 is presented and served as a possible
further improvement of the proposed grid emulator.

The grid voltage forming controller stays the same as the previously presented multi-loop PI
controller. The key of this task is an additional power regulated frequency controller which is
determined by the famous virtual swing function shown below.

M
dω∗

dt
= P0 − P −D(ω∗ − ω0) (6.5)

By solving this equation in the Laplace domain, one can get the expression of the ω∗ controller
as:

ω∗ = ω0 −
P − P0

Ms+D
(6.6)

M is the desired virtual inertia of the emulated weak grid. P0 is the scheduled output power
in the original steady state, and P is the actual output power of the grid emulator when a load
step occurs. ω0 is the nominal frequency which is 50Hz, and ω∗ is the new reference frequency
of the grid emulator. D is the damping power coefficient which is determined by the primary
frequency regulation characteristic expressed by the equation below.

∆ω = ω∗ − ω0 = −P − P0

D
= −∆P

D
(6.7)

It establishes a droop relationship between the frequency and output power of the grid emula-
tor. Moreover, for a practical implementation, the amplitude of the frequency deviation can be
limited by saturation limits shown in Figure 6.24.

Figure 6.24: Primary frquency regulation charateristic.
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As we know, the secondary frequency control can restore the system frequency to nominal
value. It is also good to have this good characteristic on the grid emulator. According to [67],
this could be realized by a slow-response integral Ks

s
term to balance the new scheduled power

to the actual power:
P0 = P ∗ + ∆P (6.8)

where P ∗ is the previous scheduled output power. Equations 6.6 and 6.8 are schematically
illustrated in the overall control scheme in Figure 6.25.

_

_

Primary Freq. Regulation
& Virtual Inertia

Secondary Freq. Regulation

Multi-loop PI controller 
or LQR controller

dq
to

 abc

Figure 6.25: Frequency regulation and virtual inertia control of the grid emulator.

6.5.2.2 Short circuit fault emulation

The proposed grid emulator can generate voltage trip faults for the EUT. During this event, the
voltage source inverter is controlled to generate a zero voltage vector for the EUT. However, in
this case, no current can flow in the circuit, and the EUT can only work in a stop mode. For
the short circuit emulation, it not only requires a 0 voltage, but also has to create the actual
fault current. The previous topology is not capable of emulating this behavior, and it is really
a challenge and new focus. In 2015, according to [68], a short circuit emulation method which
uses a shunt connected voltage source inverter was published. The basic idea is explained in the
following.

Power Grid
Emulator

EUT

Fault EmulatorAative Front
End

Figure 6.26: Shunt connected short circuit fault emulator.
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The basic principle of the short circuit emulation is a ground impedance control of the fault
position. The shunt voltage source inverter is controlled to generate the fault voltage as if the
shunt ground impedance were connected [68]. By adopting this idea, a modification of the pro-
posed grid emulator is shown in Figure 6.26. This fault emulator is able to generate single-line-
to-ground, double-line-to-ground, line-to-line and three-phase fault. The single-line-to-ground
fault emulation is presented here, and the others have the same principle but with different
current and impedance conditions. The constraint equation is:

V ∗fault = Zfault · Ifault (6.9)

where Ifault is the sensed phase to ground fault current, Zfault is the emulated grounding impe-
dance, and the V ∗fault is the reference voltage of the fault emulator. The block diagram of the
controller is shown in flowing.

_

Figure 6.27: Single line to ground fault emulation controller block diagram [68].

For more information on the other fault emulations, in [68] all scenarios are documented.
The functionality of this method is approved by simulations and experiments under the working
condition with real power grid. Therefore, it is reasonable to believe it will work with the
proposed grid emulator.

6.5.2.3 DC-current suppression strategy

The proposed grid emulator produces the ac power from a dc source, and due to the unba-
lanced modulation, non ideal current sensing etc. it injects excessive amount of DC current
into the EUT which is very troublesome. This DC current can distort the magnetization of the
transformer, and lead to saturation of all the magnetic components in the EUT. Moreover, it
also causes the corrosion of the underground equipment and malfunction of protective equip-
ment [69]. Therefore, the suppression of the DC current is very critical for the functionality of
the grid emulator with DC-sensitive EUT.

The simplest elimination method is by connecting a line frequency transformer which is de-
signed to have an ability of withstanding a certain level DC current. However, the line frequency
transformer is very bulky, expensive and inefficient from the energy point of view. Another
method blocks the DC current by using a capacitor series connected between the grid emulator
and EUT, but it not only requires extra cost, but also produces unnecessary losses. In [70], an al-
gorithm which replaces the real capacitor by a virtual capacitor in the controller is presented, but
the performance of closed-loop controller of the grid emulator is strongly affected [71]. After
investigating several recent publications, a possible modification of the proposed grid emulator
based on the method in [72] is presented in Figure 6.28.

Two differential amplifiers with low offset and noise but high CMRR (common-mode re-
fection ratio) are used to sample the line-to-line voltage at the output terminals of the inverter.
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Multi-loop PI controller 
or LQR controller

dq

to

 abc
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 LPF
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__

__

DC Supression Loop

_
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Figure 6.28: DC injection control scheme diagram [68].

Then the DC-components are extracted by the low pass filter, and are regulated to its reference
value ’0’ by the PI controller. After frame transformation, these DC suppression voltage refe-
rences are superimposed on the control signals of the emulator voltage controller. In [72], this
method is used for a grid-connected voltage source inverter with an L filter, and its functionality
is approved both by simulation and experimental results. For the proposed grid emulator based
on a voltage source inverter with LC output filter, this method is also believed to be a good
strategy after a minor modification.
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CHAPTER 7

Summary and future work

7.1 Summary
In this dissertation, a new high power rating and high dynamic response power electronics
system based on the concept of inverter cumulation has been investigated. This high per-
formance system extends the physical limitation of current topologies based on single type
market-available power electronics devices. Thus, it serves as an effective means of PHiL sys-
tems which have higher requirements for its power convention system. As mentioned in Chapter
1, the core idea of the inverter cumulation is that by magnetically coupling different and identi-
cal inverters, the final cumulation system accumulates the power and dynamics characteristics
from various subunits. The two magnetically coupling methods (magnetic-parallel coupling of
identical IGBT inverters and magnetic-series coupling of IGBT and MOSFET inverters) have
demonstrated their superior characteristics as the power convention units of two different PHiLs
(virtual machine and grid emulator).

The first attempt at the PHiL virtual machine showed success of the parallel coupling inverter
modulated by the ’sequential switching’ concept. The cumulation concept increases the system
overall modulation frequency while keeping the switching frequency of each device within
its physical limitation. The virtual machine is controlled to generate the calculated back-emf
voltage according to a reverse machine model. From the EUT point of view, virtual machine
behaves like a real machine. The two key issues of the virtual machine are: coupling inductor
for the sequential switching of the freewheeling diodes and the reverse model of the induction
motor.

This work mainly focuses on the second cumulation topology. One high power IGBT inver-
ter is magnetically coupled with another high switching MOSFET inverter. The two inverters
operate with totally different characteristics (power, DC-link voltage, switching frequency, fun-
damental voltage and frequency). Because of the different power rating of the two inverters, it
is very critical to ensure the safe operating condition of the smaller power rating sides. The ori-
ginal topology neglected the effect of the high amplitude switching components from the IGBT
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inverter, which caused a fatal problem for the MOSFET inverter as a result of its rectifying and
recharging working mode. After the first unsuccessful attempt, the author realized that the swit-
ching components at the output terminal of the IGBT inverter have to be filtered out. The next
key issue of the project is the low pass output filter design and its control. As mentioned before,
there are mainly three types of filters: L, LC and LCL filter. Due to the limited filtering effect
of the first order L-filter, LC and LCL filters are the two reasonable choices of most industrial
applications.

The output of the LC filter is the capacitor voltage, on the other side, the inductor current
serves as the output variable of the LCL filter. Choosing a type of filter is determined by the
desired output signal. The proposed inverter system is supposed to emulate the behavior of the
power grid, therefore the voltage signals generation is the main task. In this case, it performs
like a programmable voltage source, thus an LC filter is the right choice. On the other hand,
LCL filter is suitable for the system working as a current source.

A later chapter explains the output voltage control of the inverter with an output LC filter.
Three different strategies including the conventional synchronous-frame PI controller, recent
popular stationary-frame resonant controller and the state space feedback controller are inves-
tigated and implemented. The prototype of the proposed inverter cumulation system was built.
By emulating not only the normal operation, but also the typical fault of the power grid, it
demonstrates its high performance as a PHiL grid emulator.

7.2 Outlook
One prospective future work is to investigate new cumulation topologies by going beyond the
current coupling method and different inverter topologies. Recently, more and more researchers
are focusing on the multilevel inverter in the medium voltage range. There are three main kinds

Figure 7.1: New inverter cumulation topology.

of multilevel topologies — neutral point clamped (NPC), flying capacitors (FCs) and cascaded
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H-bridge (CHB). Among these converter topologies, CHB converters can easily reach higher
voltage levels and larger power ratings by standard mature technology components because of
its series connection structure of several single phase converters. Unlike the conventional CHB
converters, cascading identical single phase inverters with equal dc-link voltage, the hybrid
asymmetrical CHB converters combine various different topologies of inverters with unequal
DC source voltages. By doing this, the converter can combine the advantages of different
topologies, and achieve higher voltage levels with less circuit and control.

The proposed new cumulation topology investigates the possibility of the cascaded coupling
of different inverters. Each phase of the system is composed of one Si-based 5-level NPC H-
bridge (HV cell) and one SiC-based 3-level H-bridge (LV cell). A 15-level phase output voltage
waveform will be synthesized by configuring the dc-bus voltages of the two cells in the ratio of
6:1. The recent fast developed SiC switches are considered as ideal candidates for fast switching
applications. However due to the complexity of manufacturing, the cost of the SiC-based power
devices is still high. The proposed hybrid topology replaces only the low voltage and fast
switching cells by using SiC power switches, which increases the performance of the whole
system with a reasonable price at same time. The project aims at investigating the realization of
hybrid converter systems and implementation of their advanced control methodologies.
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APPENDIX A

List of symbols and abbreviations

A.1 List of symbols
General remark:
The following convention was used for variables:

Scalars are italic letters: x
Vectors are bold lower case letters: x
Matrices are bold upper case letters: X
References are marked with a star superscript: x∗

Used symbols:
In the following the most important symbols are listed which are used within this work.

General symbols:
x State vector
u Input vector
y Output vector
A State matrix
B Input matrix
C Output matrix
D Feedthrough matrix
t Time (continuous)
k Time (discrete, current sample)
d
dt Time derivation
Ts Sampling time
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General electrical variables:
a, b, c Phases
α, β Equivalent two-phase coordinates
j

√
−1

v Voltage
i Current
R Resistor
C Capacitor
L Inductor

symbols used in the chapter 3
Udc DC-link voltage
Lm Main inductance of coupling inductor
Lσ Leakage inductance of coupling inductor
φm Main flux of coupling inductor
φσ Leakage flux of coupling inductor
rs Normalized stator resistance
rr Normalized rotor resistance
ls Normalized stator inductance
lr Normalized rotor inductance
lh Normalized magnetizing inductance
ks Stator magnetic coupling factor lh/ls
kr Stator magnetic coupling factor lh/lr
σ Total leakage coefficient 1− kskr
ψr Normalized rotor flux linkage
us Normalized stator voltage
uir Normalized induced voltage
ω Normalized angular velocity of the rotor
τ Normalized time
τr Normalized rotor time constant lr/rr
τm Normalized mechanical time constant
TL Load torque
Te Electromagnetic torque

symbols used in the chapter 4 and 5
Cf Filter capacitor
Lf Filter inductor
VCf Voltage of filter capacitor
iCf Current of filter capacitor
iinv Inverter output current
iload load current
Vinv Inverter output voltage
kp Proportional gain of PI controller
ki Integration gain of PI controller
ω Fundamental angular frequency
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ωres Resonant frequency
ωn Undamped natural frequency
ωc Cut-off or cross frequency
ξ Damping ration
σ% Maximum overshoot
tset Setting time
ϕPM Phase margin

A.2 List of abbreviations

AC Alternating Current
AD Analog to Digital (converter)
CPLD Complex Programmable Logic Device
CPU Central Processing Unit
DA Digital to Analog (converter)
DC Direct Current
DSP Digital Signal Processor
FPGA Field Programmable Gate Array
FS Finite-Set
HDL Hardware Description Language
HiL Hardware-in-the-Loop
IGBT Insulated Gate Bipolar Transistor
LCD Liquid Crystal Display
LQR Linear-quadratic regulator
MOSFET Metall-Oxid-Halbleiter-Feldeffekttransistor
PHiL Power Hardware-in-the-Loop
PWM Pulse Width Modulation
RAM Random Access Memory
RMS Root Mean Square
RTAI Real-Time Application Interface
SI International System of Units
SRF Synchronous Rotating Frame
SVM Space Vector Modulation
THD Total Harmonic Distortion
UPS Uninterruptible Power Supply
VHDL Very High Speed Integrated Circuit Hardware Description Language
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APPENDIX B

Test bench data

B.1 Magnetic components design

B.1.1 Coupling inductor

Table B.1: Parameter of Coupling Inductor

Core EPCOS PM114/93

Ferrite N27

Lm (mH) 1.2

Air gap δ (mm) 2

IDC (A) 20

IAC (A) 5

Ipk (A) 20

B.1.2 litz wire parameter

Table B.2: Parameter of litz wire
No.of strands external diameter cross section

IGBT inverter side 0.2mm * 120 3mm 3.77mm2

MOSFET inverter side 0.2mm * 200 3.94mm 6.28mm2



118 APPENDIX B. TEST BENCH DATA

B.1.3 Inductor of LC filter

Table B.3: Parameter of LC filter inductors
Filter inductor Inductance Idc Turns Air gap Core

MOSFET inverter 0.25mH 20A 20 1.2mm EPCOS PM74/59

B.1.4 Picture of the coupling inductor

Primary winding

Secondary winding

(a) Picture of the coupling inductor
winding on the bobbin.

Air gap

(b) Air gap precise adjustment by
the insulated paper.

(c) Final three phase coupling inductor.

Figure B.1: Block diagrm of the current controller.
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B.2 Picture of driver and measurement boards

I1 I2 I3 I4

(a) Four-channel AC current measurement board.

DC AC1 AC2 AC3

(b) Three-channel AC and one-channel DC
voltage measurement board.

High performance

IGBT driver

Upper

switch

lower

switch

PH1 PH2 PH3

(c) Closed loop transfer function of the current loop

Figure B.2: Block diagrm of the current controller.
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B.3 Main wiring diagram of switching test bench cabinet

(a) Four-channel AC current measurement board.

(b) Three-channel AC and one-channel DC voltage measurement board.

Figure B.3: Block diagrm of the current controller.
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APPENDIX C

List of publications

C.1 Journal papers
• G. Si, J. Cordier and R. M. Kennel, “Extending the Power Capability With Dynamic Per-

formance of a Power-Hardware-in-the-Loop Application — Power Grid Emulator Using
Inverter Cumulation”, Industry Applications, IEEE Transactions on, vol. 52, no. 4, pp.
3193-3202, July-Aug. 2016.

• G. Si, J. Cordier and R. M. Kennel, “Hardware-in-the-Loop Emulation of Electrical Dri-
ves Using Standard Voltage Source Inverters”, EPE Journal, Vol. 24, No.4, pp. 28-37,
2014.

C.2 Conference papers
• G. Si and R. Kennel, “ Switch Mode Converter Based High Performance Power-

Hardware-in-the-Loop Grid Emulator”, 2nd IEEE Southern Power Electronics Confe-
rence (SPEC 2016), Auckland, New Zealand, 2016.

• G. Si, Z. Shen, Z. Zhang and R. Kennel, “Investigation of the Limiting Factors of the Dead
Time Minimization in a H-bridge IGBT Inverter”, 2nd IEEE Southern Power Electronics
Conference (SPEC 2016), Auckland, New Zealand, 2016.

• G. Si and R. Kennel, “Comparative study of PI controller and quadratic optimal regulator
applied for a converter based PHiL grid emulator”, 2016 IEEE 8th International Power
Electronics and Motion Control Conference (IPEMC-ECCE Asia), Hefei, 2016.

• G. Si, J. Cordier and R. Kennel, “Development of a power-hardware-in-the-loop appli-
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