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Abstract—Teaching a robot new tasks through kinesthetic demonstrations can be a long and complicated process. For example, a human has to demonstrate a new “pick and place” task each time the object or the target location has changed. However, obtaining the abstract representation of such task can significantly reduce the learning time as the human only has to teach the necessary parameters required for the successful execution, e.g. the location of an object. In this work, we present a framework which allows to extract general task structures which together with the obtained knowledge can improve and accelerate the teaching of new tasks. Additionally, our framework exploits the semantic similarities between task parameters in order to infer the possible structure of unknown tasks. Our proposed method utilises symbolic representations of tasks combined with an ontology which makes it applicable to different environments in various domains. We analysed our framework in an orange sorting scenario and a cleaning scenario to demonstrate that it allows reducing the time required for teaching from 136.3 to 53 seconds (61.12%) and from 48.7 to 21 seconds (56.87%) respectively compared to learning only by kinesthetic demonstrations.

I. INTRODUCTION

There are several mechanisms which allow robot to execute different tasks: each step of the task can be manually programmed by the human [1]; a planning algorithm can be used to generate tasks from a library of actions with known preconditions and effects [2]; or a learning from demonstrations can be used to acquire optimal task execution models [3]. However, with increasing complexity of the robot environment the acquisition of the new tasks can be a very time consuming process as a robot has to obtain a new task every time its environment changes. In order to improve and accelerate task acquisition, the robot should be able to extract abstract representations of tasks which are applicable in different scenarios and adaptable to changes in the environment.

For example, assume that a human is teaching a robot the task of picking an orange and placing it into the box. Such task consists of the following steps: Reach an orange, Take the orange, Put the orange into a box and Release the orange. Assume that the person wants the robot to execute the pick and place task, but instead of placing the orange in the box, he needs to place it in the trash, which is a different location than the box. Therefore, the human is required to teach the new steps: Reach an orange, Take the orange, Put the orange into the trash and Release the orange. However, during the second demonstration the human repeats the same steps from the previous task, which makes it very redundant. Then, to improve the teaching process, the robot should extract the general structure of the pick and place task from the first demonstration (Fig. 1) and use it to learn the seconds task, where the human has only to specify a new location for the Put activity. Additionally, the obtained structure can be reused to accelerate the learning process of other tasks such as plate cleaning which consists of picking a sponge, placing it on top of the plate and then Wiping the plate. The human should only demonstrate the new task of Wiping the plate, and the robot can utilise its reasoning to infer the rest of the steps using knowledge from the previous pick and place tasks.

The main contribution of this paper is a new method to teach robots new tasks in a fast and efficient manner by extracting key structures from the demonstrated tasks and utilising contextual knowledge1 from previous experience. The extracted structure is represented as a directed graph, which allows to capture important relationships between task components and simplifies the search of known tasks. Additionally, we connect the obtained task graph with an ontology to enhance the generalization of our method to make it applicable across different domains.
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1In this work, an ontology representation encodes contextual knowledge.
II. RELATED WORK

One set of approaches to learn a task structure from demonstrations is based on the analysis of the low-level trajectory information [4]. For example, Lee et al. [5] represent a task as a set of motion primitives and utilise the Gaussian Mixture Models (GMM) to extract task models which can be later combined with Dynamic Motion Primitives (DMP) to improve model generalisation [6]. Other methods manually segment the motion sequences and model them as a finite state machine [7] or DMP [6]. On the other hand, several approaches are using Hidden Markov Models (HMM) to recognise repeated structures at several levels of abstraction in the demonstration data which are segmented into separate tasks [8]. While such methods are robust to small changes in the task environment (for example, the position of the target for the pick and place task), they do not capture task semantics which makes it complicated to reuse the obtained models in different domains (for example, reuse pick and place task in plate cleaning task). Additionally, bootstrapping can be used to extract both semantic and sensory-motor information from the demonstrations which can significantly improve the acquisition of the task models [9], though the high complexity of the task structure do not allow the reusability of the obtained knowledge to accelerate task learning.

On the other hand, the symbolic representation can provide better flexibility in building complex task structures applicable to different domains. Hierarchical Task Networks (HTN) is a common example of such abstract task representation which utilises symbolic actions with environmental preconditions and effects [10]. HTN can be manually specified [11], generated using predefined heuristic rules [12], or autonomously constructed through causality analysis and subgoal discovery [13]. Another way of obtaining symbolic specifications is through natural language interaction with a demonstrator where the task structure can be encoded as a Petri net [14] or a graph [15]. The obtained specifications can be then used to perform autocompletion of the new learned tasks and reduce the number of steps required for demonstrations [16]. However, the presented methods do not provide any mechanism to modify and relearn a single component of known tasks, or reuse the obtained task structures to speed up learning.

Similar to the above approaches, we propose a technique capable of extracting abstract symbolic task specifications from human demonstrations. The main advantage of our method is that it allows to accelerate teaching process by using knowledge about learned tasks and utilising similarity between different task parameters. Additionally, our technique allows to extract general representations of the task structures which are applicable to different domains.

III. FRAMEWORK OVERVIEW

In this section, we will define the main components of our system, describe connections between them and provide an overview of the proposed learning algorithm.

![Fig. 2: Diagram of the main framework components.](image)

A. Framework design

Our framework is shown in Fig. 2, it consists of activity/property detector module, task module and GUI. First, activities and properties are detected from the robot sensory data using the Inferring Semantic Human Activities Reasoner ISHAR method [17]. This method extracts semantics of the human activities using decision tree, and discretize continuous environment into hand motion and object properties.

The activities are semantic descriptions of high-level human actions and have symbolic representations (e.g. Reach, Take, Release, Wipe etc.)\(^2\). The properties can either represent relations between an abstract object and the environment (for example, the property IsInHand(Fruit) defines that any object which belongs to the class Fruit is located in the robot hand) or describe a specific state of the object using a data value (for example, the property HasPosition(Sponge, \([1 1 1]\)) defines that the object Sponge has a Cartesian position \([1,1,1]\)). The detected activities and properties are utilised to generate a task graph, which represents the key structure of the learned tasks, using the method described in Section III-B. To extract an abstract and domain independent structure of the tasks we enhance our framework with an ontology. The ontology contains the contextual information of extracted task structures and allows to reuse it for teaching similar tasks using backtracking and siblings analysis techniques. The example of the ontology is shown in Fig. 3b. Our ontology is represented through the Web Ontology Language (OWL) [18] and generated as a knowledge base in Knowrob [19]. Additionally, the demonstrator can use a graphical interface (GUI) in order to request the system to infer the structure of the desired task, and also select specific values for this task (for example, selecting the location for the pick and place task).

B. Problem formalization

We introduce a task graph which is a directed graph \(G(V,E,P)\). Vertices \(V\) represent activities \(\{a_1, ..., a_n\} \in A\), where \(V \subset A\), as described in the previous section. Edges \(E\) represent transitions between the activities and \(P_k = \{p_1, ..., p_k\}\) represents the graph properties which is a list of properties for all the activities in \(V\). An example of the generated task graph is shown in Fig. 3a, where \(A = \{a_1, a_2, a_3, a_4, a_5\}\) is the list of activities in the graph.

\(^2\)In this work, we do not consider parametrization of the low-level motor primitives or motion trajectories.
\( P_g = \{p_1, p_2, p_4, p_5, p_9\} \) is a list of task graph properties. A transition is identified by a set of objects \( O_i \) involved in this transition, the properties \( P_i \) which are a subset of the graph properties \( P_g \) and a weight \( w_i^{t-1} \), \( t = 1 \ldots n \) which indicates a number of transition occurrences between activities \( a_{t-1} \) and \( a_t \) from the previous demonstrations, and the weight will later be used for the task inference. For example, in Fig. 3a we observe that the nodes \( a_1 \) and \( a_2 \) are connected, creating a transition \((a_1, a_2)\) with weight \( w_2^1 \), objects \( O_t = \{a_2, a_3\} \) and properties \( P_t = \{p_4, p_9\} \).

**Algorithm 1 Task graph learning algorithm.**

1: Input: \( \{a_1, \ldots, a_n\} \)
2: Output: \( G(V,E,P_g) \)
3: for \( i \leftarrow 2, n \) do
4: if \( a_i \notin G \) then \( G.append(a_i) \)
5: \( P_g^{t-1} \leftarrow get\_properties\_from\_sensors(a_{t-1}) \)
6: \( P_g^t \leftarrow get\_properties\_from\_sensors(a_t) \)
7: \( O_t \leftarrow get\_objects\_from\_sensors \)
8: for \( j \leftarrow 1, m \) do \( \triangleright m = sizeof(P_g^t) \)
9: if \( p_j^g \notin P_g \) then \( \triangleright p_j^g \in P_g^t \) is a property of \( a_i \)
10: \( P_g.append(p_j^g) \)
11: for \( j \leftarrow 1, k \) do \( \triangleright k = sizeof(P_g) \)
12: if \( p_j^g \neq p_j^f \) then \( \triangleright P_g.append(p_j^f, p_j^g) \)
13: if \( j \leftarrow 1, k \) do
14: if subclass\((p_j^f, UserDefinedProperty)\) then \( \triangleright p_j^f \leftarrow Var \)
15: if \( (a_{t-1}, a_t) \notin E \) then \( \triangleright E \) are edges of current \( G \)
16: \( w_i^{t-1} \leftarrow 1 \)
17: \( E.append((a_{t-1}, a_t), w_i^{t-1}, P, O_t) \)
18: else \( \triangleright update\ edges \)
19: \( w_i^{t-1} \leftarrow w_i^{t-1} + 1 \)
20: \( P_i \leftarrow current\ edge\ properties \)
21: \( O_i \leftarrow current\ edge\ objects \)
22: for \( j \leftarrow 1, k \) do
23: if \( p_j^f \notin P_t \) then \( \triangleright P_t.append(p_j^f) \)
24: for \( j \leftarrow 1, l \) do
25: if \( o_j \neq o_j^f \) then \( o_j^f \leftarrow common\_class(o_j, o_j^f) \)

### C. Task graph learning

Using activities and properties detected from the robot sensory data (Fig. 2) the framework records the activity sequence \( \{a_1, \ldots, a_n\} \) corresponding to the demonstrated task. Next, this sequence is used as an input for Algorithm 1. For example, in order to generate the graph shown in Fig. 3a we use two sequences of activities \( \{a_1, a_2, a_3, a_4, a_5\} \) \( \{a_3, a_4, a_1\} \). The algorithm first initialise the graph \( G(V,E,P_g) \) as an empty graph and selects the first pair \((a_1, a_2)\) from the input sequence. Then, the algorithm generates two vertices \( a_1, a_2 \) in the graph, detects properties \( \{P_1, P_2\} \), and the objects \( O_i \) involved in the transition \((a_1, a_2)\) are obtained from the property detector module (Fig. 2). Next, the algorithm detects that the only properties which are changing during the transition are \( \{p_4, p_9\} \). After that, the algorithm detects that the transition \((a_1, a_2)\) does not exist in the set of graph edges and adds it to \( E \) using the following format: \( \{p_4, p_9, a_2, a_3, w_2^1\} \), where \( w_2^1 \) is set to 1 (first transition). Next, the algorithm selects a new pair from the input set of activities and repeats the process until the graph shown in Fig. 3a is obtained.

Additionally, the algorithm checks using the ontology whether an activity property belongs to the class of UserDefinedProperty and replaces its value with a variable (see Algorithm 1 line 20) in order to indicate that during task inference the user has to specify the value of this property. For example, activities \( \{a_1, a_2, a_3, a_4, a_5\} \) from the Fig. 3a are replaced by the actual detected activities (see Fig. 3c).

Additionally, \( p_4 \) is a HasDestination property which defines the destination of the PutSomethingSomewhere activity. The current value of \( p_4 \) is the Box. Using our ontology the framework will infer (Fig. 3b) that HasDestination is a subclass of UserDefinedProperty and replace its value Box with the variable. When the system infers the generic task structure (e.g. pick and place) the value of this variable should be defined by the user (for example, the user can select value Trash in order to generate a specific task pick Fruit and place in Trash).

### D. Task inference

In the previous section, we described how to extract knowledge about different tasks. In order to reuse this knowledge to accelerate the learning process, the human
requests the framework about the structure of the task he wants to teach the robot. The framework will infer the most similar structure of the requested task and output it to the human using a GUI (Fig. 2).

To infer a task $T$ represented as a directed subgraph of $G$, the demonstrator has to formulate a request using the GUI (Fig. 2). This request is defined as a pair $(a_{\text{key}}, s_{\text{stop}})$, where $a_{\text{key}}$ indicates the key activity of the desired task, and $s_{\text{stop}}$ defines the final state of the task. The framework uses Algorithm 2 to find the most similar structure of the requested task.

Algorithm 2 Task inference algorithm.

Input: $\{a_{\text{key}}, s_{\text{stop}}\}$

Output: $T$ \Comment*[r]{inferred task}

$P_g \leftarrow \text{get\,current\,properties\,from\,sensors}$

Start the algorithm with $a_{\text{start}} \leftarrow \text{get\,activity\,from\,properties}(P_g)$

if $a_{\text{start}} \notin V$ then

return $T$

end if

$a_{\text{key}} \leftarrow \arg\,\max_{a \in V} \text{Sim}(a, a_{\text{key}})$

$a_{\text{stop}} \leftarrow \arg\,\max_{a \in V} \text{Sim}(a, a_{\text{stop}})$

$G_{\text{start}} \leftarrow \text{find\,shortest\,path\,with\,max\,weight}(a_{\text{start}}, a_{\text{key}})$

$G_{\text{stop}} \leftarrow \text{find\,shortest\,path\,with\,max\,weight}(a_{\text{key}}, a_{\text{stop}})$

$T \leftarrow G_{\text{start}} \cup G_{\text{stop}}$

For example, the demonstrator wants to infer the cleaning task, in which a robot should wipe a plate, using the learned graph shown in Fig. 3c. The demonstrator selects Wipe as a key activity of the task and Release as a final state, and the framework (Fig. 2) executes Algorithm 2 to infer the desired task. The algorithm uses sensory data to infer the current values from the task graph properties $P_g$, identify the activity corresponding to these properties and mark it as starting activity $a_{\text{start}}$. Next, the algorithm finds the shortest path from $a_{\text{start}}$ to $a_{\text{key}}$ and from $a_{\text{key}}$ to $a_{\text{stop}}$ using Dijkstra algorithm [21]. After that, the system uses the maximum weight to select the best path. Then, the algorithm saves the obtained subgraphs as $G_{\text{start}} = \{a_1, a_2\}$ and $G_{\text{stop}} = \{a_2, a_3, a_5\}$ respectively.

Next, the algorithm merges the obtained subgraphs using the key activity $a_{\text{key}}$ as a link in order to obtain the requested task $T = \{a_1, a_2, a_3, a_5\}$.

IV. RESULTS

In order to test the generalization of our method, we first trained our framework described in Section III using human demonstrations from a sandwich making scenario. Then, we applied the obtained graph to a different problem, where we were teaching a mobile robot an orange sorting scenario. The results will demonstrate that our method can extract the abstract structures of the tasks for the trained domain, and then successfully reuse them to accelerate the teaching of new tasks in a different domain.

A. Task graph learning

In order to show the advantages of having symbolic representation, we use the proposed framework to learn the task graph (Fig. 2) from the image domain and then applied it to the real robot. For training, we select sandwich making datasets 3 which contain 10335 image recordings obtained from 5 cameras synchronised at 60Hz. We select 3 random participants, where each participant has 3 trials, which results in total 9 training datasets [22]. We manually label the data and identify 14 different activities (e.g. Reach, Take, Unwrap, etc.). To obtain the task graph we use the Algorithm 1 described in Section III-B and the resulting graph is shown following the video example: http://www.youtube.com/watch?v=g0P6annwiTg.

B. Experimental Setup

Next, we validate our obtained task graph on the different scenario of orange sorting. The experimental setup is shown in Fig. 4. We use a robotic platform called Tactile Omni-directional Mobile Manipulator (TOMM) which consists of two industrial robot arms (UR-5) covered with artificial skin [23], two Lacquey grippers also covered with our artificial skin and one Asus Xtion Pro, which is a color image and depth sensor. We implemented the framework described in Section III (Fig. 2) using ROS middleware and a visual attention system [24].

\[\text{Sim}(\text{Unwrap}, \text{Wipe}) = 0.4\]

The algorithm repeats the process for the remaining activities in the graph and detects that the most similar activity for Wipe is the activity Sweep with a similarity measure of 0.67 and the most similar activity for Take is Sweep with a similarity measure of 1. Those activities will be selected as a new pair $(a_{\text{key}}, s_{\text{stop}})$.

4http://www.ros.org/
C. Testing scenarios

In order to demonstrate that our method can successfully accelerate the task learning process, we select two different scenarios. In the first one, we evaluate the teaching acceleration when the structures of the learned tasks are known to the framework. In the second scenario, we evaluate how our framework can improve the teaching of unknown tasks using similarity of task structures.

We select the orange sorting as a first scenario, which was originally implemented in [25]. In this scenario, the demonstrator shows the robot how to identify good oranges (the one with rigid texture) and bad oranges (the one with soft texture). Then, the demonstrator shows that good oranges should be put into the box and bad oranges should be thrown into the trash. The following tasks are defined by the demonstrator:

1) Put orange into the squeezing area (the special area on the table to check the orange quality).
2) Put good orange into the box.
3) Put bad orange into the trash.
4) Identify good orange.
5) Identify bad orange.

However, the tasks 1-3 are just variants of the pick and place task with different destinations and tasks 4-5 are different by a parameter which identifies good/bad orange. Instead of conducting redundant demonstrations the robot can utilise its knowledge to infer the known structure of the desired tasks.

In order to evaluate our framework, we measure the time required to teach each scenario using our method and compare the results with the time required to teach the same scenarios using only kinesthetic demonstrations. We conducted 5 experimental trials, and the results are shown in Fig. 6a. The blue bar indicates time measurements for the whole task demonstration, the green bar shows time measurements for our framework, where kinesthetic teaching was used to demonstrate the missing information, and the yellow bar indicates time measurements when the data from the visual sensors was used to specify locations of pick and place tasks.

The second scenario was evaluated similarly to the previous one. We measured the time required to teach the entire cleaning task using the whole task demonstration and compared it with our system, where the similarity between structures of different tasks was used to accelerate the teaching process. The results are shown in Fig. 6a. The advantage of our method compared to manual task specification [26] is that the user is required to demonstrate only missing information, instead of generating a complete description every time he teaches a new task. The time...
Fig. 6: Experiment results: (a) is time measurements for task teaching using the whole demonstration and our framework, (b) is time reduction for task teaching provided by our framework compared to the whole demonstration.

reduction provided by our method compared to the whole task demonstration is shown in Fig. 6b. Our framework allows to reduce the time required for teaching the orange sorting scenario from 136.3 to 53 seconds (61.12%) and time required for teaching the cleaning scenario from 48.7 to 21 seconds (56.87%).

V. CONCLUSIONS

In this work we introduce a technique which allows to extract key structures of different tasks from human demonstrations and reuse the obtained knowledge and past experience to accelerate the teaching process. First, we generate the task knowledge from a dataset of the sandwich making scenario. Then, we validate the obtained task graph in our robot TOMM by teaching it two different scenarios of orange sorting and plate cleaning. The results show that by reusing the learned task structure, our framework can accelerate the teaching process time from 136.3 to 53 seconds (61.12%) for sorting oranges scenario and from 48.7 to 21 seconds (56.87%) for cleaning scenario. Additionally, our framework was trained in one domain (cooking scenario) and then reused the obtained knowledge in different domains (sorting and cleaning).

Our future work will evaluate the framework robustness towards complex tasks demonstrated by multiple non-expert users. Additionally, we will explore in more detail the similarity between different task structures to find suitable methods for autonomous extraction of new properties and activities.
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