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Abstract

The advance of machine learning has enabled establishments of many automatic systems, leveraging its outstanding predictive power. From face recognition to recommendation systems and to social network relationship mining, machine learning found its rising attention from both researchers and practitioners in many different domains. Data-driven technologies based on machine learning facilitate the process of decision making extensively in our daily tasks. However, are the smart systems and their algorithm design really reliable enough for researchers and practitioners to trust? The fact is that very few researchers in this domain would ever consider the security of a learning algorithm, such that their systems can be easily subverted or at least compromised by some really intelligent and adaptive adversarial users.

In this work, we present the state-of-art study of a recent emerging research area named as Adversarial Machine Learning thoroughly, it investigates the vulnerabilities of current learning algorithms from the perspective of an adversary both in theory and practice. We show that several state-of-art learning systems are intrinsically vulnerable under carefully designed adversarial attack methods. We firstly propose a theoretical framework of the adversarial learning and the taxonomy of different potential threats. And we extend our study by introducing two main streams of adversarial attacks in several recent works, i.e., causative attacks and exploratory attacks. Moreover, we suggest some countermeasures against adversarial actions, which inspire discussion and consideration of constructing more secure and robust learning algorithms. At last, we explore a research direction to reason the adversarial attacks using causal relationship, which is regarded as an effective approach for security analysis of any learning system. We conclude the entire work with a fruitful discussion and specify a list of open problems along with associated future works.
Zusammenfassung
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Introduction

Adversarial learning is a subfield of machine learning, where the learning problem is formulated on a dataset possibly tainted by a set of adversarial samples. By adversarial, it means that there exists a number of counterproductive actors who attempt to compromise the legitimate process of machine learning in order to gain profit of certain kind. The uncertainty of prediction introduced by machine learning algorithms invokes a new dimension of security vulnerability for modern data-driven systems. Moreover, data is becoming the main driver to promote predictive services, e.g., spam-filtering, mobile voice assistant, therefore the performance of a learning model is highly dependent on the quality of data sources. Not surprisingly, alternation on data sources is in many cases inevitable, e.g., insider frauds, false manipulation, natural aging of devices. To this end, adversarial users may subvert the learning systems by manipulating the data sources. In this work, we walk through the adversarial learning in both theory and practice, eventually, our goal is to advocate the secure and robust design of machine learning methods, especially when they are applied in real work scenarios.

1.1 Motivation

Machine learning is nowadays becoming one of the most requisite components in many IT systems. In spite of its preponderant advantages, many learning-based systems may undergo some inherent deficiencies, which are sometimes utilized by malicious users to achieve their own good. Intrinsic vulnerabilities of learning algorithms are obviously overlooked by researchers in the machine learning community. Very few works in this area would ever consider the adversarial side of their proposed learning methods. Indeed, the demanding techniques of cracking a learning algorithm has prevented most of the malicious attempts until recent works on adversarial learning. They [77, 76, 12, 137] showed that there exists a number of intriguing properties of learning algorithms that will cause failure of their legitimate functions.

Recently two enlightening examples on deep neural networks [122, 94] highlight the
adversarial aspects of learning models. Deep networks are regarded as highly expressive

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figures/adversarial_examples.png}
\caption{Adversarial examples evading deep neural networks. In the top row, imperceptible adversarial images generated with additive perturbation will be completely misclassified by the same DNNs. At the bottom row, unrecognizable images generated by evolutionary algorithm are classified with 99% confidence as recognizable images.}
\end{figure}

models that are widely applied in images recognition, voice recognition and other learning tasks. However, it seems that the expressive power may either overlook some blind spots in the sample space, or be overconfident of some clearly wrong examples. At the top row of Fig. 1.1, two original images (school bus and the puppy on the left side) can be correctly classified with high confidence. After a certain level of perturbation, two distorted images that imperceptible to human eyes are classified with 0% accuracy of being their correct classes. In contrary, at the bottom row, images that unrecognizable to human eyes are instead classified with 99% confidence as their original images (baseball, matchstick and pingpong ball on the right side). They obviously share some common features in the pixel level, which are considered as the most discriminative ones by the deep networks. In both examples, red framed images in Fig. 1.1 are the misclassified adversarial images that can be generated by a simple \textit{maximizing-classification-error} process. The inherent properties of DNNs are decisive, since simply adoption of such models may lead to catastrophic results. For instance, a security guard system using DNN-based face detection might get evaded by those generated adversarial faces.

Another example on evading spam-filtering appears more frequently in practice. Since nowadays more and more spam filters are applying machine learning algorithms to detect malicious emails, \textit{e.g.}, naive Bayes is a prevalent binary classifier for spam detection. Incentive of economic profit of promoting advertisement or similar information drives adversaries to obfuscate their spams as legitimate emails such that their content will
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not be classified as spams. Recent works [77, 136] developed obfuscation techniques to successfully bypass statistical spam filters. In Fig. 1.2, we provide an illustration of how to obfuscate spams with good words to eventually bypass the detection.

![Email example](image)

**Figure 1.2:** A spam email is obfuscated with additive good words such that it can bypass the spam filter as a ham. Green boxed text demonstrates the good words for obfuscation.

To this end, adversarial attempt on compromising a highly complex learning system seems promising to put the machine learning algorithms into a consideration that they might not be as formidable as originally designed. Therefore, we highlight the adversarial machine learning as a rising research area, which engages to provide a deeper understanding of learning algorithms from the perspective of adversaries. Eventually, more secure and robust learning systems are to be delivered in real-world scenarios.

1.2 Problem Statement

In this dissertation, we seek answers to following questions, that are posted considerably to present initiatives of studying the adversarial learning problems.

- **What is adversarial learning and how is it formulated?**
  Given the adversarial examples previously, the first problem we ought to clarify
is what is exactly the adversarial learning, and how we can formally formulate it. Conventional machine learning research has less concern on the security side of the algorithms, however in adversarial learning, we concentrate on problems of the possible exploits intrinsically embedded in the algorithms. Therefore a unified theoretical language of the adversarial learning is desirable to provide the foundation for further research of this area.

- **Are the adversarial attacks realistic and how would they be understood?** Although we may construct solid definition and formulation for the adversarial learning, there exists an enormous amount of interest to inspect the possibilities of different kind of attacks. The adversarial side of machine learning algorithms would drive researchers to investigate the methodologies of launching real attacks to find the blind spots. More importantly, insights of the adversarial attacks are expected to provide a comprehensive categorization of adversarial attacks.

- **Given the attacks in real scenarios, what are the possible countermeasures?** At last, secure and robust machine learning algorithms are supposed to be realized to counter the adversarial effect, given the fact that the learning systems are not always reliable under the extremely crafty and adaptive adversaries. Beyond defining and understanding the adversarial learning problems, countermeasures are to be delivered with respect to various vulnerabilities.

The aforementioned problems are subtle and essential for the study of adversarial learning, and we believe that the answers build the backbone of this research area. Although we would not be able to disclose every aspects of adversarial learning, we show in the sequel of this dissertation that our answers and contributions to the proposed problem statements are regarded as fruitful and indispensable for further research in this area.

### 1.3 Organization

For the remainder of this dissertation, we organize our work as follows to provide instructions of how to read this dissertation. In Chapter 2, we briefly introduce the background and preliminary knowledge of both machine learning and adversarial learning. More specifically we give a high level introduction of learning problems, which are shadowed by the adversarial impact with related works. Following it in Chapter 3, a comprehensive theoretical framework is proposed in formal language. We give formal notations and definitions to construct a general adversarial framework. And more importantly we provide a thorough taxonomy of adversarial attacks in different axises. We end this chapter by proposing several common attack examples with attack modelings respectively. Then our work is separated in two main parts, in Chapter 4 & 5 we focus on how
to design and implement real adversarial attacks on machine learning algorithms, and in Chapter 6 several robust and secure learning algorithms are proposed to give a guidance on how to enhance the security of modern learning systems. For the attacks, mainly causative attack and exploratory attack are studied with real examples. And for the secure learning, several different strategies of modeling robust learners are given. Besides, we stress on the importance of reasoning adversarial attacks for the security analysis. Finally in Chapter 7 we conclude this dissertation with discussions, and moreover we present clearly our contributions to this area. At last, a list of open problems during our work are presented to give future research directions of adversarial and secure machine learning.
Chapter 2

Background

Last decades, the revolution of computing has changed almost all the domains fundamentally. From personal computers to medical diagnosis devices, the advance of computation enables us to generate functions and solutions almost in an unlimited way. Among all these advances, Artificial Intelligence has finally evolved with a number of predictable progress in real world, in favor of the high performance computing systems and exponentially increasing data volume. Although traditional methodologies, like logical induction and expert systems, are still widely applied in many areas. The ideas of compiling rules of thumb and constructing expertise knowledge pool are relatively outdated, and replaced gradually with the principal of dealing with uncertainty. Respecting this, machine learning has gained most of the attention not only from researchers but also practitioners in industry, due to its profound capability of discovering uncertainties directly from observed data and its associated predictive power.

It is unarguable nowadays that machine learning is renowned of solving problems in a probabilistic way. For instance a speech recognition program identifies the semantic meaning of a human speech with a certain probability, instead of hard assertion. This probabilistic perspective of human intelligence is an enzyme to the birth of machine learning, which is designed as being capable to embody the intrinsic mechanism of predicting uncertainty. Especially with the boost of available training data, patterns can be constantly drawn from the empirical information. Tremendous effort is devoted in developing efficient and stable machine learning algorithms for tasks like classification, regression, and clustering. For instance, Support Vector Machine is extensively deployed in many systems because of its simplicity in structure and theory. Decision trees are always on top rank of best performing algorithms out of its boosting effect and straightforward interpretation. Deep networks are now striking almost all the learning scenarios together with its incredible predicting power. They all indeed benefit largely from rapid growth of computing resource and data explosion. Cloud computing brings even deeper changes in the traditional learning systems, which are often then distributed as a service. For example, Google prediction API provides interfaces to users to develop their own
spam filters or recommendation systems. IBM Watson offers both all-in-one solutions to industrial partners and cloud services to developers. Machine learning based systems are now fast deployed almost everywhere in both industry and daily life.

However, the learning systems are facing with problems that they are not always reliable enough to provide stable and robust results. Similar to most of information systems, there exists potential security vulnerabilities and exploits within the learning algorithms themselves. Recent research work on Adversarial Machine Learning reveals certain security threats against the learning systems by investigating the weakness and robustness of machine learning algorithms. It shows that predictive models could deliver unreliable results when they are compromised by some highly skilled adversaries. Therefore, the data driven technologies built upon machine learning are still expected to involve rigorous research on their robustness, so as to be resilient enough against the adversarial impact.

2.1 Introduction of Machine Learning

In this section, we present readers a short introduction of machine learning. We are not intent to give a thorough analysis of the machine learning research itself, but to construct a backbone of the very basic concept of machine learning related to this work. There are tons of textbooks and literature of introducing much more details of machine learning, which is obviously far beyond the scope of our discussion. For advanced readers who are already familiar with machine learning, we recommend to proceed to the next sections.

The mechanism of discovering patterns and regularities from observations has been studied over centuries. Dated back to several decades ago, a well defined area named as Pattern Recognition was established to solve certain problems automatically facilitating computer algorithms. Up until then the complexity of real world scenario of pattern discovery required tremendous effort of researchers and practitioners to compile a large set of rules, in order to solve a relatively simple recognition task. Considering the learning task in Fig.2.1 to recognize the MNIST digits 3 [73], it would resort to partition the original image of size 28 * 28 in 16 sub-matrices to feed custom rules and decisions as demonstrated. The images of digits have literally infinite variety of shapes due to the uncertainty brought by human hand writing. In this term, computer programs relying on custom logical rules could be extremely limited.

The influential work [97] leveraged the recent advance of probability theory and finally brought the probabilistic view to artificial intelligence. And machine learning has finally become an important research line built upon the foundation of probability theory, decision theory and information theory. The key concept of machine learning is to predict unseen instances from available observations, instead of coding rules based on domain knowledge. A general learning problem is thus given as follows.

Example 1. Given a data set of n observations $\mathcal{D} = \{(x_i, t_i) \mid x_i \in \mathbb{R}^d \text{ and } t_i \in \mathbb{R}^m\}_{i=1}^n$. 
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Figure 2.1: Examples of various MNIST digit images 3, which are partitioned in 16 sub-matrices to feed custom rules and decisions in order to be classified into correct classes.

where \( x_i \) is a \( n \)-dimensional input feature vector and \( t_i \) is a \( m \)-dimensional output. We find the most possible learning model \( f \) from the data set \( D \), such that the model \( f \) preserves the best predictive power on unseen data \( \mathcal{X}^* \) i.i.d. drawn from the same probability distribution.

The target of any machine learning algorithm is to find the optimal learning function \( f(x) \) in a hypothesis function space \( \mathcal{F} \) which is usually constrained under certain conditions. The model relies on the observations i.e. training dataset to compass the searching in \( \mathcal{F} \), where the \( f \) performs well on already seen data sample. However to generalize the predictive power of \( f \), we also expect it to work effectively on unseen data i.e. the test dataset. According to existence of output vector \( t_i \) in each observation, machine learning algorithm can be categorized in three modes, namely, supervised, unsupervised, and semi-supervised.

- **Supervised learning** refers to those learning problems where supervised information is available directly in the training dataset, such as class labels, numerical outputs and so on. The supervised information is supposed to be reliable enough to guide the learning model to find its optimal form.

- **Unsupervised learning**, compared to supervised learning, does not require the availability of supervised information such as class labels or numerical outputs. It depends more on the intrinsic structure of the data space itself to accomplish tasks of clustering, feature extraction and so on.

- **Semi-supervised learning** is yet another important research area in machine learning. More practically in real applications, entirely labeled training datasets are rarely seen, however a minority of data samples can be annotated with least
Therefore, the semi-supervised learning refers to the learning tasks where we can combine both the supervised and unsupervised information.

A recent developed paradigm in machine learning community named as self-taught learning [101] is yet another sub-domain aside aforementioned ones. Distinguished from semi-supervised learning, self-taught learning uses labeled data from desired classes while leveraging unlabeled data from other different but related classes. This technique is currently widely applied in images, sound and text, and is beyond the scope of discussion in this work. The taxonomy of machine learning based on whether the dataset contains supervised information plays a central role in designing a valid learning algorithm. Furthermore, the format of outputs determines what the learning algorithm can do on unseen samples, such as classification, regression and clustering.

Figure 2.2: A commonly used learning process diagram from raw data input to a predictive model. The process contains data preprocessing, training model, and testing on unseen data input.

Apparently, learning algorithms rely heavily on the dataset to find an optimal learning model. From raw data to a predictive model, we can summarize the learning process in a number of stages. A commonly adopted learning process is depicted in Fig.2.2. In real world applications, data can be generated constantly from a certain mechanism, e.g. sensors on mobile devices, speech signals, video stream and so on. Diversity of data sources increases the complexity of data processing at the first place. In order to transform the raw data to a computer recognizable format, usually a large amount of preprocessing effort must be done in prior. However, even after the data is processed and structured, there is still a need of feature engineering including feature selection, feature extraction, and dimensionality reduction, to construct the most informative subset or projection of the original dataset. And the post-processed dataset is then subsampled in three part, namely, training set, validation set, and test set. Training data is firstly
fed to the learning algorithm to learn a predictive model, which is tuned on a separate validation set to adjust its learning parameters. Finally the predictive model is used to predict new unseen test dataset that is of central interest in practice.

As long as a problem can be defined as a learning problem, like recognizing handwritten digits we have seen in Fig.2.1, it can be broke down to a combination of representation, evaluation and optimization [40]. Representation is defined from the perspective of dataset. The data representation decides how is the data input recognized by the learning algorithm, and furthermore on the choice of proper learning algorithm. For instance, the data can be represented as a tree like structure if we treat the tree leaves as decisions. Or if the correlation among the features is acknowledged, then a graphical model is probably a good choice. Raw data is processed to meet the requirement of selected data representation, and then an evaluation criteria is determined to measure the goodness of the learning model $f$, which should be guaranteed to converge to the (sub-)optimal solution by choosing a suitable optimization technique. A schema of learning algorithms are summarized in these three components in Table.2.1

<table>
<thead>
<tr>
<th>Representation</th>
<th>Evaluation</th>
<th>Optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance based</td>
<td>Accuracy or error rate</td>
<td>Greedy search</td>
</tr>
<tr>
<td>- Support vectors</td>
<td>Precision and recall</td>
<td>Gradient descent</td>
</tr>
<tr>
<td>- K-nearest neighbor</td>
<td>Squared error</td>
<td>Conjugate gradient</td>
</tr>
<tr>
<td>Tree based</td>
<td>F-1 score</td>
<td>Newton method</td>
</tr>
<tr>
<td>- Decision trees</td>
<td>K-L divergence</td>
<td>Stoc. gradient descent</td>
</tr>
<tr>
<td>- Random forest</td>
<td>Likelihood</td>
<td>Linear programing</td>
</tr>
<tr>
<td>Graphical models</td>
<td>Cross entropy</td>
<td>Quadratic programing</td>
</tr>
<tr>
<td>- Bayesian networks</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: A schema of learning algorithms. A learning problem can be described as an effective combination of each from Representation, Evaluation and Optimization.

Examples are only listed in Table.2.1 to briefly describe that a learning problem can be tackled by choosing a combination of these three components. Most of machine learning algorithms can be analyzed in this way to gain insight of its design. However, we will also show that the vulnerabilities are also well known under adversarial impact.

2.2 Learning under Adversarial Impact

Recent fast pacing development of machine learning has started to build integrated predictive models in many systems. A diversity of industries are facing a revolutionary change on products and services they can provide. Leveraging the burst of big data,
systems rely now heavily on the data and the learning algorithms applied on the dataset. However, the products and services provided by the learning based automatic process might not be regarded as reliable as users expect. Remark the fact that machine learning is a highly sophisticated technique predicting the uncertainty in the essence of data observations, threats on the predictive models arise naturally with the emerging malicious attempts on valuable assets, especially with dramatically increasing adoption of machine learning systems. This coincides with a set of defined problems in the domain of information security. Indeed, adversarial machine learning can be viewed as a conjunction of machine learning and information security. The objective of this alliance is to investigate vulnerabilities of existing learning systems, and to design robust and secure machine learning algorithms under the existence of adversarial intention.

Anomalies vs. Adversaries

Consider a home environment monitor mounted with a set of sensors, such as infrared transducer, humidity sensor, the data collected by the device is commonly superposed with global noise which is produced by environmental dynamics. This can usually be referred as anomalies when the observations are not matching one of the previously found patterns. However, the sensors can also be manipulated under a certain purpose to produce unrecognized patterns to the monitor, which is eventually subverted by a series of malicious updates in data stream. This is named as adversarial noise, which is underestimated by many researchers and practitioners. An enlightening example showed in [122] crafted adversarial images generated by various neural networks have a 0% accuracy, while randomly generated noisy images produce nearly 50% as random guess. Being aware of the existence of anomalies, research areas such as anomaly detection, learning with noises are well defined. Unfortunately the distinction between anomalies and adversaries is less clearly stated until recent highlights on adversarial learners.

Adversarial Learner

Traditional security applications, for instances anti-virus program, network intrusion systems (IDS), rely on experts codifying rules and knowledge bases to automate the detection [43, 96]. These techniques will not only cost demanding, but also fail in cases with novelties. The semantics (behaviors) of internal states of instances, such as malware and intrusions, were clearly overlooked due to the high complexity and lack of automation tools. The evolving characteristics of security threats invoke thus semantic analysis of vulnerabilities, where machine learning is leveraged to construct the behavior-based detectors, especially to handle novel abnormalities. Pföh et al.[100] employed support vector machine (SVM) with string kernel to sequentially predict malicious programs by investigating system call traces. Theoretical work in [109] built a foundation for recent advance of anomaly detection based on a margin-based classifier. In intrusion detection systems, much effort is also devoted by many researchers incorporating machine learning
Numerous security tools and techniques based on machine learning are developed to integrate with traditional applications, and meanwhile adversaries also adapt their set of skills with the advance of learning systems. Assets protected behind the security guards are confidential and sensitive, which inspire the reconfiguration of the techniques of modern intruders. As a matter of fact, reverse engineering on learning systems is emerging as a new threat, possibly being neglected for the moment, in many domains.

D. Lowd and C. Meek [76] introduced an adversarial classifier reverse engineering (ACRE) method to learn information about a linear classifier in order to construct effective adversarial attack on spam filters. Another adversarial compromise on statistical spam filters is also proved as effective by filtering or introducing bag of words to bypass the spam detectors [78]. Another simple attack on statistical spam filters [136] is presented as well to leverage the nature of statistical learning. These efforts are nowadays not rare due to their own interests of gaining profits as adversaries. However, even the adversaries do not need to manipulate the learning models on a specific subset of sample, the models can also be inferred by a simple interaction of queries and answers [3]. Another interesting work [53] introduces a novel attack called ”Bayes vs. Bayes” on statistical spam filters. It learns a second spam filter from the queries to the objective spam filter, and use the inferred second classifier to craft delicate spams to bypass the original spam filter. Although reverse engineering of security applications is mostly desired by malicious users, either to disable the functions (Denial-of-Service attack) or to gain sensitive information from the systems, recent research along this direction shows also compromises on other general-purpose learning models like classification and clustering. Support vector machines (SVMs) have been extensively studied in [138] [140] on its vulnerability against label noises, where various strategies of label flips attacks are performed on SVMs to compromise its classification effectiveness. Biggio et al. [21] has shown that single-linkage hierarchical clustering is especially sensitive to deliberate attack attempts, and more over they proposed a general framework to identify such attacks. Attacks on complete-linkage hierarchical clustering method is also extended with an ad-hoc poisoning schema, and shown as effective also on real-world data [10]. Not only some of the classification and clustering methods are threatened, but also the embedded feature selection methods are also sensitive against nasty noise. By maximizing the generalization error of the embedded feature selection model, the variance of selected subsets of features is clearly increased, so as the classification error [137]. It is shown that an indirect poisoning attack on generalization error might finally infect the feature selection stability in such adversarial environment. A recent exploit is even found in deep neural networks (DNN), which is regarded as the stat-of-art predictive model. The intriguing properties of DNN enable a certain type of compromise such that by overlaying hardly perceptible noise on images, they will be classified as a total different class [122]. On the other hand, researchers [94] also applied evolutionary algorithm to generate unrecognizable images to human, which are however recognized by DNN as belonging to certain class with 99.99% confidence. In a recent work of studying properties
of adversarial examples [51], it is found that the adversarial examples even generalize well across multiple learning models, if they are performed on similar tasks, \textit{e.g.}, image recognition. This implies that the adversarial impact can potentially be transferred from one model to another without even knowing its statistical properties.

Malicious attempts on learning systems are now fast pacing towards novel cyber security threats, not only targeting traditional security applications like spam filters, malware detection, intrusion detection systems, but also on those advanced intelligent agents or automation services adopting machine learning. The attack vector studied in literature is closely related with intrinsic algorithmic design of the learning algorithms, which usually assume the data coming with a stationary distribution. In this term, the assumption of stationary data distribution makes the hypothesis that both training and test datasets are always drawn from the same distribution, which is obviously a strong constraint in real world. Considering the fact that data collected in real-time is usually disturbed at least by natural malfunction, \textit{e.g.}, aged sensors, background noise, and so on. The stationary assumption is barely true under the disturbance, especially when there exists carefully designed adversarial noise. Learning under adversarial impact is thus a highly demanding research area compounded with the fast developing data-driven technologies.

Robust Learner

Robustness of a system refers to the capacity of tolerating disturbance to deliver reliable and stable system performance. The property of robustness is highly desirable in machine learning under the adversarial impact. Without proper countermeasure against crafty adversaries, learning systems will be compromised to incur significant damage. Apart from security applications prohibiting systems from being abused, a robust learner is supposed to guarantee a reliable predictive ability with or without potential threats. Also being ware of the intrinsic uncertainty in learning models, robust learning is fundamentally different as those techniques applied in traditional information security.

To our knowledge, earliest noticeable work on robust learning was proposed by Kearns and Li [63], which centralized on the Probably Approximately Correct (\textit{PAC}) learning model [126, 127]. They proved that a normal functional learner needs to bound the amount of manipulated training samples by $\epsilon/(1 + \epsilon)$ to perform correctly, where $\epsilon$ is a permitted classification error by the learner. Similar works were also presented in [112, 27, 4] on \textit{PAC} model. This associates the learnability and stability of a learning problem, which is a central challenge in learning theory. Also in the work of [18], manipulated label noises are mitigated by involving a simple kernel correction in the SVMs, assuming a certain level of noises. Similarly, [120] introduced a uniform prior on the label noises (flips) to enhance the robustness of learning SVMs from sloppily labeled training data. Some other techniques leading to the robustness will borrow loss function, \textit{e.g.}, Huber’s loss, from robust statistics, thus the function is less sensitive to outliers [55]. In probabilistic graphical model, [141] introduced a latent variable to represent ground truth, which generates a noisy version of observation. By maximizing
the log-likelihood, we can learn the distribution of the latent variable as well as the noisy level of multiple observers. Despite the robustness of Support Vector Clustering, [139] integrated additional user labels to reweigh the regularization coefficient $C$, so as to provide even more stable results on outlier detection. Indeed, they all can be considered as different types of regularization, which is a main technique of generalizing learning models. Moreover, adversarial examples can also be injected back to training samples [51, 84, 50], that will be trained to provide a robust model which is more insensitive to adversarial noises.

Although many efforts are devoted in dealing with noises or outliers as in aforementioned literature, we see that the robust learner is inevitably facing challenges from the adversarial noises. Assuming the discrepancy of the distribution of the training and test datasets, [48] employed a minimax optimization strategy over a defender-attacker game setting to counteract the adversarial effect introduced by worst-case feature deletion, so as for the defender to deliver a robust classifier. This game-theoretic perspective is naturally bridged with the adversarial machine learning. [35] has adapted the classifier dynamically according to adversary’s attacking strategy. In their model, they configured a proper game setting by assuming that both parties (defender and attacker) have complete information of each other, thus the learner can always find an optimal solution dynamically adjusting to the adversary’s action. Apparently the game between the learner and the adversary is of central importance in adversarial machine learning, we need a certain level of assumption on the game setting, for instance, one-shot game or repeated game. Involving game theory in the learning theory under adversarial impact is also a promising research direction.

**Relation to Overfitting**

In machine learning, overfitting refers to the problem of inconsistency of a learner’s performance on training data and unseen data. It usually comes along with a dominating level of noises in observed data samples, such that the underlying pattern in the observations is less perceptible. We can always decompose the observations in two parts, namely the underlying pattern hidden in the samples and the stochastic (or adversarial) noises on observations. A robust and secure learner ought to seek an optimal solution to generalize its predictive ability not only on the training set, but also on unseen data samples in the future. This is called generalization in machine learning literatures. In order to generalize a model, it is wise not to apply a too complex estimator on training data with noises, so that the potential perturbation on observations will not dominate the model. Especially in adversarial environment, noises are no longer uniformly distributed, instead, they are delicately designed to achieve a certain malicious attempt. Intuitively we can image the complexity of data space is more sophisticated under adversarial impact, the learner will thus tend to increase its complexity to adjust to the data space. Therefore, it is easier to get overfitting.
2 Background

2.3 Conclusion

In this chapter, we describe the background of adversarial and secure machine learning mainly in two parts. Firstly, machine learning as a well defined research area has found its rapid advancement in recent years, especially with the explosion of data generated and the marching development of computational power. However, data-driven technologies based on machine learning heavily rely on the data observations and the algorithmic design, which can easily fall into system deficiency under potential adversarial attacks. Therefore, learning under adversarial impact is now highly demanded while designing learning systems. Then we introduce the related work previously done in adversarial learning. A number of effort is devoted in revealing vulnerabilities of learning algorithms from the perspective of an adversary. And also in terms of defender (learner), the robustness of a learner is intensively associated the learnability of a certain learning problem, which is widely studied since a long time. However, a robust learner does not necessarily provide stable performance when there exists a set of adversarial noises carefully designed to contaminate the system. The interaction between the attacker and the defender invokes a yet explored sub-domain where we borrow the game-theoretic point of view to formulate the adversarial learning problem. To summary, this potential threat introduced by adversarial learners is thus a formidable problem for applications of data-driven technologies.
Chapter 3

Adversarial Learning Theory

Learning under adversarial impact is recently highly demanded due to the fast pacing advancement of machine learning based technologies. Previous work has shown that there is a potential threat from some highly skilled adversaries, who can explore the vulnerabilities of various learning systems. So far security threats are found mainly in the domain of information security, however, the adversaries are not limited to only violate security, but also the learnability of a certain algorithm. For instance, an adversary might attempt to inject a certain amount of carefully crafted images to an image recognition program, such that the program will not correctly classify certain images to their corresponding class. In this case, we say the learnability of current algorithm is compromised due to the increased complexity of data space.

In this chapter, we aim to provide a theoretical framework of adversarial machine learning, so as to build a solid foundation for security analysis of diverse machine learning algorithms. As discussed previously, learning algorithms are not always reliable due to a potential threat on the data gathered from various procedures, a thorough analysis from the perspective of a profound adversary gives important insight of the targeted system, which should be taken care of during the algorithm design. This might be the only possible and most effective methodology to indicate weakness of learners, and to deliver necessary patches respectively to enhance the robustness and security of the learning models. Similar to the domain of traditional information security, adversarial learning can be represented as a game between the defender (learner) and the attacker (adversary) in a game-theoretic setting, which is evolving over time. Typically, a learner is designed to discover patterns from historical data automatically, and to predict unseen data samples. However, driven by a certain incentive, e.g., financial gain, acquisition of confidential information, the adversary is able to discover an attack path to subvert the prediction either on a specific subset of data instances or on a general learning problem. We will categorize different types of attacks accordingly, and describe the attack scenario in details. Besides, we shape our theoretical framework to be easily extensible to those adversarial attacks that are not yet found, and also their countermeasures can
be developed efficiently.

### 3.1 Arms Race Problem

In security, there are analogues to the arms race problem for describing a game-theoretic setting between multiple parties, who usually compete over a certain assets to achieve their own goals respectively, *e.g.*, arms race between malware writers and anti-virus writers or spammers and anti-spam detectors. Similarly in adversarial machine learning, it also involves at least two parties, namely the learner and the adversary. Driven by opposite objectives of the learners and adversaries, a “reactive” arms race problem is commonly launched by the party of the very intelligent and adaptive adversaries. By “reactive” it refers to a unconscious situation to the learners, who usually naively sticks to the stationary assumption until the adversaries explore some vulnerabilities in the design of algorithm. Damages caused by the adversaries are supposed to be discovered rapidly by the learners, and are to be countered usually by either retraining on new data excluding malicious ones, or adding or removing a certain number of features that are intrinsically sensitive to those attacks. Even the most efficient countermeasures would have a significant delay of response time, which gives adversaries enough time to obtain what they aim for.

The “reactive” arms race problem exists commonly in security engineering. A common approach widely used in its domain, especially in cryptography is *security by obscurity*. It protects confidential information by keeping it under an encrypted shell, and the malicious users are not supposed to get through to the protection. Although this mechanism is still valuable in the domain of adversarial learning, we advocate and investigate another paradigm of securing a learning system, that is, instead of reactively responding to attacks, the system should be secured proactively in the design phase, so called “proactive” arms race problem. Following the paradigm of *security by design*, the learners are now aware of the possible breakthrough of the stationary assumption, and can anticipate potential attacks by modeling the adversaries. On one hand, such proactive security strategy offers the system higher level of security by taking potential vulnerabilities into account before designing the learning algorithm, on the other hand, the adversaries would spend much more effort to explore the systems before they are detected. The robustness is then guaranteed for a longer time and even without much effort of human intervention. In Fig.3.1 we depicted the concepts of both reactive and proactive arms race problems, which are of central role for the adversarial learning. On the left hand side, the “reactive” arms race problem is formulated in four stages. Firstly, the adversary examines an existing learning system’s potential vulnerabilities driven by a certain incentive, *e.g.*, economic gain, privacy. By analyzing the system, the adversary devise an effective attack and perform on the system. Then the attack may cause suspicious system behaviors which are then discovered by the learner. Finally, the learner responses to the attack by retraining on new data or refining features accord-
### 3.1 Arms Race Problem

**Figure 3.1:** The concept of both “reactive” and “proactive” arms race problems. The arms race problem is iterative over time between the parties of adversary and learner. Both modes of arms race problem can be formed in four stages describing a full cycle from attacking to defending.

In proactive mode on the right hand side, the learner assumes the existence of adversaries and models the adversaries before the real attacks happen. By simulating the potential attacks, the learners can evaluate its negative impact on current system, whose security is then enhanced again at the design phase. Although in proactive arms race the adversary is not explicitly shown, we expect the learners’ capability of modeling the potential adversaries highly depends on the properties of the adversaries, who are extremely adaptive during the iterations of the arms races.

Indeed the arms race problem in adversarial learning environment is still iterative and evolving over time. The concept diagram in Fig.3.1 illustrates a full cycle of adversarial learning and implies that the game between adversary and learner can be either one-shot game or iterated game. Although the importance of equilibrium in this game-theoretic setting can not be neglected, we focus on one-shot game in this work as atomic game to achieve balance. Recent work [25] has explored properties of Nash-equilibrial prediction models, and shown that under certain conditions we do find a unique Nash equilibrium between the adversary and the learner. Nevertheless iterated games and equilibrial of various adversarial games remain as an important research direction for the future. Finally built on the arms race problem defined, we summarize the problems to be investigated in this work as follows,

- **Analysis of targeted learner process:** a targeted learner process, e.g., classifier, must be firstly thoroughly studied and carefully analyzed, so as to model a potential adversary based on the knowledge of the learner process. During the analysis, theoretical properties of the learning algorithm will be a central issue.

- **Adversary modeling:** potential attacks are modeled targeting a particular learner process that evaluated thoroughly. And the impact of attacks is also to be examined.

- **Design of countermeasures:** countermeasures against adversarial attacks are integrated directly at the design phase. The learning algorithms assume a possibly
non-stationary data distribution and can adapt to concept shift, they are designed as being more robust and more resilient to uncertainty of data sampling.

3.2 A General Framework of Adversarial Learning

To study the adversarial learning, we need to define a formal language describing the learning problems under adversarial environment. A general framework is desired to provide a high level unified description of the adversarial learning problem so that particular problems can be well analyzed using a common language. Since adversarial learning is an extension of current machine learning research, we will follow and advocate the adversarial learning theory aligning the current available modeling methodology. We start with a list of notation which will be used all through this work to provide a convenient reference for different symbols.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{D}$</td>
<td>Space of data distribution</td>
</tr>
<tr>
<td>$\mathcal{F}$</td>
<td>Hypothesis space of learners</td>
</tr>
<tr>
<td>$\mathbb{P}<em>{tr}, \mathbb{P}</em>{t}$</td>
<td>Data distribution of training dataset, test dataset</td>
</tr>
<tr>
<td>$\mathcal{D}<em>{tr}, \mathcal{D}</em>{vd}$</td>
<td>Training dataset, test dataset</td>
</tr>
<tr>
<td>$S(\mathcal{D})$</td>
<td>Feature set of dataset $\mathcal{D}$</td>
</tr>
<tr>
<td>$x, t$</td>
<td>A data sample and its response</td>
</tr>
<tr>
<td>$\mathcal{Y}$</td>
<td>The label set</td>
</tr>
<tr>
<td>$f$</td>
<td>The learner</td>
</tr>
<tr>
<td>$f^*$</td>
<td>The best learner</td>
</tr>
<tr>
<td>$f_A$</td>
<td>The learner compromised by attack $\mathcal{A}$</td>
</tr>
<tr>
<td>$H$</td>
<td>Evaluation function of learner $f$</td>
</tr>
<tr>
<td>$\ell$</td>
<td>Loss function</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Regularization term</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Smoothness factor in regularization</td>
</tr>
<tr>
<td>$K$</td>
<td>An adversarial attacker</td>
</tr>
<tr>
<td>$\mathbb{K}_f$</td>
<td>Space of possible attackers on learner $f$</td>
</tr>
<tr>
<td>$\mathcal{W}$</td>
<td>Objective function of an attacker</td>
</tr>
<tr>
<td>$\mathcal{A}$</td>
<td>Attack strategy (a subset of attack samples)</td>
</tr>
<tr>
<td>$A^*$</td>
<td>Best attack strategy</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>Space of attacker’s knowledge of learner</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Attacker’s knowledge of learner</td>
</tr>
<tr>
<td>$C(\mathcal{A})$</td>
<td>Cost function of attack strategy $\mathcal{A}$</td>
</tr>
<tr>
<td>$\Phi(\mathcal{A})$</td>
<td>Space of possible attacks</td>
</tr>
<tr>
<td>$n, m$</td>
<td>Number of training dataset, test dataset</td>
</tr>
</tbody>
</table>

Table 3.1: List of notations for the adversarial learning framework.
3.2 A General Framework of Adversarial Learning

3.2.1 The Learning process

A learning process is defined as a system component which finds patterns out of seen data samples automatically, and form a predictive model for prediction. For convenience, sometimes we also refer it as learner, classifier or defender. Note that we use the terms learner, classifier, and defender interchangeably to represent the learning process throughout this paper. In adversarial learning, the learner is the targeted component. By altering the data distribution for training or testing, adversaries explore the potential vulnerable spots of the learner, such that the learner performs a compromised predictive capability on a general learning problem or a specific set of samples.

Definition 1. Given a training data set \( D_{tr} \in \mathbb{R}^d \) consisting of \( n \) samples drawn from a \( d \)-dimensional training data distribution \( P_{tr} \in \mathcal{D} \), where \( \mathcal{D} \) is the space of \( d \)-dimensional data distribution. By selecting a proper evaluation function \( H \), a learning process is defined as selecting the best learner \( f^* \) from the hypothesis learner space \( \mathcal{F} \), such that the evaluation function is minimized.

\[
f^* = \arg \min_{f \in \mathcal{F}} H(f(D_{tr}))
\]

Typically the evaluation function \( H \) is selected to be a cost function which evaluates the misclassification rate in classification or mean squared error in regression problem. We do have seen other equivalent types of cost function \( H \), such as the margin \( \|w\| \) in SVM or negative log-likelihood in MLE. The cost function can be chosen according to the particular learning problem, however it is reasonable to assume that the selected cost function \( H \) should also maximize the predictive capacity of \( f^* \) on unseen data, which is commonly referred as its generalization ability in machine learning literature. Generalization can be achieved by adding a regularization term in the cost function \( H \), which is used to control the complexity of the learner to prohibit it from overfitting. This can then be formulated as a common procedure (regularized) empirical risk minimization (ERM) in the statistical learning theory. It is currently a known framework in machine learning unifying different types of learning procedures. Many learning scheme can be directly or indirectly converted as being belong to the ERM model [129].

Definition 2. Empirical Risk Minimization Given a training data set \( (x, t) \in D_{tr} \), we define a loss function \( \ell \) to access the empirical risk between the real response \( t \) and its evaluation by learner \( f(x) \), the best learner is found by minimizing the empirical risk.

\[
f^* = \arg \min_{f \in \mathcal{F}} \frac{1}{N} \sum_{(x, t) \in D_{tr}} \ell(t, f(x)) + \lambda \Omega(f) \tag{3.1}
\]

The regularization term \( \Omega(f) \) is controlled by the weight \( \lambda \) indicating the smoothness of the expected learner. Note that the cost function \( H \) is now replaced with two parts, i.e., the loss function \( \ell \) accessing the empirical risk between observed response \( t \) of an
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input $x$ and its evaluation by $f$, and the regularization term $\Omega$ controlling the complexity of $f$. In some literature [137], we also call Eq. (3.1) as generalization error. Assuming the stationary assumption, where both training data and test data are drawn from the same distribution, the best learner can be found by solving a well defined optimization problem in the ERM model. However in real world, the stationary assumption may be broken by adversaries, and ERM may deliver a compromised learner without considering the shift of data distribution.

**Prediction** Note that the response $t$ in Eq. (3.1) can be empty in unsupervised learning, however in prediction, the response $\hat{t}$ exists as long as an unseen sample $\hat{x}$ is given to the best learner $f^*$. For example in classification or clustering, the response $t$ represents the label of corresponding class (cluster), while in regression it is a numerical output.

$$\hat{t} = f^*(\hat{x}), \quad \hat{x} \in \mathbb{P}_t,$$

where $\mathbb{P}_t \in \mathcal{D}$ is the test data distribution, and it does not necessarily belong to the same distribution family as $\mathbb{P}_{tr}$. Given a test dataset $(x_i, t_i)_{i=1}^m \in \mathcal{D}_{vd}$, the performance of a learner $f^*$ is evaluated by a loss function $\ell_t$ defined as,

$$\mathcal{E}_t = \frac{1}{m} \sum_{i=1}^{m} \ell_t(t_i, f^*(x_i)) \quad (3.2)$$

Normally the loss function $\ell_t$ is chosen differently as $\ell$, and more closely related to the predictive task, such as classification error rate, mean absolute squared error. In adversarial learning, this loss function can also be freely chosen by adversaries to achieve their own goal. For instance, an adversary is only interested at maximizing classification error on a certain data subset.

3.2.2 Adversary Modeling

An adversary is supposed to be intelligent and adaptive to the learning system, and can introduce modifications on either training data or test data. Such modifications will typically alter the original data distribution which makes the stationary assumption fail. By contaminating partially the training data or test data, the adversary $K$ is able to maximize his gain by misleading the learner to a certain level. Therefore, in adversarial learning we model the adversary $K$ in this way, such that the adversary achieves his objective the most.

**Definition 3.** An adversary is defined as a vector encoded in a 3-tuple $K = (A^*, f, \theta) \in \mathbb{K}_f$, where $A^*$ is an optimal subset of data samples causing a maximal downgrade of the learner $f$, and $\theta$ encodes the attacker’s knowledge about learner $f$. $\mathbb{K}_f$ is the space of possible attackers against learner $f$.

Given the definition of the adversary $K$, the optimal attack against the learner $f$ is found by discovering an optimal data subset $A^*$ bounded by the adversary’s knowledge.
of the learner. We characterize the attacker’s capability by assuming that an initial set of samples $\mathcal{A}$ is given, and that it is modified according to a space of possible modifications $\Phi(\mathcal{A})$. Given the attacker’s knowledge $\theta \in \Theta$ and a set of manipulated attacks $\mathcal{A}^* \in \Phi(\mathcal{A})$, the attacker’s goal can be characterized in terms of an objective function $W(\mathcal{A}^*, \theta) \in \mathbb{R}$ which evaluates how effective the attacks $\mathcal{A}^*$ are. The optimal attack strategy can be thus given as:

$$\max_{\mathcal{A}^*} \ W(\mathcal{A}^*; \theta) \quad \text{s.t.} \quad \mathcal{A}^* \in \Phi(\mathcal{A}) \quad \mathcal{C}(\mathcal{A}^*) \leq \tau \quad (3.3)$$

The adversary leverages partially the knowledge $\theta$ about the targeted learner and inject a set of modification on dataset $\mathcal{A}$ upper bounded by a cost function $\mathcal{C}$. Indeed the selection process of optimal subset $\mathcal{A}^*$ from the space $\Phi(\mathcal{A})$ is difficult and quite often strong $\mathcal{NP}$-hard [140]. Many work has been done in efficiently selecting the (sub)optimal subset either from training data distribution $\mathbb{P}_t$, or from the test data distribution $\mathbb{P}_t$. And we name the optimal subset $\mathcal{A}^*$ as malicious or adversarial noise, which deviates far from regular anomalies or noise by unintentional system behavior, and is delicately crafted by very particular adversaries.

### 3.2.3 Evaluation of Attacks

Adversarial attacks on learners are evaluated by the objective function $W$ in Eq. (3.3), where the attackers will achieve their maximum of defined target. The objective function $W$ can be freely chosen according to attacker’s real interest, however in adversarial environment, it resorts to a common goal of producing responses of input data as closely as they expect. That is, the objective encoded in $W$ is to manipulate the classifier $f$ to generate expected predictions of input dataset. Since the evaluation of attacks depends highly on the objective of the attacker, we illustrate the process of evaluation in two simple examples.

**Example 2.** A spammer intends to create a few advertising spam emails which will not be detected by the spam filter. We define the spam filter as a classifier $f$ discriminating emails as legitimate ($y = -1$) or spam ($y = +1$), where $y$ is the label of an email. The spammer composes a set of emails $\mathcal{A} = \{x\}_{i=1}^m$ and modifies the $\mathcal{A}$ according to his knowledge $\theta$ about the spam filter $f$. Note that the knowledge of the classifier might be acquired by a limited number of queries.

By modifying the set $\mathcal{A}$, the spammer expects the crafted emails to evade being detected as spams ($y = +1$), therefore the spammer defines an attack objective to evaluate the effect of the attack, such that

$$\mathcal{A}^* = \arg\max_{\mathcal{A} \in \Phi(\mathcal{A})} \sum_{i=1}^m -f(x_i), \quad x_i \in \mathcal{A} \quad (3.4)$$
Note that the spam filter \( f(x) \) gives label +1 or −1. Maximizing the sum of negative responses of \( x_i \) equals classifying most of the emails as legitimate. Constrained by the knowledge of spam filter \( \theta \), the spammer is only supposed to add or remove a limited number of legitimate words in the emails, where these cost-sensitive modifications are obviously bounded by a cost function \( C \).

**Example 3.** An image recommendation system \( f \) returns a ranking score given an image’s feature vector \( x \), which can be viewed as a regression function. Now an adversary attempts to cause the system to provide a degenerated service by introducing a certain amount of images. Suppose the adversary knows the type of the algorithm the system is currently running, and also gain access to part of the images on the server (in practice may be hard), at least, the adversary is able to produce some wrong ratings to the images.

We define the adversary’s knowledge of the classifier \( f \) as \( \theta = (f, \hat{X}, S(\hat{X})) \), where \( \hat{X} = \{(x_i, y_i)\}_{i=1}^{m} \) is part of the training images and \( S(\hat{X}) \) encodes the feature set of \( \hat{X} \). The most effective attack is to maximize the generalization error on currently available data set \( \hat{X} \).

\[
A^* = \arg\max_{A \in \Phi(A)} \frac{1}{m} \sum_{i=1}^{m} (\|y_i - f_A(x_i)\|_2^2 + \lambda \|f_A\|_2^2)
\]

s.t. \( f_A = \arg\min_{f \in F} \frac{1}{n} \sum_{(x,y) \in \hat{X} \cup A} \ell(y, f(x)) + \lambda \Omega(f) \)

where \( f_A \) is the optimal classifier learned on the contaminated training dataset \( \{X \cup A\} \), and the optimal attack \( A^* \) is found by maximizing the generalization error on the partially available dataset \( \hat{X} \) for the attacker, assuming that the classifier is always optimal disregarding the existence of adversarial noise.

In Eq. (3.5), the optimal attack on the recommendation system solves a bi-level min-max optimization problem. Note that the optimum is not always guaranteed and often it is \( \mathcal{NP} \)-hard, however it represents the intrinsic arms race property of the adversarial learning problem. In one-shot games, we are interested at keeping one side constant and looking for the optimum at the other side.

### 3.3 Taxonomy of Adversarial Attacks

Built upon the general framework of adversarial learning, we describe the taxonomy of adversarial attacks in different dimensions. The goal of taxonomy for the adversarial learning is to classify various types of attacks based on their property and impact on current learning system, so that we can gain better understanding of the attackers’ strategy and develop effective countermeasure against them.

For simplicity, we resort to a binary classification problem to illustrate the taxonomy of adversarial attacks. Given a training dataset \( \mathcal{X}_t \) and its associate labels \( \mathcal{Y}_t = \{+1, -1\} \), a binary classifier is a discriminative function \( f \) for input \( x \) to give either positive (+1)
label or negative \((-1)\) label. We denote \(S(\mathcal{X})\) as the feature set for the dataset \(\mathcal{X}\). In practice, we appoint positive sample as the instance of common interest, e.g., in intrusion detection system, positive sample refers to intrusion (anomaly).

### 3.3.1 Security Violation

In adversarial learning, the attacker’s goal usually associates with the security violation of the targeted systems. For instances, in email spam filter, attackers aim to create a batch of spam emails evading being detected as spams, which compromise the integrity of the email system. When the learners are compromised by those malicious attackers, the security will be violated under the adversarial attacks. Therefore we firstly define the attacker’s goal in terms of the desired security violation, which can be an integrity, availability, or privacy violation. According to the affected range within the targeted system, we can further distinguish the attack specificity as being targeted or indiscriminate [7, 59, 16, 22].

**Integrity** is violated if malicious activities are performed without compromising normal system operation, *e.g.*, attacks that evade classifier detection without affecting the classification of legitimate samples. In the case of binary classification, the attackers create a number of positive samples, but recognized by \(f\) as being negative (legitimate samples), thus the integrity of the binary classifier is violated to allow malicious activities to bypass the detection. Note that the function on legitimate samples will not be influenced.

**Availability** is violated if the functionality of the system is compromised, causing a denial of service. More strictly, the reliability of the predictive service is now damaged, especially in machine learning, the prediction of unseen data naturally comes with uncertainty. The reliability of the service provided by the learning system is thus of significant importance. For classification and clustering, this respectively amounts to causing the largest possible classification error and to maximally altering the clustering process on the input data [59, 16, 22]. Under the impact of adversaries, the predictive services are generally degenerated while the availability is violated, instead of specifically on positive samples.

**Privacy** is violated if the attacker is able to obtain information about the system’s users by reverse-engineering the attacked system. More generally, the information of the classifier itself can also be sensitive in order to bound the capacity of an adversary. To reverse engineer a learning system, it is wise to limit the information exposed to the attacker as much as possible. Feature set \(S(\mathcal{X})\), user input data \(\mathcal{X}\) and even the system responses to legitimate user queries should all be regarded as privacy.

Finally, the attack specificity is targeted, if the attack affects the selection of a specific subset of information, and indiscriminate, if the attack affects the selection of any information.
3.3.2 Adversarial Capability

Another axis of classifying adversarial attacks grounds on the attacker’s capability. It mainly relies on the information acquired by the attacker, who can have different levels of knowledge of the system, according to specific assumptions on the points (k.i)-(k.iii) described in the following.

*(k.i) Knowledge of the training data \( D_{tr} \):* The attacker may have partial or full access to the training data \( D_{tr} \). If no access is possible, he may collect a surrogate dataset \( \hat{D}_{tr} = \{ \hat{x}_i, \hat{y}_i \}_{i=1}^m \), ideally drawn from the same underlying process \( p \) from which \( D_{tr} \) was drawn, *i.e.*, from the same source from which samples in \( D_{tr} \) were collected; *e.g.*, honeypots for malware samples [119].

*(k.ii) Knowledge of the feature set \( S(X) \):* The attacker may partially or fully know how features are computed for each sample, before performing the attack. The acquisition of the feature information is now more and more realistic while the machine learning is getting more and more standardized to provide unified services, *i.e.*, to process text dataset we usually employ the numerical statistic \( tf-idf \) to convert a document to a machine-friendly feature vector. Thus we believe that the attacker can acquire the knowledge of the feature set \( S \) with bearable effort.

*(k.iii) Knowledge of the learning algorithm \( h(D_{tr}) \):* The attacker may know that a specific learning algorithm is used, along with a specific selection criterion \( L(D_{tr}) \); *e.g.*, the accuracy of a given classifier. Aforementioned trend on feature engineering also applies on the choice of learning algorithms. Especially some algorithms are more frequently used in certain application, *i.e.*, deep network for image recognition, Naive Bayes for document classification.

Depending on the knowledge level of the attacker, we can further classify the adversarial attacks along the axis of attacker’s capacity. Namely we have the Perfect Knowledge (PK) attack and the Limited Knowledge (LK) attack.

**Perfect Knowledge (PK).** The worst-case scenario in which the attacker has full knowledge of the attacked system, is usually referred to as perfect knowledge case [16, 22, 20, 65, 24, 59, 7], and it allows one to empirically evaluate an upper bound on the performance degradation that can be incurred by the system under attack.

**Limited Knowledge (LK).** Attacks with limited knowledge have also been often considered, to simulate more realistic settings [16, 22, 12]. In this case, the attacker is assumed to have only partial knowledge of \( (k.i) \) the data, *i.e.*, she can collect a surrogate dataset \( \hat{D} \), but knows \( (k.ii) \) the feature set, and \( (k.iii) \) the learning algorithm. He can thus replicate the behavior of the attacked system using the surrogate data \( \hat{D} \), to construct a set of attack samples. The effectiveness of these attacks is then assessed against the targeted system.

Although there exists arguments of how realistic are both PK and LK attacks, in common practice of computer security, we dare the erring of overestimating the attacker’s capabilities rather than underestimating them.
### 3.3.3 Adversarial Influence

The adversarial influence defines how and to what extent the attacker can control the learning process. As for supervised learning, the attacker can influence both training and test phases, or only at test phase, respectively exercising a **causative** or **exploratory** influence (more commonly referred to as poisoning and evasion attacks) \[7, 59, 16\]. Although modifying data at test time does not affect the learning process directly, it may nevertheless influence the security of the corresponding classifier against evasion attacks at test time, as also highlighted in recent work \[74, 131\]. Therefore, evasion should be considered as a plausible attack scenario.
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**Figure 3.2:** Causative and exploratory attacks on binary classification. On the top row, causative attack injects a negative sample into training dataset, which changes the classification boundary. On the bottom row, exploratory attack aims to find an equivocal spot in the data space to let a negative sample evade being detected, but the classification boundary stays untouched.

**Causative (poisoning) attacks.** The attacker is often assumed to control a small percentage of the training data \(D_{tr}\) by injecting a fraction of well-crafted attack samples. The ability to manipulate their feature values and labels depends on how labels are assigned to the training data; e.g., if malware is collected via honeypots \[119\], and labeled with some anti-virus software, the attacker has to construct poisoning samples under the constraint that they will be labeled as expected by the given anti-virus. In this way, obviously, the training dataset is ‘poisoned’ and mislead the classifier to construct less effective predictive function.
Exploratory (evasion) attacks, the attacker manipulates malicious data at test time to evade detection. Clearly, malicious samples have to be manipulated without affecting their malicious functionality, e.g., malware code has to be obfuscated without compromising the exploitation routine. In several cases, these constraints can be encoded in terms of distance measures between the original, non-manipulated attack samples and the manipulated ones [36, 76, 49, 123, 24, 12]. The attackers explore the boundary of targeted classifier and tries to mimic equivocal instances to get evaded.

We illustrate the causative and exploratory attacks on the case of binary classification in Fig. 3.2, which presents the fundamental difference of two types of adversarial attacks.

### 3.3.4 Summary

<table>
<thead>
<tr>
<th>Exploratory</th>
<th>Integrity</th>
<th>Availability</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>targeted</strong></td>
<td>Misclassifying a specific subset of positive samples.</td>
<td>Generally harm the learner’s prediction on any of a specific subset samples.</td>
</tr>
<tr>
<td><strong>indiscriminate</strong></td>
<td>Misclassifying positive samples generally.</td>
<td>The learner’s prediction on any samples is compromised.</td>
</tr>
<tr>
<td>Causative</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>targeted</strong></td>
<td>Classifier is mis-trained on particular positive samples.</td>
<td>Classifier is mis-trained on particular subset of samples.</td>
</tr>
<tr>
<td><strong>indiscriminate</strong></td>
<td>Classifier is mis-trained generally on positive samples</td>
<td>Classifier is mis-trained generally on all samples.</td>
</tr>
</tbody>
</table>

**Table 3.2**: Taxonomy of adversarial attacks in different axises.

We classify types of adversarial attacks mainly along three axises, i.e., attacks on security violation, attacks according to adversaries’ capacity and their impact on targeted systems. A clear taxonomy of potential adversarial attacks suggests constructive strategies of countering against those threats on targeted learning systems. Security-sensitive applications, e.g., IDS, Anti-virus softwares, enhance their systems with focus on security violation by adversaries. Compromise on both integrity and availability would not only harm the applications, but also the assets under their protection would suffer from enormous lost. In order to protect against those potential threats, it is wise to follow the common practice in computer security, that is, rather than underestimating attackers we should overestimate their capacity and knowledge of the underlying systems, such that security engineers would put more effort to solidify the system design. At least the consolidation will force the adversaries to put more effort (e.g., time, skill, money) to crack their targets, that will help the defenders finally take the lead of the arms races.
Finally we summarize the taxonomy of adversarial attacks in Table 3.2. Note that all the attacks listed can either be a Perfect Knowledge attack or a Limited Knowledge attack depending on the knowledge level of the attacker.

3.4 Adversarial Attack Scenarios

We complete the adversarial learning theory by introducing some common attack scenarios, each of which aligns the taxonomy of the adversarial attacks. In practices, attackers will firstly define their goals, which are normally associated with the security violation. Besides, attackers specify whether they attempt to compromise the system generally (indiscriminate) or just fail the system on a particular set of data (targeted). In many cases, adversaries design their attack path either as causative or exploratory. In causative attack, mostly the classifier will be mis-trained on a contaminated (poisoned) training set, which will harm the availability of the system eternally. In exploratory attack, the attacker creates a particular set of carefully designed samples to bypass the classifier, where the integrity is often violated.

Indiscriminate Causative Integrity Attack

The indiscriminate causative integrity attack (ICIA) causes the classifier compromised on positive samples. Causative attacks usually come with a degeneration on the classifier itself, where the classifier is mis-trained on some poisoned dataset. Again, we employ the spam filter $f$ as an example, which is a binary classifier.

Suppose we have an attacker $K$ who gains a limited knowledge set of the spam filter $\theta = (D_p, S(D_tr), h(D_tr))$, where $D_p \in D_tr$ and $D_tr$ is the emails used to train the spam filter. The attacker starts to inject a subset of malicious emails $A$ as initial attack. Assuming the spam filter is not aware of the attack, the attacker will simulate the retraining on $\{D_p \cup A\}$ to get a compromised version $f_A$. The attacker evaluates the effect of attack $A$ on a separate evaluation dataset $D_{vd}$. To select the most effective attack $A^*$, the false negative is to be maximized.

$$A^* = \arg \max_{A \in \Phi(A)} FN(y_i, f_A(x_i)), \ (x_i, y_i) \in D_{vd}$$ (3.6)

Solving the optimization problem the attacker can find an optimal attack set $A^*$ under the limited knowledge $\theta$, which is required to retrain the poisoned classifier $f_A$. The convergence and complexity of the attack depends on the objective function $FN(\cdot)$, where it refers to the false negative on the evaluation set $D_{vd}$ in this case.

Indiscriminate Causative Availability Attack

On the other hand side, indiscriminate causative availability attack (ICAA) differs from ICIA on the security violation. It does not only affects positive samples, but on its
general predictive ability on all other data samples. Following the Eq. (3.6), we replace the objective function $F_N(\cdot)$ of the attacker with classification error.

$$A^* = \arg \max_{A \in \Phi(A)} \frac{1}{2m} \sum_{i=1}^{m} |y_i - f_A(x_i)|,$$  \quad ||D_{eval}|| = m \text{ and } (x_i, y_i) \in D_{vd} \quad (3.7)$$

After injecting $A^*$ in the dataset $D_{tr}$ on the spam filter, the availability of the service is thus violated, since it does not provide robust prediction on the data from the evaluation set $D_{vd}$, which is from the same distribution as $D_{tr}$.

**Targeted Exploratory Integrity Attack**

Another main attack explores the boundary of a classifier, for instance, the targeted exploratory integrity attack (TEIA) explores a set of attack $A$ consisting of a number of positive samples (spams), which are misclassified as legitimate. The exploratory attack does not have impact on the spam filter itself, therefore it does not necessarily require the information about feature set $S(D_{tr})$ and the learning algorithm $h(D_{tr})$. Nevertheless, the attacker can submit sufficiently large number of queries $D_q$ to the spam filter, and the responses $t_q$ are as well available. Suppose the attacker creates a set of attacks $\Phi(A) \in D_q$, which are sent over to the spam filter. Optimal attack $A^*$ is computed by maximizing the false negative on $A^*$, which always carry malicious content designed by the attacker.

$$A^* = \arg \max_{A \in \Phi(A)} FN(y_i, f(x_i)), \quad (x_i, y_i) \in A \quad (3.8)$$

The only variable in TEIA is the attack samples $A$. Since the number of permitted queries $D_q$ is sufficiently large, this allows the attack samples $A$ to explore the data space separating by the classifier $f$ without much constraints. The attacker can introduce arbitrary modification on $A$ as long as they carry the spam content (e.g., advertisement, attachment), and this is particularly realistic by adding a few legitimate words to obfuscate a normal email.

**Targeted Exploratory Availability Attack**

The targeted exploratory availability attack (TEAA) is less common than previous three attacks. Replacing the objective function in Eq. (3.8), we obtain the attack objective for TEAA.

$$A^* = \arg \max_{A \in \Phi(A)} \frac{1}{2m} \sum_{i=1}^{m} |y_i - f(x_i)|,$$  \quad ||A|| = m \text{ and } (x_i, y_i) \in A \quad (3.9)$$

The main difference with TEIA is that the attack $A$ explores the data space in more directions. The attacks obfuscate themselves not only as normal samples but also as
malicious samples. This is very useful when the attacker aims to modify a legitimate email such that it will not be received by the recipients. If the network traffic is eavesdropped, the attacker can introduce arbitrary spam content to legitimate emails, so that the emails are misclassified as spams without directly modifying the spam filter. The consequence can be significantly harmful since the attackers might not be detected at all for quite a long time.

In summary we have introduced the most frequently four adversarial attacks, although there exists other combination of attacks, e.g., causative attack can be targeted on a specific subset of samples, and also the exploratory attack might be also interested at dataset from a certain distribution generally. However, in most cases, we do expect the causative attack affects the classifier directly, and it leads to system degeneration generally on unseen data. For the exploratory attack, it explores mainly the boundary of the learner and will not affect the legitimate function at all, therefore it is more possibly targeted. In the next chapters we extend our analysis on adversarial learning from both causative and exploratory attacks, which constitute the foundation of this research field.
Causative Attacks

In the taxonomy of adversarial attacks, we have shown that there exists two main streams of attacks invoking researchers’ attention in recent years, namely the causative attack and exploratory attack. In this chapter we introduce the causative attack in details, more specifically, real adversarial attack examples on certain learning algorithms are expanded for deeper understanding the mechanism of causative attacks. We believe that only by knowing the attackers’ strategy we would be able to depict an entire picture of the arms race games between the defenders and the attackers. In this proactive arms race problem, we take the role of an adversary and conduct effective attacks on targeted systems, as well as the valuable assets under protection.

Causative attacks (may also often be referred as poisoning attack) will fundamentally change the properties of the targeted classifier, whose prediction might fail specifically or generally on data samples. Recent years research in this field has successfully presented the proof-of-concept in many literatures. For instance, it has been shown that it is possible to gradually poison a spam filter, an intrusion detection system, and even a biometric verification system (more in general a classification algorithm) by exploiting their update mechanisms that enable the adversary to manipulate some portion of the underlying training data [90, 91, 106, 17, 14, 65, 66, 20, 13]; As advocated in a recent workshop [62], poisoning attacks are an emerging security threat for data-driven technologies, and could become the most relevant one in the coming years, especially in the so-called big-data scenario dominated by data-driven technologies. From a practical perspective, poisoning attacks are already a pertinent scenario in several applications. In collaborative spam filtering, classifiers are retrained on emails labeled by end users. Attackers owning an authorized email account protected by the same anti-spam filter may thus arbitrarily manipulate emails in their inbox, i.e., part of the training data used to update the classifier. Some systems may even ask directly to users to validate their decisions on some submitted samples, and use their feedback to update the classifier (see, e.g., PDFRate, an online tool for detecting PDF malware designed by [116]). Furthermore, in several cases obtaining accurate labels, or validating the available ground
truth may be expensive and time-consuming; *e.g.*, if malware samples are collected from the Internet, by means of honeypots, *i.e.*, machines that purposely expose known vulnerabilities to be infected by malware [119], or other online services, like VirusTotal,² labeling errors are possible. Work by [106] and [90] has shown the potential of poisoning attacks against PCA-based malicious traffic detectors and spam filters, and proposed robust techniques to mitigate their impact. More recently, [83] have demonstrated how to poison latent Dirichlet allocation to drive its selection of relevant topics towards the attacker’s choice.

It is thus not absurd to assume that a privileged adversary may partially gain access to the training dataset, which may or may not be extremely confidential to the learning system. Although in fact, poisoning attacks by manipulation of the training data have been differently countered with data sanitization (*i.e.*, a form of outlier detection) [34, 90, 91], multiple classifier systems [11], and robust statistics [106]. And robust statistics have also been exploited to formally show that the influence function of SVM-like algorithms can be bounded under certain conditions [32]; *e.g.*, if the kernel is bounded. Despite the fact that this ensures some degree of robustness against small perturbations of training data, it may still be desirable to improve the security of learning algorithms against poisoning.

To study the poisoning (causative) attacks, we firstly investigate a theoretically solid defined learning model, namely Support Vector Machines (SVMs), and then we extend our analysis on embedded feature selection algorithms, which are also regarded as very solid machine learning technique combining feature selection and training. Causative attacks on these learning algorithms present a message that learning algorithms may not always deliver promising results on predicting unseen data if the stationary assumption does not hold any longer due to the perturbation induced by adversaries. Algorithms discussed in this chapter may represent a family of learning models, namely the Tikhonov regularization. It has been proved that many machine learning algorithms can be converted as some kind of regularization problem. Therefore we believe our state-of-art analysis of causative attacks will have larger impact on intelligent systems reasonably.

### 4.1 Causative Label Flips Attacks on SVMs

We start our first security analysis on Support Vector Machines (SVMs), which are regarded as one of the most frequently used classifiers² by practitioners. We investigate the vulnerability of SVMs to a specific kind of training data manipulation (Poisoning), *i.e.*, worst-case label noise. This can be regarded as a carefully-crafted causative attack where the partial labels of the training data are purposely reversed to maximize SVM’s classification error. Note that we will intensively use the term poisoning instead of

---

¹[http://virustotal.com](http://virustotal.com)
²SVMs can also be applied for regression and clustering problem, namely Support Vector Regression and Support Vector Clustering.
4.1 Causative Label Flips Attacks on SVMs

causative, since it is more straightforward to show the essential of the attack itself, the term Poisoning indicates the training dataset is contaminated by some malicious activities. In our case, a portion of training labels are flipped.

While stochastic label noise has been widely studied in the machine learning literature, to account for different kinds of potential labeling errors in the training data [64, 45], only a few works have considered adversarial, worst-case label noise, neither from theoretical [26] nor practical perspective [19, 140]. In [64, 26] the impact of stochastic and adversarial label noise on the classification error have been theoretically analyzed for the probably-approximately-correct learning model, deriving lower bounds on the classification error as a function of the fraction of flipped labels \( \eta \); In particular, the test error can be lower bounded by \( \frac{\eta}{1 - \eta} \) and \( 2\eta \) for stochastic and adversarial label noise, respectively. In recent work [19, 140], instead, we have focused on deriving more practical attack strategies to maximize the test error of an SVM given a permitted number of allowed label flips in the training data. Given that the cost of flipping training labels can be very expensive, it is reasonable to constrain the attacker with a budget of maximal number of label flipping. However, finding the worst (most effective) label flips is generally computationally demanding, we have devised proper heuristic methods to find approximate solutions more efficiently. By polluting the training data partially, the SVMs will retrain on the contaminated dataset and finally update its classification boundary which affects future predictions in general, therefore we categorize our label flips attack as a Indiscriminate Causative Availability Attack (ICAA). To our knowledge, these are the only works devoted to understanding how SVMs can be affected by adversarial label noise.

From a more practical viewpoint, the problem is of interest, since attackers may concretely have access and change some of the training labels in a number of cases. For instance, if feedback from end-users is exploited to label data and update the system, as in collaborative spam filtering, an attacker may have access to an authorized account (e.g., an email account protected by the same anti-spam filter), and manipulate the labels assigned to her samples. In other cases, a system may even ask directly users to validate its decisions on some submitted samples, and use them to update the classifier (see, e.g., PDFFRate, an online tool for detecting PDF malware [116]). The practical relevance of poisoning attacks has also been recently discussed in the context of the detection of malicious crowdsourcing websites that connect paying users with workers willing to carry out malicious campaigns (e.g., spam campaigns in social networks) — a recent phenomenon referred to as crowdturfing. In fact, administrators of crowdturfing sites can intentionally pollute the training data used to learn classifiers, as it comes from their websites, thus being able to launch poisoning attacks [132].

We start our work on poisoning SVMs [19, 140] by describing our previously-defined attacks (Sects. 4.1.3 and 4.1.5), and then propose two heuristic approaches. One has been inspired from previous work on SVM poisoning [20] and incremental learning [28, 39],
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and makes use of a continuous relaxation of the label values to greedily maximize the SVM’s test error through gradient ascent (Sect. 4.1.4). The other exploits a breadth first search to greedily construct sets of candidate label flips that are correlated in their effect on the test error (Sect. 4.1.6). As in [19, 140], we aim at analyzing the maximum performance degradation incurred by an SVM under adversarial label noise, to assess whether these attacks can be considered a relevant threat.

In this worst-case study, we assume that the attacker has perfect knowledge of the attacked system and of the training data, and we left the investigation on how to develop such attacks under limited knowledge of the training data for the future work. For simplicity, we further assume that the adversary share the same cost of flipping each label, independently from the corresponding data point. In practice, this might not be true for both positive and negative samples. We demonstrate the effectiveness of the proposed causative attacks by reporting experiments on both synthetic and real-world datasets (Sect. 4.1.7). Finally we conclude in Sect. 4.1.8 with a discussion on the contributions of this work, its limitations, and future research, also relationship to the application of other techniques, including semi-supervised and active learning.

### 4.1.1 Support Vector Machines and Notation

We revisit here structural risk minimization and SVM learning, and introduce the framework that will be used to motivate our attack strategies for adversarial label noise.

In risk minimization, the goal is to find a hypothesis \( f : \mathcal{X} \to \mathcal{Y} \) that represents an unknown relationship between an input \( \mathcal{X} \) and an output space \( \mathcal{Y} \), captured by a probability measure \( P \). Given a non-negative loss function \( \ell : \mathcal{Y} \times \mathcal{Y} \to \mathbb{R} \) assessing the error between the prediction \( \hat{y} \) provided by \( f \) and the true output \( y \), we can define the optimal hypothesis \( f^* \) as the one that minimizes the expected risk

\[
R(f, P) = \mathbb{E}_{(x, y) \sim P} \left[ \ell (f(x), y) \right]
\]

over the hypothesis space \( \mathcal{F} \), i.e., \( f^* = \arg \min_{f \in \mathcal{F}} R(f, P) \).

Although \( P \) is not usually known, and thus \( f^* \) can not be computed directly, a training dataset \( D_{tr} = \{(x_i, y_i)\}_{i=1}^n \) of i.i.d. samples drawn from \( P \) are often available. In many cases a learning algorithm \( h \) can be used to find a suitable hypothesis. According to structural risk minimization [128], the learner \( h \) minimizes a sum of a regularizer and the empirical risk over the data:

\[
h(D_{tr}) = \arg \min_{f \in \mathcal{F}} \left[ \Omega(f) + C \cdot \hat{R}(f, D_{tr}) \right], \quad (4.1)
\]

where the regularizer \( \Omega(f) \) is used to penalize excessive hypothesis complexity and avoid overfitting, and the empirical risk \( \hat{R}(f, D_{tr}) \) is given by

\[
\hat{R}(f, D_{tr}) = \frac{1}{n} \sum_{i=1}^n \ell (f(x_i), y_i), \quad (4.2)
\]
and $C > 0$ is a parameter that controls the trade-off between minimizing the empirical loss and the complexity of the hypothesis. Given a reasonable large set of training dataset $\mathcal{D}_{tr}$, the empirical risk is upper bounded [129].

The SVM is an example of a binary linear classifier developed according to the aforementioned principle. It makes predictions in $\mathcal{Y} = \{-1, +1\}$ based on the sign of its real-valued discriminant function $f(\mathbf{x}) = \mathbf{w}^\top \mathbf{x} + b$; i.e., $\mathbf{x}$ is classified as positive if $f(\mathbf{x}) \geq 0$, and negative otherwise. The SVM uses the hinge loss $\ell(f(\mathbf{x}), y) = \max(0, 1 - y f(\mathbf{x}))$ as a convex surrogate loss function, and a quadratic regularizer on $\mathbf{w}$, i.e., $\Omega(f) = \frac{1}{2} \mathbf{w}^\top \mathbf{w}$. Thus, SVM learning can be formulated according to Eq. (4.1) as the following convex quadratic programming problem:

$$
\begin{align*}
\min_{\mathbf{w}, b} & \quad \frac{1}{2} \mathbf{w}^\top \mathbf{w} + C \sum_{i=1}^{n} \max(0, 1 - y_i f(\mathbf{x}_i)) \\
\text{s.t.} & \quad \mathbf{y}^\top \mathbf{\alpha} = 0 
\end{align*}
$$

(4.3)

In practice, the SVM generalizes the test error by trading-off between the empirical risk, and the regularization term that avoids overfitting. Geometrically the SVM separates the closest point (support vectors) of the two classes with the largest margin such that most of points are lying on the correct side divided by the margin. An important property of SVMs arises from their dual formulation, which only requires computing inner products between samples during training and classification, thus avoiding the need of an explicit feature representation. Accordingly, non-linear decision functions in the input space can be transformed as a linear case using kernel functions, i.e., inner products in implicitly-mapped feature spaces. In this case, the SVM’s decision function is given as

$$
\begin{align*}
f(\mathbf{x}) = \sum_{i=1}^{n} \alpha_i y_i k(\mathbf{x}, \mathbf{x}_i) + b,
\end{align*}
$$

where $k(\mathbf{x}, \mathbf{z}) = \phi(\mathbf{x})^\top \phi(\mathbf{z})$ is the kernel function, and $\phi$ denotes the implicit feature mapping. The SVM’s dual parameters $(\alpha, b)$ are found by solving the dual QP problem:

$$
\begin{align*}
\min_{0 \leq \alpha \leq C} & \quad \frac{1}{2} \mathbf{\alpha}^\top Q \mathbf{\alpha} - \mathbf{1}^\top \mathbf{\alpha} \\
\text{s.t.} & \quad \mathbf{y}^\top \mathbf{\alpha} = 0 
\end{align*}
$$

(4.4)

where $Q = \mathbf{y} \mathbf{y}^\top \circ K$ is the label-annotated version of the (training) kernel matrix $K$. The bias term $b$ is computed from the corresponding Karush-Kuhn-Tucker (KKT) conditions, to satisfy the equality constraint $\mathbf{y}^\top \mathbf{\alpha} = 0$ (see, e.g., [31]).

However, we are not only interested in how the hypothesis is chosen but also how it performs on a second validation or test dataset $\mathcal{D}_{vd}$, which may be possibly drawn from a different distribution $\tilde{P}$. We thus define the error measure

$$
\begin{align*}
V_h(\mathcal{D}_{tr}, \mathcal{D}_{vd}) = \|f_{\mathcal{D}_{tr}}\|^2 + C \cdot \tilde{R}(f_{\mathcal{D}_{tr}}, \mathcal{D}_{vd}) 
\end{align*}
$$

(4.5)

which implicitly uses $f_{\mathcal{D}_{tr}} = h(\mathcal{D}_{tr})$. This function evaluates the structural risk of a hypothesis $f_{\mathcal{D}_{tr}}$ that is trained on $\mathcal{D}_{tr}$ but evaluated on $\mathcal{D}_{vd}$, and will form the foundation for
our label flipping attacks of training dataset poisoning. Moreover, since we are only concerned with label flips and their effect on the learner, for simplicity we use the notation $V_h(z, y)$ to denote the above error measure when the datasets differ only in the labels $z$ used for training and $y$ used for evaluation; i.e., $V_h(z, y) = V_h(\{(x_i, z_i)\}, \{(x_i, y_i)\})$.

4.1.2 Label Flips Attack Modeling on SVMs

In proactive arms race problem, we expect the classifier to simulate the adversarial behavior to analyze the learning algorithm by attacking it. To gain more insights on whether and to what extent the SVM may be affected by the presence of well-crafted mislabeled instances in the training data, we start to build an adversarial learning model. We assume the presence of an attacker whose goal is to cause a denial of service (availability), i.e., to maximize the SVM’s classification error generally, by changing the labels of $L$ samples in the training set at most. Similarly to [140, 20], the adversarial learning problem can be modeled as follows.

In a higher level abstraction we assume there is some learning algorithm $h$ known to the adversary that maps a training dataset into hypothesis space:

$$h: (\mathcal{X} \times \mathcal{Y})^n \rightarrow \mathcal{F}$$

With a strong support of the stationary assumption, the training dataset $(\mathcal{X}, \mathcal{Y}) \in \mathcal{D}_{tr}$ follows a certain distribution which implies that there is at least one (sub-)optimal learning algorithm $h^*$ that preserves the best generalization ability. Being disturbed by potential adversaries, the learning algorithm could be shifted within the hypothesis space $\mathcal{F}$, which could be distant from optimum. Although this mechanism could be applied on any learning algorithm, we consider the SVM as the objective, which has been already reasonably discussed above.

Consider that the learner is typically not aware of the threats induced by the adversary, who launches the attack with a simple and straightforward goal of maximizing the classification error (i.e., the risk) generally on both seen and unseen data. By contaminating the training dataset, the hypothesis is selected based on the poisoned data drawn from a potentially adversarial data distribution $\hat{\mathcal{P}}$ over $\mathcal{X} \times \mathcal{Y}$. However, the adversary’s capability of manipulating the training data is bounded by forcing the adversarial data distribution $\hat{\mathcal{P}}$ to be within a neighborhood of (i.e., “sufficiently close to”) the original distribution $\mathcal{P}$, such that it will not deviate too much from the real observations. Also for a worst-case label flip attack, the attacker is restricted to only change the labels of training samples in $\mathcal{D}_{tr}$ and is only allowed to change at most $L$ labels to achieve the maximal classification risk of $h$ — $L$ bounds the attacker’s capability, and it is fixed $a$
priori. Thus, the problem can be formulated as

\[
\begin{align*}
\mathbf{y}' = \arg \max_{\mathbf{z} \in \mathbb{Y}^n} & \quad R(f_{\mathbf{z}}(\mathbf{x}), P), \\
\text{s.t.} & \quad f_{\mathbf{z}} = h\left(\{(\mathbf{x}_i, z_i)\}_{i=1}^n\right), \\
& \quad \sum_{i=1}^n 1_{z_i \neq y_i} \leq L,
\end{align*}
\]  

(4.6)

where \(1\) is the indicator function, which returns one if the argument is true, and zero otherwise. However, as with the learner, the true risk \(R\) cannot be assessed because \(P\) is also unknown to the adversary. As with the learning paradigm described above, the risk used to select \(\mathbf{y}'\) can be approximated using by the regularized empirical risk with a convex loss. Thus the objective in Eq. (4.6) becomes simply \(V_h(\mathbf{z}, \mathbf{y})\) where, notably, the empirical risk is measured with respect to the true dataset \(D_{\text{tr}}\) with the original labels. For the SVM and hinge loss, this yields the following problem:

\[
\begin{align*}
\max_{\mathbf{z} \in \{-1, +1\}^n} & \quad \frac{1}{2} \mathbf{\alpha}^\top Q \mathbf{\alpha} + C \sum_{i=1}^n \max(0, 1 - y_i f_{\mathbf{z}}(\mathbf{x}_i)), \\
\text{s.t.} & \quad (\mathbf{\alpha}, b) = h_{\text{SVM}}\left(\{(\mathbf{x}_i, z_i)\}_{i=1}^n\right), \\
& \quad \sum_{i=1}^n 1_{z_i \neq y_i} \leq L.
\end{align*}
\]  

(4.7)

where \(f_{\mathbf{z}}(\mathbf{x}) = \sum_{j=1}^n z_j \alpha_j K(\mathbf{x}_j, \mathbf{x}) + b\) is the SVM’s dual discriminant function learned on the tainted data with labels \(\mathbf{z}\). Note that the difference in the tainted dataset lies in the labels \(\mathbf{z}\) only, which is a measurable variable.

Nevertheless the optimization in Eq. (4.7) involves a subset selection problem of flipped labels \(\mathbf{z}\) and a second level minimization problem for SVM learning, this is a \(\mathcal{NP}\)-hard problem which can not be easily solved. Therefore in the next sections we present a set of heuristic methods to find approximate solutions to the posed problem efficiently; in particular, in Sect. 4.1.3 we propose a fundamental label flips attack assuming the classifier does not change during the label flips, while the effectiveness of attack is evaluated afterwards under retraining. In Sect. 4.1.4 we present a similar but novel approach for adversarial label flips using continuous label relaxation of Problem. Furthermore in Sect. 4.1.5 we present an improved, modified version of the approach in [19], and in Sect. 4.1.6 we finally present another, novel approach for adversarial label flips that aims to invert clusters of labels that are ‘correlated’ in their adversarial effect.

### 4.1.3 Adversarial Label Flip Attack

We propose firstly a near-optimal label flip attack named Adversarial Label Flip Attack (\(\text{alf}a\)). It is formulated under the assumption that the attacker can maliciously manipulate the set of labels to maximize the empirical loss of the original classifier on the tainted dataset, while the classification algorithm preserves its generalization on the tainted dataset without noticing it. The consequence of this attack misleads the classifier
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to an erroneous shift of the decision boundary, which most deviates from the untainted
original data distribution.

As discussed above, given the ‘clean’ dataset \( D_\text{tr} \) with \( n \) labels \( y \), the adversary aims
to flip at most \( L \) labels to form a set of tainted labels \( z \) that maximize the empirical risk
\( V_h(z, y) \). Alternatively, we can pose this problem as a search for labels \( z \) that achieve the
maximal discrepancy between the empirical risk evaluated on \( z \) and \( y \), respectively.
The attacker’s objective can thus be expressed as

\[
\min_{z \in \{-1,+1\}^n} V_h(z, z) - V_h(y, z) ,
\] (4.8)

\[
\text{s.t. } \sum_{i=1}^n 1_{z_i \neq y_i} \leq L .
\]

To solve this problem, we note that the \( \hat{R}(f, D_\text{vd}) \) component of \( V_h \) is a sum of losses over
the data points, and the evaluation set \( D_\text{vd} \) only differs in its labels. Thus, for each data
point \( x_i \), either we will have either the term \( \ell(f(x_i), y_i) \) or \( \ell(f(x_i), -y_i) \) contributing
to the risk. Introducing an indicator vector \( q = \{q_i = +1 \text{ or } -1\}_{i=1}^n \), the attacker’s
objective can be rewritten as the problem of minimizing the following expression with
respect to \( q \) and \( f \):

\[
\mathcal{W} = \arg \min_q \left( \|f\|^2 + C \sum_{i=1}^n (1 - q_i) \cdot [\ell(f(x_i), y_i) - \ell(f_y(x_i), y_i)] + q_i \cdot [\ell(f(x_i), -y_i) - \ell(f_y(x_i), -y_i)] \right).
\]

In this expression, the dataset is effectively duplicated and either \((x_i, y_i)\) or \((x_i, -y_i)\) are
selected for the set \( D_\text{vd} \). The \( q_i \) variables are used to select an optimal subset of labels
\( y_i \) to be flipped for optimizing \( f \).

When \texttt{alfa} is applied to the SVM, we replace the loss function \( \ell \) with the hinge loss and
the primal SVM formulation from Eq. (4.3). We denote with \( \xi_0 = \max(0, 1 - y_if(x_i)) \) and \( \xi_i = \max(0, 1 + y_if(x_i)) \) the \( i \)th loss of classifier \( f_y \) when the \( i \)th label is respectively
kept unchanged or flipped. Similarly, \( \epsilon_i^0 \) and \( \epsilon_i^1 \) are the corresponding slack variables
for the new classifier \( f \). The \texttt{alfa} attack framework can then be expressed as:

\[
\min_{q, w, e^0, e^1, b} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^n \left[ (1 - q_i) \cdot (\epsilon_i^0 - \xi_i^0) + q_i \cdot (\epsilon_i^1 - \xi_i^1) \right] ,
\] (4.9)

\[
\text{s.t. } 1 - \epsilon_i^0 \leq y_i(w^\top x_i + b) \leq \epsilon_i^1 - 1, \quad \epsilon_i^0, \epsilon_i^1 \geq 0 , \quad \sum_{i=1}^n q_i \leq L, \quad q_i \in \{0, 1\} .
\]

To avoid integer programming which is generally \( \mathcal{NP} \)-hard, the indicator variables \( \{q_i\} \)
are relaxed as continuous variable in \([0, 1]\). The minimization problem in Eq. (4.9) is
then decomposed into two iterative sub-problems. First, by fixing \( q \), the summands
\( \xi_0 + q_i(\xi_0^0 - \xi_i^1) \) are constant, and thus the minimization reduces to the following QP
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Algorithm 1: alfa

Input: Clean training set $\mathcal{D}_{tr} = \{\mathbf{x}_i, y_i\}_{i=1}^n$, maximum number of label flips $L$.
Output: Tainted training set $\mathcal{D}_{tr}'$.

1. Find $f_y$ by solving Eq. (4.3) on $\mathcal{D}_{tr}$; /* QP */
2. foreach $(\mathbf{x}_i, y_i) \in \mathcal{D}_{tr}$ do
3. $\xi_0^i \leftarrow \max(0, 1 - y_i f_y(\mathbf{x}_i))$;
4. $\xi_1^i \leftarrow \max(0, 1 + y_i f_y(\mathbf{x}_i))$;
5. $\epsilon_0^i \leftarrow 0$, and $\epsilon_1^i \leftarrow 0$;
6. repeat
7. Find $q$ by solving Eq. (4.11); /* LP */
8. Find $\epsilon^0, \epsilon^1$ by solving Eq. (4.10); /* QP */
9. until convergence;
10. $v \leftarrow \text{Sort}([q_1, \ldots, q_n], \text{“descend”}); /* v are sorted indices from n + 1 */
11. for $i \leftarrow 1$ to $n$ do $z_i \leftarrow y_i$;
12. for $i \leftarrow 1$ to $L$ do $z_v[i] \leftarrow -y_v[i]$;
13. return $\mathcal{D}_{tr}' \leftarrow \{(\mathbf{x}_i, z_i)\}_{i=1}^n$;

problem:

$$\min_{w, e^0, e^1, b} \frac{1}{2} ||w||^2 + C \sum_{i=1}^n [(1 - q_i)\epsilon^0_i + q_i\epsilon^1_i] ,$$ (4.10)

s.t. $1 - \epsilon^0_i \leq y_i (w^\top \mathbf{x}_i + b) \leq \epsilon^1_i - 1, \quad \epsilon^0_i, \epsilon^1_i \geq 0$.

Second, fixing $w$ and $b$ yields a set of fixed hinge losses, $e^0$ and $e^1$. The minimization over (continuous) $q$ is then a linear programming problem (LP):

$$\min_{q \in [0,1]^n} C \sum_{i=1}^n (1 - q_i)(\epsilon^0_i - \xi^0_i) + q_i(\epsilon^1_i - \xi^1_i) ,$$ (4.11)

s.t. $\sum_{i=1}^n q_i \leq L$.

After convergence of this iterative approach, the largest subset of $q$ corresponds to the near-optimal label flips within the budget $L$. The complete alfa procedure is given as Algorithm 1.

4.1.4 ALFA with Continuous Label Relaxation (alfa-cr)

The underlying idea of the method presented in this section is to solve Eq. (4.7) using a continuous relaxation of the problem. In particular, we relax the constraint that the tainted labels $z \in \{-1, +1\}^n$ have to be discrete, and let them take continuous real
values on a bounded domain. We thus maximize the objective function in Eq. (4.7) with respect to \( z \in [z_{\min}, z_{\max}]^n \subseteq \mathbb{R}^n \). Within this assumption, we optimize the objective through a simple gradient-ascent algorithm, and iteratively map the continuous labels to discrete values during the gradient ascent. The gradient derivation and the complete attack algorithm are reported in Sects. 4.1.4.

**Gradient Computation**

Let us first compute the gradient of the objective in Eq. (4.7), starting from the loss-dependent term \( \sum_i \max(0, 1 - y_i f_z(x_i)) \). Although this term is not differentiable when \( y_i f_z(x_i) = 1 \), it is possible to consider a subgradient that is equal to the gradient of \( 1 - y_i f_z(x_i) \), when \( y_i f_z(x_i) < 1 \), and to 0 otherwise. The gradient of the loss-dependent term is thus given as:

\[
\frac{\partial}{\partial z} \left( \sum_i \max(0, 1 - y_i f_z(x_i)) \right) = -\sum_{i=1}^n \delta_i \frac{\partial v_i}{\partial z}, \tag{4.12}
\]

where \( \delta_i = 1 \) (0) if \( y_i f_z(x_i) < 1 \) (otherwise), and

\[
v_i = y_i \left( \sum_{j=1}^n K_{ij} z_j (z) \alpha_j (z) + b(z) \right) - 1, \tag{4.13}
\]

where we explicitly account for the dependency on \( z \). To compute the gradient of \( v_i \), we derive this expression with respect to each label \( z_\ell \) in the training data using the product rule:

\[
\frac{\partial v_i}{\partial z_\ell} = y_i \left( \sum_{j=1}^n K_{ij} z_j (z) \frac{\partial \alpha_j}{\partial z_\ell} + K_{i\ell} \alpha_\ell + \frac{\partial b}{\partial z_\ell} \right). \tag{4.14}
\]

This can be compactly rewritten in matrix form as:

\[
\frac{\partial v}{\partial z} = (yz^\top \circ K) \frac{\partial \alpha}{\partial z} + K \circ (y\alpha^\top) + y \frac{\partial b}{\partial z}, \tag{4.15}
\]

where, using the numerator layout convention,

\[
\frac{\partial \alpha}{\partial z} = \begin{bmatrix} \frac{\partial \alpha_1}{\partial z_1} & \cdots & \frac{\partial \alpha_n}{\partial z_n} \\ \vdots & \ddots & \vdots \\ \frac{\partial \alpha_n}{\partial z_1} & \cdots & \frac{\partial \alpha_n}{\partial z_n} \end{bmatrix}, \quad \frac{\partial b}{\partial z} = \begin{bmatrix} \frac{\partial b_1}{\partial z_1} \\ \vdots \\ \frac{\partial b_n}{\partial z_n} \end{bmatrix}, \text{ and simil. } \frac{\partial v}{\partial z}.
\]

The expressions for \( \frac{\partial \alpha}{\partial z} \) and \( \frac{\partial b}{\partial z} \) required to compute the gradient in Eq. (4.15) can be obtained by assuming that the SVM solution remains in equilibrium while \( z \) changes smoothly. This can be expressed as an adiabatic update condition using the technique
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introduced in [28, 39], and exploited in [20] for a similar gradient computation. Observe that for the training samples, the KKT conditions for the optimal solution of the SVM training problem can be expressed as:

\[ g = Q\alpha + z b - 1 \begin{cases} \text{if } g_i > 0, & i \in R \\ \text{if } g_i = 0, & i \in S \\ \text{if } g_i < 0, & i \in E \end{cases} \]  
\[ h = z^\top \alpha = 0 \, , \]  

(4.16)

(4.17)

where we remind the reader that, in this case, \( Q = zz^\top \circ K \). The equality in conditions Eqs. (4.16)-(4.17) implies that an infinitesimal change in \( z \) causes a smooth change in the optimal solution of the SVM, under the constraint that the sets \( R, S, \) and \( E \) do not change. This allows us to predict the response of the SVM solution to the variation of \( z \) as follows.

By differentiation of Eqs. (4.16)-(4.17), we obtain:

\[ \frac{\partial g}{\partial z} = Q \frac{\partial \alpha}{\partial z} + K \circ (z \alpha^\top) + z \frac{\partial b}{\partial z} + S \, , \]  
\[ \frac{\partial h}{\partial z} = z^\top \frac{\partial \alpha}{\partial z} + \alpha^\top \, , \]  

(4.18)

(4.19)

where \( S = \text{diag}(K(z \circ \alpha) + b) \) is an \( n \)-by-\( n \) diagonal matrix, whose elements \( S_{ij} = 0 \) if \( i \neq j \), and \( S_{ii} = f_z(x_i) \) elsewhere.

The assumption that the SVM solution does not change structure while updating \( z \) implies that

\[ \frac{\partial g}{\partial z} = 0, \quad \frac{\partial h}{\partial z} = 0, \]  

(4.20)

where \( s \) indexes the margin support vectors in \( S \) (from the equality in condition Eq. (4.16)). In the sequel, we will also use \( r, e, \) and \( n \), respectively to index the reserve vectors in \( R \), the error vectors in \( E \), and all the \( n \) training samples. The above assumption leads to the following linear problem, which allows us to predict how the SVM solution changes while \( z \) varies:

\[ \begin{bmatrix} Q_{ss} & z_s \\ z_s^\top & 0 \end{bmatrix} \begin{bmatrix} \frac{\partial \alpha}{\partial z} \\ \frac{\partial b}{\partial z} \end{bmatrix} = - \begin{bmatrix} K_{sn} \circ (z_s \alpha^\top) + S_{sn} \alpha^\top \end{bmatrix} \]  

(4.21)

The first matrix can be inverted using matrix block inversion [79]:

\[ \begin{bmatrix} Q_{ss} & z_s \\ z_s^\top & 0 \end{bmatrix}^{-1} = \frac{1}{\zeta} \begin{bmatrix} \zeta Q_{ss}^{-1} - \nu \nu^\top & \nu \\ \nu^\top & -1 \end{bmatrix} \]  

(4.22)

where \( \nu = Q_{ss}^{-1} z_s \) and \( \zeta = z_s^\top Q_{ss}^{-1} z_s \). Substituting this result to solve Eq. (4.21), one
obtains:

$$\frac{\partial \alpha}{\partial z} = \left( \frac{1}{\zeta} vv^\top - Q_{ss}^{-1} \right) (K_{sn} \circ (z_s \alpha^\top) + S_{sn}) - \frac{1}{\zeta} v \alpha^\top,$$

(4.23)

$$\frac{\partial b}{\partial z} = -\frac{1}{\zeta} v^\top (K_{sn} \circ (z_s \alpha^\top) + S_{sn}) + \frac{1}{\zeta} \alpha^\top.$$

(4.24)

The assumption that the structure of the three sets $S, R, E$ is preserved also implies that $\frac{\partial \alpha}{\partial z} = 0$ and $\frac{\partial \alpha}{\partial z} = 0$. Therefore, the first term in Eq. (4.15) can be simplified as:

$$\frac{\partial v}{\partial z} = (yz_s \circ K_{ns}) \frac{\partial \alpha_s}{\partial z} + K \circ (y \alpha^\top) + y \frac{\partial b}{\partial z}.$$

(4.25)

Eqs. (4.23) and (4.24) can be now substituted into Eq. (4.25), and further into Eq. (4.12) to compute the gradient of the loss-dependent term of our objective function.

As for the regularization term, the gradient can be simply computed as:

$$\frac{\partial}{\partial z} \left( \frac{1}{2} \alpha^\top Q \alpha \right) = \alpha \circ [K(\alpha \circ z)] + \frac{\partial \alpha^\top}{\partial z} Q \alpha.$$

(4.26)

Thus, the complete gradient of the objective in Problem (4.7) is:

$$\nabla_z V_h = \alpha \circ [K(\alpha \circ z)] + \frac{\partial \alpha^\top}{\partial z} Q \alpha - C \sum_{i=1}^{n} \delta_i \frac{\partial v_i}{\partial z}.$$

(4.27)

The structure of the SVM (i.e., the sets $S, R, E$) will clearly change while updating $z$, hence after each gradient step we should re-compute the optimal SVM solution along with its corresponding structure. This can be done by re-training the SVM from scratch at each iteration. Alternatively, since our changes are smooth, the SVM solution can be more efficiently updated at each iteration using an active-set optimization algorithm initialized with the $\alpha$ values obtained from the previous iteration as a warm start [108]. Efficiency may be further improved by developing an ad-hoc incremental SVM under label perturbations based on the above equations. This however includes the development of suitable bookkeeping conditions, similarly to [28, 39], and it is thus left to future work.

Algorithm

Our attack algorithm for $\text{alfa-cr}$ is given as Algorithm 2. It exploits the gradient derivation reported in the previous section to maximize the objective function $V_h(z, y)$ with respect to continuous values of $z \in [z_{\min}, z_{\max}]^n$. The current best set of continuous labels is iteratively mapped to the discrete set $\{-1, +1\}^n$, adding a label flip at a time, until $L$ flips are obtained.
### Algorithm 2: alfa-cr

**Input**: Untainted training set $D_{tr} = \{x_i, y_i\}_{i=1}^n$, maximum num. of label flips $L$, maximum num. of iterations $N$ ($N \geq L$), gradient step size $t$.

**Output**: Tainted training set $D'_{tr}$.

1. $z \leftarrow y$; /* Initialize labels */
2. $z_{\text{best}} \leftarrow y$;
3. $\{\alpha, b\} \leftarrow$ learn SVM on $D_{tr}$ (Eq. (4.3)) ;
4. $p \leftarrow 0$; /* Number of current flips */
5. $k \leftarrow 0$; /* Number of iterations */
6. while $p < L$ do
7.     $k \leftarrow k + 1$;
8.     /* Compute gradient from Eq. (4.12) using current SVM solution */
9.     $z \leftarrow z + t \nabla_z V_h$ ;
10.    Project $z$ onto the feasible domain $[z_{\text{min}}, z_{\text{max}}]^n$ ;
11.    $\{\alpha, b\} \leftarrow$ update SVM solution on $\{x_i, z_i\}_{i=1}^n$ ;
12.    if $V_h(z, y) \geq V_h(z_{\text{best}}, y)$ then
13.        $z_{\text{best}} \leftarrow z$; /* Best (soft) labels */
14.        if mod ($k, \lfloor N/L \rfloor$) = 0 then
15.            /* Project the best (soft) labels to $p$ (hard) label flips */
16.                $p \leftarrow p + 1$; /* Update flip count */
17.                $z \leftarrow$ Flip the first $p$ labels from $y$ according to the descending order of $|z_{\text{best}} - y|$;
18.     return $D'_{tr} \leftarrow \{(x_i, z_i)\}_{i=1}^n$;

### 4.1.5 Hyperplane Tilting Attack (alfa-tilt)

We now propose a modified version of the adversarial label flip attack we presented in [19]. The underlying idea of the original strategy is to generate different candidate sets of label flips according to a given heuristic method (explained below), and retain the one that maximizes the test error, similarly to the objective of Eq. (4.7). However, instead of maximizing the test error directly, here we consider a surrogate measure, inspired by the work in [92]. It is shown that, under the agnostic assumption that the data is uniformly distributed in feature space, the SVM’s robustness against label flips can be related to the change of the angle between the hyperplane $w$ obtained in the absence of attack, and the one learnt on the tainted data with label flips $w'$. Accordingly, the alfa-tilt strategy considered here, aims to maximize the following quantity:

$$
\max_{z \in \{-1,+1\}^n} \frac{\langle w', w \rangle}{||w'||||w||} = \frac{\alpha'^\top Q_{zy} \alpha}{\sqrt{\alpha'^\top Q_{zz} \alpha'} \sqrt{\alpha'^\top Q_{yy} \alpha}},
$$

(4.28)
Algorithm 3: alfa-tilt [19]

**Input**: Untainted training set $D_{tr} = \{x_i, y_i\}_{i=1}^n$, maximum num. of label flips $L$, maximum num. of trials $N$, and weighting parameters $\beta_1$ and $\beta_2$.  

**Output**: Tainted training set $D_{tr}'$. 

1. $\{\alpha, b\} \leftarrow$ learn SVM on $D_{tr}$ (Eq. 4.3);  
2. for $i = 1, \ldots, n$ do  
3.  
4.  
5. $(\alpha^{\text{rnd}}, b^{\text{rnd}}) \leftarrow$ generate a random SVM (draw $n + 1$ numbers from a uniform distribution);  
6. for $i = 1, \ldots, n$ do  
7.  
8.  
9. for $i = 1, \ldots, n$ do  
10.  
11. $(k_1, \ldots, k_n) \leftarrow$ sort $(v_1, \ldots, v_n)$ in ascending order, and return the corresponding indexes;  
12. $z \leftarrow y$;  
13. for $i = 1, \ldots, L$ do  
14.  
15. train an SVM on $\{x_i, z_i\}_{i=1}^n$;  
16. estimate the hyperplane tilt angle using Eq. (4.28);  
17. repeat $N$ times from 5, selecting $z$ to maximize Eq. (4.28);  
18. return $D_{tr}' = \{x_i, z_i\}_{i=1}^n$;  

where $Q_{uv} = K \circ (u v^\top)$, being $u$ and $v$ any two sets of training labels, and $\alpha$ and $\alpha'$ are the SVM’s dual coefficients learnt from the untainted and the tainted data, respectively.

Candidate label flips are generated as explained in [19]. Labels are flipped with non-uniform probabilities, depending on how well the corresponding training samples are classified by the SVM learned on the untainted training set. We thus increase the probability of flipping labels of reserve vectors (as they are reliably classified), and decrease the probability of label flips for margin and error vectors (inversely proportional to $\alpha$). The former are indeed more likely to become margin or error vectors in the SVM learnt on the tainted training set, and, therefore, the resulting hyperplane will be closer to them. This will in turn induce a significant change in the SVM solution, and, potentially, in its test error. We further flip labels of samples in different classes in a correlated way to force the hyperplane to rotate as much as possible. To this aim, we draw a random hyperplane $w^{\text{rnd}}, b^{\text{rnd}}$ in feature space, and further increase the probability of flipping the label of a positive sample $x^+$ (respectively, a negative one $x^-$), if $w^{\top \text{rnd}} x^+ + b^{\text{rnd}} > 0$.
(\mathbf{w}_\text{rnd}^\top \mathbf{x}^- + b_\text{rnd} < 0).

The full implementation of alfa-tilt is given as Algorithm 3. It depends on the parameters \( \beta_1 \) and \( \beta_2 \), which tune the probability of flipping a point’s label based on how well it is classified, and how well it is correlated with the other considered flips. As suggested in [19], they can be set to 0.1, since this configuration has given reasonable results on several datasets.

### 4.1.6 Correlated Clusters Attack

**Algorithm 4: correlated-clusters**

**Input**: Untainted training set \( \mathcal{D}_\text{tr} = \{\mathbf{x}_i, y_i\}_{i=1}^n \), maximum number of label flips \( L \), maximum number of iterations \( N (N \geq L) \).

**Output**: Tainted training set \( \mathcal{D}'_\text{tr} \).

1. Let \( \text{err}(\mathbf{z}) = \hat{R}(h(\{(\mathbf{x}_i, z_i)\}, \mathcal{D}_\text{tr})) \);
2. \( f_y \leftarrow h(\mathcal{D}_\text{tr}), E_y \leftarrow \text{err}(y) \);
3. \( E^* \leftarrow -\infty, z^* \leftarrow y \);
4. /* Choose random singleton clusters */
5. for \( i=1 \ldots M \) do
6. \( j \leftarrow \text{rand}(1,n) \);
7. \( z^i \leftarrow \text{flip}(y, j) \);
8. \( E_i \leftarrow \text{err}(z^i) - E_y \);
9. if \( E_i > E^* \) then \( E^* \leftarrow E_i, z^* \leftarrow z^i \);
10. for \( j=1 \ldots n \) do
11. if \( \text{rand}[0,1] < L/n \) then \( \Delta_{i,j} \leftarrow \text{err}(\text{flip}(z^i, j)) \);
12. /* Grow new clusters by mutation */
13. for \( i=1 \ldots N \) do
14. \( (i,j) \leftarrow \text{arg max}_{(i,j)} \Delta_{i,j} \)
15. \( \Delta_{i,j} \leftarrow -\infty, z^{M+1} \leftarrow \text{flip}(z^i, j) \);
16. if \( \|z^{M+1} - y\|_1 > 2L \) then
17. Find best flip to reverse and flip it
18. \( E_{M+1} \leftarrow \text{err}(z^{M+1}) - E_y \);
19. if \( E_{M+1} > E^* \) then \( E^* \leftarrow E_{M+1}, z^* \leftarrow z^{M+1} \);
20. for \( k=1 \ldots n \) do
21. if \( \text{rand}[0,1] < L/n \) then \( \Delta_{M+1,k} \leftarrow \text{err}(\text{flip}(z^{M+1}, k)) \);
22. else \( \Delta_{M+1,k} \leftarrow -\infty \);
23. Delete worst cluster and its entries in \( E \) and \( \Delta \);
24. return \( \mathcal{D}'_\text{tr} \leftarrow \{(\mathbf{x}_i, z^*_i)\}_{i=1}^n \);

Here, we explore a different approach to heuristically optimizing \( V_h(z, y) \) that uses
a breadth first search to greedily construct subsets (or clusters) of label flips that are ‘correlated’ in their effect on $V_h$. Here, we use the term *correlation* loosely.

The algorithm starts by assessing how each singleton flip impacts $V_h$ and proceeds by randomly sampling a set of $P$ initial singleton flips to serve as initial clusters. For each of these clusters, $k$, we select a random set of mutations to it (i.e., a mutation is a change to a single flip in the cluster), which we then evaluate (using the empirical 0-1 loss) to form a matrix $\Delta$. This matrix is then used to select the best mutation to make among the set of evaluated mutations. Clusters are thus grown to maximally increase the empirical risk.

To make the algorithm tractable, the population of candidate clusters is kept small. Periodically, the set of clusters are pruned to keep the population to size $M$ by discarding the worst evaluated clusters. Whenever a new cluster achieves the highest empirical error, that cluster is recorded as being the best candidate cluster. Further, if clusters grow beyond the limit of $L$, the best deleterious mutation is applied until the cluster only has $L$ flips. This overall process of greedily creating clusters with respect to the best observed random mutations continues for a set number of iterations $N$ at which point the best flips until that point are returned. Pseudocode for the correlated clusters algorithm is given in Algorithm 4.

### 4.1.7 Experiments

We evaluate the adversarial effects of various attack strategies against SVMs on both synthetic and real-world datasets. Experiments on synthetic datasets provide a conceptual representation of the rationale according to which the proposed attack strategies select the label flips. Their effectiveness, and the security of SVMs against adversarial label flips, is then more systematically assessed on different real-world datasets.

#### On Synthetic Datasets

To intuitively understand the fundamental concept of causative label flip attack strategies and differences of the proposed methods, we report here an experimental evaluation on two bi-dimensional datasets, where the positive and the negative samples can be perfectly separated by a linear and a parabolic decision boundary, respectively.\(^4\) For these experiments, we learn SVMs with the linear and the RBF kernel on both datasets, using LibSVM [30]. We set the regularization parameter $C = 1$, and the kernel parameter $\gamma = 0.5$, based on some preliminary experiments on model selection. For each dataset, we randomly select 200 training samples, and evaluate the test error on a disjoint set of 800 samples. The proposed attacks are used to flip $L = 20$ labels in the training data (i.e., a fraction of 10%), and the SVM model is subsequently updated on the tainted
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The original data distribution is shown in the first column (first and second row for the linearly-separable data, third and fourth row for the parabolically-separable data). The decision boundaries of SVMs trained in the absence of label flips, and the corresponding test errors are shown in the second column. The remaining columns report the results for each of the seven considered attack strategies, highlighting the corresponding $L = 20$ label flips (out of 200 training samples).

Figure 4.1: Results on synthetic datasets, for SVMs with the linear (first and third row) and the RBF (second and fourth row) kernel, trained with $C = 1$ and $\gamma = 0.5$. The training set. Besides the four proposed attack strategies for adversarial label noise, further three attack strategies are evaluated as baselines for comparison, namely they are farfirst, nearest, and random. As for farfirst and nearest, only the labels of the $L$ farthest and of the $L$ nearest samples to the decision boundary are flipped. As for the random attack, $L$ training labels are stochastically flipped. To mitigate the effect of randomization, each random attack selects the best label flips over 10 repetitions.

Results are reported in Fig. 4.1. First, note how the proposed attack strategies alfa, alfa-cr, alfa-tilt, and correlated cluster generally exhibit clearer patterns of flipped labels than those shown by farfirst, nearest, and random, yielding indeed higher error rates. In particular, when the RBF kernel is used, the SVM’s performance is significantly affected by a careful selection of training label flips (cf. the error rates between the plots in the first and those in the second row of Fig. 4.1). This somehow contradicts the result in [32], where the use of bounded kernels has been advocated to improve robustness of SVMs against training data perturbations. The reason is that, in this case, the attacker does not have the ability to make unconstrained modifications to
the feature values of some training samples, but can only flip a maximum of $L$ labels. As a result, bounding the feature space through the use of bounded kernels to counter label flip attacks is not helpful here. Furthermore, the security of SVMs may be even worsened by using a non-linear kernel, as it may be easier to significantly change (e.g., “bend”) a non-linear decision boundary using carefully-crafted label flips, thus leading to higher error rates. Amongst the attacks, correlated cluster shows the highest error rates when the linear (RBF) kernel is applied to the linearly-separable (parabolically-separable) data. In particular, when the RBF kernel is used on the parabolically-separable data, even only 10% of label flips cause the test error to increase from 2.5% to 21.75%. Note also that alfa-cr and alfa-tilt outperform alfa on the linearly-separable dataset, but not on the parabolically-separable data. Finally, it is worth pointing out that applying the linear kernel on the parabolically-separable data, in this case, already leads to high error rates, making thus difficult for the label flip attacks to further increase the test error (cf. the plots in the third row of Fig. 4.1).

On Real-World Datasets

We report now a more systematic and quantitative assessment of our label flip attacks against SVMs, considering five real-world datasets publicly available at the LibSVM website. In these experiments, we aim at evaluating how the performance of SVMs decreases against an increasing fraction of adversarially flipped training labels, for each of the proposed attacks. This will indeed allow us to assess their effectiveness as well as the security of SVMs against adversarial label noise. For a fair comparison, we randomly selected 500 samples from each dataset, and select the SVM parameters from $C \in \{2^{-7}, 2^{-6}, \ldots, 2^{10}\}$ and $\gamma \in \{2^{-7}, 2^{-6}, \ldots, 2^{5}\}$ by a 5-fold cross validation procedure. The characteristics of the datasets used, along with the optimal values of $C$ and $\gamma$ as discussed above, are reported in Table 4.1. We then evaluate our attacks on a separate test set of 500 samples, using 5-fold cross validation. The corresponding average error rates are reported in Fig. 4.2, against an increasing fraction of label flips, for each considered attack strategy, and for SVMs trained with the linear and the RBF kernel.

The reported results show how the classification performance is degraded by the considered attacks, against an increasing percentage of adversarial label flips. Among the considered attacks, correlated cluster shows an outstanding capability of subverting SVMs, although requiring significantly increased computational time. In particular, this attack is able to induce a test error of almost 50% on the dna and seismic data, when the RBF kernel is used. Nevertheless, alfa and alfa-tilt can achieve similar results on the acoustic and ijcnn1 data, while being much more computationally efficient. In general, all the proposed attacks show a similar behavior for both linear and RBF kernels, and lead to higher error rates on most of the considered real-world datasets than the trivial attack strategies farfirst, nearest, and random. For instance, when 20%

5http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html
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<table>
<thead>
<tr>
<th>Name</th>
<th>Feature set size</th>
<th>SVM parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>dna</td>
<td>124</td>
<td>Linear kernel $C = 0.0078$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RBF kernel $C = 1, \gamma = 0.0078$</td>
</tr>
<tr>
<td>acoustic</td>
<td>51</td>
<td>Linear kernel $C = 0.016$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RBF kernel $C = 8, \gamma = 0.062$</td>
</tr>
<tr>
<td>ijcnn1</td>
<td>23</td>
<td>Linear kernel $C = 4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RBF kernel $C = 64, \gamma = 0.12$</td>
</tr>
<tr>
<td>seismic</td>
<td>51</td>
<td>Linear kernel $C = 4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RBF kernel $C = 8, \gamma = 0.25$</td>
</tr>
<tr>
<td>splice</td>
<td>60</td>
<td>Linear kernel $C = 0.062$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RBF kernel $C = 4, \gamma = 0.062$</td>
</tr>
</tbody>
</table>

Table 4.1: Feature set sizes and SVM parameters for the real-world datasets.

![Graphs showing error rates on test set for different attack strategies on real-world datasets for SVMs with linear (first row) and RBF (second row) kernel.](image)

Figure 4.2: Results on real-world datasets (in different columns), for SVMs with the linear (first row) and the RBF (second row) kernel. Each plot shows the average error rate ($\pm$ half standard deviation, for readability) for each attack strategy, estimated from 500 samples using 5-fold cross validation, against an increasing fraction of adversarially flipped labels. The values of $C$ and $\gamma$ used to learn the SVMs are also reported for completeness (cf. Table 4.1).

of the labels are flipped, correlated cluster, alfa, alfa-cr, and alfa-tilt almost achieve an error rate of 50%, while farfirst, nearest and random hardly achieve an error rate of 30%. It is nevertheless worth remarking that farfirst performs rather well against linear SVMs, while being not very effective when the RBF kernel is used. This reasonably means that non-linear SVMs may not be generally affected by label flips that are far from the decision boundary.

To summarize, our results demonstrate that SVMs can be significantly affected by the
presence of well-crafted, causative adversarial label flips in the training data, which can thus be considered a relevant and practical security threat in application domains where attackers can tamper the training data.

4.1.8 Discussion

Although (stochastic) label noise has been well studied especially in the machine learning literature (e.g., see [45] for a survey), to our knowledge few have investigated the robustness of learning algorithms against well-crafted, malicious label noise attacks. In this work, we have focused on the problem of learning with label noise from an adversarial perspective. In particular, we have discussed a framework that encompasses different label noise attack strategies, presented several causative attack strategies that can significantly worsen the SVM’s classification performance on untainted test data, even if only a small fraction of the training labels are manipulated by the attacker.

An interesting future extension of this work may be to consider adversarial label noise attacks where the attacker has limited knowledge of the system, e.g., when the feature set or the training data are not completely known to the attacker, to see whether the resulting error remains considerable also in more practical attack scenarios. Another limitation that may be easily overcome in the future is the assumption of equal cost for each label flip. In general, indeed, a different cost can be incurred depending on the feature values of the considered sample.

We nevertheless believe that this work provides an interesting starting point for future investigations on this topic, and may serve as a foundation for designing and testing SVM-based learning algorithms to be more robust against a deliberate label noise injection. To this end, inspiration can be taken from previous work on robust SVMs to stochastic label noise [121, 19]. Alternatively, one may exploit our framework to simulate a zero-sum game between the attacker and the classifier, that respectively aim to maximize and minimize the classification error on the untainted test set. This essentially amounts to re-training the classifier on the tainted data, having knowledge of which labels might have been flipped, to learn a more secure classifier. Different game formulations can also be exploited if the players use non-antagonistic objective functions, as in [24].

We finally argue that our work may also provide useful insights for developing novel techniques in machine learning areas which are not strictly related to adversarial learning, such as semi-supervised and active learning. In the former case, by turning the maximization in Eq. (4.6)-(4.7) into a minimization problem, one may find suitable label assignments $z$ for the unlabeled data, thus effectively designing a semi-supervised learning algorithm. Further, by exploiting the continuous label relaxation of Sect. 4.1.4, one can naturally implement a fuzzy approach, mitigating the influence of potentially outlying instances. As for active learning, minimizing the objective of Eq. (4.6)-(4.7) may help identifying the training labels which may have a higher impact on classifier training, i.e., some of the most informative ones to be queried. Finally, we conjecture
that our approach may also be applied in the area of structured output prediction, in which semi-supervised and active learning can help solving the inference problem of finding the best structured output prediction approximately, when the computational complexity of that problem is not otherwise tractable.

### 4.2 Poisoning Attacks on Embedded Feature Selection

Causative attack examples on SVMs in Sect.4.1 vividly show us that the potential adversaries can induce significant impact on current state-of-art classifier, i.e., on binary SVMs. Label contamination can also be a threat to many supervised learning methods given that the adversaries’ behavior is extremely adaptive even to a single learning model. A straightforward attack aiming at classification error can generate different variations of achieving their goals. For instances, to maximize SVM’s classification error generally, adversaries can perform the label continuous relaxation, or force the hyperplane to tilt, they can also form so to speak the correlated clusters of labels, which is shown to be very counterproductive. The worst-case study on binary SVMs indeed disclose some vulnerability of learning models under causative attacks. However, is it only effective on SVMs? How does the causative attack perform on other learning methods. In this section, we move our focus on another widely adopted learning method, more precisely, on the embedded feature selection (EFS) algorithms.

In many data-driven applications, the challenge is that of inferring actionable knowledge from a large, usually high-dimensional data collection, to correctly prevent malware (i.e., malicious software) infections or other threats. For instance, detection of malware in PDF files relies on the analysis of the PDF logical structure, which consists of a large set of different kinds of objects and metadata, yielding a high-dimensional data representation [116, 81, 80, 130]. Similarly, text classifiers for spam filtering rely on the construction of a large dictionary to identify words that are mostly discriminant of spam and legitimate emails [107, 82, 52, 105].

Due to the large number of available features, learning in these tasks is particularly challenging. Feature selection is thus a crucial step to mitigate the impact of the curse of dimensionality on classifier’s generalization, and to learn efficient models providing easier-to-interpret decisions. In the last years, relevant work in the area of adversarial machine learning has proposed some pioneering methods for secure learning against particular kinds of attacks [7, 59, 16, 20, 12, 24, 49]. While the majority of work has focused on analyzing vulnerabilities of classification and clustering algorithms, only recent work has considered intrinsic vulnerabilities introduced by the use of feature selection methods. In particular, it has been shown that classifier evasion can be facilitated if features are not selected according to an adversary-aware procedure that explicitly accounts for adversarial data manipulation at test time [74, 131, 147]. Although these attacks do not directly target feature selection, but rather the resulting classification system, they highlight the need for adversarial feature selection procedures. Attacks that more ex-
plicitly target feature selection fall into the category of poisoning attacks. As we already know in this causative setting, the attacker has access to the training data, and possibly contaminates it to subvert or control the selection of the informative feature set.

Differently as strategies used in attacking SVMs, we now target feature selection algorithms, more precisely embedded feature selection algorithms. This is built on previously-proposed attack models for the security evaluation of supervised and unsupervised learning algorithms [16, 22, 20, 59, 7]. We then exploit causative attacks on popular embedded feature selection methods, including the so-called least absolute shrinkage and selection operator (LASSO) [124], ridge regression [58], and the elastic net [150]. (Sect. 4.2.2) Then we report experiments on PDF malware detection, assessing how poisoning affects both the process of feature selection and classification error (Sect. 4.2.3). Finally we conclude it by discussing our findings and contributions (Sect. 4.2.4), and sketching promising future research directions. Again in this work, we perform a indiscriminate causative availability attack (ICAA). We will see how it is designed differently as the causative label flips attack.

4.2.1 Embedded Feature Selection and Notation

Firstly we revisit the basics of (embedded) feature selection and its importance in machine learning. Moreover, we mainly introduce three embedded feature selection algorithms as the adversarial objective, namely LASSO, ridge regression and elastic net.

The curse of dimensionality prohibits many learning models generalizing well on high-dimensional dataset, while they usually can give a relatively better results for low-dimensional cases. Therefore methods that reduce feature size while does not compromise the predictive ability are highly desirable in those domains where they have to deal with high-dimensional data, i.e., biological, document mining. It is reasonable to assume that many features are intrinsically not relevant to the learning problem we are challenging, therefore they can be safely removed without degrading the learning model itself. In many cases, feature selection methods are developed and deployed as a preliminary component for learning systems. The main principle of feature selection is to optimally choose a subset of features for a dataset that leads to a maximal generalization or a minimal expected risk. This associates closely with adversarial learning which instead maximizes the expected risk by changes values of certain features, thus furthermore changes the relevance of corresponding features.

Methodologically we categorize feature selection methods as three main type, namely, the filter methods, wrapper methods, and the embedded methods. They are fundamentally different in their way of interacting with underlying learning algorithms.

1. **Filter methods** do not incorporate any learning algorithm. They select the subset of features mainly based on the general criteria such as correlation with the output variable. They are computationally very efficient but not effective in highly complex data structure involves dependences. Therefore, they are mainly
served as a preprocessing step.

2. **Wrapper methods** literally wraps another learning algorithm to evaluate the quality of different subsets of features, disregarding the properties of the evaluating learning algorithm. Since the evaluation part is served as a black box, therefore it can be combined with any learning method in the end. Also due to its complexity of subset selection, wrapper methods are computationally expensive and in many cases get overfitting easily.

3. **Embedded methods** trades-off the computational demand and effectiveness on subset selection. The subset selection methods are ‘embedded’ as being also the learning methods, they are essentially not separable. Being widely studied and applied in practice, the embedded methods are now of our main interest to explore the adversarial properties when selecting feature subset.

We borrow the framework for feature selection in the work [70]. Given that a dataset drawn from a certain distribution \((x, y) \in P\) and we assume a learning function (e.g., classification, regression) \(f : \Lambda \times \mathbb{R}^n \rightarrow \mathbb{R}\) parameterized by \(\alpha\) such that we have the mapping \((\alpha, x) \mapsto f(\alpha, x)\). Moreover we denote an indicator vector \(\sigma \in \{0, 1\}^n\), where variable \(\sigma_i = 1\) indicates whether the \(i\)-th feature is present in the feature subset or \(\sigma_i = 0\) for otherwise, \(i = 1, \ldots, n\). Note that \(n\) here denotes the number of features but not the sample size. Now the embedded feature selection is to find the optimal solution \((\sigma^*, \alpha^*)\) that minimizes the expected risk

\[
R(\alpha, \sigma) = \int \ell(f(\alpha, \sigma \ast x), y) \, dP(x, y)
\]

where \(\ast\) is the pointwise product and \(P(x, y)\) measures the probability of \((x, y)\). Noticeably many features will be reduced to zero by multiplying the indicator variable \(\sigma_i = 0\), therefore that produces a sparse model. In many learning problems, we place an additional constraint on the indicator vector such that \(s(\sigma) \leq \sigma_0\), where \(s : [0, 1]^n \rightarrow \mathbb{R}^+\) controls the sparsity of ultimate learning model. For example, if we choose the 0-norm as the measurement of the sparsity \(s\), thus we have \(s := \ell_0(\sigma) \leq \sigma_0\), where the 0-norm counts the nonzero entries in the indicator vector \(\sigma\). Bear in mind that the distribution \(P\) is normally unknown, so as usual we are dealing with a training dataset \(D_{tr} = \{X, Y\}\), and rewrite the minimization problem in Eq. (4.29)

\[
(\alpha^*, \sigma^*) = \operatorname{arg \, min} \, R(\alpha, \sigma, X, Y) \quad \text{s.t.} \quad s(\sigma) \leq \sigma_0.
\]

Typically the minimization problem in Eq. (4.31) is very difficult to solve. However if both the \(R\) and \(s\) are convex, more specifically strict convex, we can rewrite the objective in Eq. (4.31) as

\[
\min R(\alpha, \sigma, X, Y) + \lambda s(\sigma)
\]
Notably it coincides with the regularization problem introduced in Sect. 3.2.1, and there exists a unique $\lambda > 0$ such that $(\alpha^*, \sigma^*)$ solves the Eq. (4.31), and vice versa if we fix a $\lambda > 0$ then there exists one and only one $\sigma_0$ such that the optimal solution $(\alpha^*, \sigma^*)$ solve the minimization problem. The smoothness parameter $\lambda$ in the regularization represents now a upper bound $\sigma_0$ of how many features can be maximally selected after training.

In this work we focus on a simple but extensively adopted linear model, namely LASSO (Least Absolute Shrinkage and Selection Operator) [124]. For comparison and completeness we also involve similar linear models such as ridge regression and elastic net. These algorithms perform feature selection by learning a linear function $f(x) = w^T x + b$ that minimizes the trade-off between a loss function $\ell(y, f(x))$ computed on the training data $D$ and a regularization term $\Omega(w)$. The selection criterion $\mathcal{L}$ can be thus generally expressed as:

$$\min_{w, b} \mathcal{L} = \frac{1}{n} \sum_{i=1}^{n} \ell(y_i, f(x_i)) + \lambda \Omega(w),$$  \hspace{1cm} (4.32)

where $\lambda$ is the trade-off parameter.\(^6\) The quadratic loss $\ell(y, f(x)) = \frac{1}{2} (f(x) - y)^2$ is used by all the three considered algorithms. As for the regularization term $\Omega(w)$, ideally, one would like to consider the $\ell_0$-norm of $w$ to exactly select a given number of features, which however makes the problem $NP$-hard [88]. LASSO uses $\ell_1$ regularization yielding a tighter convex relaxation to the ideal problem formulation. Ridge regression uses $\ell_2$ regularization and the elastic net is a hybrid approach between the aforementioned ones, as it exploits a convex combination of $\ell_1$ and $\ell_2$ regularization, we list the different regularization for the three embedded methods as below.

$$\Omega(w) = \begin{cases} 
\|w\|_1 & \text{LASSO} \\
\|w\|_2 & \text{Ridge regression} \\
\rho\|w\|_1^2 + (1 - \rho)\|w\|_2^2 & \text{Elastic Net} 
\end{cases} \hspace{1cm} (4.33)$$

where $\rho \in (0, 1)$ is a strictly positive parameter controlling the sparsity. Eventually, if one is given a maximum number of features $k < d$ to be selected, the ones corresponding to the first $k$ feature weights sorted in descending order of their absolute values can be thus retained, where the rest will be set to zero and the corresponding features are thus neglected.

### 4.2.2 A Framework of Poisoning Embedded Feature Selection

In this part we report a detailed case study on indiscriminate causative availability attacks (ICAAs) against embedded feature selection algorithms mentioned above, including LASSO, ridge regression, and the elastic net.

\(^6\)Note that this is equivalent to minimizing the loss subject to $\Omega(w) \leq t$, for proper choices of $\lambda$ and $t$ [124].
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In the considered setting, the attacker’s goal is to maximally increase the classification error of these algorithms, by enforcing the selection of a wrong subset of features. As for the attacker’s knowledge, we consider both PK and LK as discussed in Sect. 3.3. In the sequel, we consider LK attacks on the surrogate data \( \hat{D} \), since for PK attacks we can simply set \( \hat{D} = D \). The attacker’s capability amounts to injecting a maximum number of poisoning points into the training set. To estimate the classification error, the attacker can evaluate the same criterion \( L \) used by the embedded feature selection algorithm, on her available training set \( \hat{D} \), excluding the attack points (as they will not be part of the test data). The attack samples are thus kept outside from the empirical loss computation of the attacker, while they are clearly taken into account by the learning algorithm. Assuming that a single attack point \( x_c \) is added by the attacker, the attack strategy can be thus formulated as:

\[
\max_{x_c} \mathcal{W} = \frac{1}{m} \sum_{j=1}^{m} \ell(\hat{y}_j, f(\hat{x}_j)) + \lambda \Omega(w) \quad (4.34)
\]

where it is worth remarking that \( f \) is learnt by minimizing \( L(\hat{D} \cup \{x_c\}) \) (Eq. (4.32)), and thus depends on the attack point \( x_c \), as well as the corresponding \( w \) and \( b \). The attacker’s objective \( \mathcal{W} \) (Eq. (4.34)) can be thus optimized by iteratively modifying \( x_c \) with a (sub)gradient-ascent algorithm, in which, at each step, the solution \( w, b \) is updated by minimizing \( L(\hat{D} \cup \{x_c\}) \), i.e., simulating the behavior of the feature selection algorithm on the poisoned data. Note that the parameters \( w, b \) estimated by the attacker are not generally the same ones estimated by the targeted algorithm. The latter will be indeed estimated by minimizing \( L(D \cup \{x_c\}) \).

Gradient Computation. By calculating the partial derivative of Eq. (4.34) with respect to \( x_c \), and substituting \( \ell(y, f(x)) \) and \( f \) with their expressions, one yields:

\[
\frac{\partial \mathcal{W}}{\partial x_c} = \frac{1}{m} \sum_{j=1}^{m} (f(\hat{x}_j) - \hat{y}_j) \left( \hat{x}_j^\top \frac{\partial w}{\partial x_c} + \frac{\partial b}{\partial x_c} \right) + \lambda r \frac{\partial w}{\partial x_c}, \quad (4.35)
\]

where, for notational convenience, we set \( r = \frac{\partial \Omega}{\partial w} \). Note that \( r = \text{sub}(w) \) for LASSO, \( r = w \) for ridge regression, and \( r = \rho \text{sub}(w) + (1 - \rho)w \) for the elastic net, being \( \text{sub}(w) \) the subgradient of the \( \ell_1 \)-norm, i.e., a vector whose \( k \)-th component equals +1 (-1) if \( w_k > 0 \) \((w_k < 0)\), and any value in \([-1, +1]\) if \( w_k = 0 \). As the subgradient is not uniquely determined, a large set of possible ascent directions should be explored, dramatically increasing the computational complexity of the attack algorithm. Further, computing \( \frac{\partial w}{\partial x_c} \) and \( \frac{\partial b}{\partial x_c} \) requires us to predict how the solution \( w, b \) changes while the attack point \( x_c \) is modified.

To overcome these issues, as in [28, 20], we assume that the Karush-Kuhn-Tucker (KKT) conditions under perturbation of the attack point \( x_c \) remain satisfied, similarly as the continuous label relaxation in Sect.4.1.4, i.e., we adjust the solution to remain at
the optimum. At optimality, the KKT conditions for Eq. (4.32) with quadratic loss and linear $f$, are:

$$
\frac{\partial \mathcal{L}}{\partial \mathbf{w}}^\top = \frac{1}{n} \sum_{i=1}^{n} (f(\hat{x}_i) - \hat{y}_i) \hat{x}_i + \lambda \mathbf{r}^\top = 0,
$$

(4.36)

$$
\frac{\partial \mathcal{L}}{\partial \mathbf{b}} = \frac{1}{n} \sum_{i=1}^{n} (f(\hat{x}_i) - \hat{y}_i) = 0,
$$

(4.37)

where we transposed the first equation to have a column vector, and keep the following derivation consistent. If $\mathcal{L}$ is convex but not differentiable (e.g., when using $\ell_1$ regularization), one may express these conditions using subgradients. In this case, at optimality a necessary and sufficient condition is that at least one of the subgradients of the objective is null [23]. In our case, at optimality, the subgradient is uniquely determined from Eq. (4.36) as

$$
\mathbf{r} = -\frac{1}{\lambda n} \sum_{i=1}^{n} (f(\hat{x}_i) - \hat{y}_i) \hat{x}_i^\top.
$$

This allows us to drastically reduce the complexity of the attack algorithm, as we are not required to explore all possible subgradient ascent paths for Eq. (4.35), but just the one corresponding to the optimal solution.

Let us assume that the optimality conditions given by Eqs. (4.36)-(4.37) remain valid under the perturbation of $\mathbf{x}_c$. We can thus set their derivatives with respect to $\mathbf{x}_c$ to zero. After deriving and re-arranging in matrix form, one obtains:

$$
\begin{bmatrix}
\Sigma + \lambda \mathbf{v} & \mu \\
\mu^\top & 1
\end{bmatrix}
\begin{bmatrix}
\frac{\partial \mathbf{w}}{\partial \mathbf{x}_c} \\
\frac{\partial \mathbf{w}}{\partial \mathbf{b}}
\end{bmatrix}
= -\frac{1}{n} \begin{bmatrix}
\mathbf{M}
\end{bmatrix}^\top,
$$

(4.38)

where

$$
\Sigma = \frac{1}{n} \sum_{i} \hat{x}_i \hat{x}_i^\top,
$$

$$
\mu = \frac{1}{n} \sum_{i} \hat{x}_i,
$$

$$
\mathbf{M} = \mathbf{x}_c \mathbf{w}^\top + (f(\mathbf{x}_c) - y_c) \mathbb{I}
$$

The term $\mathbf{v}$ yields zero for LASSO, the identity matrix $\mathbb{I}$ for ridge, and $(1 - \rho)\mathbb{I}$ for the elastic net. The derivatives $\frac{\partial \mathbf{w}}{\partial \mathbf{x}_c}$ and $\frac{\partial \mathbf{b}}{\partial \mathbf{x}_c}$ can be finally obtained by solving the linear system given by Eq. (4.38), and then substituted into Eq. (4.35) to compute the final gradient.

**Poisoning Feature Selection Algorithm.** The complete poisoning attack algorithm is given as Algorithm 5, and an exemplary run on a bi-dimensional dataset is reported in Fig. 4.3. To optimize the attack with respect to multiple attack points, we choose to iteratively adjust one attack point at a time, while updating the current solution $\mathbf{w}, \mathbf{b}$ at
Algorithm 5: Poisoning Embedded Feature Selection

Input: \( \hat{D} \) the (surrogate) training data; \( \{x_c^{(0)}, y_c\}_{c=1}^{q} \), the \( q \) initial attack points with (given) labels; \( \beta \in (0, 1) \); and \( \sigma, \varepsilon \), two small positive constants.

Output: \( \{x_c\}_{c=1}^{q} \), the final attack points.

1. \( p \leftarrow 0 \);
2. repeat
   for \( c = 1, \ldots, q \) do
   3. \{\( w, b \)\} \leftarrow \text{train the classifier on } \hat{D} \cup \{x_c^{(p)}\}_{c=1}^{q};
   4. Compute \( \nabla W = \frac{\partial W(x^{(p)}_c)}{\partial x_c} \) according to Eq. (4.35);.
   5. Set \( d = \Pi_B(x^{(p)}_c + \nabla W) - x^{(p)}_c \) and \( k \leftarrow 0 \);
   6. repeat
      /* line search to set the gradient step \( \eta \) */
      7. Set \( \eta \leftarrow \beta^k \) and \( k \leftarrow k + 1 \);
      8. \( x^{(p+1)}_c \leftarrow x^{(p)}_c + \eta d \);
      9. until \( W(x^{(p+1)}_c) \leq W(x^{(p)}_c) - \sigma \eta \|d\|^2 \);
   10. \( p \leftarrow p + 1 \);
   11. until \( |W(\{x_c^{(p)}\}_{c=1}^{q}) - W(\{x_c^{(p-1)}\}_{c=1}^{q})| < \varepsilon \);
12. return \( \{x_c\}_{c=1}^{q} = \{x_c^{(p)}\}_{c=1}^{q} \);

Descent in Discrete Spaces. If feature values are discrete, it is not possible to follow the gradient-descent direction exactly, as it may map the given sample to a set of non-admissible feature values. It can be however exploited as a search heuristic. Starting from the current sample, one may generate a set of candidate neighbors by perturbing only those features of the current sample which correspond to the maximum absolute values of the gradient, one at a time, in the correct direction. Eventually, one should update the current sample to the neighbor that attained the maximum value of \( W \), and iterate until convergence.
4 Causative Attacks

Figure 4.3: Poisoning LASSO. Red and blue points are the positive \(y = +1\) and negative \(y = -1\) training data \(D\). The decision boundary at \(f(x) = 0\) (for \(\lambda = 0.01\), in the absence of attack) is shown as a solid black line. The solid red line highlights the path followed by the attack point \(x_c\) (i.e., the magnified red point) towards a maximum of \(V(x_c)\) (shown in colors in the left plot), which also corresponds to a maximum of the classification error (right plot). A box constraint is also considered (dashed black square) to bound the feasible domain (i.e., the attack space).

4.2.3 Experiments

In this section, we consider an application example involving the detection of malware in PDF files, i.e., one among the most recent and relevant threats in computer security [61]. The underlying reason is that PDF files are excellent carriers for malicious code, due to the flexibility of their logical structure, which allows embedding of several kinds of resources, including Flash, JavaScript and even executable code. Resources are simply embedded by specifying their type with keywords, and inserting the corresponding content in data streams. For instance, an embedded resource in a PDF may look like:

```
13 0 obj << /Kids [ 1 0 R 11 0 R ]
 /Type /Page ... >> end obj
```

where keywords are highlighted in bold face. Recent work has promoted the use of machine learning to detect malicious PDF files (apart from legitimate PDFs), based on the analysis of their logical structure and, in particular, of the present keywords rather than the content of data streams [116, 81, 80, 130].

Experimental setup. In our experiments, we exploit the feature representation proposed by [81], where each feature simply denotes the number of occurrences of a given keyword in the PDF file. We collected 5993 recent malware samples from the Contagio dataset,\(^7\) and 5951 benign samples from the web. As a preliminary step, following

\(^7\)http://contagiodump.blogspot.it
the procedure described by [81], we extracted keywords from the first 1,000 samples in chronological order. The resulting 114 keywords were used as our initial feature set $X$. We then randomly sampled five pairs of training and test sets from the remaining data, respectively consisting of 300 and 5,000 samples, to average the final results. To simulate LK attacks, we also sampled an additional set of five training sets (to serve as $\hat{D}$) consisting of 300 samples each. We normalized each feature between 0 and 1 by bounding the maximum keyword count to 20, and dividing each feature value by the same value. This value was selected to restrict the attacker’s capability of manipulating data to a large extent, without affecting generalization accuracy in the absence of attack.\footnote{If no bound on the keyword count is set, an attacker may add an unconstrained number of keywords and arbitrarily influence the training process.}

We evaluate the impact of poisoning against LASSO, ridge and elastic net. We first set $\rho = 0.5$ for the elastic net, and then optimized the regularization parameter $\lambda$ for all methods by retaining the best value over the entire regularization path [46, 99]. We evaluate our results by reporting the classification error as a function of the percentage of injected poisoning samples, which was increased from 0% to 20% (where 20% corresponds to adding 75 poisoning samples to the initial data). Furthermore, to understand how feature selection and ranking are affected by the attack, we also evaluate the consistency index originally defined by [69] to evaluate the stability of feature selection under random perturbations of the training data.

**Kuncheva’s Stability Index.** Given two feature subsets $A, B \subseteq X$, with $\|A\| = \|B\| = k$, $r = \|A \cap B\|$, and $0 < k < \|X\| = d$, it is defined as:

$$I_C(A, B) = \frac{rd - k^2}{k(d - k)} \in [-1, +1],$$

(4.39)

where positive values indicate similar sets, zero is equivalent to random selections, and negative values indicate strong anti-correlation between the feature subsets. The underlying idea of this stability index is to normalize the number of common features in the two sets (i.e., the cardinality of their intersection) using a correction for chance that accounts for the average number of common features randomly selected out of $k$ trials.

To evaluate how poisoning affects the feature selection process, we compute this index using for $A$ a feature set selected in the absence of poisoning, and comparing it against a set $B$ selected under attack, at different percentages of poisoning. To compare subsets of equal size $k$, for each method, we considered the first $k$ features exhibiting the highest absolute weight values. As suggested by [69], all the corresponding pairwise combinations of such sets were averaged, to compute the expected index value along with its standard deviation.

**Experimental results.** Results are reported in Fig. 4.4, for both the PK and LK settings. No substantial differences between these settings are highlighted in our results, meaning that the attacker can reliably construct her poisoning attacks even without having access to the training data $D$, but only using surrogate data $\hat{D}$. In the absence of
attack (i.e., at 0% poisoning), all methods exhibit reliable performances and a very small classification error. Poisoning up to 20% of the training data causes the classification error to increase of approximately 10 times, from 2% to 20% for LASSO, and slightly less for elastic net and ridge, which therefore exhibit slightly improved robustness properties against this threat. For comparison, we also considered a random attack that generates each attack point by randomly cloning a point in the training data and flipping its label. As one may note from plots in the first column of Fig. 4.4, our poisoning strategy is clearly much more effective. Besides the impact of poisoning on the classification error,

The most significant result of our analysis is related to the impact of poisoning on feature selection. In particular, from Fig. 4.4 (third and fourth column), one can immediately note that the (averaged) stability index (Eq. (4.39)) quickly decreases to zero (especially for LASSO and the elastic net) even under a very small fraction of poisoning samples. This means that, in the presence of few poisoning samples, the feature selection algorithm performs as a random feature selector in the absence of attack. In other words, the attacker can almost arbitrarily control feature selection. Finally, it is worth remarking
that, among the considered methods, ridge exhibited higher robustness under attack. We argue that a possible reason besides selecting larger feature subsets (see plots in the second column of Fig. 4.4) is that feature weights are more evenly spread among the features, reducing the impact of each training point on the embedded feature selection process. We discuss in detail the importance of selecting larger feature subsets against poisoning attacks in the next section.

4.2.4 Discussion

We think that our work gives a two-fold contribution to the state of the art. The first contribution is to the field of adversarial machine learning. We are the first to propose a framework to evaluate the vulnerability of feature selection algorithms and to use it to analyze poisoning attacks against popular embedded feature selection methods, including LASSO, ridge regression, and the elastic net. The second contribution concerns the robustness properties of $\ell_1$ regularization. Despite our results are seemingly in contrast with the claimed robustness of $\ell_1$ regularization, it is worth remarking that $\ell_1$ regularization is robust against non-adversarial data perturbations; in particular, it aims to reduce the variance component of the error by selecting smaller feature subsets, at the expense of a higher bias. Conversely, poisoning attacks induce a systematic bias into the training set. This means that an attacker may more easily compromise feature selection algorithms that promote sparsity by increasing the bias component of the error. The fact that $\ell_1$ regularization may worsen performance under attack is also confirmed by [74], although in the context of evasion attacks. Even if the underlying attack scenario is different, also evasion attacks induce a specific bias in the manipulation of data, and are thus more effective against sparse algorithms that exploit smaller feature sets to make decisions.

4.2.5 Conclusion

In this work, we have provided a framework that allows one to model potential causative attacks against feature selection algorithms in a consistent way, making clear assumptions on the attacker’s goal, knowledge and capabilities. We have exploited this framework to characterize the relevant threat of poisoning attacks against feature selection algorithms, and reported a detailed case study on the vulnerability of popular embedded methods (LASSO, ridge, and elastic net) against these attack. Our security analysis on a real-world security application involving PDF malware detection has shown that attackers can completely control the selection of reduced feature subsets even by only injecting a small fraction of poisoning training points, especially if sparsity is enforced by the feature selection algorithm.

This demands for the engineering of secure feature selection algorithms against poisoning attacks. To this end, one may follow the intuition behind the recently-proposed
feature selection algorithms to contrast evasion attacks, i.e., to model interactions between the attacker and the feature selection algorithm [74, 131, 147]. Recent work on robust LASSO and robust regression may be another interesting future direction to implement secure feature selection against poisoning [87, 95]. From a more theoretical perspective, it may be of interest to analyze: (i) the impact of poisoning attacks on feature selection in relation to the ratio between the training set size and the dimensionality of the feature set; and (ii) the impact of poisoning and evasion on the bias-variance decomposition of the mean squared error. These aspects may reveal additional interesting insights also for designing secure feature selection procedures.

To this end we have seen causative attack examples on both SVMs and embedded feature selection methods. By sharing some common properties of their learning models (i.e., regularization, sparsity), we indeed see some common disadvantages of applying a sparse model, and in terms of security consideration, simulating the behaviors of attackers presents us important messages of the demanding fact that designing a robust and secure machine learning algorithm is absolutely not an illusion, but a serious challenge for researchers in this domain.

4.3 Summary

Causatively subverting the learners (classifiers) is becoming a real threat in security-sensitive domains, i.e., spam filter, intrusion detection system, as we have seen in previous works. Learning algorithms such as SVMs, embedded feature selection are compromised under certain causative attacks, which explore their associated data space and break the stationary assumption by inducing a maximal classification error.

In the example of poisoning SVMs, we studied carefully the SVMs in theory, where a margin-based learner is used to linearly classify data points in a potentially high-dimensional feature space. Although the adoption of kernel methods suggest robustness against random noises, they are not quite effective when there exists the adversarial noise generated by the proposed attacks. Consider that the adaptiveness of an adversary can be very flexible even with one single attack objective to maximize the classification error, therefore the classifier needs to thoroughly simulate different types of causative attacks, e.g., an iterative min-max attack as in alfa or a gradient-based label continuous relaxation. A common practice of enhancing the security of SVM-based systems is to proactively conduct such attacks and take the weakness spots (e.g., the attack points) into account. For instance, the learner discovers a relatively vulnerable set of data as suggested by the attack, then a regular anomaly detection process can be applied to mitigate their adversarial effect respectively.

For the case of poisoning embedded feature selection, the consequence could be even more catastrophic when the subset selection part was compromised, since it might be served as a preprocessing step for other learning methods, which are of course also compromised. Although the sparsity of any embedded methods indeed enables efficient
computation of a high-dimensional problem, recently it has been theoretically proved that the stability of a learning model will be forced to make concession when the sparsity is taking the priority [143]. For security engineering, it is thus meaningful to consider the adversarial attacks as real practice, since the instability introduced by the attackers will eventually harm the legitimate function of a sparse model, which is determinative in embedded feature selection. To counter against the causative attacks on feature selection, we have seen in real examples that the elastic net enhanced the robustness and security of 1-norm regularized LASSO by providing a hybrid regularization of both 1-norm and 2-norm term controlled by a trade-off parameter $\rho$. To this end, we might also suggest similar hybrid model for SVMs to increase the security level under adversarial impact. We will leave this also as a future work.

Again we stress on the impact introduced by causative attack which causatively degrades the legitimate function of a classifier. Therefore countermeasures are highly required and should call for attention from both designers of learning system and security applications.
Chapter 5

Exploratory Attacks

In previous chapters we have investigated the adversarial learning both in theory and especially in the case of causative attack, which is recognized as one of the two most important and threatening attacks. In the sequel, we introduce another type of adversarial attack, namely, the exploratory attack, or mostly called evasion attack, that describes immediately its attack mechanism by name. Hereinafter we will adopt the term *evasion attack* more frequently than *exploratory attack* bearing in mind that they are equivalent concepts.

In causative attacks the adversaries attempt to subvert the legitimate function of a learning system (learner) by introducing poisoning data points. The effective attacks subsume retraining of learners being unconscious of the existence of the malicious subset. The effort of heuristically approximating attack points involves computationally intensive searching of the vulnerable data space aligning with the training dataset. Although these attacks cause the distortion of the targeting learning functions with a more far-reaching damage *i.e.*, random guess of a spam-filtering process, normally they could be detected in a short response time by the defenders, observing the systems in malfunction. In contrary, evasion attacks disguise malicious samples as legitimate ones to evade the detection of learners, in consequence their actions could be potentially more stealthy and private, and also difficult to be recognized. In practice, evasion attacks are mostly targeted, but not generally subverting the legitimate function of any classifier. Driven by a certain incentive, *e.g.*, promoting product sales via spam emails, adversaries aim to obfuscate specific information in a mimicry of another, and eternally get classified as their expectation. The involvement of retraining the classifier is therefore not considered in evasion attack, since their impact on the classifier is normally insignificant until a large amount of instances get evaded, however this requires exhaustive effort from the adversaries to evade them, which in reality is not possible.

In spite of the well defined types of evasion attacks in Sect. 3.3, attackers are mostly interested only at evading a certain subset of positive instances from being detected by classifier, that is, most evasion attacks arise as a targeted evasion integrity attack *TEIA*. 
Again, taking the binary spam filter as an example, attackers would disguise a couple of spams as legitimate emails by adding or removing some words with a certain cost bound, as studied in works [15, 36, 67, 76]. The incentive of evading instances of certain class is apparently appealing for attackers, given that learning-based systems are extensively deployed in many domains. We study the evasion attack hereinafter in details, more specifically, we introduce firstly the definition of evasion attack in formal language and extend it with a concrete evasion example introduced in the work [12].

5.1 Evasion Attacks at Test Time

Previous work [36] in a game-theoretic setting preemptively examined the naive Bayes classifier, explored and patched the vulnerable spots in its data space, using a modified classifier to detect potentially malicious examples. Interestingly this pioneer work inspired its complementary works, where researchers start to reverse engineer classifiers by finding those blind spots. A first trial of reverse engineering a linear classifier was conducted by Lowd and Meek [76], they developed a near-optimal evasion attack on linear classifiers with both boolean and continuous input features.

Given a training dataset $D_{tr}$ and its associated classifier $f$, an attacker tries to evade a targeted malicious sample $x_a$ (i.e., potentially a set of samples) to be classified as a negative (benign) sample. Denote an optimal data point $x^*_a$ as the disguised version of $x_a$, namely by updating its corresponding features while keeping malicious content constant, we have $g(x^*_a) < 0$ and $g(x_a) > 0$ assuming $g(\cdot)$ is the discriminative function associated with $f$, e.g., a hyperplane in $F$. Here in the case of binary classification, $f$ can be defined as an activation function, for instance, $f(g(x)) \in \{+1, -1\}$.

Recall the attack scenario given in Sect. 3.4, a targeted evasion integrity attack (TEIA) aims to maximize the false negative of the given set of positive attack points. Here we refine the definition of evasion attack for the binary classification problem in three axises: (i.) directedness (ii.) closeness and (iii.) adversarial cost.

**Directedness** defines the direction of the heuristics conducted by the attacker, it can either be directed or undirected as depicted in Fig. 5.1. For directed evasion attack, additional exemplary benign sample $x^*$ is required to be known to the attacker, who eventually updates the malicious sample $x_a$ towards $x^*$. Note that the evasion path is thus directed to mimic the legitimate behavior of $x^*$. While for undirected evasion attack, attacker manipulates the sample $x_a$ in an indeterministic way by probing the boundary of classifier, as investigated in [76]. It typically involves the reverse engineering of the classifier and is computationally expensive. Also in undirected evasion attack, the attacker does not mimic any legitimate behavior as long as the manipulated sample is classified as benign.

**Closeness** is a measurement evaluating how close is an attack point to its expected area. For instance in directed evasion attack, the closeness measures the distance between the optimal attack point and its exemplary benign sample, e.g., $\|x_a^* - x^*\|$ uses
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Figure 5.1: Evasion attack examples for a binary classification problem. 

- **(a) Boolean features directed evasion**
  - Direct evasion attack of a boolean valued positive sample that evades the hyperplane (classifier boundary) to mimicry the behavior of a certain benign sample.

- **(b) Continuous features undirected evasion**
  - Undirected evasion attack of a continuous valued positive sample can go in multiple directions to get cross the hyperplane, heuristics of corresponding negative samples imply the reverse engineering of the binary classifier.

Adversarial cost is a straightforward measurement of adversary’s effort to achieve an effective evasion attack. For example in [76], they defined an minimal adversarial cost (MAC) of achieving a certain level of closeness. If an attacker successfully evades the classifier by a polynomial-many queries with a less than \((1 - \varepsilon)MAC\) adversarial cost, we say the attack is \(\varepsilon\)-optimality. Similar concept is also proposed in [93] as a bounded cost ball \(B^C\) measuring the distance between original attack point and its optimality.

In Fig. 5.1, we show two examples of evasion attacks. On the left plot the data space is defined by boolean features, initial positive sample is manipulated its boolean features to mimicry a targeted benign sample in a directed evasion setting. Note that the zig-zag evasion path only illustrates the discrete update of the boolean features. And the right plot instead shows a undirected evasion attack with continuous-valued features. Heuristics in different directions implies a reverse engineering of the classifier itself. Given the fact that, in practice, obtaining a legitimate instance as exemplary data is rational almost everywhere, and the computational demand for undirected evasion is normally prohibiting, and more importantly reverse engineering the classifier in most cases is not indispensable. Therefore in this work, we define, for the binary classification,
a directed evasion attack formally as follows. Without loss of generality, we assume an integrity attack.

**Definition 4.** Given any set of positive attack points $A = \{x_i\}_{i=1}^m$, and at least one exemplary benign sample $x^*$, a directed evasion attack finds a path towards $x^*$ holding a malicious feature subset within a certain domain $M$, such that it resides within a $\varepsilon$-close ball $B$ centered at $x^*$, with a minimal adversarial cost bounded by $\tau$. We call it as a $\varepsilon$-optimality evasion attack. The optimal attack points set $A^*$ can be found by optimizing the cost function,

$$A^* = \arg\min_{A \in \Phi(A)} \frac{1}{m} \sum_{i=1}^m L(x_i, x^*) + \lambda C(A) \quad (5.1)$$

s.t.

$$C(A^*) \leq \tau$$

$$\|x_i - x^*\|^2 \leq \varepsilon^2 \quad \forall i = 1, \ldots, m$$

$$\{x^d\} \subseteq M, \quad d \subseteq \{1, \ldots, m\}$$

where $\Phi(A)$ encodes the set the heuristics of $A$, $L$ measures the closeness and $C$ is the adversarial cost function. The malicious domain $M$ carries malicious content encoded as feature subsets, which are pertained to $M$ during the evasion attack. If the problem defined in Eq. (5.2) has at least one optimal solution (possibly many local minimum), then we say the attack is a $\varepsilon$-optimality evasion attack. Also we need to stress on the exemplary sample $x^*$ which is not necessarily a benign sample, it can also be a legitimate distribution as long as $x^*$ encodes certain benign behavior, e.g., benign samples, data distribution, set of rules.

### 5.2 Example: Gradient-based Mimicry Evasion Attacks

To gain more insight of evasion attacks at test time, we revisit the work recently published by Biggio et al.[12] to guide through a possible idea of evading a binary classifier. Also we provide a discussion on the related work according to our formal definition, and point out possible open problems to be done in the future.

#### 5.2.1 Problem Setting

For simplicity, again, authors [12] investigated their evasion attack on a binary classifier. Therefore, given a dataset $D_{tr} = \{\mathcal{X}, \mathcal{Y}\}$, and $\mathcal{Y} = \{+1, -1\}$, a binary classifier $f: \mathcal{X} \rightarrow \mathcal{Y}$ is a mapping from input $\mathcal{X}$ to their labels $\mathcal{Y}$. Therefore its associated continuous discriminative function $g(x)$ defines a mapping: $\mathcal{X} \rightarrow \mathbb{R}$ such that $f(x) = +1$ if $g(x) > 0$, or $f(x) = -1$ if otherwise.

A reckless attacker was about to manipulate a positive attack point $x$, i.e., $g(x) > 0$, to evade the classifier, originally a simple evasion strategy amounts to a undirected evasion attack, which is contented as far as $g(x^*) < 0$. This can easily be achieved by
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A greedy heuristic method without much adversarial cost, however the optimal attack point expires when there is a small perturbation of the classifier, e.g., retraining of the classifier. Therefore a more effective attack objective was proposed to have a high confident level of decision value $g(x) < 0$, that is, to minimize the decision function $g(x)$ bounded by a certain adversarial cost, which is defined by a distance function $d$.

$$d(x, x^*) < \tau$$

A distance function between the initial attack point $x$ and the optimal one $x^*$ describes the adversarial cost of manipulating the features of $x$ to match $x^*$. Note that different features for different classes might induce different cost, hence in cost-sensitive scenarios, we can refer to a more general $L_p$ cost function [93],

$$d(x, x^*) = \left( \sum_{i=1}^{d} c_i \|x_i - x_i^*\|^p \right)^{1/p}$$

For instances, if $p = 0$, the distance $d(x, x^*)$ measures the absolute number of different features between two instances (nonzero entries in $\|x - x^*\|$), while $L_2$ distance is simply the euclidean distance that is widely used in continuous-valued cases. In evasion attack, the $L_p$ cost is bounded by a maximal adversarial cost $\tau$, also note that the evasion attack in [12] is only guaranteed with a upper bound, that indicates the attacker will issue a pessimistic attack as much as possible.

5.2.2 Attack Modeling

As mentioned in Sect. 3.4 an evasion attack could have a relatively lower level of knowledge requirement from the attacker. Therefore authors [12] propose a limited knowledge attack where only feature set $S(X)$ and a surrogate of dataset $\hat{D}$ are available. The surrogate dataset is a slightly weak condition, since such kind of data can be obtained from an alternative data source which shares the same distribution as $D_{tr}$. However knowing the exact feature representation $S(X)$ normally is unrealistic and considered as optimistic in their work. Nonetheless, attacker is capable of defining an alternative feature representation $\hat{S}$ over the surrogate dataset, which is then used to train an approximate discriminative function $\hat{g}$, given that direct access to $g$ and $D_{tr}$ is impossible. In order to obtain an approximation discriminative function $\hat{g}$ over the surrogate dataset $\hat{D}$, a limited number of membership oracle queries to the classifier $f$ is permitted. This assumption is considered as rational and reasonable since many classification systems eventually would not prevent users to submit system queries as a provided service. For convenience, we can simply assume that the source limit on the number of membership queries is always valid for the collected size of surrogate data samples. Evasion is then further defined with the objective over the approximate function $\hat{g}$ such that it is
minimized upper bounded by certain adversarial cost.

\[ x^* = \arg \min_x \hat{g}(x) \]
\[ \text{s.t. } d(x, x_0) \leq \tau \]  

where \( x_0 \) is the targeted malicious sample. Clearly, this is a undirected evasion attack which tries its best to move cross the hyperplane as distant as possible, being classified as benign. Noting that this is a nonlinear optimization problem and the discriminative function is not everywhere differentiable, the optimal attack points will very likely reach local optimums, where might be a flat area with \( \Delta \hat{g} = 0 \). In discriminative models, e.g., one-class SVM, neural networks, the \( \hat{g} \) associates with densities of data points, the flat density area may imply that that attack points fall in a sparse area but not the dense, as we can see in the Fig.5.2(a)\(^1\), therefore they might either fail or be easily detected by any outlier removal process, given that the attack points deviate far from benign behavior.

\[ g(x) - \lambda p(x|y_c=-1), \lambda = 0 \]
\[ g(x) - \lambda p(x|y_c=-1), \lambda = 10 \]

\( (a) \)

\( (b) \)

\( \text{Figure 5.2: Gradient-based evasion attack on binary SVM with RBF kernel. a) the targeted attack points follow the gradient path to local optimums where the density is sparse, when the regularization term is set to zero. b) By setting the regularization parameter } \lambda = 10, \text{most of targeted attack points move to high density area of benign samples to achieve effective evasion attacks.} \]

Observing the imperfection in the attack objective defined in Eq. (5.3), authors proposed to add an regularization favoring the attack points to move towards dense area of the surrogate dataset \( \mathcal{D} \). Using a kernel density estimator to compute the density of the attack point, finally it yields a modified objective function,

\[ x^* = \arg \min_x \hat{g}(x) - \lambda \sum_{f(x_i)=+1} k \left( \frac{x-x_i}{h} \right) \]
\[ \text{s.t. } d(x, x_0) \leq \tau \]  

\[ \]  

\( 1 \)The figures are reproduced by the open source code provided by the authors in: https://comsec.diee.unica.it/adversarialib/
The second regularization term in Eq. (5.4) penalizes when the attack point goes to low density area of benign samples. In Fig. 5.2(b), when the regularization parameter $\lambda = 10$, most of the targeted attack points get successfully evaded towards a dense area of the benign samples, and they form the mimicry evasion attacks at a distant and benign spot.

Figure 5.3: A surrogate dataset $\hat{D}$ is drawn from the same distribution as training dataset $D_{tr}$. An alternative decision function $\hat{g}$ is trained with labels queried from the targeted classifier $f$. The targeted attack point $x_a$ finds its optimum $x^*$ in benign class by evasion attack.

To this end, we see how different is the mimicry evasion attack from our definition in Def. 5.2. Although it seems a undirected evasion attack at the beginning, the regularization term given by the kernel density converts it as a directed evasion attack, where the closeness measures the density of the attack point $x^*$. Defining a compact ball $\mathcal{B}$ over the benign samples, the objective in Eq. (5.4) forces the attack towards the center of the ball $\mathcal{B}$. Since the attacker is only upper bounded at the adversarial cost, therefore it is not a minimal effort evasion attack as we defined in Def. 5.2, but a pessimistic attack to achieve high confidence level of being misclassified. We demonstrate the attack strategy in Fig. 5.3. Given the attacker’s objective in Eq. (5.4), authors [12] applied a gradient-descent technique to find the optimum. The gradient of Eq. (5.4) resolves in two parts, namely $\Delta \hat{g}(x)$ and the gradient of the weighted kernel density, which depends on the kernel function only. If the $\hat{g}$ is differentiable, e.g., SVM, neural networks, the solution can be found easily.
5 Exploratory Attacks

5.2.3 Discussion

To this end, we remark the difference of the presented evasion example and our definition shown in Def. 5.2. In the objective in Eq. (5.4), the adversary aims to update the positive attack point towards a dense area of benign samples, so that it gets a high level of confidence to be misclassified. However, the adversarial cost is merely upper bounded, that is, as long as the cost is less than some threshold $\tau$, the evasion will not cease. This is effective in some cases, however, mostly we expect the adversaries to perform their attack to achieve maximal gain with minimal cost, as we propose in Def. 5.1. Additionally we also observed that the attacker can actually change any features during the gradient descent, this might be counterproductive in terms of adversaries, since there is no bound on the malicious content defined in domain $\mathcal{M}$. For instance, if adversaries inject malicious binaries in PDF files, there must be a subset of features representing the malicious binaries, which should be held within the domain $\mathcal{M}$, unless the evasion might be ill-defined.

5.3 Summary

In this chapter we introduce the evasion attack, without loss of generality TEIA, with formal definition and notations. Then a real example is given by the recent work presented in [12] for further analysis of evasion attack. Although evasion attacks could have variations for both availability and indiscriminate attacks, we believe that most evasion attacks performed by adversaries would be strongly interested at getting a certain subset of malicious data misclassified (evaded). Nonetheless other types of evasions can also be extended straightforwardly using the definition introduced previously.

Since more and more applications adopt learning-based components to provide predictive services, as we have seen in spam filtering, intrusion detection systems. Incentive to evade their detection also increasingly drives malicious users to disguise unintended content as legitimate information. A formal definition in Def. 5.2 provides more insights of analyzing this kind of attack, mainly from the axes of i) directedness, ii) closeness, and iii) adversarial cost. Consider that gathering legitimate data samples from targeted classifier is almost rational everywhere, directed evasion attack aiming at mimicry of legitimate behaviors is considered as a common strategy taken by adversaries. Besides, closeness and adversarial cost together measure the effectiveness of evasion attack, for instance in the gradient-based example we described, attacker attained a pessimistic attack towards a high density area of benign samples by utilizing the maximal adversarial cost. However, we remark that insidious adversaries would achieve their evasion goals with a minimal adversarial cost, other than fully utilizing the resource.

Evasion attack can be private and stealthy since it does not induce compromise of the targeted learner, therefore it is risky when such attacks can not be detected. In the gradient-based evasion example, we see that attack points move fast to the dense part of
benign samples, simulating legitimate behaviors, thus it is very difficult to be discovered by the current anomaly detectors. Although the evasion attack’s impact is not as crucial as causative attack, since only a few test samples are infected, countermeasures against the attacks are still highly demanding. Due to the existence of causative and evasion attacks by highly crafty and adaptive adversaries, we believe that designing robust and secure learning algorithms is imperative.
Secure Learning towards Robustness

Fast pacing development of data-driven machine learning techniques inflates nowadays many applications, for instance, spam filtering is a straightforward extension of binary classifier as a security tool to discover undesirable mails. Incentive of subverting those learning-based systems induces potentially destructive threats from those highly skillful and adaptive adversaries, who are capable of reverse engineering or evading the targeted systems. To this end, to secure the learning-based systems is currently a crucial task and open problem, considering that adversaries can be private and stealthy. Accordingly adversarial learning theory suggests a proactive strategy to face the arms race problems, the defenders exercise possible adversarial attacks at the first place before designing the learning algorithm, and then integrate their attack strategies as effective countermeasures.

In Sect. 2.2, we briefly introduced the robust learner and overfitting problem in machine learning context. In spite of adversarial or non-adversarial noise, robustness is a desirable property of any learning algorithm. For the sake of overfitting, learning algorithms are strictly evaluated by their generalization over unseen test dataset, whether they could provide reliable predictions with possible high level of perturbation. However, a secure learning algorithm demands even more rigorous level of robustness, such that even there exists a number of adversarial actions, the learning algorithm can still be reliable. Unlike stochastic (non-adversarial) noises in training dataset, adversarial samples are injected with targeted poisoning information to construct a ragged and instable data space, on which the learner is trained. Therefore, we understand the adversarial noise equivalently as the noise with a higher risk level. In our opinion, robust learning algorithms should not only be resilient to those normal data perturbation, but also effective under adversarial impact.

In this chapter, we extend our analysis of adversarial learning from the perspective of defender. Two robust learning algorithms are proposed in Sect. 6.1 and Sect. 6.2 to provide a certain level of security by involving prior knowledge about adversaries. Besides, another work on reasoning the attack also suggests another research direction.
of adversarial learning, in Sect. 6.3 we adopted a Bayesian network approach to discover dependencies of factors and outcome, in order to causally analyze the precipitating factors of an abnormal behavior or an adversarial attack. Finally, we conclude our work with a discussion in Sect. 6.4.

6.1 Robust Support Vector Clustering with Indicative Labels

In previous chapters of causative attacks and exploratory attacks, adversarial attack strategies have been extensively studied by examples [138, 137, 12]. Causative attacks, or more specifically as poisoning attacks, subvert targeted classifiers, e.g., SVMs, LASSO, such that legitimate function is degenerated. For evasion attacks, instead, legitimate function of classifiers is untouched, but nevertheless it generates incorrect predictions for those delicately manipulated malicious samples. Observing that adversaries usually manipulate their attack samples to locate at positions which might contradict the normal behavioral data patterns (secure patterns), therefore it is straightforward to firstly propose anomaly detection on the potentially disrupted training dataset. As a legitimate discipline to remove the effect introduced by anomalies, possibly adversarial noise, it is significant that the anomaly detection methods themselves are robust against outliers.

Therefore in the sequel we investigate a robust version of a widely applied anomaly detection algorithm, namely support vector clustering (SVC), in a semi-supervised learning setting. In many learning scenarios, supervised learning is hardly applicable due to the unavailability of a complete set of data labels, while unsupervised models overlook valuable user feedback in an interactive system setting. Therefore we explore the semi-supervised learning with merely a small number of user indicated labels as supervised information, and apply the methodology on the SVC algorithm for anomaly detection. It is shown that the given labels can significantly improve the performance on detecting anomalies. Moreover, the partially labeled data proliferates the information without extra computational burden but significantly enhances the learning robustness against anomalies.

6.1.1 Related Work

Among a number of research works in the area of anomaly detection [29], unsupervised clustering methods are widely explored due to the fact that the input data does not always come along with labels. For instance, Self-Organizing Maps (SOM) [115] and K-means clustering [148] assume the compactness of normal data around its cluster center, whereas anomalies are sparsely settled. However, they do not support arbitrary data shape in the input space. The DBSCAN algorithm [44] detects arbitrary shapes of data in accordance with local densities, where outliers are supposed to be distributed in low density area and not belong to any cluster.
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In recent years, kernel and spectral clustering methods [38] have invoked immense interest of researchers due to its non-parametric characteristics. Ben-Hur et al. [9] developed the support vector clustering (SVC) algorithm that discovers the smallest sphere in the feature space enclosing all the data points. With a delicate selection of parameters, the support vector clustering can naturally separate data samples into various classes. This support vector descriptive model shares the common core idea with the one-class support vector machine [111]. Unfortunately, the SVC has not yet been adapted to the semi-supervised mode. In many systems, we observe that some feedback can be contributed by users at a very low expense, which encourages the raise of the semi-supervised learning [149]. Especially in anomaly detection, it is highly expected that a least effort from users could improve the performance at a significant amount. The work in [56] introduces the semantic anomaly factor to measure the deviation an outlier behaves from the majority of its cluster members by inquiring their labels. Another well studied semi-supervised learning method is the semi-supervised support vector machine [113], which prevents the decision boundary from passing through high density area. A graph based semi-supervised method leverages the non-negative matrix factorization [54] to cluster data by minimizing distances of same labeled samples while maximizing distances of different labeled samples.

Despite the many work presented in this subfield of anomaly detection, very little is studied to enhance the robustness of detection process itself. Consider the adversarial learning setting, we believe that it brings enormous contribution when supervised information from legitimate users is available. For this reason, we present the semi-supervised version of support vector clustering, named as indicative support vector clustering (iSVC). Given a limited number of binary labels as legitimate or malicious, the support vector clustering algorithm can be guided to produce a more reliable and accurate boundary separating normal instances from anomalies. The iSVC reweighs part of the input data points leveraging the supervised information given by legitimate users, and then constructs the boundary alleviating the impact of anomalies on the hypersphere. To our knowledge, this is the first semi-supervised support vector clustering method to secure the anomaly detection process.

6.1.2 A Revisit of Support Vector Clustering

We revisit the theory and notation of Support Vector Clustering algorithm in this section, following the formulation introduced in Ben-Hur’s work [9].

Given a data set of \( n \) points \( \{x_i\}_{i=1}^n \subseteq \mathcal{X} \), it forms a \( d \)-dimensional real-valued input space with \( \mathcal{X} \subseteq \mathbb{R}^d \). Defining a non-linear feature mapping \( \Phi \) from \( \mathcal{X} \) to a higher dimensional Hilbert space \( \mathcal{H} \), the support vector clustering looks for the smallest sphere \( \mathcal{B} = \langle R, a \rangle \) in \( \mathcal{H} \) enclosing all the mapped data points, where \( R \) is the radius of the sphere and \( a \) is the center in \( \mathcal{H} \). To allow soft margin, \( n \) slack variables \( \{\xi_i\}_{i=1}^n \) are associated with each data point, such that the objective function is formulated as:
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\[
\begin{align*}
\min R^2 + C \sum \xi_i \\
\text{subject to} & \quad \|\Phi(x_j) - a\|^2 \leq R^2 + \xi_j, \quad \forall j \\
& \quad \xi_j \geq 0
\end{align*}
\]  

(6.1)

To solve this problem, the corresponding Lagrangian form is introduced,

\[
L = R^2 - \sum_j (R^2 + \xi_j - \|\Phi(x_j) - a\|^2) \beta_j - \sum_j \xi_j \mu_j + C \sum \xi_j,
\]

(6.2)

where \(\beta_j \geq 0\) and \(\mu_j \geq 0\) are Lagrange multipliers with respect to the two constraints in Eq. (6.1), and \(C\) is the regularization parameter. Intuitively, the SVC algorithm minimizes the ball by permitting part of data lying outside of the boundary, but meanwhile penalizing their outlying. Setting the derivative of the Lagrange \(L\) to zero, it leads to the following observations,

\[
\sum \beta_j = 1 \quad (6.3)
\]

\[
a = \sum \beta_j \Phi(x_j) \quad (6.4)
\]

\[
\beta_j = C - \mu_j \quad (6.5)
\]

The KKT conditions again require that

\[
\xi_j \mu_j = 0 \quad (6.6)
\]

\[
(R^2 + \xi_j - \|\Phi(x_j) - a\|^2) \beta_j = 0 \quad (6.7)
\]

According to the Eq. (6.3)-(6.7), we have the following property of SVC,

**Property 1.** Denote three disjoint set of points \(\{S,B,R\}\) are the sets for support vectors, bounded (error) support vectors, and reserved vectors respectively. A support vector \(x_j \in S\) lies on the sphere surface with \(0 < \beta_j < C\), while a bounded support vector \(x_j \in B\) lies outside the sphere with \(\beta_j = C\). For all the points lying inside the sphere \(x_j \in R\), the associated Lagrange multipliers \(\beta_j = 0\).

Eliminating the variables \(R, a,\) and \(u_j\), the Wolf dual form is that such as \(\beta_j\) are the only variables.

\[
\mathcal{W} = \sum_j \Phi(x_j)^2 \beta_j - \sum_{i,j} \beta_i \beta_j \Phi(x_i) \cdot \Phi(x_j)
\]

s.t. \(0 \leq \beta_j \leq C, \ j = 1, \ldots, n.\)

(6.8)

(6.9)

The inner product of feature mapping \(\Phi(x_i) \cdot \Phi(x_j)\) can be represented by a kernel function \(k(x_i, x_j)\), for convenience, it is chosen as the widely adopted Gaussian kernel.

\[
k(x_i, x_j) = \exp \left( -\frac{\|x_i - x_j\|^2}{2h^2} \right),
\]
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Figure 6.1: Support vector clustering on a 2-dimensional space, where data points are separated in 4 clusters by a nonlinear cluster boundary. Blue points are the reserved and support vectors, and the ‘×’ marks the error vectors which reside out of the cluster bound.

where \( h \) is the kernel bandwidth controlling the smoothness of the clustering boundary. The Lagrangian \( \mathcal{W} \) is then substituted as:

\[
\mathcal{W} = \sum_j k(x_j, x_j) \beta_j - \sum_{i,j} \beta_i \beta_j K(x_i, x_j),
\]

subject to \( 0 \leq \beta_j \leq C, \ j = 1, \ldots, n. \) (6.11)

Solving the above QP problem, we obtain the dual variables \( \{\beta_j\} \) assigning the input data into the disjoint sets \( \{S, B, R\} \). Besides, the squared distance of any vector \( x \) to the ball center \( a \) can be computed as,

\[
d(x)^2 = k(x, x) - 2 \sum_j \beta_j k(x_j, x) + \sum_{i,j} \beta_i \beta_j k(x_i, x_j)
\]

and the radius \( R \) is measured by any distance of support vectors to the center \( a \).

\[
R = d(x_i), \quad \exists x_i \in S
\]

Finally we obtain the cluster boundary by the radius \( R \) mapped back to the input space. An example of SVC on a 2-d toy sample is shown in Fig. 6.1, where points are separated by a nonlinear cluster boundary.
Cluster assignment

The SVC algorithm searches the smallest sphere enclosing all the points, but not classifies each point into its containing cluster. To assign the cluster labels, it requires a further geometrical analysis of the input data. For instance, two points $x_i$ and $x_j$ are connected with a line $l$, which is divided into several line segments. If any point on the segments stay outside the cluster boundary, it indicates that $x_i$ and $x_j$ belong to different clusters. Most efforts are dedicated to the cluster labeling process so as to improve the computational complexity. This prohibits the prevalence of SVC for clustering practitioners.

However, in anomaly detection, the cluster labeling process is not a necessity when anomalies are already identified as bounded support vectors. This characterizes the SVC as an ideal choice for anomaly detection. In the sequel, we neglect the cluster assignment of SVC, therefore convert it to an one-class classifier separating outliers from normal instances, moreover, we remark that the cluster assignment does not influence the robust enhancement to the SVC algorithm, since it is an isolated step to geometrically compute the cluster labels.

6.1.3 SVC Algorithm on Anomaly Detection

The SVC lends its advantages to anomaly detection being regarded as an equivalent one-class SVM classifier, if the kernel function $k(x, y)$ only depends on $(x - y)$ [110]. In this section, we explore its application for anomaly detection as well as its limitations.

The SVC forms an enclosed hypersphere separating the data into three sets, or generally speaking, two sets: $\{X^+, X^-\}$. We denote the positive set $X^+$ for anomalies and the negative set $X^-$ for normalities. The bounded support vectors (BSVs) correspond the set $X^+$ which are distant from the ball center $a$, and all the other points belong to the set $X^-$, can either be a support vector or a reserved point. From the SVC optimality conditions in Eq. (6.3)-(6.7), we have following properties that hold for any anomaly $x_a \in X^+$:

$$\xi_a > 0, \beta_a = C \text{ and } \mu_a = 0$$

According to Eq. (6.3), the number of anomalies is upper bounded by $1/C$, where $C$ is the penalty term.

$$n_a < 1/C$$

That is, we know that the proportion of anomalies in the input data $P_a$ is also upper bounded by $1/\bar{nC}$. Therefore, the penalty $C$ and the sample size $n$ determine a tolerance level for the outliers in the input data. Besides, the distance of an outlier $x_a$ to the center $a$ can be computed as:

$$d(x_a) = k(x_a, x_a) - 2 \sum \beta_j k(x_a, x_j) + \sum \beta_i \beta_j k(x_i, x_j)$$

For a SVC hypersphere $\mathcal{B} = (R, a)$, the third term in $d(x_a)$ is fixed, and for Gaussian kernel $k(x_a, x_a) = 1$. When the outlier $x_a$ is distant from the center $a$, it implies a small
value for \( \sum_j \beta_j k(x_a, x_j) \), which is a weighted average of the Gaussian kernels on all the samples. When all the points are regarded as anomalies, i.e., \( P_a = 1 \) and \( C = 1/n \), we have an approximated Parzen Window Estimate,

\[
P(x_a) = \frac{1}{n} \sum_j k(x_a, x_j)
\]

Thus, given a SVC hypersphere \( \mathcal{B} = \langle R, a \rangle \), the further a point is away from the center \( a \), the lower is the density in comparison with others. This forms the fundamental idea of using SVC for anomaly detection. And moreover, the regularization parameter \( C \) sets a tolerance level to determine how many points can be maximally repelled out of the enclosing sphere, namely, identified as anomalies.

![Figure 6.2: Given a kernel bandwidth \( h = 1.8 \), the effects of various regularization parameter \( C \) on the SVC cluster boundary and predicted anomalies, which comply with the data points residing at the low density area.](image)

(a) \( C = 0.1 \)  
(b) \( C = 0.05 \)

In Fig. 6.2, a set of points are distributed in two rings respectively in a 2-d space, where the inner ring is denser than the outer ring (anomalies). It is observed that an increased penalty term \( C \) (see Fig. 6.2a) imposes higher penalty on the outliers, and makes the sphere to be expanded to encircle more points. However, a mitigation of the penalty would possibly produce more unexpected outliers, see Fig. 6.2b. Consequently, this density-based SVC framework will head into a failure when the outliers are no longer sparse in the input space, which could be realistic when adversaries are aware of it. Furthermore, from Eq. (6.4), the center \( a \) of the sphere is a weighted mean of all the support vectors and bounded support vectors, and for all the \( \beta_j \) values of BSVs are set equally \( C \). Therefore, for the robustness of the decision boundary, the hypersphere
is heavily biased by the anomalies, whose impacts should be excluded or at least alleviated. In adversarial setting, the SVC is formulated as a Tikhonov regularization problem, which could be vulnerable against causative attacks, which we have discussed in Sect. 4.1 and Sect. 4.2.

6.1.4 Indicative Support Vector Clustering

The study above reveals two critical problems of the SVC in anomaly detection applications. First, the sparsity of anomalies does not always hold, especially when the adversaries manipulates malicious samples actively to create undesirable set of anomalies. Most anomaly detection algorithms are not employable, if the anomalies form a cluster themselves. Second, the existence of anomalies will tamper with the center and radius of the hypersphere, the robustness of SVC algorithm is thus questionable when the adversarial impact of the outliers is overlooked. Therefore, we propose the semi-supervised version of the SVC algorithm by integrating user specified labels with high confidence.

Weighted Regularization for Robustness

The SVC generalizes the solution as a smallest sphere in the Hilbert space \( \mathcal{H} \) by allowing a portion of points to be ruled out, but simultaneously penalizing their outlying. In accordance with the properties of SVC, the optimal ball center \( a \) is a weighted mean of all the SVs and BSVs under feature mapping \( \Phi \). Fragment the Lagrangian multipliers \( \{\beta_j\} \) to three subsets as \( \{\beta_S, \beta_B, \beta_R\} \) in corresponds to \( \{S, B, R\} \) respectively, we have

\[
a = \sum_{x_s \in S} \beta_S \Phi(x_s) + \sum_{x_b \in B} \beta_B \Phi(x_b) + \sum_{x_r \in R} \beta_R \Phi(x_r),
\]

where \( 0 < \beta_S < C; \beta_B = C \) and \( \beta_R = 0 \). The bounded support vectors contribute even more than the support vectors on positioning the center. However, in anomaly detection or other noise-aware applications, BSVs are recognized as outliers or noises, to which a robust learning model should be more resilient. For robustness, a weighted regularization term to the original SVC objective function is thus proposed, the Lagrangian is now reformed as:

\[
L = R^2 - \sum_j \left( R^2 + \xi_j - \|\Phi(x_j) - a\|^2 \right) \beta_j - \sum_j \xi_j \mu_j + \sum_j c_j \xi_j,
\]

(6.13)

Instead of equivalently penalizing all the input data with a constant \( C \), the weighted regularization term \( \sum c_j \xi_j \) in Eq. (6.13) treats each point individually. The objective is that, the larger the regularization coefficient \( c_j \) is, the less possible the point \( x_j \) would be driven away from the hypersphere, and vice versa. And the associated observation in Eq. (6.5) becomes:

\[
\beta_j = c_j - \mu_j
\]

(6.14)
In this way, the BSVs (anomalies) should have lower values of $\beta_j$, and the SVs or reserved points are optimized with higher values of $\beta_j$. Consequently, we alleviate the adversarial effect of the BSVs on the formation of the hypersphere $\mathcal{B}$, and the SVs become the dominating factors leading to the decision boundary.

### Integration of Indicative Labels

**Assumption 1.** Anomalies are the patterns found to behave distinctly from the normal patterns, and similarly behaving instances are more likely hosted in the same cluster.

To compute the regularization weights $\{c_j\}_{j=1}^n$, the supervised information from user given labels can be leveraged and integrated in addition to the unlabeled input data based on the assumption 1, that is, similar data patterns are more closely located to each other. Given a data set $\mathcal{X} \subseteq \mathbb{R}^d$, two supervised datasets are indicated by users, $\mathcal{X}^+ = \{ (x_a, y_a) | x_a \in \mathcal{X}, y_a = 1 \}$ and $\mathcal{X}^- = \{ (x_r, y_r) | x_r \in \mathcal{X}, y_r = -1 \}$ for $a, r \in \{1, \ldots, n\}$.

$\mathcal{X}^+$ is a labeled subset of $\mathcal{X}$ with only anomalies, while $\mathcal{X}^-$ is likewise a labeled subset with merely normal samples. By the Assumption 1, a user given label of an instance indicates the similarity of its neighborhood with a high confidence level, and can broadcast the supervised information over its neighborhood. More precisely, a given anomaly sample will increase the probability of its neighborhood of being anomalies, while a given legitimate sample will indicate that its neighborhood are more confident of being legit as well.

To leverage the favoring supervised information to obtain the regularization weights, an impact function $g$ is defined in the input space $\mathcal{X}$ given the labeled sets $\mathcal{X}^+$ and $\mathcal{X}^-$. 

$$ g(x_i) = \frac{\sum_{x_a \in \mathcal{X}^+} k(x_a, x_i)}{\sum_a 1^+(x_a, x_i)} + \frac{\sum_{x_r \in \mathcal{X}^-} k(x_r, x_i)}{\sum_a 1^-(x_r, x_i)} $$

where the kernel function is taken as a similarity measurement, note that we use Gaussian kernel,

$$ k(x, x_i) = \exp \left( \frac{\|x - x_i\|^2}{-2h^2} \right) $$

And $1^+$ and $1^-$ are both indicator functions defined as

$$ 1^+(x_a, x_i) = \begin{cases} 1 & \|x_a - x_i\| \leq 2h \\ 0 & \text{otherwise} \end{cases} $$

$$ 1^-(x_r, x_i) = \begin{cases} -1 & \|x_r - x_i\| \leq 2h \\ 0 & \text{otherwise} \end{cases} $$
We define the radius of the affected neighborhood as $2h$ for simplicity, which means that the impact of the given labeled data is bounded. The bounds of the indicator functions $1^+$ and $1^-$ can also be configured individually so that we have flexibility on controlling the degree of impact by anomalies or normal samples. Besides, the similarity measurement $k(x_i, x_i)$ is proportional to a Gaussian distribution $\mathcal{N}(x, h)$. Therefore, the impact function $g(x_i)$ represents the probability of $x_i$ being an anomaly affected by $X^+$ or a normal instance affected by $X^-$. Note that normally it is expected that a data point can either be influenced by anomalies or by normal instances, but not by both. If it was the case, there could be a potential overlap between the two classes of instances in the input data. This would probably result in a decline of the cluster performance due to the ambiguous description of the data set. However, this can be overcome by carefully selecting an impact bound of $h$, which will trade off the performance of final algorithm as well.

Using the impact function $g(x_j)$, the regularization weights $c_j$ can be computed

$$
c_j = \begin{cases} 
0 \cdot \frac{1-g(x_j)}{1-\exp(-2)} + \frac{1}{n} \cdot \frac{g(x_j) - \exp(-2)}{1-\exp(-2)} & \text{if } g(x_j) > 0 \\
0 \cdot \frac{1-g(x_j)}{1-\exp(-2)} & \text{if } g(x_j) < 0 
\end{cases}
$$

(6.16)

where $c_0$ is the initial value of $c_j$ and $n$ is the sample size.

On the one hand, when the value of the impact function $g(x_i)$ is positive, the sample $x_i$ is more likely recognized as an anomaly affected mainly by the given anomaly set $X^+$. For example, when $x_i$ infinitely approaches a given anomaly, we have $g(x_i) = 1$ and $c_i = 1/n$, which implies the probability of $x_i$ being an anomaly: $P_a(x_i) = 1$. Similarly when $x_i$ lies on or out of the bound of $2h$, we have $g(x_i) = \exp(-2)$ and $c_i = c_0$ which is not affected at all as the initial value. Consequently, the weighted penalties on the affected neighborhood of the given anomalies are reconfigured between $1/n$ and $c_0$.

On the other hand, when the point $x_i$ is mainly affected by the given normal set $X^-$, the value of $g(x_i)$ is negative, and it is more confident to be recognized as a normal instance. In extreme case, the $x_i$ approximates a given normal instance infinitely, the probability of being an anomaly is zero, we can then set the penalty $c_i$ as 1. Again, when a point lies out of the bound $2h$, it stays unaffected with the initial configuration of $c_0$. Consequently, the neighborhood of the given normal samples is penalized more heavily between $c_0$ and 1. Together with the constraints on the labeled samples, the Wolfe dual form becomes:

$$
W = \sum_j k(x_j, x_j)\beta_j - \sum_{i,j} \beta_j \beta_k (x_i, x_j) 
$$

(6.17)

s.t. $0 \leq \beta_j \leq c_j$

$\beta_{X^+} = c_{X^+}$

$0 \leq \beta_{X^-} < c_{X^-}$

The weighted regularization term and the additional constraints do not change the convexity. Solving this dual problem by maximizing $W$, we obtain the robust SVC boundary
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providing a more reliable separation of anomalies from normal instances.

Complexity Analysis

Note that the iSVC algorithm only requires an additional computation of the regularization weights \( \{c_j\} \). In the computation of \( c_j \), the similarity measurements are represented by the kernel matrix \( K \). Hence, we only need to compute the impact function for each point, the additional complexity is then \( O(n) \). Nevertheless, the problem can still be solved in polynomial time without noticeable computational burden.

6.1.5 Experiments

In this section, we evaluated the iSVC algorithm both on synthetic data and real-world data. The required parameters for iSVC involve the kernel bandwidth \( h \), an initial penalty constant \( c_0 \) and user given positive and negative label sets that correspond to anomalies and normal instances respectively. The bandwidth \( h \) controls the smoothness of the cluster boundary and also the number of the support vectors. For simplicity, we assume an optimal \( h \) without explicitly evaluating it in experiments. Note that this can be done by the cross-validation. For the initial value of \( c_0 \), a good estimate could be derived from the proportion of the outliers in input data set, namely, \( c_0 = 1/n_{bsv} \), where \( n_{bsv} \) is the number of outliers in data set. In the end, only a small number of labels are supposed to be given by users and we show that the involvement of the supervised information indeed improves the performance of support vector clustering significantly on anomaly detection.

On Synthetic Data

To illustrate the mechanism and capability of iSVC algorithm, experiments were conducted firstly on a 2-d synthetic data set. It contains two normal classes of compacted Gaussians, each of which has 250 samples. Another set of 150 anomaly samples forms a sparse ring encircling the normal instances. The experiments were performed in three distinct configurations of given labels, that is, 1) only anomalies were given by users. 2) only normalities were given by users. 3) both anomalies and normalities were indicated. All the labeled data were randomly sampled from the input data set.

In Fig. 6.3, the iSVC clustering results given different label sets are shown in a 3x3 grid. Each row has the same bandwidth \( h \) and the initial \( c_0 \), and the first column of the results gives the cluster boundaries of original SVC algorithm on the synthetic data. Note that the bandwidth \( h \) is configured with a global value over all the experiment sessions. In Fig. 6.3a, a moderate value of \( C \) only discloses a minority of the actual anomalies, while a handful of normal instances are also recognized as anomalies due to their low densities. Clearly, the SVC algorithm fails when the densities of data samples are not explicitly separable between normalities and anomalies. In the middle of the
Figure 6.3: Experiment on a 2-d synthetic dataset. Given different sets of supervised labels, the cluster boundaries of SVC and iSVC changed accordingly and also the predicted anomalies. Note the blue points represent normal samples, and red ones are the predicted outliers.

first row, 5 given anomalies are evenly distributed along the ring. We observe that more anomalies are discovered under the supervised information. On the rightmost, more anomalies up to 10 are given, however, part of which are redundantly located on the left half ring. Consequently, the anomalies on the right half ring are completely unaffected. In the Fig. 6.3b, a smaller $c_0$ produces an excessive discovery of anomalies with a significant false positive. Since the normal instances are more compacted in
In summary, we observe that the iSVC outperforms the SVC algorithm by introducing additional supervised information of user given labels. Under the compactness of normal instances, the requirement on the number of indicative normalities is usually less rigorous than indicative anomalies. However, when the anomalies form certain clusters themselves instead of being sparsely distributed, iSVC can easily generate a promising result by only given a small number of labels. Note that it is also crucial to introduce a certain sampling mechanism to actively select labels such that iSVC leverages the supervised information effectively to avoid redundancy. We leave that as a future research work.

On Real-world Data

The evaluation of the iSVC algorithm was then performed on real-world data sets. Again, we assume an optimal kernel bandwidth $h$ for each experiment session without explicitly estimating it. The experiments show that iSVC improves the original SVC algorithm and outperforms other semi-supervised binary classifiers, and also presents its potential to related practitioners who intend to secure their anomaly detection process against adversarial users.

**MNIST Digit Images.** We firstly selected four digit sets from the MNIST digit images data set [72]: \{0, 2, 6, 9\}. To fabricate a similar anomaly-aware scenario, 100 images of digit \{0\} were manually tampered with a couple of horizontal noisy lines. For digits \{2, 6, 9\}, we sampled 150 images out of each class as normal instances. Note that each digit image is a 8-bit grey image with a dimension of 28x28. For demonstration, we applied PCA firstly on the input data to visualize its two main principal components. In the reduced dimension, the tampered digit images \{0\} are relatively distant from other digits images. In Fig. 6.4b, SVC algorithm generated several false positives and false negatives as well. Given 2 normal images and 5 anomalies in Fig. 6.4c, iSVC produced a better estimate of the cluster boundary setting the anomaly digits \{0\} apart from other legitimate digits.

A quantitative evaluation of the iSVC algorithm was then performed on the input MNIST data set without PCA. The evaluation was repeated 10 times to reduce the effect of the randomness on choosing the sample labels. In Fig. 6.5, it is observed that a varied initial regularization constant $C$ starting from an extremely small value close to 0 has a significant influence on the performance of SVC, while iSVC is much more reliable and relatively more independent of the regularization parameter by giving the indicative labels. The accuracy of iSVC is more stable and almost all over 90% with respect to various $C$ (see top row). When we changed the proportion of the outliers in the input...
data with $C$ fixed as 0.03, the iSVC performed much better than the SVC as well. Note that, at such a small value of $C$, the recall is always 100% due to the excessive detection of anomalies, and the precision is poor because many normal instances were now classified as anomalies. Nevertheless, with only 5% randomly selected labels, the performance of iSVC on anomaly detection reveals its potential for practitioners, especially with a careful selection of indicative labels (see bottom row).

The WDBC Data. Finally we conducted an experiment on the Wisconsin Diagnostic Breast Cancer (WDBC) data set from UCI repository [5] to illustrate the empirical advantages of iSVC. The dataset contains in total 569 samples, out of which 212 are malignant and 357 are benign. For comparison, we employed the semi-supervised fast linear SVM solver [113] as a baseline method, denoted as $S3VM$. Note that $S3VM$ requires an additional parameter indicating the ratio of outliers in the unlabeled dataset, and this is normally not available in practice. To approximate a value of the ratio, we estimated it from the labeled data instead of the unlabeled data. Suppose the labeled data are actively sampled according to a certain distribution, this reflects the underlying probability of positive samples. The empirical results are shown in Table. 6.1.

We started with a very small value of regularization parameter $C$ which should identify excessive anomalies by iSVC. Given some indicative labels, iSVC outperforms the original SVC algorithm and behaves much more stable than $S3VM$. Especially when imbalanced labels are given, e.g., only giving 5% positive or 5% negative labels will completely exterminate the function of $S3VM$. 

Figure 6.4: MNIST digit images of $\{0, 2, 6, 9\}$ are demonstrated on its two main principals after applying PCA. Both SVC and iSVC are conducted on the reduced data set with the parameters $h = 2.5$ and $C = 0.012$. 

![Figure 6.4: MNIST digit images of {0, 2, 6, 9} are demonstrated on its two main principals after applying PCA. Both SVC and iSVC are conducted on the reduced data set with the parameters $h = 2.5$ and $C = 0.012$.](image)
6.1 Robust Support Vector Clustering with Indicative Labels

Figure 6.5: Quantitative evaluation for iSVC and SVC on the MNIST digit images data set without PCA, with respect to different regularization parameter $C$ and different ratios of anomalies in the input data. For iSVC, different level $\{0.5\%, 1\%, 5\%\}$ of indicative labels are also given.

6.1.6 Summary

The iSVC algorithm is proposed to circumvent the inherent deficiencies in SVC that is not capable of integrating additional supervised information. By indicating a small number of sample labels, the iSVC exhibits its prominent performance on anomaly detection, more generally, on semi-supervised binary classification problem. The clustering model is guided to produce a more robust decision boundary under the supervised information, especially when there exists adversarial users who carefully craft poisoning or evading examples to form its own cluster. In previous introduction of various adversarial attacks, we have seen that potential attackers are capable of reverse engineering the classifier and leading it to misclassify certain samples, in order to achieve their own gain. In future, we will extend our work along three dimensions. Firstly we will extend the model to automatically estimate the optimal bandwidth and actively select informative
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<table>
<thead>
<tr>
<th></th>
<th>WDBC dataset with $h = 0.9, C = 0.001$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
</tr>
<tr>
<td>SVC</td>
<td>63.4%</td>
</tr>
<tr>
<td></td>
<td>5% positive and 0% negative labels</td>
</tr>
<tr>
<td>iSVC</td>
<td>90.5%</td>
</tr>
<tr>
<td>S3VM</td>
<td>39.2%</td>
</tr>
<tr>
<td></td>
<td>0% positive and 5% negative labels</td>
</tr>
<tr>
<td>iSVC</td>
<td>89.8%</td>
</tr>
<tr>
<td>S3VM</td>
<td>64.9%</td>
</tr>
<tr>
<td></td>
<td>5% positive and 5% negative labels</td>
</tr>
<tr>
<td>iSVC</td>
<td>92.3%</td>
</tr>
<tr>
<td>S3VM</td>
<td>88.4%</td>
</tr>
<tr>
<td></td>
<td>10% positive and 10% negative labels</td>
</tr>
<tr>
<td>iSVC</td>
<td>93.9%</td>
</tr>
<tr>
<td>S3VM</td>
<td>92.4%</td>
</tr>
</tbody>
</table>

Table 6.1: Empirical results on the WDBC dataset given different proportions of indicative labels of both positive and negative samples, comparing to the baseline method S3VM.

data samples for labeling. Second, the iSVC based anomaly detection model should integrate adversarial attacks and dynamically adapt to the adversarial noise. Finally we expect our model to be able not only to discover the adversarial users, but also to causally reason their malicious behaviors.

6.2 Objective Learning from Multiple Sources

Malicious impact incurred by non-gaussian or adversarial noises can be mitigated by involving a certain level of supervised information. Given a set of labels with high confidence, it is shown in Sect. 6.1 that the anomaly detection can be secured against outliers even when they formulate an abnormally behaving cluster. To counter adversarial attacks, additional information is required to guide the learners through the entanglement of the attackers. We present another mechanism of protecting against the malicious users from tampering legitimate functions of learning systems. More precise, we leverage responses from multiple sources for inference of ground truth and the expertise of those sources, some of which might possibly be the adversaries.
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Nowadays machine learning techniques are increasingly employed in multiple applications of social web services. A common property of these services is that the information is retrieved and shared among a large number of Internet users. For instance, the Wikipedia enables any user to edit and evaluate the articles online and possibly requests feedbacks from them, i.e., “trust-worthy”, “objective”, “complete” and “well-written”. The quality of service is thus not guaranteed since it is publicly available for any user, and adversaries with certain incentive of those services are of potential threats. Besides, other platforms could leverage the wisdom of crowds to accomplish a common task or project. For example, the Amazon Mechanical Turk\footnote{https://www.mturk.com} offers service to those requesters to publish and maintain a set of assignments, which can be tackled by a group of hired users (not necessarily legitimate users). Galaxy Zoo\footnote{http://www.galaxyzoo.org/} is another web service to allow users to annotate astronomical images. The way of performing a task collaboratively is called crowdsourcing that collects pieces of response or information from multiple, possible a large number of, users to accomplish a more complex function, e.g., automatic recognition of galaxies from astronomical images. In machine learning and data mining research, this associates with challenges of learning from multiple sources \cite{33}, especially the security of inferring reliable predictions under potential adversarial users’ actions is of central interest. In spite of these web service, learning from multiple sources finds its wide applications also in other domains. For instance, the sensor networks have been applied for reliable monitoring of remote and hostile environment. In \cite{125}, researchers used a 16-nodes sensor network mounted on a tree to monitor elevation from multiple weather fronts. However, the challenges arise if the collected sensor data is noisy or sometimes adversarial, e.g., network outage, aging sensors, it might be counterproductive by simply averaging out as suggested by a common routine. Therefore, a mechanism of learning the environmental parameters and predicting the readings involving the additional information is required to perform a robust learning from multiple sources.

A number of studies have involved multiple sources, but mainly focus on classification problem, for instances, in previous work \cite{37, 60, 117} researchers estimated error rates of various observers. In the sequel, we may refer sources interchangeably as labelers, experts, annotators or observers, they represent the same subject unless stated otherwise. In \cite{33}, the most informative samples are selected from multiple observers for model training, thus the model can be learned directly from this multiple source dataset, instead of separating the inference of ground truth and learning the classifier in two stages. Later, probabilistic models dealing with this learning problem are presented in \cite{102, 103} with an assumption that expertise of annotators is independent of the given observations. This assumption is then relaxed in \cite{134, 145} and extended to the active learning problem in \cite{144}. In this work, we revisit the probabilistic graphical model presented in \cite{141} both in theory and empirical experiments, and then present a real application to it, which provides an objective photo ranking function \cite{142}. It is
shown that the probabilistic graphical provides a unified regression function to correctly infer the ground truth and the expertise of multiple observers, using the less-parametric Gaussian Process framework. Given a good estimate of the expertise of observers, the adversarial impact can be mitigated with respect to the predicted ground truth.

### 6.2.1 Probabilistic Framework of Multiple Observers

Given \( N \) instances \( \mathcal{X} = \{x_n\}_{n=1}^N \) where \( \mathcal{X} \subseteq \mathbb{R}^L \) is the instance space, also the responses from \( M \) observers are denoted as \( \mathcal{Y} = \{y_{n,m}\}_{n=1,m=1}^{N,M} \) and \( \mathcal{Y} \subseteq \mathbb{R}^D \). \( L \) and \( D \) are the dimensions of input instances and responses accordingly. Besides, a latent variable \( \mathcal{Z} = \{z_n\}_{n=1}^N \) denotes the unknown \( D \)-dimensional ground truth for the inputs \( \mathcal{X} \). For compactness, the bold-typed \( \mathbf{x}, \mathbf{y}, \mathbf{z} \) represent vectors in their instance space \( \mathcal{X}, \mathcal{Y} \) and \( \mathcal{Z} \) respectively.

![Graphical model of the learning problem from multiple observers.](image)

To formulate the learning problem from \( M \) observers, potentially with adversaries, a probabilistic graphical model is proposed in Fig. 6.6. The probabilistic graphical model proposes two problems to be solved, namely, it estimates the ground truth for all the input instances, and also the model captures the expertises functions for each observer, which might be a potential adversary. The deviation between the response \( y_m \) and \( z_m \) implies how much the \( m \)-th observer can misbehave from ordinary annotators.

The joint probability of the model can then be formulated as,

\[
p(\mathcal{Y}, \mathcal{Z}, \mathcal{X}) = p(\mathcal{Y} | \mathcal{Z}, \mathcal{X}) p(\mathcal{Z} | \mathcal{X}) p(\mathcal{X}) \propto \prod_{n=1}^{N} \prod_{m=1}^{M} \prod_{d=1}^{D} p(y_{n,m,d} | x_n, z_{n,d}) p(z_{n,d} | x_n),
\]

Note that \( p(x_n) \) is dropped since the \( \mathcal{X} \) is treated as an empirical collection of instances, which hold constant while estimating the model. Besides, two assumptions are given in Eq. (6.18), firstly seen from the first product over \( D \), each dimension of the ground truth.
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truth is independent but not identically distributed. Second, all observers are also independent, given by the product over $M$. To tackle this problem, previous work [134, 145, 102, 144, 103] adopted various parametric methods to estimate the conditional distribution accordingly. Here in [141], a nonparametric Gaussian process is proposed to capture the model. Moreover, the generative process of responses $\mathcal{Y}$ can be written in following two noise models,

$$z_{n,d} = f_d(x_n) + \epsilon_n,$$

$$y_{n,m,d} = g_{m,d}(x_n, z_{n,d}) + \xi_{m,d},$$

(6.19)

(6.20)

where $\epsilon$ and $\xi$ are both i.i.d Gaussian noise respectively. In the context of Gaussian Process, the goal is to find proper functionals for $\{f_d\}$ and $\{g_{m,d}\}$ for each independent output dimension. They are described as regression model and observer model respectively. In the adversarial learning setting, the regression model $f_d$ generates stationary dataset from a certain ground truth $\mathcal{Z}$, while the observer model $g_{m,d}$ is supposed to encode the malicious behavior of the $m$-th adversary to produce effective adversarial samples $\mathcal{A} = \{x_n, y_{n,m}\}_{g_m}$, which break the stationary assumption.

Regression Model

The regression model $f_d$ represents the mapping of an input instance to its corresponding ground truth. The function is defined with a Gaussian process governed by a covariance matrix, which is some nonlinear kernel. More precisely, the conditional distribution of $p(\mathcal{Z} | \mathcal{X})$ is given by,

$$p(\mathcal{Z} | \mathcal{X}) = \prod_{d=1}^{D} \mathcal{N}(z_{:,d} | 0, K_d),$$

(6.21)

where $K_d$ is a $N \times N$ kernel depends on input $\mathcal{X}$. For each output dimension, there is a kernel function $k_d(x_i, x_j): \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}_{0+}$ defined to produce the covariance matrix $K_d$.

Observer Model

The observer model $g_{m,d}$ defines a mapping $g: \mathcal{X} \times \mathcal{Z} \rightarrow \mathcal{Y}$ according to the graphical model in Fig. 6.6. A simplified linear mapping can be though of neglecting the dependence between input $\mathcal{X}$ and $\mathcal{Y}$, that is, the response is purely determined by a linear function of the unknown ground truth $\mathcal{Z}$. Therefore, a linear observer model is formulated to be,

$$p(\mathcal{Y} | \mathcal{Z}, \mathcal{X}) = p(\mathcal{Y} | \mathcal{Z}) = \prod_{m=1}^{M} \prod_{d=1}^{D} \mathcal{N}(y_{:,m,d} | w_{m,d}z_{:,d} + \mu_{m,d}1, \sigma^2_{m,d}1),$$

(6.22)
where each observer is captured by $3 \times D$ parameters, namely, the $w_{m,d}, \mu_{m,d}, \sigma_{m,d} \in \mathbb{R}$. Together with Eq. (6.21) substituted back to Eq. (6.18), the optimal parameters can be estimated by maximizing the likelihood using optimization techniques such as L-BFGS quasi-Newton methods, since it does not have a close-form solution.

To estimate the ground truth, the posterior of $\tilde{z}_{s,d}$ can be computed by $p(z_{s,d} | y_{c,d}, x)$, which is again a Gaussian. Moreover, prediction on new instance $x_*$ can be derived from the joint distribution $[\tilde{z}_{s,d}, z_{s,d}]^T$, that follows the Gaussian distribution,

$$
\begin{bmatrix}
\tilde{z}_{s,d} \\
z_{s,d}
\end{bmatrix} \sim \mathcal{N}

\left(0,
\begin{bmatrix}
K_d & k_s^T \\
k_s & k_d(x_*, x_*)
\end{bmatrix}
\right),
$$

where $k_* := [k_d(x_*, x_1), \ldots, k_d(x_*, x_N)]$. The best estimate of $z_{s,d}$ can be derived from the conditional distribution $p(z_{s,d} | X, \tilde{z}_{s,d}, x_*)$ by applying Bayes theorem.

However in many cases, linear observer model is too optimistic and can not describe complex dependencies, therefore, another Gaussian process is proposed replacing the linear mapping, that is, $g : \mathcal{X} \times \mathcal{Z} \rightarrow \mathcal{Y}$ and the conditional distribution turns,

$$
p(Y | Z, \mathcal{X}) = \prod_{m=1}^{M} \prod_{d=1}^{D} \mathcal{N}(y_{c,m,d} | 0, S_{m,d}) ,
$$

where $S_{m,d}$ is the covariance represented by a nonlinear kernel matrix. For each output dimension $d$ and each observer $m$, there is another kernel function $s_{m,d}(\{z_i, x_i\}, \{z_j, x_j\})$ defined over $\{Z, \mathcal{X}\}$ to capture the covariance matrix $S_{m,d}$. The parameter estimation is similar as described for the linear observer model. Moreover in practice, a linear observer model is firstly estimated as an initialization for the nonlinear observer, to prevent the regression model $f_d$ from getting too trivial while the observer model $g_{m,d}$ getting too complicate.

### 6.2.2 Synthetic Experiment

Synthetic experiment is conducted to demonstrate the performance of the proposed model. Given a nonlinear function $f(x) := \sin(6x)\sin(\frac{2}{3}x)$, an one-dimensional synthetic dataset is randomly sampled from the function. The training set $\mathcal{X}$ consists of 30 points uniformly distributed in $[0, 2\pi]$, and test instances are obtained from bins of $[0, 2\pi]$ with equal size 0.05, totally 126 points. Given the random samples from $f$, four observers are simulated with monotonic functions $g_m(f(\cdot))$ plus a Gaussian noise. For this monotonic setting, a perfect observer produces exactly the same outputs as ground truth, that is, $g_m(f(x)) \equiv f(x)$. The synthetic ground truth and observers are illustrated in Fig. 6.7. For comparison, two baselines based on Support Vector Regression and Gaussian Process Regression are employed to take average over all the observers, and are noted as $\text{SVR-AVG}$ and $\text{GPR-AVG}$. Besides, the linear observer model ($\text{LOB}$) is also considered as a baseline method. Finally, the performance is measured by the mean absolute normalized error (MANE) and the Pearson correlation coefficient (PCC). For
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the MANE, both the observed value and predicted value are normalized in $[0, 1]$ and then the mean absolute error is measured. And the PCC is mainly employed to indicate the correlation between the ground truth and the observers. When the PCC is close to 1, it means that the observer has a high positive correlation with the ground truth.

![Figure 6.7](image)

**Figure 6.7:** (a) Synthetic data and ground truth, and also Responses from observers are marked in different colors. On the right, four observers are simulated by monotonic functions $\{g_m\}$, and shaded area illustrates the pointwise variance. Note that the 4-th adversarial observer misbehaves to produce counterproductive observations in opposite to the ground truth. (b, c, d) Estimated ground truth on the test set using baselines SVR-AVG, GPR-AVG and LOB. (e) Estimated ground truth and observer models by nonlinear observer model NLOB.

We see from Fig. 6.7 that the nonlinear observer model has successfully recovered the ground truth function and also the observer functions. Noticeably, no extra prior
knowledge is provided except for the multiple source dataset. In addition, both the LØB and NŁØB models outperform other baseline regression methods, which follow the trivial averaging strategy. Since the learning problem deals with a highly nonlinear compound sinusoid function, the NŁØB model performs the best out of the others. Especially, the response function of the 4-th observer counters the predicted ground truth, which implies that the 4-th observer is a potential malicious user who attempts to give negative responses. More importantly, the adversarial effect is mitigated while estimating the regression function for the unknown ground truth, however other baseline methods are heavily compromised by the 4-th observer.

### 6.2.3 OPARS: Objective Photo Aesthetics Ranking System

We built a real application leveraging the predictive power of the probabilistic model defined in [141], namely, an Objective Photo Aesthetics Ranking System (OPARS) [142]. As the perception of beauty is subjective across individuals, evaluating the objective aesthetic value of an image is a highly biased task in image retrieval system. Unlike current online photo sharing services that take the average rating as the aesthetic score, the OPARS integrates various ratings from multiple users, and jointly estimate the objective scores (latent ground truth) and the expertise of different users. In the front-end, users are requested to rate images selected by an active learning process. And the multiple observer probabilistic model introduced above is employed in the back-end to integrate these ratings for predicting the aesthetic value of images. Moreover as suggested before, the OPARS is reliable and resilient to malicious users, who try to tamper the image ranking by sending adversarial ratings.

**System Architecture:** The image ranking system follows a browser-server architecture. The front-end establishes a user-friendly web interface facilitating the process of image browsing and rating. The back-end contains a set of functional components including the database access and storage procedure, user authentication, score prediction and so on. The design of the architecture is depicted in Fig. 6.8.

**User Authentication:** A password-based authentication protocol is adopted for convenient access control, see Fig. 6.9 (a). In addition, users will be prompted to provide individual demographic information for research purpose, which serves as prior knowledge in our regression model.

**Continuous-valued Rating:**Authenticated users are able to browse the image gallery and response with their ratings against the images. Instead of conventional discrete image ratings, OPARS, enables a continuous rating metric (ranging from 0 to 5). Additionally, it also records users’ response time in milliseconds in the background.

**Active Image Retrieval:** One key contribution of OPARS is that the images presented to users are not selected randomly but in an active learning process. Recently, active learning [144] has gained significant attention in machine learning community. By introducing active learning in image rating system, the underlying predicting model provides more efficient and accurate results by only rating a small portion of images.
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Figure 6.8: System architecture of the OPARS. It follows the browser-server architecture. Main system modules are framed in dotted lines. They are 1) User authentication module 2) Continuous-valued rating module 3) Active image retrieval module 4) Image recommendation module.

In OPARS, we adopt Gaussian process for active learning, where the unrated images with highest variances are selected for the next round evaluation. For the computational reasons, we call the active learning routine on every 10 rated images.

Image Recommendation: Note that conventional image rating systems take an average of ratings of an image as its objective score. In this way, individual expertise is ignored for evaluating the aesthetics of an image objectively. In our system, the underlying multiple observer regression model is capable of integrating users' expertise as prior knowledge and can successfully recover an objective score of an image, even if some users are adversarial or just biased. Note that images with highest predicted objective scores are recommended by the system. In total, we have received 42 registered users and 4839 ratings on images. Among these contributors, over 28 users have rated over 100 images, and 10 of them even reach a line of 200 images.

6.2.4 Summary

To secure a data-driven system against potential adversarial samples, we revisited the multi-observer probabilistic graphical model in [141], and moreover we built an application based on the model to provide an objective image ranking service. By introducing a latent ground truth variable, the observers' expertise together with the hidden ground truth can be estimated from the joint distribution in Eq. (6.18). An one-dimensional
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Figure 6.9: (a) The home view of the OPARS. The right panel displays fundamental statistics of current system. (b) The main view where user can browse image gallery by pressing arrow keys. Users’ response time and ratings are recorded when they click on the rating bar. At the bottom, five images with highest objective aesthetic scores are recommended by the system.

synthetic experiment shows that the proposed graphical model outperforms other taking-average regression models, and gives better prediction of the ground truth even if there exists a potential adversary. This suggests a valuable probabilistic treatment to enhance the robustness of learning systems.

6.3 Reasoning the Attacks: A Copula Bayesian Network Approach

In Sect. 6.1 and Sect. 6.2, two methods are introduced to enhance the security and robustness of learning algorithms. For the Support Vector Clustering algorithm, a weighted regularization term is proposed to reduce the effect of adversarial samples, while in the multiple source scenario, a latent variable and graphical model is introduced to capture the real dependencies of ground truth and observers. Both treatments have introduced a certain level of prior knowledge into the learning algorithms, such that the adversarial impact can be mitigated without hurting the legitimate function of the systems. However, in practice, it is not enough to identify and mitigate the attacks, but also requires to reason the attacks. For instance, an online credit banking system might block the transaction of a credit card while it discovers a potential fraud, although it usually does not send a report reasoning the denial-of-service and why the fraud happens. To this end, we close our discussion of secure learning with a particular work on reasoning the attack causally, using a Copula Bayesian Networks approach.

Copula Bayesian networks (CBNs) are powerful models to represent multivariate continuous distributions, while coming along with a simplified parameter estimation strat-
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We propose a method for structure learning of CBNs, called \textit{pi-CBN}, which is based on the partial inverse correlation matrix. We show that the method gives good estimations of CBNs and is able to outperform related approaches in the field of CBN-learning on several synthetic and real-world data sets. The results indicate that the \textit{pi-CBN} is able to recover causal relations in less time than existing approaches, and moreover, results in more accurate models in terms of structural Hamming distance and log-probability.

6.3.1 Causality Discovery and Related Work

The identification of causal relationships remains an important topic in the analysis of the adversarial learning, in particular, the attacks have to be reasoned with causality relationship among features and responses. Bayesian Networks [57] (BNs) are powerful tools to uncover such relationships by offering a graphical structure along with conditional probability distributions/tables that reflect the interdependencies of included variables. Standard Bayesian network learning methods always include two main challenges: parameter learning and structure learning. Although a lot of effort has been put into this area, many problems remain, such as the computational effort required by many approaches, inaccuracies in structure inferences and non-trivial parameter estimation problems. Copula Bayesian networks (CBNs), recently proposed by Elidan ([41]), incorporate ideas from Copula theory to offer a simplified parameter estimation strategy. Thus, we develop a structure learning approach for CBNs. In a first step, we use Copula functions to reduce the prior parameters to be estimated by the segregation of univariate marginals from the multivariate distribution. Subsequently, we base the structure inference on the partial inverse correlation matrix (PICM). In experiments, we show that this strategy is faster than competing approaches and also results in Copula Bayesian networks (CBNs) of accurate node dependencies.

The main advantage of CBNs is the high flexibility of representing multivariate distributions by choosing various univariate marginals, meanwhile leveraging the graphical representation of BNs. In the multi-observer graphical model, the adversaries can be identified by recovering the dependencies between outputs and the latent ground truth, but the multivariate dependencies among the input features can never be learned. Prior work [41] has studied the basic problem of parameter learning for CBNs. It has shown that CBNs are also elegant models dealing with a large number of missing observations [42], where a lower bound for a log-likelihood function is proposed for efficient inference. However, the structure learning problem in CBNs has not ever been very well studied, which is considered as the most challenging problem of learning a Bayesian network. In terms of structure learning in BNs, two most commonly used algorithms are: First, the PC algorithm which belongs to the category of constraint based methods [118]. And second, scoring function based heuristic methods, especially based on the Bayesian information criterion (BIC) [57]. The PC algorithm starts from a completely connected graph, edges are removed if the corresponding independencies are given, which usually
requires a large amount of conditional independence tests. The BIC score based heuristic
method generates the network structure in a greedy strategy, so the global minimum is
not guaranteed. Other structure learning methods, such as the Sparse Candidate (SC)
algorithm [47], best-first search [68], all suffer from either structural inaccuracy or heavy
computational effort. To capture the causal relationship more efficiently using CBN,
we suggest the use of the partial inverse correlation matrix, which largely reduces the
amount of conditional independence tests so that the learning is extremely fast. More-
over, the estimated parameters of the Copula function (Gaussian Copula) can be used
further as the input for the structure learning. Furthermore, even with a large amount of
missing values in training data, it is still enough for a precise inference of structure. This
differs impressively from other structure learning algorithms where significant statistics
from data is required.

### 6.3.2 Copula Bayesian Network

We introduce the framework and notation of Copula Bayesian Network to lay the foun-
dation of the proposed pi-CBN method. The Copula function is defined as a multivariate
probability distribution within the domain of a $N$-dimensional unit hypercube. It can
be selected as the prior for parameter estimation in Bayesian networks. A framework
for Copula Bayesian networks [41] was proposed by combining Copula theory and BNs.

A Copula ([114], [89]) is a function $C$ linking univariate marginals to generate a mul-
tivariate distribution. In domain $X = \{X_1, \ldots, X_N\}$ consisting of an $N$ real-valued
random variables. Let $F_X(x) \equiv P(X_1 \leq x_1, \ldots, X_N \leq x_n)$ be a cumulative joint proba-
bility distribution over $X$ where $x = \{x_1, \ldots, x_n\}$ is an assignment of variables $X$.

**Definition 5 (Copulas).** Let $U_1, \ldots, U_N$ be real random variables marginally uniformly
distributed over $[0, 1]$. A Copula function $C$ is a cumulative joint probability function:
$[0, 1]^N \rightarrow [0, 1]$.

$$C(u_1, \ldots, u_N) = P(U_1 \leq u_1, \ldots, U_N \leq u_N)$$

From Definition 5, a Copula function $C$ can be viewed as a probability function of
points distributed in a $N$-dimensional unit hypercube. Copulas are important because
of Sklar’s theorem [114] as described below.

**Theorem 1 (Sklar 1959).** Let $F(x_1, \ldots, x_N)$ be any cumulative multivariate distribution
over real-valued random variables, then there exists a copula function $C$ such that

$$F(x_1, \ldots, x_N) = C(F(x_1), \ldots, F(x_N)),$$

where $F(X_i)$ is marginal cumulative density distribution of variable $X_i$ and if each $F(X_i)$
is continuous, then the Copula is unique.
Moreover, if \( F(X_1, \ldots, X_N) \) has \( N \)-order partial derivatives, the joint density function can be obtained by

\[
f(x) = \frac{\partial^N C(F(x_1), \ldots, F(x_N))}{\partial F(x_1) \ldots \partial F(x_N)} \prod_i f(x_i)
\]

\[= c(F(x_1), \ldots, F(x_N)) \prod_i f(x_i), \quad (6.25)\]

where \( c(F(x_1), \ldots, F(x_N)) \) is called copula density function. Using Eq.(6.25), it is very easy to obtain a joint density distribution once the univariate marginals are estimated. This theorem gives the importance of Copulas that, for any multivariate distribution given its marginals, we can find a Copula distribution function to formulate its dependency structure taking univariate marginals as Copulas’ arguments.

A simple example is the Gaussian Copula which is widely used because of its simplicity and practical applications. Suppose the correlation matrix \( \Sigma \), a Gaussian Copula can be constructed simply by inverting Sklar’s theorem [114]

\[
C\left(\{F(x_i)\}\right) = \Phi_\Sigma \left(\phi^{-1}(F(x_1)), \ldots, \phi^{-1}(F(x_N))\right), \quad (6.26)
\]

where \( \phi \) is standard normal cumulative distribution, \( \Phi_\Sigma \) is standard normal cumulative distribution with correlation matrix \( \Sigma \). Using Sklar’s Theo. (1) and Eq.(6.25), the multivariate Gaussian density distribution can be easily obtained. The correlation matrix \( \Sigma \) is the only parameter to be estimated when univariate marginals are known from data observations.

Moreover, in Bayesian networks, the Markov property allows the network to be split into local terms where a variable is only conditioned on its parents so that the joint probability distribution can be expressed as a product of a collection of local conditional probability distributions. This factorization can also be applied to Copulas to form the conditional Copula density functions.

**Remark 1 (Conditional Copula).** Let \( x \) denote a variable and \( y = \{y_1, \ldots, y_K\} \) the parents of \( x \), \( f(x \mid y) \) the conditional density function and \( f(x) \) the marginal density of \( x \). Then there exists a Copula density function \( c(F(x), F(y_1), \ldots, F(y_K)) \) such that:

\[f(x \mid y) = R_c(F(x), F(y_1), \ldots, F(y_K)),\]

where \( R_c \) is the Copula ratio

\[
R_c(F(x), F(y_1), \ldots, F(y_K)) = \frac{c(F(x), F(y_1), \ldots, F(y_K))}{\int c(F(x), F(y_1), \ldots, F(y_K))f(x)dx}
\]

\[= \frac{c(F(x), F(y_1), \ldots, F(y_K))}{c(F(x), F(y_1), \ldots, F(y_K)) \frac{\partial^K C(F(y_1), \ldots, F(y_K))}{\partial F(y_1) \ldots \partial F(y_K)}}
\]

and \( R_c \) is defined to be 1 when \( y = \emptyset \).
This implies a parametric form of a conditional probability distribution \( f(x \mid y) \) given a Copula density function \( c(F(x), F(y_1), \ldots, F(y_K)) \) and a marginal density function \( f(x) \).

**Remark 2 (Decomposition of Copulas).** Given a directed acyclic graph \( G \) encoding conditional independencies over \( X \), and let \( f(x) = c(F(x_1), \ldots, F(x_N)) \prod_i f(x_i) \) be the Copula density function which is strictly positive for every value of \( X \). If \( f(x) \) is decomposable according to \( G \), then the Copula density \( c(F(x_1), \ldots, F(x_N)) \) can also be decomposed according to \( G \)

\[
c(F(x_1), \ldots, F(x_N)) = \prod_i R_{c_i}(F(x_i), \{F(Pa_i)\}_k),
\]

where \( c_i \) is a local Copula density function defined over each local term decomposed from \( G \) for each variable \( x_i \), conditioned on its corresponding parents \( \{Pa_i\}_k \). Therefore, the Copula density function can be factorized in a similar way as a Bayesian network. Given the set of univariate marginals for all variables, an elegant framework for Copula Bayesian Networks was proposed.

**Definition 6 (Copula Bayesian Network).** A Copula Bayesian Network (CBN) \([41]\) is a triplet \( C = (G, \Theta_C, \Theta_f) \) encoding the joint density \( f_X(x) \). \( \Theta_C \) is a set for all local Copula densities \( c_i(F(x_i), \{F(Pa_i)\}_k) \) and \( \Theta_f \) is the set of parameters representing the univariate marginals \( f(x_i) \). Then \( f_X(x) \) can be parameterized as

\[
f_X(x) = \prod_i R_{c_i}(F(x_i), \{F(Pa_i)\}_k)f(x_i)
\]

Note that Copulas separate the choices of marginal parametric form from the joint probability distribution, thus more general and accurate non-parametric density estimations are allowed to be applied on univariate marginals. By sharing the global univariate marginals, the hypothesis space on parameters has been largely reduced, which enables efficient estimation of BN parameters.

### 6.3.3 The pi-CBN Algorithm

A correlation matrix neither reflects the causality nor the Markov properties of Bayesian Networks, it only quantifies the pairwise correlation of variables. In order to infer more information among variables, a more specific measure of correlations is needed. The inverse correlation matrix \([135]\) provides more correlative information. It reflects directly the independences in terms of partial covariance which can be used to construct an independence graph satisfying the Markov properties. Given a \( p \)-dimensional vector \( X \) and a \( q \)-dimensional vector \( Y \). The inverse variance matrix \( var(X,Y)^{-1} \) is denoted by \( D \) written in block form,

\[
D = \begin{pmatrix}
D_{XX} & D_{XY} \\
D_{YX} & D_{YY}
\end{pmatrix}
\]
where $D_{YY} = \text{var}(Y \mid X)^{-1}$ is the reciprocal of a partial variance of $Y$ given $X$. Scale the inverse variance matrix $D$ as it has unit off-diagonals, each off-diagonal element in the inverse variance matrix $D$ can be obtained by:

$$D_{ij} = \frac{-D_{ji}}{\sqrt{D_{ii} \cdot D_{jj}}}$$

Moreover, it is the negative of the partial correlation between the two corresponding variables, conditioned on all the rest variables. A particular important property of the scaled inverse correlation matrix is that the off-diagonal block $D_{XY}$ is zero if and only if $\text{cov}(Y \mid X) = 0$ and also $\text{corr}(Y \mid X) = 0$. In practice, the zero-approximation of an off-diagonal element $D_{XY}$ in the inverse correlation matrix implies the conditional independence of variables $X$ and $Y$ given the rest. This constructs a moral graph. Leveraging the conditional independence information of each pair of variable, we can construct a moral graph, which is the undirected version of the original directed graph bridging any pair of nodes which converge to a common node. This converged node is also called collider, and the corresponding V-structure is depicted in Figure 6.10.

![V-structure](image)

**Figure 6.10:** V-structure: Two non-adjacent nodes converging to a common node become correlated. In the corresponding moral graph, they are bridged by an additional edge connecting A and B.

For each edge in a moral graph, it requires determining whether it is a bridged edge due to colliders or not. Suppose there is an edge $e_{ij}$ between node $i$ and $j$, denote the Markov blanket of both nodes as $M_{ij}$ and its potential colliders as $C_{ij}$ forming triangles with $e_{ij}$. Given $M_{ij}$, nodes $i$ and $j$ are $d$-separated from the other nodes. The partial inverse correlation matrix regarding the Markov blanket $M_{ij}$ encodes the conditional independences of $i$ and $j$. If now the colliders for nodes $i$ and $j$ are excluded from $M_{ij}$, then the inverse correlation matrix should be changed accordingly where additional information introduced by colliders will be now removed, in other words, $e_{ij}$ is a bridged edge. This can be done simply by comparing inverse correlation matrix regarding $\{M_{ij} \setminus C_{ij}\}$ with the one containing $C_{ij}$. Discovering the colliders will also orient nodes $i$ and $j$ towards its collider set $C_{ij}$. The Detriangulation is shown in Algorithm 6. Since a bridged edge could be due to multiple colliders, the algorithm
iterates through \( k \)-combinations of colliders (\( k \) starts from 1 to the maximal number of potential colliders) until the real colliders are found, unless it is not a bridged edge. Note that the algorithm could be computationally intensive when the graph is fully connected.

**Algorithm 6: DetriangulateMoralGraph**

**Input**: \( G = (V, E) \), Correlation \( \Sigma \), threshold \( \sigma \)

**Output**: A partially directed graph \( G^\prec \)

1. **foreach** \( e = (p, q) \) in \( E \) **do**
2. \( C \leftarrow \{v_i \in V \mid v_i \text{ and } e \text{ form triangle}\} \);
3. **for** colliders \( \leftarrow \) each \( k \)-combination in \( C \) **do**
   1. /* \( k = 1, 2, \ldots, |C| \) */
   2. \( N \leftarrow \{v_i \in V \mid (v_i, p) \in E \text{ or } (v_i, q) \in E\} \);
   3. \( \hat{N} \leftarrow \{N \setminus \text{colliders}\} \);
   4. \( R \leftarrow \Sigma_{N}^{-1} \);
   5. \( S \leftarrow \Sigma_{\hat{N}}^{-1} \);
   6. /* \( \Sigma_S \) indicates the partial correlation matrix from \( \Sigma \) with respect to set \( S \) */
   7. if \( S_{pq} < \sigma \) then
      8. if \( R_{pq} > \sigma \) then
         9. \( E \leftarrow \{E \setminus e\} \);
         10. orient \( p \) and \( q \) to all nodes in colliders;
         11. break;
   12. return \( G^\prec \leftarrow G \)

**Constraint Propagation.** All the V-structures discovered from Detriangulation impose underlying constraints on the entire network. These constraints can be propagated through the network conforming to the following rules [98]:

- **R\(_1\)**: Orient \( a - b \) into \( a \rightarrow b \) whenever there is an arrow \( c \rightarrow a \) and \( b \) and \( c \) are not adjacent. (No new V-structure).

- **R\(_2\)**: Orient \( a - b \) into \( a \rightarrow b \) whenever there is a path \( a \rightarrow c \rightarrow b \). (Preserve the acyclicity)

- **R\(_3\)**: Orient \( a - b \) into \( a \rightarrow b \) whenever there are two chains \( a - c \rightarrow b \) and \( a - d \rightarrow b \) such that \( c \) and \( d \) are not adjacent. (Three-fork structure)

- **R\(_4\)**: Orient \( a - b \) into \( a \rightarrow b \) whenever there are two chains \( a - c \rightarrow d \) and \( c \rightarrow d \rightarrow b \) and \( c \) and \( b \) are not adjacent.

Moreover, \( R_4 \) is not required, if the starting orientation is limited to V-structures. After constraint propagation, a maximally directed acyclic graph is formed. It does not require all the edges being directed. All the rules conform to either preserving the acyclicity...
or avoiding new V-structures. The pseudo-algorithm for constraint propagation is illustrated in Algorithm 7. It is very important to be aware of the order of applying these rules. The acyclicity should be the first and foremost of all the rules to be satisfied. Each time when an unknown edge is oriented, it should be followed by checking the acyclicity, otherwise a cyclic graph could be created unintentionally.

Algorithm 7: CONSTRAINTPROPAGATION

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong></td>
<td>A partially directed graph $G^&lt;$</td>
</tr>
<tr>
<td><strong>Output</strong>: A maximally oriented graph $G^&lt;_{max}$</td>
<td></td>
</tr>
</tbody>
</table>

1. while $G^<$ is changed do
2.   if $\text{Edge}(X, Y)$ is undirected and $\exists$ directed path from $X$ to $Y$ then
3.     /* preserve acyclicity */
4.     set $X \rightarrow Y$ ;
5.     break ;
6.   if $\exists$ node $X$ where $Y \rightarrow X \leftrightarrow Z$ then
7.     /* no new collider */
8.     set $Y \rightarrow X \rightarrow Z$ ;
9.     break ;
10.  if $\exists$ an undirected edge $X \leftrightarrow Y$ and $\exists$ nonadjacent $Z$ and $W$
11.    § such that $X \leftrightarrow Z \rightarrow Y$ and $X \leftrightarrow W \rightarrow Y$ then
12.    /* three-fork structure */
13.    orient as $X \rightarrow Y$ ;
14.    break ;
15. return $G^<_{max}$

**Equivalent Class.** The maximal DAG could possibly contain several equivalent graphs encoding the same joint probability distribution. Traditional structure learning methods will also end up with an equivalence class of networks. As a final step, it is worth converting the partial DAG (PDAG) to its equivalent completely oriented DAGs (CDAGs). This can be done using dynamic programming. Each undecided edge will be assigned an orientation manually, in the meantime, the constraints should always be updated and propagated. Thus it largely reduces the size of resulting networks and therefore is of great practical use. Finally, we present the pi-CBN algorithm combining the parameter estimation for Copulas in Algorithm 8. We adopted the Gaussian Copula. Note that, in Gaussian Copula, the estimated parameter $\Sigma$ can work as the input for the partial inverse correlation matrix. Thus we gain a significant improvement in running time. Even though there is a large number of missing observations, the learned parameters still suffice for the structure learning by applying a robust nonparametric density estimation (e.g., kernel density estimator) on the univariate marginals [42].
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**Algorithm 8: The pi-CBN Algorithm**

**Input**: Dataset $\mathcal{X}$, threshold $\sigma$

**Output**: All equivalent DAGs $\{G^*\}$

1. Construct fully connected graph $\mathcal{G}$;
2. marginals ← estimate marginals for each variable;
3. $\Sigma$ ← parameter estimation of Gaussian Copula;
4. $\Sigma^{-1}$ ← inverse correlation matrix $\Sigma$;
5. foreach $e = \Sigma^{-1}_{ij}$ do
   6. if $e < \sigma$ then
      7. remove edge $(i, j)$ from $\mathcal{G}$;
   8. set Moral graph $\mathcal{G}^{\prec}$ ← $\mathcal{G}$;
9. $\mathcal{G}^{\prec}$ ← DetriangulateMoralGraph($\mathcal{G}^{\prec}, \Sigma, \sigma$);
10. $\mathcal{G}^{\prec}_{\text{max}}$ ← ConstraintPropagation($\mathcal{G}^{\prec}$);
11. $\{G^*\}$ ← get equivalent graphs of $\mathcal{G}^{\prec}_{\text{max}}$;
12. return $\{G^*\}$

6.3.4 Experiments and Results

To empirically evaluate the algorithm, we firstly test it on the synthetic datasets to illustrate its capability and efficiency.

**On Synthetic Datasets.** The synthetic data sets comprise five synthetic networks with node size $\{5, 7, 10, 20, 50\}$ which were created and sampled with the Bayesian network toolbox (BNT) [86]. This was repeated 10 times to examine data variability effects. The size of the data sets (number of instances) ranges from 100 to 5000. Note that none of these networks represents a model of any real-world domain, they are merely created to represent ground truth causal relationships among variables. In order to compare the learned structures with the original networks, we use the Structural Hamming Distance (SHD) [1], which calculates the minimal number of operations converting one network into another. One important parameter of the pi-CBN algorithm is the correlation zero-approximation threshold $\sigma$ (cf. Alg. 8) that controls the number of edges in the graph. However, it is not obvious how to fix that threshold appropriately. Therefore, the first experiment examines the resulting networks by varying $\sigma$. In Fig. 6.11(a) shows that SHD approaches a minimum when $\sigma$ is around 0.1, in the meantime, it achieves a stabler performance with less variance on SHD. Therefore, for further experiments, we chose a proper $\sigma$ value as 0.1. Another experiment addresses the algorithm’s accuracy with increasing training size. In Fig. 6.11(b) it shows that the SHD decreases for larger datasets and reaches a promising value when the sample size exceeds 1000. Besides, for smaller sample size, the algorithm is not stable enough for high variances in SHD. Note that the SHD also correlates with the designed size of network, smaller networks are usually better identified than larger ones. In practice, a dataset with a sample size
over 500 is considered as significant. To evaluate the parameter estimation, we ran experiments on datasets of different sizes using 10-fold cross validation. We computed the average log-probability per instance over all test folds.

\[
lp = \frac{1}{|D|} \sum_{i=1}^{m} \log(p(x_i)),
\]

where \(x_i\) is the \(i\)-th instance in \(D\). PC algorithm and BIC score function based method were taken for comparison. Both of these two algorithms use

**Figure 6.11:** (a) SHD against \(\sigma\) on five synthetic networks (node size 5, 7, 10, 20, 50, respectively) with training sample size 1000 using \(pi-CBN\) method. (b) SHD against different training sample sizes on five synthetic networks using \((\sigma = 0.1)\). Sample sizes range from 100 to 5000. (c) Average log-probability per instance on test set against different training sample sizes (range from 100 to 5000) evaluated with 10 folds cross validation, comparing BIC-based heuristic BN Learning and PC Algorithm where Max-fan-in = 5 and \(\alpha = 0.05\).
MLE for parameter estimation. Since BIC score heuristic method is computationally quite demanding for learning large networks, this experiment was only run on the 5-Nodes network. It is obvious from Fig. 6.11(c) that Copula-based model outperforms the other two on any training sample size.

The last experiment compares the pi-CBN algorithm with the PC algorithm on the synthetic networks of size 5, 7, and 10. We show the soundness of pi-CBN both in structure learning and computational efficiency. In Fig. 6.12 we give the runtimes and the SHD. The pi-CBN performs slightly better on structure learning than the PC algorithm for these small sized networks, and remarkably better for the runtime. Moreover, pi-CBN is also more stable than PC, especially when the dataset size is above 1000.

![Figure 6.12: Runtime (in seconds) and SHD error against different training sample sizes (range from 100 to 5000) on three synthetic networks (size 5,7,10), for pi-CBN correlation thresholding $\sigma = 0.1$, for the PC algorithm max-fan-in = 5 and thresholding $\alpha = 0.05$.](image)

**Reasoning the Attacks.** In the end, we illustrate the qualitative performance of using pi-CBN to reason a certain type of attack. For this purpose we chose KDD99 Intrusion Detection Challenge dataset [8] as a benchmark to evaluate our algorithm. Although the KDD99 dataset is for now an relatively aged source, it is still valid and widely used in the domain of intrusion detection. We random sampled 1000 samples of both normal connections and the back Denial-of-Service attacks as our training dataset. The feature size is 41 and an additional class label indicating which kind of attack type
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Figure 6.13: Causal reasoning of a DoS attack inferred from KDD99 dataset using pi-CBN algorithm. The dataset only contains 1000 benign samples and 1000 back attack samples. Shaded node is the variable of our interest, and bold lines connect direct causes or consequences of a certain attack type.

it is, or just benign sample. Details of relevant features are explained in Table. 6.2. Note that we did not list all features but only those which are directly associated with the attack type. For all details of the features we refer to the description of the dataset.3

The causal network is depicted in Fig. 6.13 without showing unconnected subgraphs. We shaded the attack_type node for our main concern, and most relevant features are connected with directed bold arcs. Preliminary observations present an intuitive explanation of differentiating a DoS attack from normal traffic. Most notably, the attack is directly induced by three factors, i.e., the number of data bytes sent from source to destination, which protocol is used and also whether the users successfully logged in. Moreover, we notice that the back DoS attacks may affect the number of ‘hot’ indicators and the status flag in the end. In most cases it is very difficult to gain

expert knowledge to correctly evaluate the causal network, however, we believe that the causal relationship can interpret valuable information underlying various adversarial scenarios. Especially the $pi\text{-}CBN$ can be regarded as a Bayesian model in one unit for prediction, inference, and reasoning.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>attack_type</td>
<td>If a connection is an intrusion or benign.</td>
</tr>
<tr>
<td>src_bytes</td>
<td>Number of data bytes from source to destination.</td>
</tr>
<tr>
<td>protocol_type</td>
<td>Type of the protocol, e.g. tcp, udp, etc.</td>
</tr>
<tr>
<td>logged_in</td>
<td>1 If successfully logged in; 0 otherwise.</td>
</tr>
<tr>
<td>hot</td>
<td>Number of ‘hot’ indicators.</td>
</tr>
<tr>
<td>flag</td>
<td>Normal or error status of the connection</td>
</tr>
</tbody>
</table>

Table 6.2: Relevant feature descriptions of $KDD99$ dataset

6.3.5 Summary

To secure the learning systems against adversarial threats, we believe that one important aspect in real application is to reason the causality of the attacks, which can be typically encoded by a directed dependence graph. Therefore we explored and proposed a Copula-based Bayesian network methods, especially the Copula function captures the interdependencies of variables of dataset disregarding the explicit marginal distributions. Moreover the inverse Gaussian Copula covariance represents the conditional dependences by examining the near-zero entries. That leads to an efficient structure learning approach named $pi\text{-}CBN$. In empirical studies we show that the performance of $pi\text{-}CBN$ gives both promising results on estimating the joint (conditional) distribution of the BN, and the causal relationship encoded in directed graphs. In addition to the probabilistic model for detecting suspicious activities, we leverage the derived Bayesian network to reason if an activity is a relevant threat, and due to which factors.

6.4 Discussion

From the perspective of defenders, the objective is firstly to provide reliable predictive functions to legitimate users. However, as a result of adaptive and craft adversaries aiming to compromise the learning systems, the defenders are seeking the robustness and security while designing the systems. Although the assumption about the adversaries is not always true, the proposed methods in this chapter explored and disclosed the possibilities to handle the suspicious behaviors more adaptively. For instance, the indicative SVC programs the user given information as a guidance to justify the regularization process, thus it drives the clustering to adapt both cases with or without adversarial samples. On the other hand, the probabilistic graphical model depicted in
Fig. 6.6 introduced a hidden latent variable of the ground truth, conditioned on which we can estimate the expertise of multiple observers (potentially very large), out of which the adversaries can be identified by inspecting the Pearson correlation coefficient with respect to the estimated ground truth. In both cases, additional prior knowledge such as the indicative labels, or proper assumption as the proposed graphical model are expected to overcome the adversarial effect introduced by those suspicious activities. The observations align with recent findings in deep neural networks as well, [51] suggest that the intriguing properties of adversarial examples are due to the linearity rather than the nonlinearity in high dimensional space, they also propose the adversarial training as a certain type of regularization to increase local constancy [84, 50], so that small perturbation on training samples do not lead to unexpected distortion of classifiers. On the other hand, if the prior knowledge and assumption are not properly proposed, the adversarial impact can not be easily countered, this leads to a future work of investigating the correctness of the adversarial hypothesis. Another aspect of securing the learning algorithms associates with the attack analysis. As we introduced, it is of great significance to gain insights of why and how an attack happens. To our knowledge, in literatures of adversarial learning, this is the first work of using Coupla Bayesian network to identify and reason malicious attacks. Future works in this domain involve the incremental version of estimating both parameters and structure of the network. Besides, we expect the Bayesian networks automatically mitigate the adversarial effect in an iterated game setting.
Conclusion

At last, we conclude this work as follows. Firstly, a brief overview of the main work presented in previous chapters, especially with corresponding final comments and discussion. Moreover, we state the contributions of this work explicitly to repeat the importance of this work. Besides, we suggest the open problems in the domain of adversarial learning and describe the future work for related researchers and practitioners. Finally, we end up the entire dissertation with some final words.

7.1 A Brief Retrospect

The fast pacing development of machine learning techniques enables many related applications to focus on solving problems based on large-scale data stream. The increasing adoption of machine learning applications also motivate adversaries with a certain purpose to gain profit from those learning-based systems. In Chapter.1, we firstly introduced a high-level description of machine learning in a formal language, and extended our discussion with both roles of adversarial learner and robust learner. The antagonistic actions between adversaries and defenders constitute the essential part of this work, namely, the adversarial and secure learning. Given a dataset drawn from a certain distribution, the learner aims to obtain a description of patterns from the data for future prediction tasks, however the adversary injects malicious samples driven by some incentive to either subvert the legitimate function of the learner, or let the crafted samples evade the learner’s prediction. Since the stationary assumption is not guaranteed in real world, we believe the proposed antagonistic games between adversaries and defenders are realistic.

Then we walk through a comprehensive study of the adversarial learning theory in Chapter.2. The central learning problem in adversarial environment is well defined as arms races. In arms race problems, defender and attackers are framed up in a game-theoretic setting, that is, both parties seek an equilibrial with a certain level of knowledge for each other. Instead of reactive game setting, the learner is supposed to act in a proac-
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tive mode, where the learner simulates the behavior of attack before it really happens. To follow up, we defined our adversarial learning problem in formal language with a high-level adversarial modeling. And this gives a complete taxonomy of adversarial attacks for better understanding different kinds of threats. More specifically, as defined in Table 3.2, Causative attack and Exploratory attacks are two main streams of adversarial attacks. Both of them produce security violation of the targeted systems on integrity or availability. And note that the security compromise can either be targeted at a specific subset of data samples, or indiscriminately cause a general performance degrade.

Causative attacks aim to alter the legitimate function of the learner, in binary classification problem, the classification boundary is distorted by injecting some adversarial samples. In general, causative attacks are mostly indiscriminate, since the impact on classifier boundary compromises its predictions on unspecific unseen data. But by carefully modeling the adversary’s objective, causative attacks can also be targeted. In Sect. 4.1, real examples of causative label flips attack on SVMs have shown the vulnerability of the binary SVM classifier. Given a small number of label flips, the SVM boundary is driven to produce increasing classification errors. Several attack strategies are applied to find the vulnerable area in the training data space. In one-shot game, the defender is retrained on the tainted dataset not realizing the existence of the adversarial attack points. Although the attack strategies are quite adaptive, the objectives are all commonly set to maximize the classification error. Similar causative attack can also be applied on the embedded feature selection methods, such as LASSO, Ridge regression and Elastic net as described in Sect. 4.2. As a preliminary learning stage, embedded feature selection combines the parts of subset selection and model learning in an inseparable unit. We shown that a gradient-based poisoning attack finds optimal attack points, which finally entice the learning model to select a problematic subset of features. Moreover, we empirically showed that there is a trade-off between sparsity and stability. Therefore, elastic net with a hybrid $\ell_1 + \ell_2$ regularization term might be a compromised but less risky embedded feature selection method. For exploratory attack, more often referred as evasion attack, we proposed a formal definition of evasion attack and also a general attack framework, then revisited an gradient-based evasion attack in [12]. The evasion attacks are mostly targeted and defined by three axes: (i.) directedness (ii.) closeness (iii.) adversarial cost. The evasion example we revisited falls into our formal definition of the evasion attack, but it is a pessimistic attack and does not hold a feature subset within a malicious domain.

On the other hand side, to proactively secure the learning algorithms, we provide different strategies to enhance the security and robustness of machine learning. More specifically, prior information and proper assumption about adversaries are involved to mitigate the malicious impact. The countermeasures are integrated in the optimization of the learning problems. In the example of Support Vector Clustering in Sect. 6.1, additional supervised labels are given by users, the labels are considered as prior knowledge with high confidence. Therefore, impact function is proposed to integrate the information, such that the process of regularization can be more robust and flexible. Comparing
to original SVC model and semi-supervised SVM, the indicative SVC gives promising results on anomaly detection, especially when the anomalies tend to dominate the scenario to mislead the classifier. Another idea introduced in Sect. 6.2 uses probabilistic graphical model to model a multi-observer scenario. Given a latent variable about unknown ground truth, the expertise of observers can be estimated by the conditional distribution, as well as the unknown ground truth. As long as the observers behave suspiciously, they are considered as potential adversaries. Moreover, an objective photo ranking system named OPARS is designed to provide objective image ranking function with an active selection process. It is shown that even there exists a number of biased users, the system can still provide objective recommendations of images. Finally in Sect. 6.3, we explored another line of research to reason the attacks using a Copula Bayesian network approach. The key idea is to discover the causal relationship among variables, which is encoded in a directed acyclic graph. We showed that Copula function captures multivariate correlations disregarding the marginal distributions explicitly and also enables efficient structure learning leveraging the partial inverse correlation matrix. Empirical experiments of the proposed pi-CBN algorithm showed that it outperforms other baselines, moreover, we showed a preliminary example of using pi-CBN to reason certain kind of attack.

7.2 Contributions

Adversarial learning derives itself from machine learning community as a closely related subfield. The goal of this research domain, also regarded as the goal of this work, is to provide a comprehensive understanding of the adversarial learning problem, and then advocate to enhance the security and robustness of any machine learning algorithm. We studied the adversarial learning problem from the perspectives of both adversaries and learners, and we believe this is the only way to secure the learning systems against potential threats, that incurred by those crafty and adaptive adversaries. In spite of previous existing research works in this domain, we believe that our contributions through out this dissertation are very fruitful and significant, they are mainly in three aspects.

On A Unified Adversarial Learning Framework

First and foremost, we defined and proposed a unified theoretical framework to describe adversarial learning problem in formal language. By targeting on a general statistical learning problem, we present the attack model in a high level objective function, which is shown as a proper definition in most cases. To better understanding the attacker’s strategy, we further introduced the taxonomy of adversarial attacks carefully defined in three dimensions, namely, (i.) the security violation, (ii.) attacker’s capacity, and (iii.) attacker’s influence. Besides, we gave four most common attacks with examples described within our theoretical framework. Although in previous literatures [6, 7, 59]
the adversarial learning were literally well studied, we believe our work contribute a
more comprehensive and thorough theoretical framework for this domain, especially our
proposed framework is more justified with respect to those recently emerging adversarial
threats [140, 12, 137].

**Empirical Guidance of Adversarial Attacks**

Guided by the theoretical framework of adversarial learning, we showed several empirical
studies of real attacks on different algorithms. More specifically, novel label flips attacks
on SVMs are conducted to subvert the classifier so as to cause a significant classification
error on unseen data samples. We proposed various strategies to find optimal labels to
be flipped, namely, by duplicating training set, continuous label relaxation, hyperplane
tilting and correlated clusters. These are regarded as the most recent adversarial threats
against SVMs, and more importantly our attacks can also be applied on similar learn-
ing algorithms in Tikhonov regularization family. Besides, we are the first researchers
who explored the empirical attacks on embedded feature selection algorithms, such as
LASSO, Ridge regression, and Elastic nets. By employing a gradient ascent technique,
we found optimal poisoning points to compromise the feature selection algorithms. Given
a small portion of poisoning data points, the feature selection process can be corrupted
to produce a random guess. The causative attack on LASSO demonstrated empirically
that stability will be compromised if sparsity is present. Another contribution is that we
defined a general attack model for evasion attack. By revisiting the work [12], we high-
lighted its consistency of attack with our evasion framework. In all, we believed that
our contribution on the empirical guidance of adversarial attacks serves the machine
learning engineers and researchers as state-of-art threats, which needs to be mitigated
during algorithm design. Also, the proposed attacks can also be served as evaluation
tools to access the robustness and security of a certain learning system.

**Securing the Learning Algorithms**

Finally we contributed to provide thoughts and implementations to secure machine learn-
ing algorithms in several works. In the proactive arms race problem, designing a secure
learning systems associates with involvement of adversaries. In our work present in
Sect. 6.1 and Sect. 6.2 we proposed two robust learning algorithms, both of which counter
adversarial effect by introducing some level of prior knowledge. Thus we believe that
our work also present effective strategies of designing robust and secure learning algo-
rithms. In the end, we show a preliminary work on reasoning the attacks. Using the
Copula Bayesian Network, causal relationship among variables can be efficiently cap-
tured, and further interprets why and how an adversarial attack actually happens. To
our knowledge, this is the first work in this domain, which not only identifies attacks
(anomalies), but also causally explains their strategies. The causality discovery in this
7.3 Open Problems and Future Work

In spite of our fruitful results presented in the field of adversarial learning, there are many open problems that are not yet investigated. Our research of adversarial learning is far beyond mature to provide insightful solutions to these issues. Nevertheless we list the open problem in this section and leave them as a main part of our future work in this direction. We also expect researchers can work on these problems to further push the advance of secure and robust machine learning.

1. **Is our adversarial theory able to capture all kinds of attacks?**
   The theoretical framework and taxonomy are both derived from statistical learning theory written in a regularization objective. However, it is not clear if our framework is able to capture all types of attacks. Especially, our taxonomy is defined in a binary classification case, without loss of generality. For regression and clustering problems, we will need to extend our framework to fit these situations.

2. **Can causative attack also be targeted?**
   As seen in Sect. 3.4 four most common attack scenarios are introduced with their objective respectively. However, for causative attack, is there also realistic adversarial attack which subverts the classifier only on a specific subset of samples? The targeted causative attack may lead the classification boundary to a particular alteration such that only a limited small area in the data space is affected. This clearly needs more complicate attack strategy, since the adversary attempts to manipulate the classifier more precisely.

3. **Can evasion attack also be indiscriminate?**
   Likely, evasion attack normally concentrates on a small subset of data that misclassified by the learners. Indiscriminate evasion attack aims to find common patterns of some malicious data, therefore given a general set malicious samples, they can be conducted to evade the classifier. This is relevant since any malicious information might be obfuscated by the indiscriminate evasion attack without being detected. In the future we will explore the possibility of this kind of attack.

4. **How can we derive the error bound of a particular attack?**
   In our adversarial learning theory, we have not yet investigated the error bound of any particular attack. However, for a given type of attack, we expect an error bound analysis for the targeted learning algorithm, such that we can prove theoretically how many attack points we need to subvert the learning system to what degree. This is an important research direction for the adversarial learning theory in the future.
5. Are the label flip attacks on SVMs applicable on other learning models? Different causative label flip attack strategies are presented on the binary SVMs classifier. In the future we will also examine their effectiveness on other learning algorithms, and try to derive some common properties of our attack strategies. We expect to capture some characteristics of the causative label flip attacks to enhance the security of supervised learning.

6. What is the trade-off effect between sparsity and stability? In poisoning embedded feature selection algorithms, we showed that the Elastic net algorithm is more robust against adversarial attacks, since it involves a hybrid of $\ell_1$ and $\ell_2$ regularization. One would be interested how does the parameter $\rho$ controls the sparsity term affect the feature stability under our attack. A quantitative evaluation of this problem will be valuable and interesting for feature selection or other sparse models.

7. How to design more efficient online poisoning attacks? The causative attacks on both SVMs and embedded feature selection involve intensive computational overhead, all the methods need to search exhaustively in a hypothesis attack space to find the most effective attack points. In real scenarios, attackers may adapt their strategy according to the response of defenders, therefore they may prefer online algorithms to efficiently compute a set of optimal or at least suboptimal attack points to tamper the system in real time.

8. How can the defender counter the attacks in real time? Likely the defenders are supposed to be aware of the existence of the attacks, and take the counterproductive actions as variables of their learning function. That is, the defenders design the objective functions with respect to the attack strategies in real time, forming an iterated game setting.

9. Is our evasion attack framework applicable on general classification systems? It seems that discriminative model is more vulnerable than generative model, since the discriminative nature of the classifier does not account for the data distribution. Therefore, evasion attacks can more reliably identify the classification bound in the limit of probes. One research point is to further apply our defined evasion attack on different classification systems, e.g., spam filtering, fraud detection systems.

10. How to quantitatively evaluate attack’s impact in a cost-sensitive scenario? In most of our work, we assume that the cost of manipulating different samples is universal. However in practice, this is rarely true. Therefore we need to define a quantitative framework to evaluate the attack’s impact in a cost-sensitive scenario. That is, manipulating different samples induces different adversarial cost.
11. To increase the security of learning algorithms, how to identify those adversarial noise from regular sample noise?
   To design a secure and robust learning system in the adversarial environment, we may apply a preliminary step to generate those adversarial noise, and then train on them to mitigate their effect on local perturbation. Different from those regular sample noise, the adversarial samples are assumed to present more explicit patterns in a malicious way, that is, the adversarial examples always follow the direction of gradient ascent to maximize the negative effect. This is still a research area yet to be explored.

12. Is there a systematic approach to evaluate the security of a learning system?
   As in the IT security, a systematic approach for accessing the security of a learning system is desirable. For instance, a learning system needs to be poisoned or evaded if and only if the attackers consume a certain amount of adversarial cost. When the adversarial cost is considered as unrealistic, we say the learning system is secure to provide reliable services.

13. How can we transfer the causality to the security of a learning system?
   The causal network gives us potential interpretation of a certain adversarial attack, so that security engineers can easily conclude which features are more relevant to the attack, and how they are mitigated. There is still a huge amount of efforts needs to be put in this direction. For instance, we can approximate a linear model [104] around an adversarial example to examine the potential cause of attacks.

7.4 Final Words

To conclude the entire work, we stress the importance of the adversarial learning again. Needless to say, machine learning is nowadays infiltrated in many industries as a service, however it is not as secure as other IT-based systems. The increasingly adopted data-driven technologies also drive adversaries with a certain incentive to gain profit, especially when the adversaries are educated with profound knowledge about machine learning. Adversarial learning is a young but fast developing area, researchers are facing intense competitions with malicious users. Despite the arms race problems, machine learning engineers have less concerns on developing robust and secure learning system, instead, they put their effort mainly on how to improve the prediction performance of the learning models, disregarding the potential threats. We hope our contributions to the community can invoke attentions from related researchers and practitioners, who would include security analysis while designing the learning systems.
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