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#### Abstract

This thesis presents a novel vision-based control system for industrial manipulators. The system is composed of a 6 DOF manipulator coupled with a stereo vision system using the eye-to-hand configuration. The robot is controlled using an uncalibrated visual servoing (VS) approach that addresses the challenges of choosing proper image features and designing a VS controller to enhance the tracking performance. The primary contribution of this thesis is the development of a new 6 D visual servoing system and its integration into real-world scenarios. The proposed system consists of 2 parts: a visual servoing system based on a novel stereo camera model employing virtual orthogonal cameras to create a new virtual visual space, and a prioritized multi-constraints control framework where multiple constraints from the robot's structure and the external environment need to be simultaneously controlled while accomplishing the robot's main task.

In this work, a 6 D pixel pose vector is extracted in the new virtual visual space. It represents the image positions as 6 linearly independent and orthogonal features, which are used as inputs for visual servoing instead of the classical visual features. The proposed new feature vector has good decoupling and linearizing properties, leading to a full-rank image Jacobian which allows avoiding classical problems, such as image space singularities and local minima. Moreover, simulation results with an eye-to-hand robotic system confirm the improvement in controller stability and motion performance with respect to classical visual servoing approaches. Further, by integrating the VS system with environment and robot model constraints in real world applications, we demonstrate that this work can be easily and safely integrated into a variety of robotic systems involving human-robot interaction.


## Zusammenfassung

Diese Arbeit präsentiert ein neuartiges und robustes System zur bildgestützten Steuerung von industriellen Manipulatoren. Das System besteht aus einem Manipulator mit 6 Freiheitsgraden und einem Stereo-Kamera-System in einer Auge-zu-Hand-Konfiguration. Der Roboter wird durch einen unkalibrierten Visual Servoing Ansatz gesteuert, der sich mit der Herausforderung befasst, geeignete Bildmerkmale auszuwählen und die Performanz der Auswertung zu verbessern. Der primäre Beitrag dieser Arbeit ist die Entwicklung eines neuen 6-dimensionalen Visual Servoing Systems und seiner Integration in anwendungsnahen Szenarien. Das vorgestellte System besteht aus 2 Teilen: einem Visual Servoing System, welches auf einem neuartigen Stereo-Kamera-Modell basiert, das virtuell-orthogonale Kameras verwendet um einen virtuellen Bildraum zu beschreiben, und einer priorisierenden Robotersteuerung, die während der Ausführung der Hauptaufgabe mehrere Nebenbedingungen berücksichtigt, welche aus dem Aufbau des Roboters und seiner Umgebung abgeleitet werden.

Anstelle von klassischen Bildmerkmalen wird in dieser Arbeit ein 6D-Lagevektor im neuen virtuellen Bildraum extrahiert und als Merkmal für den Visual Servoing Ansatz genutzt. Jede Komponente des Lagevektors ist orthogonal und unabhängig und weist gute Entkoppelungs- und Linearisierungseigenschaften auf. Dies führt zu einer Bild-Jakobischen mit vollem Rang, die klassische Probleme, wie z.B. Singularitäten im Bildraum oder lokale Minima, umgeht. Zudem zeigen Simulationsergebnisse mit einem Auge-zu-Hand-Robotersystem, dass die Stabilität der Steuerung und die Bewegungsperformanz im Vergleich zu klassischen Visual Servoing Ansätzen verbessert wird. Durch die Integration des Visual Servoing Systems, unter Berücksichtigung von Umgebungs- und Robotereinschränkungen, wird gezeigt, dass die Ergebnisse dieser Arbeit leicht in eine Vielzahl bestehender Robotersysteme und Anwendungen übertragen werden können.
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## Chapter 1

## Introduction

In the quest for creating robust, precise and flexible robotic systems, significant efforts have been dedicated in ongoing robotic research towards the optimal use of sensors. Sensor-based approaches have proven especially useful in dealing with unstructured environments. Sensors extract information about the robot's interaction with the environment. This information can be incorporated in the robot's control loop to modify/adapt its behavior accordingly.

Several sensors have been developed over the past years to fit the requirements of diverse tasks, which have improved the performance of robots to a large extent. The most common sensors in robotics are force sensors, range finders, tactile sensors and vision sensors. Among these, vision sensors (e.g. camera) are the most popular, since visual sensors mimic the human sense of vision, and allow for contact-less measurement of the environment. This idea is motivated by the observation that humans and animals use primarily their visual perception to be able to interact with the environment.

Using a vision-based control system, a robot can perceive and react in complex and unpredictable surroundings. Many different approaches, adaptations and improvements for visionbased control have been developed over decades of research. The accuracy of the conventional 'look-then-move' approaches depend directly on the accuracy of the visual sensor and the robot manipulator. An alternative for increasing the accuracy of these sub-systems is to use a visualfeedback control loop which increases overall the accuracy of the system. Machine vision can provide closed-loop position control for a robot end-effector - this is referred to as visual servoing (VS).

Visual servoing is a technique for robot control, where visual feedback is used to close the robot control loop in order to increase the system accuracy. It is the fusion of results from many elemental areas including computer vision, kinematics and dynamics, control theory and
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Visual Servoing Control Law


Figure 1.1: Vision-based control law.
optimization techniques. It can be used in many different domains, such as industrial, healthcare, service, space, etc. Visual servoing is an effective tool for handling the unstructured environments that are common for field and service robots. It also provides the potential to relax the mechanical accuracy and stiffness requirements for robot mechanisms and hence reduce their cost. The deficiencies of the mechanism would be compensated for by a vision sensor and feedback so as to achieve the desired accuracy.

A robotic task in visual servoing is specified in terms of image features extracted from a target object and their use for controlling the robot/camera motion through the scene (Fig. 1.1). Therefore, there is a large collection of research concerning the robustness with respect to selected features, structure of the employed control scheme, existence of errors and uncertainty in robot or camera calibration, and errors and uncertainty in input signals and in the object model. A vision sensor provides a large spectrum of potential visual features. It is possible to design visual servoing using both 2D features, such as the coordinates of points on the image, and 3D features, e.g. Cartesian pose. Based on the combinations of the choice of feature selection and control scheme, different behaviors can be obtained by the robot system. This wide range of possibilities is the reason behind the major difficulty in visual servoing, that is, to optimally build, select and design the visual data needed and the control scheme used for obtaining a suitable behavior of the system.

Using vision in robot control makes it possible to solve different problems based on the sensory visual data without any contact with the environment. However, some issues should be considered when vision sensors are used within robot system. These issues include designing maximal decoupled visual features, keeping features in the camera field of view at all times, and occlusion avoidance. The link between the visual features and the robot degrees of freedom, i.e., the interaction matrix (from vision to action), should ensure avoidance of singularities and local minima. The robot controller should ensure reliable convergence, global stability and robustness towards different types of noise.


Figure 1.2: Thesis scope: problem domains and contributions.

### 1.1 Motivations

Visual servoing is a technology relevant for nearly all robotic systems that perform positioning and interaction tasks, and can be used for a wide variety of applications and on different robotic platforms, including industrial manipulators, mobile robots, medical robots, and humanoid robots (see Fig. 1.2). It involves working with different spaces in order to acquire the input signal, and transform a motion from one space to another in order to perform the required tasks. Visual servoing is a classical research problem in robotics, and encounters different sorts of problems: local minima, image singularities and loss of features from the camera field of view,
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etc. (Fig. 1.2. The most effective methods for tackling these issues involve selecting the feature sets or modeling better suited control schemes. This motivates the research in extracting new image features and modeling new visual servoing control schemes.

In order to use such visual servoing approaches in realistic applications, especially those involving human-robot interaction, the system must incorporate additional constraints/requirements arising from the robot or its environment. These requirements can be modeled using constraintbased approaches, also known as constrained problems. The most frequently used method to define a reactive control task is to apply artificial attractive or repulsive potential fields and to use their gradients as control inputs $\tau$. There are also approaches that model such tasks/restrictions in terms of their geometric properties. The control inputs from each task/constraint can also be combined using null-space projections. These types of problems form the motivation for the presented work.

### 1.2 Contributions

Image measurements are either used directly in the control loop or used for relative pose estimation of a workpiece with respect to a camera. The number of degrees of freedom (DOF) to be controlled by the employed control scheme determines the minimum number of independent features required. Therefore, it is desirable to choose features which are maximally decoupled, and at the same time facilitate a linear relation to the controlled degrees of freedom. Our contributions are algorithms and models for selecting such visual features for visual servoing system in oder to control robot.

The first and main contribution of this thesis is that we design six independent and orthogonal visual features, such that the corresponding interaction matrix (image Jacobian) has a maximal decoupled structure, without any image singularities. These new features improve the robustness and the stability of the system. Also, when redundant image point coordinates are used, the resulting coupled features might potentially lead to unstable or erratic robot motions. Hence, we propose the use of six independent image features to control 6D pose of the robot end-effector, in order to avoid such problems.

The second major contribution of this work is a control framework for industrial robots, that is necessary for integration of our visual servoing approaches in real-world applications involving human-robot interaction. In this framework, multiple tasks (expressed as constraints, e.g. desired operational positions and/or contact forces) with different priorities, along with limitations arising from the environment (e.g. obstacle avoidance) and robot model (e.g. joint
limits), can be simultaneously controlled. The tasks/constraints are modeled using geometric constraints or artificial potential fields. The combination of different constraints can be performed via direct composition of torques or using null-space projections.

### 1.3 Thesis Outline



Figure 1.3: Thesis structure.

The thesis is written in two parts after the introductory chapter (see Fig. 1.3). The first part focuses on the design of new image features for visual servoing, (described in chapters 2 through 6 ). It presents a method to determine the analytical form of the interaction matrix related to these new image features, which is used to design a new 6 D visual servoing. The merits of the proposed method vis-à-vis other classical schemes are validated in simulation. The second part of this thesis (chapters 7 and 8) focuses on the control framework to model the environment and task constraints that are necessary to safely integrate the proposed visual servoing into a human-robot interaction scenario. Finally, a summary of this work, the conclusions and directions for future work are presented in chapter 9. The details of the subsequent chapters are listed below.

## 1. INTRODUCTION

- Chapter 2: State of the art of Visual Servoing. In this chapter, state of the art of visual servoing in terms of the used visual features, control schemes and problems that could appear is presented.
- Chapter 3: Robot Modeling. The kinematics and dynamics model of the industrial manipulator StäubliTX90 are presented in this chapter, which will be used in this thesis.
- Chapter 4: Camera Models for Occlusion Avoidance. In this chapter, two different solutions are provided for the visual occlusion problem in PBVS (e.g. out of camera field of view, visual occlusion by environments). Two different camera models are presented in these solutions to obtain the 3D Cartesian position for the objects. The properties of both camera models are validated on a real industrial robot. The proposed camera models are integrated in a human-robot interaction scenario with dynamics environment constraints using virtual impedance control [1].
- Chapter 5: 6D Visual Servoing (6DVS). This chapter focuses on novel image features for VS, where a 6 D pixel pose vector is extracted from the visual information provided by two uncalibrated stereo cameras. This 6 D pose vector represents the image positions as six orthogonal and independent signals, which are used as inputs for visual servoing instead of the classical visual features. A $6 \times 6$ image Jacobian is generated by using these new visual features, which allows to avoid local minima and image singularities, which are common problems in IBVS. Then a new visual servoing scheme, 6DVS, with better performance and properties is proposed. This chapter is the main contribution of the thesis, and its content is also presented in our publications [2, 3, 4].
- Chapter 6: Comparison. In this chapter, we compare the proposed 6D visual servoing (6DVS) with classical visual servoing methods (IBVS, PBVS and HYVS). Several standard tests are used to evaluate and compare the approaches in terms of steady state errors, transient systems performance, robustness to uncertainties and decoupling of controlled signals. The results of the evaluation prove the novel properties and better performance of the proposed 6DVS with respect to conventional VS approaches. The evaluation results are published in the paper (5].
- Chapter 7: Experiments and real Applications. In this chapter, experiments are performed to evaluate the proposed scheme on a standard industrial robot in a realistic human-robot interaction (HRI) scenario. In real experiments, a framework integrating
the proposed 6DVS with environment constraints [3, 4] is introduced for addressing safety issues of interaction tasks. Several constraints such as avoidance of robot singularities and collisions are integrated in this framework.
- Chapter 8: Constrained Problems. In this chapter, a prioritized, multi-task control framework is presented, that can realize force-based tasks in systems for industrial robots. In this framework, multiple tasks and constraints can be simultaneously controlled, and different priorities for tasks are accomplished through null-space projections 6]. Finally the proposed framework is evaluated for several typical industrial robotics applications like grasping, welding, erasing and peg-in-hole.


## Chapter 2

## State of the art of Visual Servoing

### 2.1 Visual Servoing

Visual servoing (VS) or vision-guided servoing refers to the use of vision in the low-level feedback loop of a robotic controller. Fast image processing is employed to provide reactive control behavior [7, 8, 9, 10, 11. The task of visual servoing for robotic manipulators is to control the pose of the robot's end-effector relative to either a world coordinate frame or an object being manipulated, using real-time visual features extracted from the image [12, 13]. The error function (or task function) in visual servoing is defined as an error of the current visual features and the desired features [12, 13]. The aim of all vision-based control schemes is to regulate this error $e(t)$ and drive it to zero. Single or multiple cameras can be used to obtain visual information from a target in order to control a robot [14, 7, 13, 5, 15].

According to the features ( $s$ ) used as feedback in minimizing the positioning error, VS is classified into Position-based Visual Servoing, Image-based Visual Servoing [16, 7, [9, 10, 11] and Hybrid Visual Servoing (e.g. 2-1/2D VS [17]). In Position-based servoing (PBVS or 3D VS), features are extracted from the image and used in conjunction with a geometric model of the target and the known camera model to estimate the relative 3D Cartesian pose of the target with respect to the camera. Feedback is computed by reducing errors in the estimated pose space [18, 19]. In image-based visual servoing (IBVS or 2D VS), the error is directly computed in terms of features expressed in image space [7, 20, 12]. Two aspects have the most significant impact on the behavior of any visual servoing scheme: the selection of visual features used as input of the control law, and the designed form of the control scheme. On one hand, the same feature set gives different behavior when employed in different control schemes and on the other

## 2. STATE OF THE ART OF VISUAL SERVOING

hand, the same control law gives different behavior when used with different feature sets [21. The behavior obtained with combinations of these choices is often not as desired: selecting a specific feature set or a specific control scheme may lead to some stability and convergence problems. In the remainder of this chapter, a review in visual servoing is presented by focusing on such modeling issues.

### 2.2 Camera-robot Configurations

In visual servoing, there are two main configurations for combining the camera(s) and robot. The vision sensor can either be mounted on the robot (eye-in-hand configuration) or observing it (eye-to-hand configuration) [9, 11, 15]. For the same robot motion, the motion produced in the image will be opposite from one configuration to the other, see Fig. 2.1.


Figure 2.1: Top: (a) Eye-in-hand system, (b) Eye-to-hand system. Bottom: Opposite image motion produced by the same robot motion.

The first eye-in-hand configuration (see Fig. 2.1 (a)), has the camera is mounted on the robot's end-effector. Hence, there exists a known, often constant transformation $T_{e}^{c}$ between the camera frame $O_{c}$ and the end-effector frame $O_{e}[22]$. The pose of the target relative to the camera frame $O_{c}$ is represented by $X_{c}^{t}$ and the pose of the end-effector with respect to robot base frame $O_{b}$ is $X_{b}^{e}$.

In the second eye-to-hand configuration, one or several cameras are placed in the workspace
to monitor a target, end-effector or both (see Fig. 2.1 (b)). In this configuration, the transformation matrix $T_{b}^{c}$ between the camera frame $O_{c}$ and the robot base frame $O_{b}$ is constant and is computed once. The transformation between camera frame and robot end-effector frame need to be computed at each iteration using transformations between different frames. In this case, the camera image of the target is independent of the robot motion and the poses of the target with respect to camera frame $O_{c}$ and robot base frame $O_{b}$ are represented as $X_{c}^{t}$ and $X_{b}^{t}$, respectively.

For either choice of configuration, camera calibration must be performed in order to have the set of camera intrinsic parameters. For the eye-in-had case, this amounts to determining $T_{e}^{c}$. For the fixed camera case, calibration is used to determine $T_{b}^{c}$. The former configuration is commonly used in visual servoing since it allows keeping target(s) in the field of view (e.g., when a grasping task requires ensured monitoring of the object and a grasping tool attached to the end effector [23]). Hybrid configurations can be constructed where eye-to-hand and eye-in-hand configurations are simultaneously used [24]. Within the scope of the work presented in this thesis, we focus on the eye-to-hand camera-robot configuration.

### 2.3 Selection of Visual Features

Visual servoing explicitly relies on the choice of the visual features $s$, that is the key point of this approach. Visual features observed by the vision sensors define the inputs to the control scheme in visual servoing. Vision sensors can be conventional 2D cameras (as often used in visual servoing), 2D ultrasound cameras [25] or omni-directional cameras that find motivation in robotics applications to avoid visibility problems due to the restricted field of view of conventional 2D camera [26, 27. A vision sensor provides numerous of potential visual features. However, if no planning strategy is developed, the use of some visual features as input of the control scheme may lead to stability problems if the displacement that the robot has to achieve is very large [28]. Therefore, selection of good visual features is a crucial aspect of visual servoing as it is necessary for achieving optimal speed, accuracy, and reliability of image measurements. Consequently, it affects performance and robustness of visual servoing [29, 30, 28]. For this reason, we need to design ideal visual features for visual servoing, which should satisfactory the following criteria: local and-as far as possible-global stability of the system, robustness to calibration and modeling errors, non-singularity, local mimima avoidance, satisfactory trajectory of the system and of the features in the image, and, finally, a maximal decoupled and linear link (the ultimate goal) between the visual features and the degrees of freedom (DOFs) taken into account.
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### 2.3.1 Geometric Features

Imaging measurements from vision sensor are either used directly in the control loop or used for relative pose estimation of a workpiece with respect to a camera. The most common visual features are the geometric features (e.g. points, segments, straight lines or spheres). Geometric features are defined to describe the geometrical contents of an image (2D visual features) or to relate a frame attached to a robot system with a frame attached to an object in a scene (3D visual features). Both 2D and 3D visual features can be used simultaneously in a hybrid form.

## 2D Visual Features

2D visual features are normally extracted in 2D image as points, lines, ellipses, region of interest or contours [29, 12, 31, 30, 32]. These features are defined from image measurements. In case of image points, Cartesian coordinates are generally used but it may be also possible to use their polar and cylindrical coordinates 33.

Besides, image moments and moment invariants can also be used in visual servoing [34, 35, 36, 37, 38, 39, 40. Using image moments, the improvements with respect to classical visual servoing seem to be significant, since it allows a generic representation that is not only able to handle simple geometrical primitives, but also complex objects with unknown shapes. In [35] it discusses the use of image moments to formulate the visual Jacobian. This formulation allows for decoupling of the DOF based on type of moments chosen. It is shown in 37 that moment invariants can be used to design a decoupled 2D visual servoing scheme.

## 3D Visual Features

3D Visual features can also be selected in 3D Cartesian space such as pose or coordinates of 3D points [41, 19, 42]. Usually, object model and image measurements are used to compute or to estimate the relative pose between object and camera frames in the Cartesian space. In 43, the 3 D coordinates of the points of the object are used as the feature vector. A priori knowledge about the camera calibration parameters is required. In PBVS, orientation in pose vector can be represented by the total format, roll-pitch-yaw or axis-angle formats 44 or quaternions 45 .

## Hybrid Visual Features

Several combinations between visual feature types can also be considered: e.g., a mixture of both kinds of 2D and 3D features is presented in [17, 46, 43, 47] and Polar and Cartesian parameterizations of image points coordinates as presented in 48.

## Redundant Features

Utilizing redundant features can improve the performance of visual servoing control and increase the positioning accuracy by improving the corresponding minimum singular value of the extended image Jacobian [49]. However, processing a large feature set can sometimes be computationally expensive (or even infeasible). Therefore, the focus must be on the selection of an information-intensive and reliable set that possesses a minimum number of features.

### 2.3.2 Photometric Features

Contrary to most of related works in this domain where geometric visual features are usually used, photometric features computed from pixel intensities have been to used in visual servoing recently. The utilization of the photometric features does not rely on complex image processing such as feature extraction, matching, and tracking. Moreover, it is not very sensitive to partial occlusions and to coarse approximations of the depths required to compute the interaction matrix. This approach is realized by considering the whole image as a feature set from which the control input signal is defined [50, 51]. The input to the controller can belong to the eigenspace or kernel of an image pixel or can also be defined as the set of all image pixels itself.

In [50, image intensity is not used directly but an eigenspace decomposition is performed first to reduce the dimensionality of image data. The control is then performed in the eigenspace and not directly with the image intensity. Moreover, this way to proceed requires the off-line computation of this eigenspace and the projection of the image on this subspace for each new frame. An interesting approach, which also consider the pixels intensity, has been recently proposed in 52. This approach is based on the use of kernel methods that lead to a high decoupled control law. It is also possible to use the luminance of all the pixels in the image as visual feature set [53, 54, 55].

### 2.3.3 Velocity Field Features

The velocity field in the image is chosen as visual features in 56, and the relation between the variations of velocity field features and the camera velocity is modeled. This approach is used for positioning a camera parallel to a plane and following a trajectory. The camera motions are controlled so that the current velocity field in the image becomes equal to motion field in the desired configuration. In [57, the application of the velocity field control is applied to visual servoing of a robot manipulator under fixed camera configuration. The desired velocity field $\mathrm{v}_{d}$ is defined in the image space, which defines a tangent vector that represents the desired image
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feature velocity $\dot{x}$ at every point of the image space. The velocity field error $e$ is defined as the difference between the desired velocity field $\mathrm{v}_{d}(\mathrm{x})$ and the image feature velocity $\dot{\mathrm{x}}$. The velocity field is also used in [58] for controlling wheeled nonholonomic mobile robots by a fixed camera.

### 2.4 Error Functions in Visual Servoing

Classically, to achieve a visual servoing task, a set of visual features has to be selected from the image allowing to control the desired degrees of freedom. A control law has also to be designed so that these visual features $s$ reach a desired value $s_{d}$, leading to a correct realization of the task. The control principle is thus to regulate the error vector $s-s_{d}$ to zero. To build this control law, the knowledge of the interaction matrix $L_{s}$ is usually required.

### 2.4.1 Cartesian Space Control

As described in the visual servoing control tutorial [10], all visual servoing tasks can be expressed as the regulation to zero of an error $e(t)$ which is defined by

$$
\begin{equation*}
e(t)=s(\mathbf{m}(\mathbf{r}(t)), a)-s_{d} . \tag{2.1}
\end{equation*}
$$

The vector $\mathbf{m}(\mathbf{r}(t))$ is a set of image measurements (e.g. the image coordinates of interest points, or the area, the center of gravity and other geometric characteristics of an object). These image measurements depend on the pose $\mathbf{r}(t)$ between the camera and the environment. They are used to compute a vector $s(\mathbf{m}(\mathbf{r}(t)), a)$ of visual features, in which a is a set of parameters that represent potential additional knowledge about the system (e.g. coarse camera intrinsic parameters or 3D model of objects). The vector $s_{d}$ contains the desired value of the features, which can be either constant in the case of a fixed goal, or varying if the task consists in following a specified trajectory.

The design of the control scheme can be quite simple, the most straightforward approach is to design a velocity controller. For eye-in-hand systems, this matrix links the time variation of $s$ to the camera instantaneous velocity v is given by:

$$
\begin{equation*}
\dot{s}=\mathbf{L}_{s} \mathbf{v}_{o}^{c}+\frac{\partial s}{\partial t} \tag{2.2}
\end{equation*}
$$

where $\frac{\partial s}{\partial t}$ is the variation of $s$ due to the object own motion, $L_{s} \in \mathbb{R}^{k \times n}$ is the visual features interaction matrix that represents the differential relationship between the features $s$ and the camera frame [9, 59, $\mathrm{v}_{o}^{c}=\mathrm{v}_{c}-\mathrm{v}_{o}$ is the relative instantaneous velocity between the camera
frame $O_{c}$ and the object frame $O_{o}, \mathrm{v}_{c}$ is the instantaneous camera velocity and $\mathrm{v}_{o}$ is the instantaneous object velocity. When the object is motionless, $\frac{\partial s}{\partial t}=0$ and $\mathrm{v}_{o}^{c}=\mathrm{v}_{c}$, then we get:

$$
\begin{equation*}
\dot{s}=\mathbf{L}_{s} \mathbf{v}_{c} . \tag{2.3}
\end{equation*}
$$

### 2.4.2 Joint Space Control

According to the robot velocity kinematics, the relation between $\dot{s}$ and the velocity of the joint variables $\dot{q}$ can be obtained as follows [59, 60]:

$$
\begin{equation*}
\dot{s}=\mathbf{L}_{s} \mathbf{V}_{c}^{e} \cdot J_{q} \dot{q}+\frac{\partial s}{\partial t} \tag{2.4}
\end{equation*}
$$

where $J_{q}$ is the Jacobian of the robot expressed in the end effector frame $O_{e}$ and $V_{c}^{e}$ is the transformation matrix to map the velocities expressed in robot end-effector frame $O_{e}$ to the camera frame $O_{c}$, defined by 59:

$$
\mathbf{V}_{c}^{e}=\left[\begin{array}{cc}
R_{c}^{e} & s k\left(t_{c}^{e}\right) R_{c}^{e}  \tag{2.5}\\
0 & R_{c}^{e}
\end{array}\right]
$$

in which $s k(*)$ is the skew-symmetric matrix and $T_{c}^{e}=\left[R_{c}^{e}, t_{c}^{e}\right]$ is the transformation between the end-effector frame and the camera frame. The matrix $\mathbf{V}_{c}^{e}$ remains constant for eye-in-hand configurations, while it has to be estimated at each iteration for eye-to-hand configurations.

If the object is not moving, $\frac{\partial s}{\partial t}=0$, from 2.17 we get:

$$
\begin{equation*}
\dot{s}=J_{s} \dot{q} \tag{2.6}
\end{equation*}
$$

where $J_{s}=\mathbf{L}_{s} \mathbf{V}_{c}^{e} J_{q}$ is the Jacobian of the visual feature, known as Visual Jacobian.

### 2.4.3 Interaction Matrix

A lot of works have concerned the modeling of the visual features and the determination of the analytical form of the interaction matrix $\mathbf{L}_{s}$. To give just an example, in the case of an image point with normalized Cartesian coordinates $\mathbf{x}=(x, y)$ and whose 3 D corresponding point has depth $Z$, the perspective projection model [61, 62] is shown in Fig. 2.2 .

In this model, the center of projection is considered at the origin of the camera frame $O_{c}$ and the image plane is at $Z=f$, where $f$ is the camera focal length. By considering a 3D point with coordinates $\mathbf{X}=[X, Y, Z]^{T}$ in the camera frame and using a perspective projection model [63], the point $\mathbf{X}$ is projected on a 2 D point $\mathbf{x}$ of coordinates $(x, y)$ on the image plane such that:

$$
\left[\begin{array}{l}
x  \tag{2.7}\\
y
\end{array}\right]=\left[\begin{array}{l}
X / Z \\
Y / Z
\end{array}\right]=\left[\begin{array}{c}
\left(u-c_{x}\right) / f \alpha \\
\left(v-c_{y}\right) / f
\end{array}\right]
$$



Figure 2.2: Pin hole camera model.
where $s=[u, v]$ is the image point coordinates in pixel unit, $c=\left[c_{x}, c_{y}\right]$ is the coordinates of the principle point, $f$ is the focal length of the camera lens and $\alpha$ is the ratio of pixel dimension.

## Interaction Matrix of Image Feature Points (2D)

As for the interaction matrix $L_{s}$ of an image feature point it can be obtained as following. By taking the time derivative of 2.7 we get:

$$
\left[\begin{array}{c}
\dot{x}  \tag{2.8}\\
\dot{y}
\end{array}\right]=\left[\begin{array}{l}
\frac{\dot{X}}{Z}-\frac{X \dot{Z}}{Z^{2}} \\
\frac{\dot{Y}}{Z}-\frac{Y \dot{Z}}{Z^{2}}
\end{array}\right]=\left[\begin{array}{lll}
\frac{1}{Z} & 0 & -\frac{X}{Z^{2}} \\
0 & \frac{1}{Z} & -\frac{Y}{Z^{2}}
\end{array}\right]\left[\begin{array}{l}
\dot{X} \\
\dot{Y} \\
\dot{Z}
\end{array}\right]
$$

In the eye-in-hand configuration, if the spatial velocity of the camera is given by $\mathbf{v}_{\mathbf{c}}=$ $(v, \omega)$ where $v=\left[v_{x}, v_{y}, v_{z}\right]^{T}$ and $\omega=\left[\omega_{x}, \omega_{y}, \omega_{z}\right]^{T}$ are the instantaneous linear and angular velocities of the origin of the camera frame both expressed in $O_{c}$, then the velocity of the 3D point $\mathbf{X}$ related to the camera velocity is defined using the fundamental kinematic equation $\dot{\mathbf{X}}=-v-\omega \times \mathbf{X}$ such that:

$$
\left.\left.\begin{array}{rl}
{\left[\begin{array}{c}
\dot{X} \\
\dot{Y} \\
\dot{Z}
\end{array}\right]} & =\left[\begin{array}{l}
-v_{x}-\omega_{y} Z+\omega_{z} Y \\
-v_{y}-\omega_{z} X+\omega_{x} Z \\
-v_{z}-\omega_{x} Y+\omega_{y} X
\end{array}\right] \\
& =\left[\begin{array}{ccc|ccc}
-1 & 0 & 0 & 0 & -Z & Y \\
0 & -1 & 0 & Z & 0 & -X \\
0 & 0 & -1 & -Y & X & 0
\end{array}\right]\left[\begin{array}{c}
v \\
\omega
\end{array}\right] \\
& =\left[-I_{3}\right.
\end{array} \right\rvert\, \operatorname{sk}(\mathbf{X})\right]\left[\begin{array}{c}
v  \tag{2.11}\\
\omega
\end{array}\right] ~ \$
$$

where $s k(*)$ is the skew-symmetric matrix.

By injecting the values of $\dot{X}, \dot{Y}$ and $\dot{Z}$ from 2.10 in and grouping for $v$, and $\omega$ we get the classical result [7]:

$$
\begin{align*}
{\left[\begin{array}{c}
\dot{x} \\
\dot{y}
\end{array}\right] } & =\left[\begin{array}{cccccc}
\frac{-1}{Z} & 0 & \frac{x}{Z} & x y & -\left(1+x^{2}\right) & y \\
0 & \frac{-1}{Z} & \frac{y}{Z} & \left(1+y^{2}\right) & -x y & -x
\end{array}\right]\left[\begin{array}{c}
v \\
\omega
\end{array}\right]  \tag{2.12}\\
\dot{\mathbf{x}} & =\mathbf{L}_{\mathbf{x}} \mathbf{v}_{\mathbf{c}} \tag{2.13}
\end{align*}
$$

where $\mathbf{L}_{\mathbf{x}}$ is the interaction matrix related to $\mathbf{x}$. If there is a set of $k$ feature points $\mathbf{x}=$ $\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{k}\right)$, the interaction matrix $\mathbf{L}_{\mathbf{x}}$ of the set $\mathbf{x}$ is obtained by stacking $L_{\mathrm{x}_{i}}$ for all $\mathrm{x}_{i} \in \mathbf{x}$ to get:

$$
\mathbf{L}_{\mathbf{x}}=\left[\begin{array}{c}
L_{\mathrm{x}_{1}}  \tag{2.14}\\
\vdots \\
L_{\mathrm{x}_{k}}
\end{array}\right]
$$

If the system has eye-to-hand configuration, then

$$
\dot{\mathbf{X}}=v+\omega \times \mathbf{X}=\left[\begin{array}{ll}
I_{3} & -s k(\mathbf{X})
\end{array}\right]\left[\begin{array}{l}
v  \tag{2.15}\\
\omega
\end{array}\right]
$$

Hence, the interaction matrix $L_{\mathrm{x}}$ in equation 2.12 is

$$
\mathbf{L}_{\mathbf{x}}=\left[\begin{array}{cccccc}
\frac{1}{Z} & 0 & -\frac{x}{Z} & -x y & \left(1+x^{2}\right) & -y  \tag{2.16}\\
0 & \frac{1}{Z} & -\frac{y}{Z} & -\left(1+y^{2}\right) & x y & x
\end{array}\right]
$$

If it uses the pixel image point $s=[u, v]$ as the features, according to (2.7), equations 2.12, 2.13 can be rewritten as

$$
\begin{align*}
{\left[\begin{array}{c}
\dot{u} \\
\dot{v}
\end{array}\right] } & =\left[\begin{array}{cccccc}
\frac{f}{Z} & 0 & -\frac{u}{Z} & -\frac{u v}{f} & \frac{f^{2}+u^{2}}{f} & -v \\
0 & \frac{f}{Z} & -\frac{v}{Z} & -\frac{f^{2}+v^{2}}{f} & \frac{u v}{f} & u
\end{array}\right]\left[\begin{array}{c}
v \\
\omega
\end{array}\right]  \tag{2.17}\\
\dot{\mathbf{s}} & =\mathbf{L}_{\mathbf{s}} \mathbf{v}_{\mathbf{c}} \tag{2.18}
\end{align*}
$$

### 2.5 Visual Servoing Control Schemes

Visual servoing control schemes mainly differ in the way that visual features $s$ are designed. The control law [12, 19, [9, 28, 64, 65, 10, 11] affects the behavior of the system. In the control design phase, a number of properties should be considered such as local and global stability, robust behavior with respect to measurement and modeling errors, local or global exponential decrease, order of convergence, absence of local minima and singularities, obtaining suitable robot trajectory, and finally the degree of decoupling between the visual information and the controlled degrees of freedom.
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### 2.5.1 Classical Approaches

The two most classical approaches are named image-based visual servoing (IBVS), in which $s$ consists of a set of 2D parameters that are directly expressed in the image [7, 12, and positionbased visual servoing (PBVS), in which $s$ consists of a set of 3D parameters related to the pose between the camera and the target [7, 19].

### 2.5.1.1 Position-based Visual Servoing

In Position-based visual servoing (PBVS), features are extracted from the image and used to estimate the pose of the target with respect to camera. Feedback is computed by reducing errors in estimated pose space. In that case, the 3D parameters have to be estimated from the image measurements either through a pose estimation process using the knowledge of the 3D target model, or through a partial pose estimation process using the properties of the epipolar geometry between the current and the desired images, or finally through a triangulation process if a stereo vision system is considered [9, 19, 18, 66, 67, 42. PBVS is known to have global asymptotic stability, i.e., the ability of a controller to stabilize the pose of the camera from any initial condition if 3D estimation is perfect. From the analytical proof, it is evident that this is true if the pose is perfect and impossible otherwise. When accurate 3D estimation is employed, decoupling rotation and translation is obtained. Errors in calibration propagate to errors in the 3D world, so accurate 3D estimation is essential to ensure robustness of PBVS 68.

No mechanism in PBVS ensures keeping the features visible within the camera field of view (FOV) when the translation is defined in the desired fixed end effector frame [19]. In comparison, if the translation is expressed in the camera frame, the trajectory in the image plane is improved under large camera rotation motion and features can be kept in the image plane for small rotations 42]. Several control schemes have been proposed to overcome the latter problem (for example 2.5 D visual servoing presented in [69], or nonlinear approach using a new 3D translation features in the control loop [70, 71]. In PBVS, the task function to be regulated is usually defined as the error between current and desired poses. The pose can also be selected as the pose of the camera or the end effector with respect to the object or any other reference frame in the world space.

## Pose Estimation

Pose estimation is the key issue in position-based visual servoing, since small amount of image noise could lead to large errors in the pose estimation. The pose can be obtained from an
image of the object, the 3D CAD model of the object, or an estimation of the camera intrinsic parameters. When the pose is correctly estimated, this class of visual servoing is known to provide adequate system motion in the Cartesian space either in the moving camera frame or in a fixed frame [42. The pose can be estimated using image points [72, 73, 74, 75, 76], using point and line correspondence [77], using point to region correspondence [78], using curves 79], or using other different geometrical features as in virtual visual servoing [80]. For obtaining more accurate pose estimation, different filters are often used to estimate its translational and rotational parameters, as shown in [81, 44, 82, 83, 84] and recently in [85].

## Partial Pose Estimation

Camera translation and camera rotation can be estimated through the Essential matrix [86, 87, 88. However, when the target is planar or when the motion performed by the camera between the desired and the current pose is a pure rotation, essential matrix cannot be estimated and it is more appealing to estimate the pose using a homography matrix [89].

### 2.5.1.2 Image-based Visual Servoing

In IBVS, error signal is defined on the basis of image features directly, without any supplementary estimation step. Different from PBVS, IBVS does not need to estimate the pose at each iteration which helps to provide a robust positioning control against calibration and modeling errors.

IBVS is characterized by several advantages. Firstly, direct control of the feature motion in the image plane allows the implementation of strategies aimed at keeping the target always in the field of cameras view, with approximately straight lines trajectories for image feature point [28, 90]. Another advantage of IBVS is that the positioning accuracy is insensitive to camera and target modeling errors [91, 9, 92, 93. It is essentially a model-free method, without explicit requirement of the target model in practical applications and convergence is generally robust w.r.t. disturbances and uncertainties in the camera/robot model 94. IBVS systems are usually preferred to position-based systems since they are usually less sensitive to image noise. However, some knowledge of the transformation between the sensor and the robot frame [22] is still required.

IBVS is however subject to some shortcomings. Firstly, it is hard to predict the trajectory of the end effector and the robot may reach its joint limits. Secondly, the end-effector translational and rotational motions are not directly controlled, and the usual coupling existing between
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these motions makes it difficult to plan a pure rotational or a pure translational motion [28]. Also, since the system is usually highly coupled, the analytical domain of system stability is impossible to determine in the presence of camera modeling errors. Furthermore, usual IBVS is only locally asymptotically stable and may fail in the presence of large desired displacement [28, 95], which necessitates a path planning step to split a large displacement into smaller local movements 93. Finally, potential failure occurs when IBVS is subject to image singularities or local minima [28].

## Depth Estimation

In IBVS, providing some information about the depth of the object in the camera frame is usually necessary for the computations required to obtain the interaction matrix. Since the stability region for the error in depth estimation is not very large [96, it is necessary to accurately estimate the depth. For static objects, this estimation of the depth value can be obtained from the measurement of the current values of the feature points $x$ and $y$ and their image motion $\dot{x}$ and $\dot{y}$ 97, 98. The depth parameters of planar and volumetric parametric primitives like points, lines, cylinders, spheres, etc. can be also obtained 99. Another depth estimation method for static points without the explicit need for image motion estimation can be found in 100 . In [101, a laser pointer is used and the depth estimation can be achieved through a triangulation method.

## Image Jacobian

The image interaction matrix (image Jacobian matrix), which is related to the image features, can be computed using direct depth information (depth-dependent Jacobian) 102, 103, or by approximation via on-line estimation of depth of the features (depth-estimation Jacobian) [10, 104, 105, 106, or using depth-independent image Jacobian matrix [107, 108, 109]. Additionally, many papers directly estimate on-line the complete image Jacobian in different ways [110, 111, 112, 113. However, all these methods use redundant image point coordinates to define (as a general rule) a non-square image Jacobian, which leads to well-known problems such as the image singularities. In [35, 37, 38, using the image moments as features in visual servoing renders the corresponding image Jacobian matrix with a maximally decoupled structure, where the inherent problem-singularity of the interaction matrix is solved and the performance of IBVS is improved. However, this proposed approach is limited to planar symmetric objects.

### 2.5.2 Enhanced Visual Servoing Approaches

In order to overcome drawbacks of visual servoing control schemes, different modeling approaches have been considered such as sliding approaches [114, partitioning approaches [115, 90, 116, 117, 118, trajectory planning approaches [93, 119, 120, origin-shift in cylindrical coordinates [33], varying-feature-set approaches [121, 122, 123, and hybrid and switching approaches which will be discussed in a dedicated subsection 2.5.2.1

### 2.5.2.1 Hybrid and Switching Strategies in Visual Servoing

To combine the advantages of both image-based (2D) and position-based (3D) visual servoing, numerous approaches have been proposed to model control schemes based on the utilization of hybrid and switching strategies. In addition to providing accurate control signal, research on hybrid visual servoing has focused on addressing issues like feature visibility, local minima avoidance, faster convergence, short camera path, continuous control signal, etc. Many of the hybrid methods address the above mentioned issues by integrating the 2D and 3D information in the feature space [116, 17, 43] or in the action space [124, 125, 126]. Switching approaches between PBVS and IBVS are used to utilize the strength of each one when the other is in a weaker configuration [125, 127, 128. Hybrid and switching approaches are also used together by integrating PBVS and IBVS in a switching hybrid scheme [129, 124, 130, 131. Finally, planning step-switching using laser spot is presented in [101.

## 2-1/2D Visual Servoing

The 2-1/2D visual servoing approach developed in [17, 89, 132, 133, 134, 116, 135] combines visual features expressed in 2D image and 3D Cartesian spaces. This hybrid controller tries to take advantage of both approaches by decoupling the rotation motion from its translational part considering one visible image point during the servoing process. This decoupling makes it possible to design two task functions: $e_{v}$ for the translation and $e_{\omega}$ for the rotation which improves the system behavior in the 3 D space. A very interesting aspect in $2-1 / 2 \mathrm{D}$ visual servoing is that, thanks to projective reconstruction, the knowledge of the 3 D structure of the considered targets is no more necessary. However, the use of projection reconstruction implies that the corresponding control laws are more sensitive to image noise than classical image-based visual servoing. In this method, the task function is expressed in both Cartesian space and in the image space. The homography matrix that relates image points in the current and desired views is decomposed to extract the required rotation motion.
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## Switches Approaches

An algorithm which switches between image-based and position-based vision control algorithms is presented by Gans and Hutchinson [125, 127, 128]. In this hybrid switching method, the IBVS and PBVS run independently. Another principle of switching is presented by Chesi et al. 126. It switches between elementary camera motions, mainly rotation and translation extracted by decomposing the homography matrix between the current and desired views. In these two switching methods, the control signal suffers from discontinuity when features approach the image border. They need large amount of time for convergence. Hafez and Jawahar [124] present a smooth linear combination of different visual servoing algorithms. The combining weights are computed using an error function of the weakness of the concern algorithm. Another hybrid method based on potential fields [93] is proposed for path planning in the image space. This method introduces the visibility and robot joint limits constraints into the design of the desired trajectories.

### 2.5.3 Dynamic Control Schemes

In the context of control schemes, kinematic-based controls cannot yield high performance and guarantee stability because the nonlinear forces in robot dynamics are neglected. This problem, known as Dynamic Visual Servoing, was studied in 136 for the eye-in-hand setup and for the fixed-camera configuration in [137]. Their methods work well when the camera intrinsic and extrinsic parameters are known. In order to avoid tedious and costly camera calibration, various authors [138, 139, 140, 141, 142, proposed to employ an adaptive algorithm to estimate the unknown camera parameters on-line. However, these methods are applicable to planar manipulators only. The problem of 3D uncalibrated visual servoing with robot dynamics has been tackled with new adaptive controllers [108, 143 .

### 2.6 Problems in Visual Servoing

Selecting a suitable set of visual features and designing good control schemes should be taken into account for avoiding system failures. Most frequently encountered problems in visual servoing such as local minima, singularity and visibility problems are directly influenced by this choice, and can be enhanced by a better selection.

### 2.6.1 Local Minima

By definition, a local minimum is reached since the camera velocity is zero while the final cameras position is far away from its desired one. Local minima are defined such that $\mathbf{v}=0$ and $s \neq s_{d}$ (or $\dot{s} \neq 0$ ). This is equivalent to:

$$
\begin{equation*}
s-s_{d} \neq \phi \in \operatorname{Ker}\left(\mathbf{L}_{s}^{+}\right) \tag{2.19}
\end{equation*}
$$

This results in convergence to a final pose that is different from the desired one.
If $s$ is composed by three image points and $\mathbf{L}_{s}$ is full rank 6 , then $\operatorname{Ker}\left(\mathbf{L}_{s}^{+}\right)=0$, which implies that there is none local minima. However, it is well known that the same image of three points can be seen from four different camera poses [144]. In other words, there exist four camera poses (that is four global minima) such that $s=s_{d}$. A unique pose can theoretically be obtained by using at least four points. However, in that case, $\operatorname{dim}\left(\mathbf{L}_{s}\right)=8 \times 6$, implying that $\operatorname{dim} \operatorname{Ker}\left(\mathbf{L}_{s}^{+}\right)=2$. Using four points, the control law tries to enforces 8 constraints on the image trajectory while the system has only six degrees of freedom. In that case, due to the existence of unrealizable motions in the image that may be computed by the control law, a local minimum may be reached [28]. At the local minimum position, the error $s-s_{d}$ in the image do not completely vanish (residual error is approximately one pixel on each $u$ and $v$ coordinate). Introducing noise in the image measurement leads to the same results, which can also be obtained in real experiments.

Several control strategies have been used to avoid local minima in visual servoing. For example, in 129 and [128, a hybrid motion control strategy that explicitly considers the local minima problem is presented, while in 93 a path planning strategy is developed.

### 2.6.2 Singularity

It is well known that the image Jacobian (interaction matrix) may become singular during the visual servoing, if image points are chosen as visual features $s$. Let us consider that four points are used and the camera motion from its initial to desired poses is a pure rotation of $180^{\circ}$ around its optical axis. This 3D motion leads to an image motion corresponding to a symmetry around the principal point, and the interaction matrix is singular [28]. For the considered motion, the choice of image points coordinates is really inadequate. The singularity can be avoided when the same initial position is used, and a perfect camera trajectory (a pure rotation motion around the optical axis of the camera) can be achieved if straight lines are used in $s$ instead of points. Indeed, the cylindrical parameters $(\rho, \theta)$ describe the position in the image of a straight
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line [12].
Additional singularity configurations in IBVS have been described in the literature, such as: singularity of three points, singularity of a circle and singularity of the norm. The singularities in IBVS can be avoided in several ways for different situations. Usually, these singular configurations are avoided trivially by selecting features such that their interaction matrix is always of full rank. A secondary objective can be designed to try to avoid the singular configurations by the redundancy framework [145, 146]. Moreover, a classical approach in robotics is to use the damped-least-squares inverse [147, 148, 149, 150] instead of the Moore-Penrose pseudo inverse to reduce the effect of the singularity in terms of robustness. Finally, a regularization technique has recently been introduced in [151]. It also allows reducing the effect of the singularity, but with the price of decreasing the convergence speed, which is inefficient if the task consists of tracking a moving target.

### 2.6.3 Feature Visibility

Using classical 2D and 3D visual servoing and assuming a bad calibration and a large initial camera displacement, the target may leave the camera field of view [17, 152]. In general, there is no guarantee on the positioning accuracy of the system unless control points on both the end-effector and the target can be observed. Hence, it is desirable to have servoing controls able to always keep features in the camera field of view to obtain reliable feedback signal during the servoing process. To minimize the probability that the object leaves the FOV, several methods such as a repulsive potential field [93, 103, 152, a path planning strategy [93, 153], switching strategies [128], the changes of visibility in image features during the control task [122], using structure light [101, as well as intrinsic-free visual servoing approach 65] can be adopted.

### 2.7 Performance and Robustness

A dynamic performance of PBVS is presented in 42. It considers different orientation formats in controlling the robot end effector in the desired and in the current end-effector frames. In [68], the effect of vision system properties to the performance of the control system are investigated by analyzing the propagation of image errors through pose estimation and visual servoing control law.

Quantitative performance metrics for specific tasks can be formulated using some metric measures as shown in 118. These measures include the number of iterations required to converge, error at termination, maximum feature excursion, maximum camera excursion and
maximum camera rotation. The evaluation and the comparison between different visual servoing approaches can thus be performed for a given task.

Recently in [96], the robustness of standard image-based visual servoing control and efficient second order approximation method (ESM) was studied theoretically with respect to errors on the 3D parameters introduced in the interaction matrix when any central catadioptric camera is used as a sensor and when points coordinates are used as input of the control scheme. It has been noticed that the stability region is similar for all catadioptric cameras and it is not expected to increase by simply changing the type of central camera used.

In [154], a comprehensive comparison of IBVS and PBVS is presented by comparing system stability and dynamic performance in the Cartesian and image spaces on a common framework using both predefined and taught references. The robustness and sensitivity analyses are investigated with respect to the camera, target, and robot modeling errors.

### 2.8 Conclusion

In this chapter, we presented a review of the state of the art concerning two main components in visual servoing: features selection and design of the control scheme. The review of features selection can be summarized as illustrated in Fig. 2.3. For a chosen combination of feature selection and control scheme, different behaviors can be obtained by the robot system. Therefore, there is a large collection of research concerning the robustness with respect to selected features, structure of the employed control scheme, existence of errors and uncertainty in robot or camera calibration, and errors and uncertainty in input signals and in object model.

In this thesis, our work focuses on contributing the selected features. 6D orthogonal and independent signals are chosen as visual features for visual servoing system. Two solutions for visual occlusion problem are introduced to change the feature visibility in image features during the control task. For the proposed visual servoing, quantitative validations of the approach and comparisons to classical methods in terms of steady-state errors, transient systems performance in the Cartesian and image spaces, and robustness to uncertainties have been presented. Furthermore, other fundamental characteristics of the different methods, such as sensory space singularity and local minima are also compared.


Figure 2.3: Visual features used in visual servoing.

## Chapter 3

## Robot Modeling

The main objective of this thesis is to implement the visual servoing for an industrial robot manipulator involved in human-robot interaction scenarios. Therefore, getting prior knowledge of the behavior of a manipulator is necessary. In this chapter, the kinematic and dynamic models of the StäubliTX90 industrial robot are described. Furthermore, some classical controllers which will be used in the thesis, are presented.

### 3.1 Forward Kinematics

The forward kinematics problem is concerned with the relationship between the individual joints of the robot manipulator and the position and orientation of the tool or end-effector. Stated more formally, the forward kinematics problem is to determine the position and orientation of the end-effector, given the values for the joint variables of the robot. The joint variables are the angles between the links in the case of revolute or rotational joints, and the link extension in the case of prismatic or sliding joints.

To perform the kinematic analysis, we rigidly attach a coordinate frame to each link. In particular, we attach $o_{i} x_{i} y_{i} z_{i}$ to link $i$. By this convention, joint $i$ connects link $i-1$ to link $i$. When joint $i$ is actuated, link $i$ moves, and then $o_{i} x_{i} y_{i} z_{i}$ is changed. The first coordinate frame $o_{0} x_{0} y_{0} z_{0}$, which is attached to the robot base, is referred to as the inertial (base) frame. The final coordinate system $o_{n} x_{n} y_{n} z_{n}$ is commonly referred to as the end-effector or tool frame.

A robot manipulator with $n$ joints will have $n+1$ links, since each joint connects two links:

- Link/Frame: $\mathbf{0}, 1,2,3, \ldots, \mathrm{n}$.
- Joint: $\quad 1,2,3, \ldots$, n.
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Now suppose $H_{i-1}^{i}, i=1,2, \ldots, n$ is the homogeneous transformation matrix that expresses the position and orientation of $o_{i} x_{i} y_{i} z_{i}$ with respect to $o_{i-1} x_{i-1} y_{i-1} z_{i-1}$. Taking the assumption that each joint has a single degree-of-freedom, $H_{i-1}^{i}$ is a function of only a single joint variable, namely $q_{i}$.

The position and orientation of the end-effector with respect to the base frame is denoted by two elements, the vector $t_{0}^{n} \in \mathbb{R}^{3 \times 1}$, which gives the coordinates of the origin of the end-effector frame with respect to the base frame, and the rotation matrix $R_{0}^{n} \in S O(3)$. The definition of the homogeneous transformation matrix $H_{0}^{n}$ is given by

$$
H_{0}^{n}=\left[\begin{array}{cc}
R_{0}^{n} & t_{0}^{n}  \tag{3.1}\\
0_{1 \times 3} & 1
\end{array}\right] .
$$

Then the position and orientation of the end-effector in the base frame are given by transformation matrix

$$
\begin{equation*}
H_{0}^{n}=H_{0}^{1}\left(q_{1}\right) H_{1}^{2}\left(q_{2}\right) \ldots H_{n-1}^{n}\left(q_{n}\right) \tag{3.2}
\end{equation*}
$$

A commonly used convention for selecting frames of reference in robotic applications is the Denavit-Hartenberg Representation or $\boldsymbol{D} \boldsymbol{- H}$ convention. The details about this convention are described in the book by Spong [155]. Each relative homogeneous transformation $H_{i-1}^{i}$ can be obtained using the Denavit-Hartenberg representation.

### 3.1.1 3DOF Model

Here we first represent the 3DOF model where we only care about the position of the endeffector. In this case the last three joints of the StäubliTX9 ${ }^{1}$ are controlled in a static position and the robot end-effector pose are decided by the first 3 DOF. The three-link elbow ( $R R R$ ) manipulator configuration is shown in Fig. 3.1. The D-H parameters for this robot are shown in the Table 3.1. The end-effector position $X_{\text {ef }} \in \mathbb{R}^{3 \times 1}$ can be represented as:

$$
\begin{equation*}
X_{e f}=f(q), \quad q=\left[q_{1}, q_{2}, q_{3}\right]^{T} \tag{3.3}
\end{equation*}
$$

When no Kinematic Decoupling has been used for the description of the kinematic chain of a robot arm, the Forward Kinematics is computed directly from the translation vector $t_{0}^{3}$, which is obtained from $H_{0}^{3}$ as follows

$$
X_{e f}=t_{0}^{3}(q) \quad \text { with } \quad H_{0}^{3}=\left[\begin{array}{cc}
R_{0}^{3} & t_{0}^{3}(q)  \tag{3.4}\\
0 & 1
\end{array}\right]
$$
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Figure 3.1: The StäubliTX90 configuration (3 DOF) .
Table 3.1: D-H Parameters of StäubliTX90 Industrial Robot (3 DOF).

| Link $i$ | $\theta_{i}(\mathrm{rad})$ | $d_{i}(\mathrm{~m})$ | $a_{i}(\mathrm{~m})$ | $\alpha_{i}(\mathrm{rad})$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $q_{1}+0$ | $d_{1}=0.478$ | $l_{1}=0.050$ | $-\pi / 2$ |
| 2 | $q_{2}+\pi / 2$ | $d_{2}=0.050$ | $l_{2}=0.425$ | 0 |
| 3 | $q_{3}+0$ | 0 | $l_{3}=0.595$ | 0 |

The corresponding transformation $H_{i-1}^{i}$ and $H_{0}^{3}$ can be obtained using the D-H parameters. Finally, we can obtain end-effector position using the definition of Forward Kinematics as:

$$
X_{e f}=t_{0}^{3}(q)=\left[\begin{array}{c}
l_{1} \cos \left(q_{1}\right)-d_{2} \sin \left(q_{1}\right)+l_{2} \cos \left(q_{1}\right) \sin \left(q_{2}\right)+l_{3} \sin \left(q_{2}+q_{3}\right) \cos \left(q_{1}\right)  \tag{3.5}\\
l_{1} \sin \left(q_{1}\right)+d_{2} \cos \left(q_{1}\right)+l_{2} \sin \left(q_{1}\right) \sin \left(q_{2}\right)+l_{3} \sin \left(q_{2}+q_{3}\right) \sin \left(q_{1}\right) \\
d_{1}+l_{2} \cos \left(q_{2}\right)+l_{3} \cos \left(q_{2}+q_{3}\right)
\end{array}\right] .
$$

### 3.1.2 6DOF Model

Consider now the whole StäubliTX90 manipulator shown in Fig. 3.2. This manipulator is an example of an elbow $(R R R)$ manipulator with a spherical wrist $(R R R)$. This manipulator has an offset in the shoulder joint.


Figure 3.2: The StäubliTX90 configuration (6 DOF) and D-H parameters.

Using the D-H table in Fig. 3.2, the whole forward kinematics for StäubliTX90 can be
obtained by:

$$
\begin{align*}
H_{0}^{6} & =H_{0}^{1} * H_{1}^{2} * H_{2}^{3} * H_{3}^{4} * H_{4}^{5} * H_{5}^{6}  \tag{3.6}\\
& =\left[\begin{array}{cc}
R_{0}^{6} & t_{0}^{6} \\
0 & 1
\end{array}\right] . \tag{3.7}
\end{align*}
$$

The position of the end-effector with respect to the robot base frame is

$$
\begin{equation*}
X_{e f}=t_{0}^{6} \tag{3.8}
\end{equation*}
$$

## Kinematic Decoupling:

If we choose the coordinate frames in such a way that $o_{4}=o_{5}=o_{6}$ (Kinematic Decoupling: Fig. 3.3), then we have the position of the end-effector as

$$
X_{e f}=t_{0}^{6^{\prime}}+d_{e f} R_{0}^{6}\left[\begin{array}{l}
0  \tag{3.9}\\
0 \\
1
\end{array}\right]
$$



Figure 3.3: The StäubliTX90 configuration (6 DOF) for kinematic decoupling.

### 3.2 Inverse Kinematics

The forward kinematics problem is to be contrasted with the inverse kinematics problem, which is concerned with determining values for the joint variables that achieve a desired position and orientation for the end-effector of the robot.

Although the general problem of inverse kinematics is quite difficult, it turns out that for manipulators having six joints, with the last three joints intersecting at a point (such as the
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StäubliTX90 above), it is possible to decouple the inverse kinematics problem into two simpler problems, known respectively as inverse position kinematics and inverse orientation kinematics, namely first finding the position of the intersection of the wrist axes, hereafter called the wrist center $\left(o_{c}=o_{3}\right)$, and then finding the orientation of the wrist.

This class of manipulators can be modeled with Kinematic Decoupling, which means that the position of the wrist center is a function of only the first three joint variables, and the motion axes $z_{3}, z_{4}, z_{5}$ of final three joints intersect at the wrist center $o_{c}$. Hence the motion of the final three links about these axes will not change the position of $o_{c}$, see Fig. 3.3.

The computation of the inverse kinematics can be summarized by the following algorithm. Step 1: Find $q_{1}, q_{2}, q_{3}$ using Inverse Position, with the position of the wrist center $X_{w r}$ given by

$$
\begin{equation*}
X_{w r}=t_{0}^{6^{\prime}}=X_{e f}-d_{e f} \cdot z_{6} \tag{3.10}
\end{equation*}
$$

Step 2: Using the joint variables $\left(q_{1}, q_{2}, q_{3}\right)$ determined in Step 1, evaluate $R_{0}^{3}$.
Step 3: The final three joint angles $\left(q_{4}, q_{5}, q_{6}\right)$ can then be found as a set of Euler angles (Z-Y-Z) corresponding to the rotation matrix $R_{3}^{6}$

$$
\begin{equation*}
R_{3}^{6}=\left(R_{0}^{3}\right)^{-1} R_{0}^{6}=\left(R_{0}^{3}\right)^{T} R_{0}^{6} \tag{3.11}
\end{equation*}
$$

### 3.2.1 Inverse Position: A Geometric Approach

For the common kinematics arrangements that we consider, we can use a geometric approach to find the variables $q_{1}, q_{2}, q_{3}$ corresponding to $X_{w r}$ given by 3.10). Fig. 3.4 shows the elbow manipulator with shoulder offset, with the component of $X_{w r}$ denoted by $x_{c}, y_{c}, z_{c}$.

From this figure, we see geometrically that

$$
\begin{align*}
q_{1} & =\alpha-\theta_{1}  \tag{3.12}\\
q_{2} & =\frac{\pi}{2}-\theta_{2}-\theta_{3}  \tag{3.13}\\
q_{3} & =\operatorname{atan} 2(C D, D) \tag{3.14}
\end{align*}
$$

in which $\operatorname{atan} 2(y, x)$ is the arctangent function with two arguments, whose range is $(-\pi, \pi]$. $\operatorname{atan} 2(y, x)$ is defined for all $(y, x) \neq(0,0)$ and the sign of the angle is decided by sign of $y$. (The angle is positive when $y>0$ and negative when $y<0$.)


Figure 3.4: Elbow Manipulator with shoulder offset: the first 3 joints of StäubliTX90.

To see the joints, note that

$$
\begin{align*}
r & =\sqrt{x_{c}^{2}+y_{c}^{2}-d_{2}^{2}}  \tag{3.15}\\
A & =r-l_{1}  \tag{3.16}\\
B & =z_{c}-d_{1}  \tag{3.17}\\
C & =\sqrt{A^{2}+B^{2}}  \tag{3.18}\\
\alpha & =\operatorname{atan} 2\left(y_{c}, x_{c}\right)  \tag{3.19}\\
\beta & =\pi-q_{3}  \tag{3.20}\\
\theta_{1} & =\operatorname{atan} 2\left(d_{2}, r\right)  \tag{3.21}\\
\theta_{2} & =\operatorname{atan} 2(B, A)  \tag{3.22}\\
\theta_{3} & =\operatorname{atan} 2\left(d_{4} \cdot C D, \quad l_{2}+d_{4} \cdot D\right) \tag{3.23}
\end{align*}
$$

We can apply the law of cosines to obtain

$$
\begin{align*}
D & =\cos q_{3}=-\cos \beta=\frac{C^{2}-l_{2}^{2}-d_{4}^{2}}{2 \cdot l_{2} \cdot d_{4}}  \tag{3.24}\\
C D & =\sin q_{3}=\text { elbowConfig } \cdot \sqrt{1-D^{2}} \tag{3.25}
\end{align*}
$$
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where the elbowConfig $= \pm 1$ are the two solutions for $q_{3}$ corresponding to the elbow-up configuration and elbow-down configuration, respectively.

### 3.2.2 Inverse Orientation



Figure 3.5: Spherical wrist: the final 3 joints of StäubliTX90.

In the previous subsection we used a geometric approach to solve the inverse position problem. This gives the values of the first three joint variables corresponding to a given position of the wrist origin. The inverse orientation problem is one of finding the values of the final three joint variables $\left(q_{4}, q_{5}, q_{6}\right)$ corresponding to a given orientation $\left(R_{3}^{6}\right)$ with respect to the frame $o_{3} x_{3} y_{3} z_{3}$. For a spherical wrist, this can be interpreted as the problem of finding a set of Euler angles corresponding to a given rotation matrix $R$. In Fig. 3.5. frame $o_{3}{ }^{\prime} x_{3}{ }^{\prime} y_{3}{ }^{\prime} z_{3}$ ' represents the new coordinate frames after rotating $z_{3}$ by $\phi$, frame $o_{3} " x_{3} " y_{3} " z_{3} "$ represents the new coordinate frame after the rotating $y_{3}{ }^{\prime}$ by $\theta$, and frame $o_{6} x_{6} y_{6} z_{6}$ represents the final frame, after the rotating $z_{3}$ " by $\psi$. Therefore, we solve for three Euler angles, $\phi, \theta, \psi$, using equations for Z-Y-Z representation and then use the mapping

$$
\begin{equation*}
q_{4}=\phi, \quad q_{5}=\theta, \quad q_{6}=\psi \tag{3.26}
\end{equation*}
$$

## Z-Y-Z Euler Angles:

Given the rotation matrix as ${ }^{1}$

$$
\begin{align*}
R_{3}^{6} & =R_{z, \phi} R_{y, \theta} R_{z, \psi}  \tag{3.27}\\
& =\left[\begin{array}{ccc}
c_{\phi} c_{\theta} c_{\psi}-s_{\phi} s_{\psi} & -c_{\phi} c_{\theta} s_{\psi}-s_{\phi} c_{\psi} & c_{\phi} s_{\theta} \\
s_{\phi} c_{\theta} c_{\psi}+c_{\phi} s_{\psi} & -s_{\phi} c_{\theta} s_{\psi}+c_{\phi} c_{\psi} & s_{\phi} s_{\theta} \\
-s_{\theta} c_{\psi} & s_{\theta} s_{\psi}
\end{array}\right]  \tag{3.28}\\
& =\left[\begin{array}{lll}
r_{11} & r_{12} & r_{13} \\
r_{21} & r_{22} & r_{23} \\
r_{31} & r_{32} & r_{33}
\end{array}\right] \tag{3.29}
\end{align*}
$$

we can get the Euler angles with
If: not both $r_{13}$ and $r_{23}$ are zero, then $r_{33} \neq \pm 1$, and we have

$$
\begin{align*}
& \phi=\operatorname{atan} 2\left(\text { wristConfig } \cdot r_{23}, \quad \text { wristConfig } \cdot r_{13}\right)  \tag{3.30}\\
& \theta=\operatorname{atan} 2\left(\text { wristConfig } \cdot \sqrt{1-r_{33}^{2}}, \quad r_{33}\right)  \tag{3.31}\\
& \psi=\operatorname{atan} 2\left(\text { wristConfig } \cdot r_{32}, \quad-\text { wristConfig } \cdot r_{31}\right) \tag{3.32}
\end{align*}
$$

where the wristConfig $= \pm 1$ are the two solutions for $q_{5}$ corresponding to the wrist-up position and wrist-down position, respectively.

Else: $\quad r_{13}=r_{23}=0$, then the fact that $R$ is orthogonal, implies that $r_{33}= \pm 1$ :
if: $r_{33}=1$, then $\theta=0$. In this case, the sum $(\phi+\psi)$ can be determined as

$$
\begin{equation*}
\phi+\psi=\operatorname{atan} 2\left(r_{21}, r_{11}\right) \tag{3.33}
\end{equation*}
$$

else: $\quad r_{33}=-1$, then $\theta=\pi$. In this case it becomes

$$
\begin{equation*}
\phi-\psi=\operatorname{atan} 2\left(-r_{12},-r_{11}\right) \tag{3.34}
\end{equation*}
$$

Since only the sum and the subtraction can be determined in this case there are infinitely many solutions. We may take $\phi=$ oldValue by convention, and define $\psi$.

### 3.2.3 Summary of Inverse Kinematics of StäubliTX90

To summarize the preceding developments, we write down one solution to the inverse kinematics of the 6DOF elbow manipulator shown in Fig. 3.3 which has shoulder offset and a spherical wrist.

Given

$$
X_{e f}=\left[\begin{array}{c}
x_{e f}  \tag{3.35}\\
y_{e f} \\
z_{e f}
\end{array}\right], \quad R_{0}^{6}=\left[\begin{array}{lll}
r_{11} & r_{12} & r_{13} \\
r_{21} & r_{22} & r_{23} \\
r_{31} & r_{32} & r_{33}
\end{array}\right]
$$
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then with

$$
\begin{align*}
& x_{c}=x_{e f}-d_{e f} r_{13}  \tag{3.36}\\
& y_{c}=y_{e f}-d_{e f} r_{23}  \tag{3.37}\\
& z_{c}=z_{e f}-d_{e f} r_{33} \tag{3.38}
\end{align*}
$$

a set of $D-H$ joint variables is given by

$$
\begin{align*}
& q_{1}=\operatorname{atan} 2\left(y_{c}, x_{c}\right)-\operatorname{atan} 2\left(d_{2}, r\right)  \tag{3.39}\\
& q_{2}=\frac{\pi}{2}-\operatorname{atan} 2(B, A)-\operatorname{atan} 2\left(d_{4} \cdot C D, l_{2}+d_{4} \cdot D\right)  \tag{3.40}\\
& q_{3}=\operatorname{atan} 2\left( \pm \sqrt{1-D^{2}}, D\right)  \tag{3.41}\\
& q_{4}=\operatorname{atan} 2\left( \pm r_{23}, \pm r_{13}\right)  \tag{3.42}\\
& q_{5}=\operatorname{atan} 2\left( \pm \sqrt{1-r_{33} 2}, r_{33}\right)  \tag{3.43}\\
& q_{6}=\operatorname{atan} 2\left( \pm r_{32}, \mp r_{31}\right) \tag{3.44}
\end{align*}
$$

The other possible solutions are already explained above.

### 3.3 Velocity Kinematics

In order to control the robot manipulator, it is required to obtain not only forward and inverse kinematics but also differential kinematics, which relates the linear and angular velocities of the end-effector (or any other point on the manipulator) to the joint velocities of the robot. In particular, we will derive the linear and angular velocities $\left(v_{0}^{n} \in \mathbb{R}^{3 \times 1}\right.$ and $\omega_{0}^{n} \in \mathbb{R}^{3 \times 1}$, respectively) of the end-effector frame with respect to the robot base frame as a function of the joint velocities $\dot{q}_{i}$.

Mathematically, the forward kinematic equations define a function between the space of Cartesian position and orientation and the space of joint positions. The velocity relationships are then determined by the Jacobian of this function. The Jacobian is a matrix-valued function and can be thought of as the vector version of the ordinary derivative of a scalar function. This Jacobian is one of the most important quantities in the analysis and control of robot motion.

For a $n$-link manipulator, the differential kinematics is defined as 3.45 and it is obtained taking the time derivative of the end-effector pose

$$
\dot{\mathbf{X}}_{e f}=\left[\begin{array}{c}
v_{0}^{n}  \tag{3.45}\\
\omega_{0}^{n}
\end{array}\right]=J_{0}^{n} q_{i}
$$

where $J_{0}^{n}$ is given by

$$
J_{0}^{n}=\left[\begin{array}{l}
J_{v}  \tag{3.46}\\
J_{\omega}
\end{array}\right]
$$

The matrix $J_{0}^{n}$ is called the Manipulator Jacobian or Jacobian for short. Note that $J_{0}^{n}$ is a $6 \times n$ matrix where $n$ is the number of links.

### 3.3.1 Differential Kinematic for StäubliTX90

Given that the StäubliTX90 is a 6DOF robot manipulator, and all the joints are revolute with $o_{3}, o_{4}, o_{5}$ representing the origins of the coordinate frames associated to the spherical wrist, see Fig. 3.2. Then, following the above definitions, the Geometric Jacobian for this robot is

$$
J_{0}^{6}=\left[\begin{array}{cccccc}
z_{0} \times t_{0}^{6} & z_{1} \times\left(t_{0}^{6}-t_{0}^{1}\right) & z_{2} \times\left(t_{0}^{6}-t_{0}^{2}\right) & z_{3} \times\left(t_{0}^{6}-t_{0}^{3}\right) & z_{4} \times\left(t_{0}^{6}-t_{0}^{4}\right) & z_{5} \times\left(t_{0}^{6}-t_{0}^{5}\right) \\
z_{0} & z_{1} & z_{2} & z_{3} & z_{4} & z_{5}
\end{array}\right]
$$

Kinematic Decoupling: If we choose the coordinate frames in such a way that $o_{4}=o_{5}=o_{6}$ (Kinematic Decoupling: Fig. 3.3), then the Geometric Jacobian is given by

$$
J_{0}^{6^{\prime}}=\left[\begin{array}{cccccc}
z_{0} \times t_{0}^{6^{\prime}} & z_{1} \times\left(t_{0}^{6^{\prime}}-t_{0}^{1}\right) & z_{2} \times\left(t_{0}^{6^{\prime}}-t_{0}^{2}\right) & 0 & 0 & 0  \tag{3.48}\\
z_{0} & z_{1} & z_{2} & z_{3} & z_{4} & z_{5}
\end{array}\right]
$$

## Remarks:

1. In this case, the position of the end-effector is given by $X_{e f}=t_{0}^{6^{\prime}}+d_{6} z_{6}$ and its linear velocity is $J_{v}^{\prime} \dot{q}+d_{6} \dot{z}_{6}$.
2. Note that this form of the Jacobian does not necessarily give the correct relation between the velocity of the end-effector and the joint velocities. It is intended only to simplify the determination of singularities.

### 3.4 Singularities

Since the Jacobian is a function of the configuration $q$, those configurations for which the rank of $J$ decreases are of special significance. Such configurations are called singularities.

### 3.4.1 Decoupling of Singularities

In our robot, $n=6$, the manipulator consists of a $3-D O F$ arm with a $3-D O F$ spherical wrist. In this case the Jacobian is a $6 \times 6$ matrix and a configuration $q$ is singular if and only if

$$
\begin{equation*}
\operatorname{det} J(q)=0 \tag{3.49}
\end{equation*}
$$

Now, we can partition the Jacobian $J(q)$ into $3 \times 3$ blocks as

$$
J=\left[J_{P} \mid J_{O}\right]=\left[\begin{array}{l}
J_{11} \mid J_{12}  \tag{3.50}\\
J_{21} \mid J_{22}
\end{array}\right]
$$
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## Case 1: Without Kinematic Decoupling

In this case we need to directly compute (Fig. 3.2)

$$
\begin{equation*}
\operatorname{det}(J(q))=\operatorname{det}\left(J_{11}\right) \operatorname{det}\left(J_{22}\right)-\operatorname{det}\left(J_{12}\right) \operatorname{det}\left(J_{21}\right)=0 \tag{3.51}
\end{equation*}
$$

which is very difficult for computing the solutions.

## Case 2: Kinematic Decoupling

Since the wrist axes intersect at a common point $o_{c}$, if we choose the coordinate frames in such a way that $o_{4}=o_{5}=o_{6}$ (Kinematic Decoupling: Fig. 3.3), then $J_{12}=0_{3 \times 1}$. In this case the Jacobian matrix 3.50 has the block triangular form

$$
J=\left[\begin{array}{cc}
J_{11} & 0  \tag{3.52}\\
J_{21} & J_{22}
\end{array}\right]
$$

with determinant

$$
\begin{equation*}
\operatorname{det}(J)=\operatorname{det} J_{11} \cdot \operatorname{det} J_{22} . \tag{3.53}
\end{equation*}
$$

Therefore the set of singular configurations of the manipulator is the union of the set of arm configurations satisfying $\operatorname{det}\left(J_{11}\right)=0$ and the set of wrist configurations satisfying $\operatorname{det}\left(J_{22}\right)=0$.

### 3.4.2 Wrist Singularities

In the case 2: Kinematic Decoupling, we get

$$
J_{22}=\left[\begin{array}{lll}
z_{3} & z_{4} & z_{5} \tag{3.54}
\end{array}\right]
$$

From (3.54) we can now see that a spherical wrist is in a singular configuration whenever the vectors $z_{3}, z_{4}$ and $z_{5}$ are linearly dependent. Referring to Fig. 3.6 155] we see that this happens when the joint axes $z_{3}$ and $z_{5}$ are collinear.


Figure 3.6: Spherical wrist singularity.

### 3.4.3 Arm Singularities

In order to investigate arm singularities we only need to compute $J_{11}$ according to 3.52 ,

$$
\begin{equation*}
\operatorname{det} J_{11}=0 \tag{3.55}
\end{equation*}
$$

$q_{3}=0$ or $\pi$ is one of the solutions for equation (3.55), which are shown in Fig. 3.7 [155].


Figure 3.7: Elbow singularities of the elbow manipulator.

### 3.5 Dynamics

The dynamics of a serial $n$-link rigid, non-redundant, fully actuated robot manipulator can be written as follows

$$
\begin{equation*}
M(q) \ddot{q}+C(q, \dot{q}) \dot{q}+G(q)+B \dot{q}=\tau \tag{3.56}
\end{equation*}
$$

where $q \in \mathbb{R}^{n \times 1}$ is the vector of joint positions, $\tau \in \mathbb{R}^{n \times 1}$ stands for the applied joint torques, $M(q) \in \mathbb{R}^{n \times n}$ is the symmetric positive definite inertia matrix, $C(q, \dot{q}) \in \mathbb{R}^{n \times n}$ is the vector of centripetal and Coriolis effects, $G(q) \in \mathbb{R}^{n \times 1}$ is the vector of gravitational torques, and finally $B \in \mathbb{R}^{n \times n}$ is a diagonal matrix for the viscous frictions.

Using the Iterative Euler-Lagrange method to compute the dynamic equations of motion, the matrices are computed as:

1. Compute the Inertia matrix $M(q) \in \mathbb{R}^{n \times n}$ :

$$
M(q)=\sum_{i=1}^{n} m_{i} J_{v_{i}}^{c m_{i}}(q)^{T} J_{v_{i}}^{c m_{i}}(q)+J_{\omega_{i}}^{c m_{i}}(q)^{T} R_{0}^{c m_{i}}(q) I_{i} R_{0}^{c m_{i}}(q)^{T} J_{\omega_{i}}^{c m_{i}}(q)
$$

2. Compute the matrix of Coriolis and Centripetal effects $C(q, \dot{q}) \in \mathbb{R}^{n \times n}$ :

$$
c_{k j}=\frac{1}{2} \sum_{i=1}^{n}\left\{\frac{\partial M_{k j}}{\partial q_{i}}+\frac{\partial M_{k i}}{\partial q_{j}}-\frac{\partial M_{i j}}{\partial q_{k}}\right\} \dot{q_{i}} .
$$
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3. Compute the vector of gravitational torques $G(q) \in \mathbb{R}^{n \times 1}$ :

$$
G_{k}=\frac{\partial P}{\partial q_{k}}, \quad P=\sum_{i=1}^{n} m_{i} g^{T} t_{0}^{c m i}
$$

4. Substituting $M, C, G$ into the motion equation gives the dynamical equations 3.56.

### 3.5.1 Dynamics Properties

The dynamic model of the robot, represented by equation (3.56), presents the following properties 155 .

## 1. Positive Definite Matrix

$M(q)$ is a bounded symmetric positive definite matrix that is, in general, configuration dependent: $M_{+}(q)=M_{+}(q)^{T}$.

## 2. Skew Symmetric Matrix

The matrix $N(q, \dot{q})=\dot{M}(q)-2 C(q, \dot{q})$ is skew symmetric, that is, the components $n_{i j}$ of $N$ satisfy $n_{i j}=-n_{j i}$. In other words,

- $N=-N^{T}$;
- $X^{T} N X=0$, where $X \in \mathbb{R}^{3 \times 1}$ is any vector.


## 3. Linearity in the Parameters

The robot model described in (3.56) can be written in terms of a known state robot Regressor $Y=Y(q, \dot{q}, \ddot{q}) \in \mathbb{R}^{n \times m}$ and an unknown robot Parameter vector $\Theta \in \mathbb{R}^{m \times 1}$ by using nominal references $\dot{q}_{r}$ and $\ddot{q}_{r}$ as follows:

$$
\begin{equation*}
M(q) \ddot{q}_{r}+C(q, \dot{q}) \dot{q}_{r}+G(q)+B \dot{q}_{r}=Y_{r} \Theta \tag{3.57}
\end{equation*}
$$

Subtracting the linear parameterization equation (3.57) to (3.56), produces the open-loop error dynamics

$$
\begin{equation*}
M(q) \dot{S}_{q}+C(q, \dot{q}) S_{q}=\tau-Y_{r} \Theta \tag{3.58}
\end{equation*}
$$

with the joint error surface $S_{q}$ defined as $S_{q}=\dot{q}-\dot{q}_{r}$, where $\dot{q}_{r}$ represents the nominal reference of joint velocities. This nominal reference can be used to design a control.

These properties are important in terms of designing the control, as shown in the next section. This design is based on Lyapunov Theory.

### 3.6 Control

In this section we introduce some classical controllers briefly, that will be used in our system later. Here, we assume $B=0$ for simplicity in equation 3.56 and use this equation subsequently.

### 3.6.1 PD Control with Gravity Compensation

Let a constant equilibrium posture be assigned for the system as the vector of desired joint variables $q_{d}$. It is desired to find the structure of the controller which ensures global asymptotic stability of the above posture. The determination of the control input which stabilizes the system around the equilibrium posture is based on the Lyapunov direct method.

An independent joint PD-control scheme can be written in vector form as

$$
\begin{equation*}
\tau=K_{p} \Delta q-K_{d} \dot{q}+G(q) \tag{3.59}
\end{equation*}
$$

where $\Delta q=q_{d}-q$ is the error between the desired joint displacements $q_{d}$ and the actual joint displacements $q$, and $K_{p}, K_{d}$ are diagonal matrices of (positive) proportional and derivative gains, respectively. We first show that the PD control law 3.59) achieves asymptotic tracking of the desired joint positions.

To show that the above control law achieves zero steady state error, consider the Lyapunov function candidate

$$
\begin{equation*}
V=\frac{1}{2} \dot{q}^{T} M(q) \dot{q}+\frac{1}{2} \Delta q^{T} K_{p} \Delta q . \tag{3.60}
\end{equation*}
$$

Differentiating 3.60 with respect to time and substituting the PD control law (3.59) for $\tau$, and recalling that $q_{d}$ is constant, yields

$$
\begin{align*}
\dot{V} & =\dot{q}^{T} M(q) \ddot{q}+\frac{1}{2} \dot{q}^{T} \dot{M}(q) \dot{q}+\Delta \dot{q}^{T} K_{p} \Delta q  \tag{3.61}\\
& =-\dot{q}^{T} K_{d} \dot{q} \leq 0, \tag{3.62}
\end{align*}
$$

where in the last equality we have used the fact that $\dot{M}-2 C$ is skew symmetric.
The above analysis shows that $V$ is decreasing as long as $\dot{q} \neq 0$ for all system trajectories. It can be shown that the system reaches an equilibrium posture. To find such posture, notice that $\dot{V} \equiv 0$, only if $\dot{q} \equiv 0$. At the equilibrium ( $\dot{q} \equiv 0, \ddot{q} \equiv 0$ ), it is

$$
\begin{equation*}
\Delta q=q_{d}-q=0 \tag{3.63}
\end{equation*}
$$

## 3. ROBOT MODELING

The above derivation rigorously shows that any manipulator equilibrium posture is globally asymptotically stable under a controller with a PD linear action and a nonlinear gravity compensating action.

Note: This PD control is only for regulation since $\dot{q}_{d}=0$.

### 3.6.2 Inverse Dynamics Control

Consider now the problem of tracking a joint space trajectory. The nonlinear control law for inverse dynamics control is represented as

$$
\begin{equation*}
\tau=M(q) a_{q}+C(q, \dot{q}) \dot{q}+G(q) \tag{3.64}
\end{equation*}
$$

Then, since the inertia matrix $M$ is invertible, the combined system (3.56) and (3.64) reduces to

$$
\begin{equation*}
\ddot{q}=a_{q} . \tag{3.65}
\end{equation*}
$$

Given a desired trajectory and choosing the reference input as

$$
\begin{equation*}
r(t)=\ddot{q}_{d}+K_{d} \dot{q}_{d}+K_{p} q_{d} \tag{3.66}
\end{equation*}
$$

the term $a_{q}$ represents a new input to the system which is yet to be chosen. Since $a_{q}$ can now be designed to control a linear second order system $r$, the obvious choice is to set

$$
\begin{equation*}
a_{q}=\ddot{q}_{d}+K_{d}\left(\dot{q}_{d}-\dot{q}\right)+K_{p}\left(q_{d}-q\right) \tag{3.67}
\end{equation*}
$$

where $K_{p}$ and $K_{d}$ are diagonal matrices with diagonal elements consisting of position and velocity gains, respectively. Then the tracking error $e(t)=q-q_{d}$ satisfies

$$
\begin{equation*}
\ddot{e}(t)+K_{d} \dot{e}(t)+K_{p} e(t)=0 \tag{3.68}
\end{equation*}
$$

For this control law, two feedback loops are represented: an inner loop based on the manipulator dynamic model, and an outer loop operating on the tracking error.

## Task Space Inverse Dynamics:

The tracking in task space can be achieved by modifying our choice of outer loop control $\ddot{q}$ in 3.65 while leaving the inner loop control unchanged. Let $X \in \mathbb{R}^{6}$ represent the end-effector pose using any minimal representation of $S O(3)$. Since $X$ is a function of the joint variables $q$ we have

$$
\begin{align*}
\dot{X} & =J(q) \dot{q}  \tag{3.69}\\
\ddot{X} & =J(q) \ddot{q}+\dot{J}(q) \dot{q} \tag{3.70}
\end{align*}
$$

where $J$ is the analytical Jacobian of the robot. Given the double integrator system, (3.65), in joint space we see that if $a_{q}$ is chosen as

$$
\begin{equation*}
a_{q}=J^{-1}\left\{a_{X}-\dot{J} \dot{q}\right\} \tag{3.71}
\end{equation*}
$$

the result is a double integrator system in task space coordinates

$$
\begin{equation*}
\ddot{X}=a_{X} \tag{3.72}
\end{equation*}
$$

Given a task space trajectory $X_{d}(t)$, satisfying the same smoothness and boundedness assumptions as the joint space trajectory $q_{d}(t)$, we may choose $a_{X}$ as

$$
\begin{equation*}
a_{X}=\ddot{X}_{d}+K_{d}\left(\dot{X}_{d}-\dot{X}\right)+K_{p}\left(X_{d}-X\right) \tag{3.73}
\end{equation*}
$$

so that the Cartesian space tracking error, $e_{X}=X-X_{d}$, satisfies

$$
\begin{equation*}
\ddot{e}_{X}+K_{d} \dot{e}_{X}+K_{p} e_{X}=0 . \tag{3.74}
\end{equation*}
$$

Therefore, a modification of the outer loop control achieves a linear and decoupled system directly in the task space coordinates, without the need to compute a joint space trajectory and without the need to modify the nonlinear inner loop control.

### 3.6.3 Regressor-based Control

As shown in the 3.57, using the nominal reference and joint error space $S_{q}$, the system then becomes as

$$
\begin{equation*}
M(q) \dot{S}_{q}+C(q, \dot{q}) S_{q}=\tau-Y_{r} \Theta \tag{3.75}
\end{equation*}
$$

where $S_{q}=\dot{q}-\dot{q}_{r}$.
The Lyapunov function

$$
\begin{equation*}
V=\frac{1}{2} S_{q}^{T} M(q) S_{q} \tag{3.76}
\end{equation*}
$$

is used to show uniform ultimate boundedness of the tracking error. Calculating $\dot{V}$ yields

$$
\begin{align*}
\dot{V} & =S_{q}^{T} M \dot{S}_{q}+\frac{1}{2} S_{q}^{T} \dot{M} S_{q}  \tag{3.77}\\
& =S_{q}^{T}\left(\tau-Y_{r} \Theta\right) \tag{3.78}
\end{align*}
$$

By inspecting (3.78), we see that if we choose the control $\tau$ according to the equation as

$$
\begin{equation*}
\tau=-K_{d} S_{q}+Y_{r} \Theta \tag{3.79}
\end{equation*}
$$
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then

$$
\begin{equation*}
\dot{V}=-S_{q}^{T} K_{d} S_{q} \leq 0 \tag{3.80}
\end{equation*}
$$

At the equilibrium point, $\dot{V} \equiv 0$. Then 3.80 implies that $S_{q} \equiv 0$ and hence velocity $\dot{q}=\dot{q}_{r}$. This means that we can modify the velocity reference $\dot{q}_{r}$ to control the robot behavior.

## Case 1: Break

If we want a break, we can set the $\dot{q}_{r}=0$.

## Case 2: PD Control

If we want a PD controller for the robot system, we can define

$$
\begin{equation*}
\left(\dot{q}-\dot{q}_{d}\right)+K_{p}\left(q-q_{d}\right)=0, \tag{3.81}
\end{equation*}
$$

which yields velocity reference $\dot{q}_{r}$ as

$$
\begin{align*}
& \dot{q}_{r}=\dot{q}_{d}-K_{p}\left(q-q_{d}\right)  \tag{3.82}\\
& \ddot{q}_{r}=\ddot{q}_{d}-K_{p}\left(\dot{q}-\dot{q}_{d}\right) . \tag{3.83}
\end{align*}
$$

### 3.6.4 Passivity Based Adaptive Control

The feedback linearization approach relies on exact cancellation of nonlinearities in the robot equations of motion. Its practical implementation requires consideration of various sources of uncertainties such as modeling errors, unknown loads, and computation errors. In this case, we can rewrite the 3.75 as

$$
\begin{equation*}
M(q) \dot{\hat{S}}_{q}+C(q, \dot{q}) \hat{S}_{q}=\tau-\hat{Y}_{r} \Theta \tag{3.84}
\end{equation*}
$$

where joint error surface is

$$
\begin{equation*}
\hat{S}_{q}=\dot{q}-\hat{\dot{q}}_{r}=S_{q}-\Delta \dot{q}_{r}, \tag{3.85}
\end{equation*}
$$

with $\Delta \dot{q}_{r}=\hat{\dot{q}}_{r}-\dot{q}_{r}$ as the estimation errors.
In the adaptive approach, the vector $\hat{\Theta}$ in 3.84 is taken to be a time-varying estimate of the true parameter vector $\Theta$. Combing the control law (3.79) with (3.84) yields

$$
\begin{equation*}
\tau=-K_{d} \hat{S}_{q}+\hat{Y}_{r} \hat{\Theta} \tag{3.86}
\end{equation*}
$$

The parameter estimate $\hat{\Theta}$ may be computed using standard methods such as gradient or least squares. For example, using the gradient update law

$$
\begin{equation*}
\dot{\hat{\Theta}}=-\Gamma \hat{Y}_{r}^{T} \hat{S}_{q} \tag{3.87}
\end{equation*}
$$

together with the Lyapunov function

$$
\begin{equation*}
V=\frac{1}{2}\left[\hat{S}_{q}^{T} M(q) \hat{S}_{q}+\Delta \Theta^{T} \Gamma^{-1} \Delta \Theta\right] \tag{3.88}
\end{equation*}
$$

results in global convergence of the tracking errors to zero and boundedness of the parameter estimates since

$$
\begin{align*}
\dot{V} & =\hat{S}_{q}^{T} M \dot{\hat{S}_{q}}+\frac{1}{2} \hat{S}_{q}^{T} \dot{M} \hat{S}_{q}+\Delta \Theta^{T} \Gamma^{-1} \dot{\hat{\Theta}}  \tag{3.89}\\
& =-\hat{S}_{q}^{T} K_{d} \hat{S}_{q}+\hat{S}_{q}^{T} \hat{Y}_{r} \Delta \Theta-\Delta \Theta^{T} \hat{Y}_{r}^{T} \hat{S}_{q}  \tag{3.90}\\
& =-K_{d}\left\|\hat{S}_{q}\right\| \leq 0 \tag{3.91}
\end{align*}
$$

where $\Delta \Theta=\hat{\Theta}-\Theta, K_{d}=K_{d}{ }^{T} \in \mathbb{R}_{+}^{n \times n}$ and $\Gamma \in \mathbb{R}_{+}^{m \times m}$ are constant matrices.

### 3.6.5 Force Control

Active interaction control strategies can be grouped into two categories: those performing direct force control and those performing indirect force control. The main difference between the two categories is that the former offer the possibility of controlling the contact force and moment to a desired value, thanks to the closure of a force feedback loop; the latter instead achieves force control via motion control, without explicit closure of a force feedback loop.

### 3.6.5.1 Direct Force Control

As compared to indirect force control, direct force control requires an explicit model of the interaction task. In fact, the user has to specify the desired motion and the desired contact force and moment in a consistent way with respect to the constraints imposed by the environment. A widely adopted strategy belonging to this category is hybrid force/motion control, which aims at controlling the motion along the unconstrained task directions and force (and moment) along the constrained task directions.

When the manipulator is in contact with the environment, the dynamic equations of rigid robot must be modified to include the reaction torque $J^{T} F_{c}$ corresponding to the end-effector force $F_{c}$. Thus the equations of motion of the manipulator in joint space 3.56 are modified as

$$
\begin{equation*}
M(q) \ddot{q}+C(q, \dot{q}) \dot{q}+G(q)=\tau-J^{T} F_{c} . \tag{3.92}
\end{equation*}
$$

### 3.6.5.2 Impedance Control

In the second category are impedance control (or admittance control), where the deviation of the end-effector motion from the desired motion due to the interaction with the environment
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is related to the contact force through a mechanical impedance/admittance with adjustable parameters. A robot manipulator under impedance (or admittance) control is described by an equivalent mass-spring-damper system with adjustable parameters.

The idea behind Impedance Control is to regulate the mechanical impedance, through force feedback $F_{e}$. Let $X_{d}$ be a reference trajectory defined in task space coordinates and let $M, K_{d}, K_{p}$ be $6 \times 6$ matrices specifying desired inertia, damping and stiffness, respectively. Let $e=X_{d}-X$ be the tracking error in task space. Then the closed loop system is

$$
\begin{equation*}
F_{e}=M \ddot{e}+K_{d} \dot{e}+K_{p} e, \tag{3.93}
\end{equation*}
$$

which results in desired impedance properties of the end-effector. Note that for $F_{e}=0$ tracking of the reference trajectory, $X_{d}$, is achieved.

### 3.7 Conclusion

The details of robot model for 6DOF StäubliTX90 industrial manipulator are described in this chapter, including its kinematics and dynamics. Some classical controllers which will be later used in this thesis, are also reviewed. From the next chapter, we will start to introduce the vision based robot control, Visual Servoing (VS). We will first present two camera models for the position-based VS and show some solutions for the visual occlusion problem in PBVS in next chapter.

## Chapter 4

## Camera Models for Occlusion Avoidance

In this chapter, two different solutions are provided for the visual occlusion problem in PBVS (e.g. out of camera field of view, visual occlusion by environments). Two different camera models are presented to obtain the 3D Cartesian position of the objects, using the pixel features extracted from the image plane. The properties of both camera models are validated on a real industrial robot. The proposed camera models are integrated into a 3D PBVS in a human-robot interaction (HRI) scenario.

### 4.1 Object Pose Estimation

In PBVS, features are extracted from the image and used to estimate the 3D Cartesian pose of the target with respect to camera. Using these values, an error between the current and the desired pose of the robot is defined in the task space. The translation and the rotation in Cartesian space are explicitly reconstructed using pose estimation algorithms. The first step is to extract features from the image. The color-based object tracking algorithm, described in Appendix A, detects the objects and provides the pixel positions of the centroids of the detected objects in the image plane. In the following section, we present the relationship between these pixel positions in image space and the 3D positions in Cartesian space.

## Pinhole Camera Model

The pinhole camera model in Fig. 4.1 can be represented as 156

$$
\left[\begin{array}{c}
u  \tag{4.1}\\
v \\
1
\end{array}\right]=\left[\begin{array}{ccc}
f_{x} & 0 & c_{x} \\
0 & f_{y} & c_{y} \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
x_{c} / z_{c} \\
y_{c} / z_{c} \\
1
\end{array}\right]
$$

where $X_{c}=\left[x_{c}, y_{c}, z_{c}\right]^{T}$ is the 3D Cartesian position of point $P$ with respect to the camera frame $O_{c}$, while $[u, v]^{T}$ is the projected position in pixels, $C=\left[c_{x}, c_{y}\right]^{T}$ is the position of the principal point in image plane (image center). $f_{x}, f_{y}$ is the focal length of the lens used.


Figure 4.1: A general projective camera model.

Fig. 4.1 shows the point $P$ represent in the world frame $O_{\mathrm{v}}$ with $X_{\mathrm{v}}=\left[x_{\mathrm{v}}, y_{\mathrm{v}}, z_{\mathrm{v}}\right]^{T}$. Suppose the axes $x_{c}, x_{\mathrm{v}}$ and $y_{c}, z_{\mathrm{v}}$ are parallel, respectively, with a distance $\lambda$. Then the relationship between frame $O_{\mathrm{v}}$ and $O_{c}$ is

$$
\left(R_{\mathrm{v}}^{c}\right)^{-1}=R_{c}^{\mathrm{v}}=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{4.2}\\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right] \quad t_{\mathrm{v}}^{c}=\left[\begin{array}{c}
o_{c_{1}} \\
\lambda \\
o_{c_{2}}
\end{array}\right]
$$

where $\left[o_{c_{1}}, o_{c_{2}}\right]^{T}$ is the position of the optical center of the camera with respect to the coordinate frame $O_{\mathrm{v}}$.

Therefore, using these transformations we can get $X_{c}$ as

$$
X_{c}=R_{c}^{\mathrm{v}}\left(X_{\mathrm{v}}-t_{\mathrm{v}}^{c}\right)=\left[\begin{array}{c}
x_{\mathrm{v}}-o_{c_{1}}  \tag{4.3}\\
z_{\mathrm{v}}-o_{c_{2}} \\
\lambda-y_{\mathrm{v}}
\end{array}\right] .
$$

Now, if the camera coordinate frame $O_{c}$ is rotated an angle $\theta$ around $z_{c}$ axis, keeping the planes $\left(x_{c}-y_{c}\right)$ and $\left(x_{\mathrm{v}}-z_{\mathrm{v}}\right)$ parallel. The equation (4.3) can be rewritten as

$$
X_{c}=\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & 0  \tag{4.4}\\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
x_{\mathrm{v}}-o_{c_{1}} \\
z_{\mathrm{v}}-o_{c_{2}} \\
\lambda-y_{\mathrm{v}}
\end{array}\right]=\left[\begin{array}{c}
R(\theta) \cdot\left[\begin{array}{c}
x_{\mathrm{v}}-o_{c_{1}} \\
z_{\mathrm{v}}-o_{c_{2}}
\end{array}\right] \\
\lambda-y_{\mathrm{v}}
\end{array}\right]
$$

where the rotation matrix $R(\theta)$ is defined as

$$
R(\theta)=\left[\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{4.5}\\
\sin \theta & \cos \theta
\end{array}\right]
$$

Substituting (4.4 into 4.1) we obtain

$$
\left[\begin{array}{l}
u  \tag{4.6}\\
v
\end{array}\right]=\frac{1}{-y_{\mathrm{v}}+\lambda}\left[\begin{array}{cc}
f_{x} & 0 \\
0 & f_{y}
\end{array}\right]\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{c}
x_{\mathrm{v}}-o_{c_{1}} \\
z_{\mathrm{v}}-o_{c_{2}}
\end{array}\right]+\left[\begin{array}{l}
c_{x} \\
c_{y}
\end{array}\right] .
$$

The equation 4.6 represents the relationship between pixel position $[u, v]^{T}$ in image plane and 3D Cartesian position $\left[x_{\mathrm{v}}, y_{\mathrm{v}}, z_{\mathrm{v}}\right]^{T}$ of the point $P$. All of the parameters of the cameras (intrinsic and extrinsic parameters) are obtained by standard camera calibration methods [156.

The following sections describe two different camera models that can be used to obtain the 3D Cartesian positions.

### 4.2 Orthogonal Cameras System

This section describes the use of orthogonal configuration of cameras to obtain the 3D Cartesian position of objects. First, we introduce the Composite Camera Model, which consists of two cameras in orthogonal configuration. Furthermore, the camera model is extended to incorporate four orthogonal cameras, which provides a solution for visual occlusion for PBVS.

### 4.2.1 Composite Camera Model

Generally, one camera is not enough to get the 3D position of a target relative to a specific coordinate frame. Therefore, in order to get a model that allows to obtain the 3D position of a target through visual information, a second camera is placed in an orthogonal position with respective to the first camera. In Fig. 4.2, coordinate frames $O_{c_{1}}$ and $O_{c_{2}}$ are cameras frames and $O_{\mathrm{v}}$ is reference frame. Note that the planes $x_{c_{1}}-y_{c_{1}}$ and $x_{\mathrm{v}}-z_{\mathrm{v}}$ are parallel, and $x_{c_{2}}-y_{c_{2}}$ and $y_{\mathrm{v}}-z_{\mathrm{v}}$ are parallel.

Following the same procedure described in the previous section, the pinhole model for cameras is defined by the equation 4.6. Therefore, the model for camera 1 is given by

$$
\left[\begin{array}{l}
u_{1}  \tag{4.7}\\
v_{1}
\end{array}\right]=\frac{1}{-y_{\mathrm{v}}+\lambda_{1}} \alpha_{1} R\left(\theta_{1}\right)\left[\begin{array}{l}
x_{\mathrm{v}}-o_{11} \\
z_{\mathrm{v}}-o_{12}
\end{array}\right]+\left[\begin{array}{l}
c_{x} \\
c_{y}
\end{array}\right]
$$

where $\theta_{1}$ is the rotation angle of camera 1 along its optical axis, $O_{1}=\left[o_{11}, o_{12}\right]^{T}$ is the position of the optical center with respect to the coordinate frame $O_{\mathrm{v}}, \lambda_{1}$ is the distance from the camera frame $O_{c_{1}}$ to the reference frame $O_{\mathrm{v}}$ along its optical axis. $\alpha_{1}$ is defined as

$$
\alpha_{1}=\left[\begin{array}{cc}
f_{x_{1}} & 0  \tag{4.8}\\
0 & f_{y_{1}}
\end{array}\right] .
$$



Figure 4.2: Two projective cameras which are orthogonal.

Similarly, camera 2 is defined as:

$$
\left[\begin{array}{c}
u_{2}  \tag{4.9}\\
v_{2}
\end{array}\right]=\frac{1}{x_{\mathrm{v}}+\lambda_{2}} \alpha_{2} R\left(\theta_{2}\right)\left[\begin{array}{l}
y_{\mathrm{v}}-o_{21} \\
z_{\mathrm{v}}-o_{22}
\end{array}\right]+\left[\begin{array}{l}
c_{x} \\
c_{y}
\end{array}\right] .
$$

Using properties of the rotation matrix $R\left(\theta_{1}\right)$ and the fact that $\alpha_{1}=\left[\begin{array}{cc}f_{x_{1}} & 0 \\ 0 & f_{y_{1}}\end{array}\right]$ is a diagonal matrix, from 4.7), $u_{1}$ can be written in terms of $v_{1}$ as

$$
\begin{align*}
u_{1} & =\left(\frac{f_{x_{1}}}{\cos \theta_{1}}\right) \cdot \frac{x_{\mathrm{v}}-o_{11}}{-y_{\mathrm{v}}+\lambda_{1}}-\left(\frac{f_{x_{1}} \sin \theta_{1}}{f_{y_{1}} \cos \theta_{1}}\right) \cdot v_{1}+\left(\frac{f_{x_{1}} \sin \theta_{1}}{f_{y_{1}} \cos \theta_{1}}\right) \cdot c_{y}+c_{x}  \tag{4.10}\\
& =\gamma_{1} \cdot \frac{x_{\mathrm{v}}-o_{11}}{-y_{\mathrm{v}}+\lambda_{1}}-\gamma_{2} \cdot v_{1}+\gamma_{3} \tag{4.11}
\end{align*}
$$

where the constant parameters $\gamma_{1}, \gamma_{2}, \gamma_{3} \in \mathbb{R}$ are explicitly defined as

$$
\begin{align*}
\gamma_{1} & =\frac{f_{x_{1}}}{\cos \theta_{1}}  \tag{4.12}\\
\gamma_{2} & =\frac{f_{x_{1}}}{f_{y_{1}}} \tan \theta_{1}  \tag{4.13}\\
\gamma_{3} & =c_{x}+c_{y} \gamma_{2} \tag{4.14}
\end{align*}
$$

Since the axes of $u_{2}, v_{2}$ and $u_{1}$ are orthogonal to each other. Therefore, based on 4.9) and 4.11, we can define a 3 D pixel vector $X_{s}=\left[x_{s}, y_{s}, z_{s}\right]^{T}$ in frame $O_{s}$ as

$$
X_{s}=\left[\begin{array}{l}
x_{s}  \tag{4.15}\\
y_{s} \\
z_{s}
\end{array}\right]=\left[\begin{array}{l}
u_{1} \\
u_{2} \\
v_{2}
\end{array}\right]=\overbrace{\left[\begin{array}{cc}
\gamma_{1} & 0_{1 \times 2} \\
0_{2 \times 1} & \alpha_{2} R\left(\theta_{2}\right)
\end{array}\right]}^{R_{\alpha}}\left[\begin{array}{c}
\frac{x_{v}-o_{11}}{y_{v}+\lambda_{1}} \\
\frac{y_{v}-o_{1}}{x_{v}+\lambda_{2}} \\
\frac{z_{v}-o_{2}}{x_{\mathrm{v}}+\lambda_{2}}
\end{array}\right]+\rho
$$

where $\rho=\left[\gamma_{3}-\gamma_{2} v_{1}, c_{x}, c_{y}\right]^{T}$. The pixel position $X_{s}$ constructs the virtual 3D Pixel Space.

## Remarks:

1. $X_{s}$ is a 3D image features which are measured in pixels. It is not a Cartesian position.
2. We always define the reference frame $O_{\mathrm{v}}$ as a specific orientation, such as $\theta_{1}=\theta_{2}=0$. In this case, then $\gamma_{1}=f_{x_{1}}, \gamma_{2}=0$, which implies $\rho=\left[c_{x}, c_{x}, c_{y}\right]^{T}$ is constant and $R_{\alpha} \in \mathbb{R}^{3 \times 3}$ is a diagonal matrix.

Therefore, equation 4.15 can be simplified as

$$
X_{s}=\left[\begin{array}{ccc}
f_{x_{1}} & 0 & 0  \tag{4.16}\\
0 & f_{x_{2}} & 0 \\
0 & 0 & f_{y_{2}}
\end{array}\right]\left[\begin{array}{c}
\frac{x_{\mathrm{v}}-o_{11}}{-y_{\mathrm{v}}+\lambda_{1}} \\
\frac{y_{\mathrm{v}}-o_{21}}{x_{\mathrm{v}}+\lambda_{2}} \\
\frac{v_{\mathrm{v}}-o_{22}}{x_{\mathrm{v}}+\lambda_{2}}
\end{array}\right]+\left[\begin{array}{l}
c_{x} \\
c_{x} \\
c_{y}
\end{array}\right] .
$$

Now, taking the derivative of 4.16), the differential relationship between $X_{s}$ and $X_{\mathrm{v}}$ is given by

$$
\begin{equation*}
\dot{X}_{s}=R_{\alpha} J_{o} \dot{X}_{\mathrm{v}} \tag{4.17}
\end{equation*}
$$

where the Jacobian matrix $J_{o} \in \mathbb{R}^{3 \times 3}$ is defined as

$$
J_{o}=\left[\begin{array}{ccc}
\frac{1}{-y_{\mathrm{v}}+\lambda_{1}} & \frac{x_{\mathrm{v}}-o_{11}}{\left(-y_{\mathrm{v}}+\lambda_{1}\right)^{2}} & 0  \tag{4.18}\\
-\frac{y_{\mathrm{v}} o_{21}}{\left(x_{\mathrm{v}}+\lambda_{22}\right)^{2}} & \frac{1}{x_{\mathrm{v}}+\lambda_{2}} & 0 \\
-\frac{z_{\mathrm{v}}-o_{22}}{\left(x_{\mathrm{v}}+\lambda_{2}\right)^{2}} & 0 & \frac{1}{x_{\mathrm{v}}+\lambda_{2}}
\end{array}\right] .
$$

For our analysis to hold, the composite image Jacobian matrix $J_{o}$ has to be invertible.

### 4.2.1.1 3D Cartesian Position

Equation 4.16 shows the relationship between the 3D pixel position $X_{s}=\left[u_{1}, u_{2}, v_{2}\right]^{T}$ and the 3D Cartesian position $X_{\mathrm{v}}$. Now given projected image points in each camera as $\left[u_{1}, v_{1}\right]^{T}$ and $\left[u_{2}, v_{2}\right]^{T}$, we need to obtain the Cartesian position $X_{\mathrm{v}}$ of point $P$ in frame $O_{\mathrm{v}}$.

For simplicity, we defined the off-setted Cartesian vector $\overline{X_{\mathrm{v}}} \in \mathbb{R}^{3}$ as

$$
\overline{X_{\mathrm{v}}}=\left[\begin{array}{l}
\overline{x_{\mathrm{v}}}  \tag{4.19}\\
\overline{y_{\mathrm{v}}} \\
\overline{z_{\mathrm{v}}}
\end{array}\right]=\left[\begin{array}{c}
\frac{x_{\mathrm{v}}-o_{11}}{\overline{y_{\mathrm{v}}+\lambda_{1}}} \\
\frac{y_{\mathrm{v}}-o_{21}}{x_{\mathrm{v}}+\lambda_{2}} \\
\frac{x_{\mathrm{v}}-o_{22}}{x_{\mathrm{v}}+\lambda_{2}}
\end{array}\right]
$$

According 4.15 and 4.19), we can get

$$
\begin{equation*}
\overline{X_{\mathrm{v}}}=\left(R_{\alpha}\right)^{-1}\left(X_{s}-\rho\right) . \tag{4.20}
\end{equation*}
$$

Then, given pixel positions $\left[u_{1}, v_{1}\right]^{T}$ and $\left[u_{2}, v_{2}\right]^{T}$, which implies $X_{s}=\left[u_{1}, u_{2}, v_{2}\right]^{T}$, we can compute the off-setted Cartesian vector $\overline{X_{\mathrm{v}}}$ through 4.20.

Extending 4.19, we have

$$
\left\{\begin{array}{l}
x_{\mathrm{v}}+y_{\mathrm{v}} \cdot \overline{x_{\mathrm{v}}}=\overline{x_{\mathrm{v}}} \cdot \lambda_{1}+o_{11}  \tag{4.21}\\
y_{\mathrm{v}}-x_{\mathrm{v}} \cdot \overline{y_{\mathrm{v}}}=\overline{y_{\mathrm{v}}} \cdot \lambda_{2}+o_{21} \\
z_{\mathrm{v}}-x_{\mathrm{v}} \cdot \overline{z_{\mathrm{v}}}=\overline{z_{\mathrm{v}}} \cdot \lambda_{2}+o_{22}
\end{array}\right.
$$

These equations can be written in matrix form

$$
\left[\begin{array}{ccc}
1 & \overline{x_{\mathrm{v}}} & 0  \tag{4.22}\\
-\overline{y_{\mathrm{v}}} & 1 & 0 \\
-\overline{z_{\mathrm{v}}} & 0 & 1
\end{array}\right]\left[\begin{array}{c}
x_{\mathrm{v}} \\
y_{\mathrm{v}} \\
z_{\mathrm{v}}
\end{array}\right]=\left[\begin{array}{l}
\overline{x_{\mathrm{v}}} \cdot \lambda_{1}+o_{11} \\
\overline{y_{\mathrm{v}}} \cdot \lambda_{2}+o_{21} \\
\overline{z_{\mathrm{v}}} \cdot \lambda_{2}+o_{22}
\end{array}\right] .
$$

Finally, from 4.22), 3D Cartesian position $X_{\mathrm{v}}$ can be obtained using

$$
X_{\mathrm{v}}=\left[\begin{array}{l}
x_{\mathrm{v}}  \tag{4.23}\\
y_{\mathrm{v}} \\
z_{\mathrm{v}}
\end{array}\right]=\left[\begin{array}{ccc}
1 & \overline{x_{\mathrm{v}}} & 0 \\
-\overline{y_{\mathrm{v}}} & 1 & 0 \\
-\overline{z_{\mathrm{v}}} & 0 & 1
\end{array}\right]^{-1}\left[\begin{array}{l}
\overline{x_{\mathrm{v}}} \cdot \lambda_{1}+o_{11} \\
\overline{y_{\mathrm{v}}} \cdot \lambda_{2}+o_{21} \\
\overline{z_{\mathrm{v}}} \cdot \lambda_{2}+o_{22}
\end{array}\right]
$$

where $\left[\overline{x_{\mathrm{v}}}, \overline{y_{\mathrm{v}}}, \overline{z_{\mathrm{v}}}\right]^{T}$ is obtained in 4.20 .

### 4.2.1.2 Summarize

For two orthogonal cameras, given image projected points $\left[u_{1}, v_{1}\right]^{T}$ and $\left[u_{2}, v_{2}\right]^{T}$, which construct a 3D pixel position $X_{s}=\left[u_{1}, u_{2}, v_{2}\right]^{T}$, we can compute the 3D Cartesian position $X_{\mathrm{v}}$ with respect to the reference frame $O_{\mathrm{v}}$. The process is summarized in Fig. 4.3.

$$
\begin{gathered}
X_{s}=\left(u_{1}, u_{2}, v_{2}\right)^{T} \\
\text { pixel }
\end{gathered} \overline{\text { Eq. (4.20) }} \overline{X_{v}}=\left(\bar{x}_{v}, \bar{y}_{v}, \bar{z}_{v}\right)^{T} \xrightarrow{\text { Eq. (4.23) }} X_{v}=\left(x_{v}, y_{v}, z_{v}\right)^{T}
$$

Figure 4.3: 3D position computation in orthogonal configuration.

### 4.2.2 Rotation Matrix between $O_{w}$ and $O_{\mathrm{v}}$

Fig. 4.4 and Fig. 4.5 show two cameras placed in orthogonal configuration with respect to reference frame $O_{\mathrm{v}}$. Coordinate frame $O_{w}$ is the world frame which is placed in the same position as $O_{\mathrm{v}}$ with different rotation. Then, in order to apply the models 4.15-4.23 proposed above and get 3D Cartesian position $X_{w}$ with respect to world frame $O_{w}$, it is necessary to find out the rotation matrix between coordinates frames $O_{\mathrm{v}}$ and $O_{w}$.

The cameras are calibrated using the method described in [157, which gives the transformations between cameras and world frame $O_{w}$ as

$$
R_{c_{1}}^{w}=\left[\begin{array}{lll}
R_{c_{1}}^{w}(1,1) & R_{c_{1}}^{w}(1,2) & R_{c_{1}}^{w}(1,3)  \tag{4.24}\\
R_{c_{1}}^{w}(2,1) & R_{c_{1}}^{w}(2,2) & R_{c_{1}}^{w}(2,3) \\
R_{c_{1}}^{w}(3,1) & R_{c_{1}}^{w}(3,2) & R_{c_{1}}^{w}(3,3)
\end{array}\right]
$$



Figure 4.4: Geometric model of the orthogonal camera system.


Figure 4.5: Two orthogonal camera configuration.

$$
\begin{align*}
& R_{c_{2}}^{w}=\left[\begin{array}{lll}
R_{c_{2}}^{w}(1,1) & R_{c_{2}}^{w}(1,2) & R_{c_{2}}^{w}(1,3) \\
R_{c_{2}}^{w}(2,1) & R_{c_{2}}^{w}(2,2) & R_{c_{2}}^{w}(2,3) \\
R_{c_{2}}^{w}(3,1) & R_{c_{2}}^{w}(3,2) & R_{c_{2}}^{w}(3,3)
\end{array}\right]  \tag{4.25}\\
& t_{c_{1}}^{w}=\left[\begin{array}{l}
t_{c_{1}}^{w}(1,1) \\
t_{c_{1}}^{w}(2,1) \\
t_{c_{1}}^{w}(3,1)
\end{array}\right] \quad t_{c_{2}}^{w}=\left[\begin{array}{c}
t_{c_{2}}^{w}(1,1) \\
t_{c_{2}}^{w}(2,1) \\
t_{c_{2}}^{w}(3,1)
\end{array}\right] . \tag{4.26}
\end{align*}
$$

In previous subsection, we mentioned that the reference frame $O_{\mathrm{v}}$ is in a special case: $\theta_{1}=\theta_{2}=0$. It means that coordinate frame $O_{c_{1}}$ and $O_{c_{2}}$ have no rotation around their $z$ axes with respect to $O_{\mathrm{v}}$. As shown in Fig. 4.5, $x_{\mathrm{v}}$ is the same direction as $x_{c_{1}}, y_{\mathrm{v}}$ is the same as
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$x_{c_{2}}$ and $z_{\mathrm{v}}$ is the same as $y_{c_{2}}$. Therefore, the rotation matrix (orientation) of the coordinate frame $O_{w} x_{w} y_{w} z_{w}$ with respect to $O_{\mathrm{v}} x_{\mathrm{v}} y_{\mathrm{v}} z_{\mathrm{v}}$ is the same as frame $O_{w} x_{w} y_{w} z_{w}$ with respect to $O_{\mathrm{v}} x_{c_{1}} x_{c_{2}} y_{c_{2}}$.

Using the definition and properties of a rotation matrix, the rotation between $O_{\mathrm{v}}$ and $O_{w}$ is defined as

$$
\begin{align*}
R_{\mathrm{v}}^{w} & =\left[\begin{array}{lll}
x_{w} \cdot x_{c_{1}} & y_{w} \cdot x_{c_{1}} & z_{w} \cdot x_{c_{1}} \\
x_{w} \cdot x_{c_{2}} & y_{w} \cdot x_{c_{2}} & z_{w} \cdot x_{c_{2}} \\
x_{w} \cdot y_{c_{2}} & y_{w} \cdot y_{c_{2}} & z_{w} \cdot y_{c_{2}}
\end{array}\right]  \tag{4.27}\\
& =\left[\begin{array}{lll}
R_{c_{1}}^{w}(1,1) & R_{c_{1}}^{w}(1,2) & R_{c_{1}}^{w}(1,3) \\
R_{c_{2}}^{w}(1,1) & R_{c_{2}}^{w}(1,2) & R_{c_{2}}^{w}(1,3) \\
R_{c_{2}}^{w}(2,1) & R_{c_{2}}^{w}(2,2) & R_{c_{2}}^{w}(2,3)
\end{array}\right] . \tag{4.28}
\end{align*}
$$

Equation 4.28) represents the orientation of $O_{w}$ with respect to the $O_{\mathrm{v}}$ coordinate frame. Then we can obtain

$$
R_{w}^{\mathrm{v}}=\left(R_{\mathrm{v}}^{w}\right)^{T}=\left[\begin{array}{lll}
R_{c_{1}}^{w}(1,1) & R_{c_{2}}^{w}(1,1) & R_{c_{2}}^{w}(2,1)  \tag{4.29}\\
R_{c_{1}}^{w}(1,2) & R_{c_{2}}^{w}(1,2) & R_{c_{2}}^{w}(2,2) \\
R_{c_{1}}^{w}(1,3) & R_{c_{2}}^{w}(1,3) & R_{c_{2}}^{w}(2,3)
\end{array}\right] .
$$

Finally, the 3D Cartesian position $X_{w}$ with respect to world frame $O_{w}$ is computed by

$$
\begin{equation*}
X_{w}=R_{w}^{\mathrm{v}} \cdot X_{\mathrm{v}} \tag{4.30}
\end{equation*}
$$

### 4.2.3 Avoid Visual Occlusion using four Orthogonal Cameras

As mentioned earlier, visual occlusion is one of the main issues when a visual servoing approach is employed to control a robot involved in a human-robot interaction task. In this section, we propose a new approach to avoid visual occlusions that emerge when an obstacle is placed between the camera and its target. It consists of placing four calibrated cameras in an orthogonal configuration around the workspace of the robot, as shown in Fig. 4.6.

As seen in the previous section, only two orthogonal cameras are needed to get the 3D Cartesian position of the target in real time. The only restriction is that the position of the cameras used to get the 3D position have to be orthogonal. The purpose of placing four cameras is to increase the possibility of keeping the targets in the field of view of cameras. Every time we can choose 2 orthogonal cameras which are not occluded by obstacles to compute the 3 D Cartesian position.

In order to get the 3 D position of a target relative to the coordinate frame $O_{w}$ through visual information provided by four cameras placed orthogonally around a reference coordinate frame $O_{\mathrm{v}}$, the following steps have to be applied:


Figure 4.6: Four orthogonal camera configuration.

1. Place four cameras in orthogonal configuration, as shown in the Fig. 4.6.
2. Calibrate the four cameras orthogonal using the method described in [157].
3. Choose two orthogonal cameras from four cameras. The selected two cameras have to keep tracking the targets.
4. Decide camera one and two. The condition is that the camera one is placed on the positive side of the camera two. The choice of these two cameras decides the reference coordinate frame $O_{\mathrm{v}}$.
5. Apply equation 4.23 to get the 3 D position $X_{\mathrm{v}}$ relative to the coordinate frame $O_{\mathrm{v}}$.
6. Transform the 3 D position from coordinate frame $O_{\mathrm{v}}$ to world frame $O_{w}$ using a rotation matrix $R_{w}^{\mathrm{v}}$ 4.29, to get $X_{w}$, shown as 4.30).

## Remarks:

1. The algorithm selects two orthogonal cameras from four cameras automatically and keeps changing the selection in real time.
2. It is important to mention that the configuration of reference frame $O_{\mathrm{v}}$ is always changing since it depends the selected two orthogonal cameras while the world coordinate frame $O_{w}$ is fixed. Hence, the rotation ( $R_{w}^{\mathrm{v}}$ ) between frame $O_{\mathrm{v}}$ and $O_{w}$ keeps changing. However, equation (4.29) provides a unifying solution for the orientation, which means that the model to get the 3D Cartesian position is never changed. The only changed values are $R_{c_{1}}^{w}$ and $R_{c_{2}}^{w}$ due to selected orthogonal cameras.
3. The model of the cameras never changes, making the algorithm fast.

### 4.3 Uncalibrated Stereo Vision System

In previous section, we reviewed a methodology designed to obtain the 3D position of a target through visual information employing at least two cameras placed orthogonally. Similarly, in this section we reviewed another way to get the 3D position of a target using two cameras in a stereo configuration. The geometric camera model of stereo system is shown in Fig. 4.7


Figure 4.7: Geometric model of the stereo camera system.

### 4.3.1 3D Recovery from Stereo System

In the two-camera setup, each camera gives a different 3D back projection line. These two back projection lines usually coincide at exactly one point (Fig. 4.8(a)). Given a stereo setup, it can find the 3D position of a point $P$ by observing its position in two different cameras [156].


Figure 4.8: The stereo camera model: (a) shows a 3D point projected in two cameras, (b) the world coordinate frame is on the left camera frame point.

For two cameras with two projection matrices $P_{1}$ and $P_{2}$ we have

$$
s_{1}\left[\begin{array}{c}
u_{1}  \tag{4.31}\\
v_{1} \\
1
\end{array}\right]=P_{1}\left[\begin{array}{c}
x \\
y \\
z \\
1
\end{array}\right] \quad s_{2}\left[\begin{array}{c}
u_{2} \\
v_{2} \\
1
\end{array}\right]=P_{2}\left[\begin{array}{c}
x \\
y \\
z \\
1
\end{array}\right] .
$$

Given the observed image points in each camera $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$, we want to solve the 3D position in the world frame $X_{w}=[x, y, z]^{T}$.

Multiplying out in terms of the $P_{i}$ gives:

$$
\begin{align*}
x u_{i} p_{31}^{i}+y u_{i} p_{32}^{i}+z u_{i} p_{33}^{i}+u_{i} p_{34}^{i} & =x p_{11}^{i}+y p_{12}^{i}+z p_{13}^{i}+p_{14}^{i} \\
x v_{i} p_{31}^{i}+y v_{i} p_{32}^{i}+z v_{i} p_{33}^{i}+v_{i} p_{34}^{i} & =x p_{21}^{i}+y p_{22}^{i}+z p_{23}^{i}+p_{24}^{i} \tag{4.32}
\end{align*}
$$

where $i$ is 1 or 2 , and $p_{11}^{i}$ denotes element $(1,1)$ in $P_{i}$.
Since we want to solve this for $X_{w}=[x, y, z]^{T}$, these terms are collected on the left and other terms on the right, and the equation is then rewritten as:

$$
\begin{gather*}
A X_{w}=B  \tag{4.33}\\
A=\left[\begin{array}{ccc}
u_{1} p_{31}^{1}-p_{11}^{1} & u_{1} p_{32}^{1}-p_{12}^{1} & u_{1} p_{33}^{1}-p_{13}^{1} \\
v_{1} p_{31}^{1}-p_{21}^{1} & v_{1} p_{32}^{1}-p_{22}^{1} & v_{1} p_{33}^{1}-p_{23}^{1} \\
u_{2} p_{31}^{2}-p_{11}^{2} & u_{2} p_{32}^{2}-p_{12}^{2} & u_{2} p_{33}^{2}-p_{13}^{2} \\
v_{2} p_{31}^{2}-p_{21}^{2} & v_{2} p_{32}^{2}-p_{22}^{2} & v_{2} p_{33}^{2}-p_{23}^{2}
\end{array}\right] \tag{4.34}
\end{gather*}
$$

and

$$
B=\left[\begin{array}{c}
p_{14}^{1}-u_{1} p_{34}^{1}  \tag{4.35}\\
p_{24}^{1}-v_{1} p_{34}^{1} \\
p_{14}^{2}-u_{2} p_{34}^{2} \\
p_{14}^{2}-v_{2} p_{34}^{2}
\end{array}\right]
$$

We need to solve this for $X_{w}$. Since $A$ is not square, the pseudo inverse is used:

$$
\begin{equation*}
X_{w}=\left(A^{T} A\right)^{-1} A^{T} B \tag{4.36}
\end{equation*}
$$
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### 4.3.2 Stereo Camera Model

If we put the world coordinate frame $O_{w}$ at the left camera origin point $O_{c_{l}}$ (see Fig. 4.8(b)), then given the relation between right camera and left camera (defined by the orientation matrix $R_{r}^{l} \in S O(3)$ and the translation vector $t_{r}^{l} \in \mathbb{R}^{3 \times 1}$ ), we can define the projection matrices $P_{c_{l}}$ and $P_{c_{r}} \in \mathbb{R}^{3 \times 4}$ for each camera as

$$
P_{c_{l}}=K_{l}\left[\begin{array}{ll}
I_{3 \times 3} & 0_{3 \times 1}
\end{array}\right] \quad P_{c_{r}}=K_{r}\left[\begin{array}{ll}
R_{r}^{l} & t_{r}^{l} \tag{4.37}
\end{array}\right]
$$

where $K_{l}$ and $K_{r}$ are the intrinsic camera matrices of the left and right cameras respectively ${ }^{11}$
Then, defining the observed image points in each camera as $p_{l}=\left[u_{l}, v_{l}\right]^{T}, p_{r}=\left[u_{r}, v_{r}\right]^{T}$, we can use triangulation [156] to compute the relative position $X_{w}=X_{c_{l}}=\left[x_{c}, y_{c}, z_{c}\right]^{T}$ with respect to the left camera $O_{c_{l}}$, which is shown in 4.36.

In order to control the robot, we need to compute the 3 D position with respect to the robot base coordinate frame $O_{b}$. By knowing the transformation between $O_{w}$ (the same as $O_{c_{l}}$ ) and $O_{b}, T_{b}^{w}=T_{b}^{c_{l}}=\left[\begin{array}{ll}R_{b}^{c_{l}} & t_{b}^{c_{l}}\end{array}\right]$, we can get the robot end-effector position

$$
\begin{equation*}
X_{e f}=X_{b}=R_{b}^{c_{l}} X_{c_{l}}+t_{b}^{c_{l}} \tag{4.38}
\end{equation*}
$$

### 4.3.3 On-line Estimation of Rotation for the Stereo System

We define this system as uncalibrated because we not only assume that the calibration of the stereo vision system (left camera $O_{c_{l}}$ ) with respect to the robot base frame $\left(O_{b}\right)$ is unknown, but we also consider the possibility of manually moving the camera to a better position. When the target object is occluded (visual occlusions), the stereo camera system can be moved to another position to maintain the target in the field of camera view. After moving the stereo cameras, an on-line estimation of the transformation $T_{b}^{c_{l}}$ (or $T_{b}^{w}$ ) is needed. This estimation uses the real-time information generated by the robot without stopping robot during the task execution.

Finding the rotation and translation between two sets of corresponding 3D point data, such that they are aligned, is a common problem. An illustration of the problem is shown below for the simplest case of 3 corresponding points (the minimum number of points required to solve).

As shown in Fig. 4.9, let the given 3D datasets A and B be represented in two coordinate frames. We want to find the best rotation $R$ and translation $t$ that will align the points in dataset A to dataset B.

$$
\begin{equation*}
P_{B}^{i}=R P_{A}^{i}+t, \tag{4.39}
\end{equation*}
$$

[^2]

Figure 4.9: Two datasets of corresponding 3D points.
where $i=1,2, \ldots, n,(n \geq 3), P=[x, y, z]^{T}, P_{A}$ and $P_{B}$ are points in dataset A and B respectively.

Finding the optimal rigid transformation matrix can be broken down into steps:

## 1. Find the centroids of both dataset

The centroids $C_{A, B}$ are the average points and can be calculated as follows:

$$
\begin{equation*}
C_{A}=\frac{1}{n} \sum_{i=1}^{n} P_{A}^{i} \quad C_{B}=\frac{1}{n} \sum_{i=1}^{n} P_{B}^{i} . \tag{4.40}
\end{equation*}
$$

## 2. Estimation of Base Orientation $R$

There are several ways of finding optimal rotations between datasets. The easiest way is using Singular Value Decomposition (SVD), as discussed in 158. Define a $3 \times 3$ matrix $M$ as

$$
\begin{equation*}
M=\sum_{i=1}^{n}\left(P_{A}^{i}-C_{A}\right)\left(P_{B}^{i}-C_{B}\right)^{T}, \tag{4.41}
\end{equation*}
$$

then a least-squares fit of the rotation matrix can be written as

$$
\begin{equation*}
R=U \operatorname{diag}\left(1,1, \operatorname{det}\left(U V^{T}\right)\right) V^{T} \tag{4.42}
\end{equation*}
$$

where $(U, S, V)=\operatorname{svd}(M)$.
3. Compute the translation $t$

After the rotation $R$ is obtained, $t$ can be solved as:

$$
\begin{equation*}
t=C_{B}-R C_{A} . \tag{4.43}
\end{equation*}
$$

In our case, $P_{B}$ is defined as a set of end-effector 3D positions $X_{b}$ with respect to robot base frame $O_{b}$, while $P_{A}$ denotes a set of the corresponding position vectors $X_{c_{l}}$ in stereo camera frame $O_{c_{l}}$. Hence, the estimated orientation $R=R_{b}^{c_{l}}$.

## 4. CAMERA MODELS FOR OCCLUSION AVOIDANCE

### 4.4 Discussion

In this chapter, two camera models were introduced to avoid visual occlusions for PBVS. The first camera model consists of four orthogonal cameras with precise calibration. The system automatic selects two composite cameras that keep tracking the targets to obtain the 3D Cartesian position for the robot controller. The second camera model is an uncalibrated stereo camera system, which can be moved manually to maintain the targets in the field of camera view when visual occlusion occurs. Both these approaches have been tested on a real industrial robot in a Human-robot-interaction scenario, see Appendix B.

Both methods have their advantages and disadvantages. The orthogonal camera model can provide 3D pixel positions on images. Each component of the 3D pixel positions is orthogonal and independent. If the 3D pixel positions are chosen as visual features for visual servoing, then a linear mapping between those pixel positions and Cartesian positions is obtained, which can be used to design a decoupled controller. However, for the orthogonal configuration, a complicated camera placement and accurate calibration is required. It is physically difficult to achieve this in real world.

In contrast, the uncalibrated stereo camera system does not require the exact calibration and can be moved. However, it can not generate independent image features. The choice of features directly influences on the performance of the control system and on the ability to analyze the closed-loop dynamics. If the classical features extracted from the stereo cameras are used as inputs for visual servoing, then some common problems such as image singularity and local minima may occur, which lead to stability and convergence issues.

The ideal case is to find a camera configuration which can combine the advantages of both approaches. In next chapter, we will propose a new camera model which combines these two camera configurations by mapping the stereo configuration into a virtual orthogonal camera arrangement. The measurements obtained by the virtual camera model can generate 3D orthogonal pixel positions, which are chosen as the visual features for visual servoing.

## Chapter 5

## 6D Image-Based Visual Servoing

In this chapter, we present an approach (6DVS) to control a 6 DOF manipulator using an uncalibrated visual servoing (VS) approach that addresses the challenges of choosing proper image features for target objects and designing a VS controller to enhance the tracking performance. The system is composed of the manipulator coupled with a stereo vision system in the eye-tohand configuration, see Fig. 5.1. We construct a new virtual visual space, using a novel stereo camera model employing virtual orthogonal cameras. A 6D pixel pose vector $\left(W_{s}\right)$ is extracted from this virtual space. It represents the image positions as 6 linearly independent and orthogonal signals, which are used as inputs for visual servoing instead of the classical visual features. This leads to generate a full-rank $6 \times 6$ image Jacobian matrix which allows avoiding classical problems, such as image space singularities and local minima. Furthermore, several tasks are evaluated in simulation to show the performance and properties of the proposed method.


Figure 5.1: Real world experimental setup.

### 5.1 Problem Statement

### 5.1.1 Classical IBVS with a Stereo vision System

Based on the existing literature in this field, we can conclude that two main aspects have the impact on the behavior of a visual servoing scheme: the selection of visual features used as inputs of the control law and the form of the control scheme.

As described in [9], in classical IBVS, the image point position $s=[u, v]^{T}$ is chosen as the visual feature and the control scheme is

$$
\begin{equation*}
\dot{s}=L_{s} \dot{X}_{c} \tag{5.1}
\end{equation*}
$$

in which the interaction matrix $L_{s}$ is defined as 2.17.

$$
L_{s}=\left[\begin{array}{cccccc}
\frac{f}{z} & 0 & -\frac{u}{z} & -\frac{u v}{f} & \frac{f^{2}+u^{2}}{f} & -v  \tag{5.2}\\
0 & \frac{f}{z} & -\frac{v}{z} & -\frac{f^{2}+v^{2}}{f} & \frac{u v}{f} & u
\end{array}\right]
$$

where $f$ is the focal length expressed in pixel units.
If a stereo vision system is used and a 3D point is visible in both left and right images, it is possible to use as visual features

$$
\begin{equation*}
s=\left[p_{l}, p_{r}\right]^{T}=\left[u_{l}, v_{l}, u_{r}, v_{r}\right]^{T} \tag{5.3}
\end{equation*}
$$

to represent the point by stacking in $s$ the $x$ and $y$ coordinates of the observed point in the left and right images [10]. Therefore, the corresponding equation given in (5.1) is expressed in both left and right camera frame. More precisely, we have:

$$
\dot{s}=L_{s} \dot{X}_{c}=\left[\begin{array}{c}
L_{s_{l}}  \tag{5.4}\\
L_{s_{r}}
\end{array}\right] \dot{X}_{c}
$$

To control a 6 DOF robot, at least three points are necessary. If we have a vector $W_{b}=$ $\left[X_{b}, \theta_{b}\right]^{T}=\left[x_{b}, y_{b}, z_{b}, \alpha_{b}, \beta_{b}, \gamma_{b}\right]^{T} \in \mathbb{R}^{6 \times 1}$, which is the pose of the end-effector in the robot base frame (in this case we choose Euler angles to representation the orientation of the end-effector), and a feature vector $s=\left[u_{1_{l}}, v_{1_{l}}, u_{1_{r}}, v_{1_{r}}, \ldots, u_{p_{l}}, v_{p_{l}}, u_{p_{r}}, v_{p_{r}}\right]^{T} \in \mathbb{R}^{4 p \times 1}$, which contains $p$ image points. The mapping between $\dot{s}$ and $\dot{W}_{b}$ is given by

$$
\begin{equation*}
\underbrace{\dot{s}}_{4 p \times 1}=\underbrace{J_{x}}_{4 p \times 6} \underbrace{\dot{W}_{b}}_{6 \times 1} \tag{5.5}
\end{equation*}
$$

where $\left(J_{x}=\left[L_{s_{1}}, \ldots, L_{s_{p}}\right]^{T} \cdot V_{c}^{b}\right) \in \mathbb{R}^{4 p \times 6}$ is known as the image Jacobian, $L_{s_{i}}$ is given by 5.4 and 5.2 , and $V_{c}^{b} \in \mathbb{R}^{6 \times 6}$ is the mapping to transform velocities expressed in the robot base frame to the camera frame, defined as 2.5).

### 5.1.2 The problem of Classical IBVS

If we consider $\Delta W_{b}$ as the input to a robot controller, then we need to compute the inverse mapping of $\dot{s}$ as

$$
\begin{equation*}
\Delta W_{b}=J_{x}^{+} \Delta s \tag{5.6}
\end{equation*}
$$

where $\Delta *$ is an error function defined in the space $*, J_{x}^{+} \in \mathbb{R}^{6 \times 4 p}$ is chosen as the Moore-Penrose pseudo inverse of $J_{x}$, which leads to the two characteristic problems of the IBVS method: the feature (image) space singularities and local minima. For most IBVS approaches we have $4 p>6$. In this case, the image Jacobian is singular when $\operatorname{rank}\left(J_{x}\right)<6$, while the image local minima is defined as the set of image locations $\Omega_{s}=\left\{s \mid \dot{W}_{b}=0\right.$, but $\left.\Delta s \neq 0, \Delta W_{b} \neq 0, \forall s \in \mathbb{R}^{4 p \times 1}\right\}$ when using redundant image features. Examples of the problems generated by the local minima conditions are illustrated in [10] and [159].

### 5.1.3 Algorithm Design

In image-based control approach, the ideal case is to choose visual features with good decoupling and linearizing properties [35, 160 where the interaction matrix has neither local minima nor singularities. In our work, we propose a new camera model which can map the the classical image features $s$ to a new visual representation defined as $W_{s}=\left[X_{s}, \theta_{s}\right]^{T}=$ $\left[x_{s}, y_{s}, z_{s}, \alpha_{s}, \beta_{s}, \gamma_{s}\right]^{T} \in \mathbb{R}^{6 \times 1}$. In this case, $W_{s}$ is a 6 D pixel pose vector defined in a 3 D Image space (we call this space the virtual visual space). This visual pose is measured in pixels and it is composed of 3D visual position and 3D visual orientation.

The algorithm design and concept of the proposed 6DVS is shown in Fig. 5.2. The new visual features $W_{s}$ has six orthogonal elements and they are linearly independent. If we consider $W_{s}$ as the inputs to visual servoing control, then a new mapping as

$$
\begin{align*}
\dot{W}_{s} & =J_{\mathrm{img}} \dot{W}_{b}  \tag{5.7}\\
{\left[\begin{array}{c}
\dot{X}_{s} \\
\dot{\theta}_{s}
\end{array}\right]_{6 \times 1} } & =\underbrace{J_{\mathrm{img}}}_{6 \times 6}\left[\begin{array}{c}
\dot{X}_{b} \\
\dot{\theta}_{b}
\end{array}\right]_{6 \times 1}=J_{\mathrm{img}} \cdot J_{a}(q) \cdot q \tag{5.8}
\end{align*}
$$

is obtained, where $J_{a}(q)$ is the Jacobian matrix of the robot manipulator and $q$ is the robot joint position.

The advantage of this new mapping is that, a full-rank image Jacobian matrix $\left(J_{\mathrm{img}} \in \mathbb{R}^{6 \times 6}\right)$ can be obtained, and if we choose camera parameters properly, then the image space singularities and local minima can be avoided.


Feature Extraction
Figure 5.2: Algorithm design: mapping from the classical IBVS features to new orthogonal features in the virtual visual space.

### 5.2 Image Jacobian for 3D position

### 5.2.1 3D Camera Model

In order to get the new pixel features $W_{s}$, we propose a new camera model, where a real stereo camera model employing virtual orthogonal cameras is used to tracking the objects. First we use standard stereo vision model to compute the object position, then the position is projected onto two virtual orthogonal cameras, whose reference frame is located in the left stereo camera frame. Fig. 5.3 shows this new camera model.

The new camera model can construct a new virtual visual space, and is used to map 6D poses from Cartesian space to this virtual visual space. Each component of the 6 D pose vector defined in this virtual visual space is linearly independent, leading to a full-rank $6 \times 6$ image Jacobian matrix, which allows avoiding classical problems, such as image space singularities and local minima. Furthermore, the control for rotational and translational motion of robot is decoupled due to the diagonal image Jacobian.

The obtained new image Jacobian matrix ( $J_{\mathrm{img}} \in \mathbb{R}^{6 \times 6}$ ) describes the relationship between the motion of selected six image features and the velocity of the robot end-effector. It has a block decoupled structure, which is divided into position image Jacobian $\left(J_{v} \in \mathbb{R}^{3 \times 3}\right)$ and orientation image Jacobian $\left(J_{\omega} \in \mathbb{R}^{3 \times 3}\right)$.


Figure 5.3: Image projections for 3D vision model to get the virtual visual space.

- Fig. 5.3 (a): The figure depicts the different coordinate frames used to obtain a general 3D virtual visual space. $X_{b} \in \mathbb{R}^{3 \times 1}$ is the position in meters [ m ] of an Object with respect to the world coordinate frame (wcf) denoted by $O_{b} . O_{C_{l}}$ and $O_{C_{r}}$ are the coordinate frames for the left and right cameras, respectively. $R_{C_{l}}^{b} \in S O(3)$ represents the orientation of wcf with respect to the left camera. $O_{\mathrm{v}}$ is a reference coordinate frame for the virtual orthogonal cameras $O_{\mathrm{v}_{1,2}}$ where $R_{\mathrm{v}}^{C_{l}} \in S O(3)$ is its orientation with respect to $O_{C_{l}}$. The vectors $p_{\mathrm{v}_{i}} \in \mathbb{R}^{2 \times 1}$ represents the projection of the Object in the virtual cameras $O_{\mathrm{v}_{i}}$.
- Fig. 5.3 (b): 4 points $\left(p_{e f}, p_{1}, p_{2}, p_{3}\right)$ are attached to the end-effector to represent the orientation frames of virtual visual space, with the optical center offsets of virtual cameras being zero ( $\left.O_{1}=O_{2}=[0,0]^{T}\right)$.
$J_{v} \in \mathbb{R}^{3 \times 3}$ describes the relationship between the velocities of 3D Cartesian position $\dot{X}_{b}$ (meters) and 3D visual position $\dot{X}_{s}$ (pixels). The key idea of this model is to combine the stereo camera model with a virtual composite camera model to get a full-rank image Jacobian.

Fig. 5.3 shows the 3D camera model, which can be computed in two steps:

1. The standard stereo vision model [156] is used to analytically recover the 3D relative position $\left(X_{C_{l}}\right)$ of an object with respect to the reference frame of the stereo system $O_{C_{l}}$.
2. The Cartesian position $X_{C_{l}}$ is projected into two virtual cameras $O_{\mathrm{v}_{1}}$ and $O_{\mathrm{v}_{2}}$.

This projection is a crucial step, since it modifies the dimension of the mapping from two 2D-image feature measurements of all $p$ points ( $s=\left[p_{l_{1}}, p_{r_{1}}, \ldots p_{l_{p}}, p_{r_{p}}\right]^{T} \in \mathbb{R}^{4 p \times 1}$ ) to a single 3 D visual position vector $X_{s} \in \mathbb{R}^{3 \times 1}$ in the virtual visual space. Since $s$ represents the position
$X_{C_{l}} \in \mathbb{R}^{3 \times 1}$ in the image feature space, the maximum number of independent elements of $s$ is 3. Therefore, there are $4 p-3$ dependent elements in $s$. In this thesis, we propose a virtual projection that reduces the dimension of $s$ and extract 3 linearly independent elements to get a full-rank image Jacobian $\left(J_{v}\right)$.

### 5.2.2 Stereo Vision Model

The relation between right camera and left camera is given by a orientation matrix $R_{r}^{l} \in S O(3)$ and a translation vector $t_{r}^{l} \in \mathbb{R}^{3 \times 1}$. Using this transformation we can define the projection matrices $P_{C_{l}}$ and $P_{C_{r}} \in \mathbb{R}^{3 \times 4}$ for each camera as

$$
P_{C_{l}}=K_{l}\left[\begin{array}{ll}
I_{3 \times 3} & 0_{3 \times 1}
\end{array}\right] \quad P_{C_{r}}=K_{r}\left[\begin{array}{ll}
R_{r}^{l} & t_{r}^{l} \tag{5.9}
\end{array}\right]
$$

where $K_{l}$ and $K_{r}$ are the intrinsic camera matrices of the left and right cameras 1
Then, defining the observed image points in each camera as $p_{l}=\left[u_{l}, v_{l}\right]^{T}, p_{r}=\left[u_{r}, v_{r}\right]^{T}$, we can use triangulation [156] to compute the relative position $X_{C_{l}}=\left[x_{c}, y_{c}, z_{c}\right]^{T}$ of the point $X_{b}$ with respect to the left camera $O_{C_{l}}$. This can be done by solving the system

$$
A\left[\begin{array}{c}
X_{C_{l}}  \tag{5.10}\\
1
\end{array}\right]=0
$$

where

$$
A=\left[\begin{array}{cccc}
u_{l} p_{31}^{l}-p_{11}^{l} & u_{l} p_{32}^{l}-p_{12}^{l} & u_{l} p_{33}^{l}-p_{13}^{l} & u_{l} p_{34}^{l}-p_{14}^{l}  \tag{5.11}\\
v_{l} p_{31}^{l}-p_{21}^{l} & v_{l} p_{32}^{l}-p_{22}^{l} & v_{l} p_{33}^{l}-p_{23}^{l} & v_{l} p_{34}^{l}-p_{24}^{l} \\
u_{r} p_{31}^{r}-p_{11}^{r} & u_{r} p_{32}^{r}-p_{12}^{r} & u_{r} p_{33}^{r}-p_{13}^{r} & u_{r} p_{34}^{r}-p_{14}^{r} \\
v_{r} p_{31}^{r}-p_{21}^{r} & v_{r} p_{32}^{r}-p_{22}^{r} & v_{r} p_{33}^{r}-p_{23}^{r} & v_{r} p_{34}^{r}-p_{14}^{r}
\end{array}\right]
$$

where $p_{i j}^{l}$ denotes the element $(i, j)$ in $P_{C_{l}}$, and $p_{i j}^{r}$ denotes the element $(i, j)$ in $P_{C_{r}}$.
Before integrating the stereo cameras model with the virtual composite model, a re-orientation of the coordinate frame $O_{C_{l}}$ to a new coordinate frame $O_{\mathrm{v}}$ with the same origin is required. The projection $X_{\mathrm{v}}=\left[x_{\mathrm{v}}, y_{\mathrm{v}}, z_{\mathrm{v}}\right]^{T}$ of $X_{C_{l}}$ in $O_{\mathrm{v}}$ is defined as (Fig. 5.3)

$$
\begin{equation*}
X_{\mathrm{v}}=R_{\mathrm{v}}^{C_{l}} X_{C_{l}} \tag{5.12}
\end{equation*}
$$

where $R_{\mathrm{v}}^{C_{l}}$ is the orientation of the reference frame $O_{\mathrm{v}}$ with respect to left stereo camera $O_{C_{l}}$.

## Remark:

The reference frame $O_{\mathrm{v}}$ is fixed on the left camera frame and defined by the user. Therefore, it is assumed to be known. In other words, if we move the whole stereo camera system, the orientation matrix $R_{\mathrm{v}}^{C_{l}}$ is not modified. From Fig. 5.4. we can obtain $R_{\mathrm{v}}^{C_{l}}$ is a constant matrix

[^3]as
\[

R_{\mathrm{v}}^{C_{l}}=\left[$$
\begin{array}{ccc}
1 & 0 & 0  \tag{5.13}\\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}
$$\right]
\]

### 5.2.3 Virtual Composite Camera Model

### 5.2.3.1 Composite Camera Analysis

We propose a Composite Camera Model as a minimization method for the feature point space $s$. The advantage of the orthogonal camera configuration is the linear independence of the visual measurements, as presented in section 4.2 ( $X_{s}$ in Fig. 5.4. It represents the image positions as 3 orthogonal signals which can be used as inputs for visual servoing instead of the classical features extracted from the stereo cameras.

While this orthogonal camera configuration is useful for generating independent feature vectors, it requires a complex and accurate arrangement of the cameras which is physically hard to achieve. A stereo camera arrangement, on the other hand, is easy to configure and move, but doesn't provide independent image features. We propose to combine the benefits of these two configurations by mapping the projections of the stereo configuration into a virtual composite cameras arrangement. The measurements obtained from the virtual camera model can generate a 3D pixel position.

### 5.2.3.2 Virtual Composite Camera Model Generation

In order to compute the virtual visual space, we define two virtual cameras attached to the stereo cameras system using the coordinate frame $O_{\mathrm{v}}$ (Fig. 5.4). We use the pinhole camera model [156] to project the relative position $X_{\mathrm{v}}$ to each of the virtual cameras $O_{\mathrm{v}_{1}}$ and $O_{\mathrm{v}_{2}}$.

The model for the virtual camera 1 is given by

$$
p_{\mathrm{v}_{1}}=\left[\begin{array}{c}
u_{\mathrm{v}_{1}}  \tag{5.14}\\
v_{\mathrm{v}_{1}}
\end{array}\right]=\frac{1}{-y_{\mathrm{v}}+\lambda} \alpha R(\phi)\left[\begin{array}{c}
x_{\mathrm{v}}-o_{11} \\
z_{\mathrm{v}}-o_{12}
\end{array}\right]+\left[\begin{array}{c}
c_{x} \\
c_{y}
\end{array}\right]
$$

where $\phi$ is the rotation angle of the virtual camera along its optical axis, $O_{1}=\left[o_{11}, o_{12}\right]^{T}$ is the projection position of the optical center with respect to the coordinate frame $O_{\mathrm{v}}, C_{1}=\left[c_{x}, c_{y}\right]^{T}$ is the position of the principal point in the image plane, $\lambda$ is the distance from the virtual camera coordinate frame $O_{\mathrm{v}_{1}}$ to the reference frame $O_{\mathrm{v}}$ along its optical axis, $\alpha$ and the rotation matrix $R(\phi)$ are defined as:

$$
\alpha=\left[\begin{array}{cc}
f \beta & 0  \tag{5.15}\\
0 & f \beta
\end{array}\right] \quad R(\phi)=\left[\begin{array}{cc}
\cos \phi & -\sin \phi \\
\sin \phi & \cos \phi
\end{array}\right] .
$$

where $f$ is the focal length of the lens used, $\beta$ is the magnification factor of the camera.


Figure 5.4: Placement of the virtual composite camera model with respect to left camera.

Since this model represents a user-defined virtual camera, all its parameters (extrinsic and intrinsic ${ }^{1}$ ) are known, in fact, in the defined configuration of the virtual cameras $\phi=r^{2}$ (Fig. 5.4).

Similarly, the model for virtual camera 2 is defined as:

$$
p_{\mathrm{v}_{2}}=\left[\begin{array}{c}
u_{\mathrm{v}_{2}}  \tag{5.16}\\
v_{\mathrm{v}_{2}}
\end{array}\right]=\frac{1}{x_{\mathrm{v}}+\lambda} \alpha R(\phi)\left[\begin{array}{c}
y_{\mathrm{v}}-o_{21} \\
z_{\mathrm{v}}-o_{22}
\end{array}\right]+\left[\begin{array}{c}
c_{x} \\
c_{y}
\end{array}\right]
$$

In order to construct the 3 D virtual visual space $X_{s} \in \mathbb{R}^{3 \times 1}$, we combine both virtual camera models as follows.

Using the properties of the rotation matrix $R(\phi)$ and the fact that $\alpha$ is a diagonal matrix, from (5.14), $u_{\mathrm{v}_{1}}$ can be written in the form

$$
\begin{equation*}
u_{\mathrm{v}_{1}}=\gamma_{1} \frac{x_{\mathrm{v}}-o_{11}}{-y_{\mathrm{v}}+\lambda}-\gamma_{2} v_{\mathrm{v}_{1}}+\gamma_{3} \tag{5.17}
\end{equation*}
$$

where the constant parameters $\gamma_{1}, \gamma_{2}, \gamma_{3} \in \mathbb{R}$ are explicitly defined as

$$
\begin{equation*}
\gamma_{1}=\frac{f \beta}{\cos \phi}, \quad \gamma_{2}=\tan (\phi), \quad \text { and } \gamma_{3}=c_{x}+c_{y} \gamma_{2} \tag{5.18}
\end{equation*}
$$

[^4]Based on 5.16 and 5.17), we define the 3D Visual Camera Model $\left(O_{s}\right)$ representation $X_{s}=\left[x_{s}, y_{s}, z_{s}\right]^{T}{ }^{1}$ using the orthogonal elements $\left[u_{\mathrm{v}_{1}}, u_{\mathrm{v}_{2}}, v_{\mathrm{v}_{2}}\right]^{T}$ as

$$
X_{s}=\left[\begin{array}{c}
u_{\mathrm{v}_{1}}  \tag{5.19}\\
u_{\mathrm{v}_{2}} \\
v_{\mathrm{v}_{2}}
\end{array}\right]=\overbrace{\left[\begin{array}{cc}
\gamma_{1} & 0_{1 \times 2} \\
0_{2 \times 1} & \alpha R(\phi)
\end{array}\right]}^{R_{\alpha}}\left[\begin{array}{c}
\frac{x_{\mathrm{v}}-o_{11}}{-y_{\mathrm{v}}+\lambda} \\
\frac{y_{\mathrm{v}}-o_{21}}{x_{\mathrm{v}}+\lambda} \\
\frac{z_{\mathrm{v}}+o_{22}}{x_{\mathrm{v}}+\lambda}
\end{array}\right]+\rho
$$

where $\rho=\left[\gamma_{3}-\gamma_{2} v_{\mathrm{v}_{1}}, c_{x}, c_{y}\right]^{T}$ and the pixel position $X_{s}$ constructs the new virtual visual Space.

Given that $\phi=0$, then $\gamma_{1}=f \beta, \quad \gamma_{2}=0, \quad \gamma_{3}=c_{x}$, implies that $\rho=\left[c_{x}, c_{x}, c_{y}\right]^{T}$ and $R_{\alpha}=\operatorname{diag}(f \beta) \in \mathbb{R}^{3 \times 3}$. Therefore, the mapping in 5.19 can be simplified as

$$
X_{s}=\operatorname{diag}(f \beta)\left[\begin{array}{c}
\frac{x_{v}-o_{11}}{-y_{v}+\lambda}  \tag{5.20}\\
\frac{y_{\mathrm{v}}-o_{21}}{x_{\mathrm{v}}+\lambda} \\
\frac{z_{\mathrm{v}}-o_{22}}{x_{\mathrm{v}}+\lambda}
\end{array}\right]+\left[\begin{array}{c}
c_{x} \\
c_{x} \\
c_{y}
\end{array}\right]
$$

The velocity mapping can be obtained with the time derivative of 5.20 , with combing (5.12) as follows:

$$
\begin{equation*}
\dot{X}_{s}=\overbrace{R_{\alpha} J_{o}}^{J_{\alpha}} \dot{X}_{\mathrm{v}}=J_{\alpha} \dot{X}_{\mathrm{v}}=\left(J_{\alpha} R_{\mathrm{v}}^{C_{l}}\right) \dot{X}_{C_{l}} \tag{5.21}
\end{equation*}
$$

where the Jacobian matrix $J_{o} \in \mathbb{R}^{3 \times 3}$ is defined as

$$
J_{o}=\left[\begin{array}{ccc}
\frac{1}{-y_{\mathrm{v}}+\lambda} & \frac{x_{\mathrm{v}}-o_{11}}{\left(-y_{\mathrm{v}}+\lambda\right)^{2}} & 0  \tag{5.22}\\
-\frac{y_{\mathrm{v}}-o_{21}}{\left(x_{\mathrm{v}}+\lambda^{2}\right.} & \frac{1}{x_{\mathrm{v}}+\lambda} & 0 \\
-\frac{v_{\mathrm{v}}-o_{22}}{\left(x_{\mathrm{v}}+\lambda\right)^{2}} & 0 & \frac{1}{x_{\mathrm{v}}+\lambda}
\end{array}\right] .
$$

This composite image Jacobian $J_{\alpha}$ represents the mapping from velocities defined in the reference frame $O_{\mathrm{v}}$ to velocities in virtual visual space. In order to complete the 3D visual mapping we need to map from left camera $O_{C_{l}}$ to robot base frame to $O_{b}$, see Fig. 5.3 .

$$
\begin{equation*}
X_{C_{l}}=R_{C_{l}}^{b} X_{b}+t_{C_{l}}^{b} \tag{5.23}
\end{equation*}
$$

where $R_{C_{l}}^{b}$ and $t_{C_{l}}^{b}$ are the transformation between frame $O_{C_{l}}$ and $O_{b}$.
Taking the time derivative of 5.23 , equation 5.21 can be rewritten in the form

$$
\begin{align*}
\dot{X}_{s} & =\overbrace{J_{\alpha}\left(R_{\mathrm{v}}^{C_{l}} R_{C_{l}}^{b}\right)}^{J_{v}} \dot{X}_{b}  \tag{5.24}\\
& =J_{v} \dot{X}_{b} \tag{5.25}
\end{align*}
$$

where we define the Jacobian $J_{v} \in \mathbb{R}^{3 \times 3}$ as the position image Jacobian.
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## Remark: Virtual Cameras.

The two virtual cameras are selected in such a way that their optical axes intersect at $90^{\circ}$. Since the cameras are virtual they have infinite field of view, and pixel positions $X_{s}$ can be either negative or positive.

### 5.3 Image Jacobian for 3D Orientation

In the previous section, a point in Cartesian space $X_{b}$ can be projected to a vector $X_{s}$ defined in the virtual visual space. If we set the optical center offsets of the virtual cameras as $O_{1}=$ $O_{2}=[0,0]^{T}$ (Fig. 5.3 (b)), then the mapping 5.20 can be simplified as

$$
X_{s}=\operatorname{diag}(f \beta)\left[\begin{array}{c}
\frac{x_{\mathrm{v}}}{-y_{v}+\lambda}  \tag{5.26}\\
\frac{y_{v}}{x_{\mathrm{v}}+\lambda} \\
\frac{z_{v}}{x_{\mathrm{v}}+\lambda}
\end{array}\right]+\left[\begin{array}{c}
c_{x} \\
c_{x} \\
c_{y}
\end{array}\right] .
$$

In order to define the orientation, we need to define 4 different points rigidly attached to the robot end-effector (Fig. 5.3(b)). These 4 points can be used to represent the orientation of the end-effector in the base frame. The 4 points: $\left[P_{e f}, P_{1}, P_{2}, P_{3}\right]$ expressed in the end-effector frame $O_{e f}$, are the origin and the canonical basis of a 3D Euclidean space, which means

$$
\begin{cases}\text { origin point } P_{e f}: & X_{e f}=[0,0,0]^{T}  \tag{5.27}\\ \text { x axis } P_{1}: & X_{e_{1}}=[1,0,0]^{T} \\ \text { y axis } P_{2}: & X_{e_{2}}=[0,1,0]^{T} \\ \text { z axis } P_{3}: & X_{e_{3}}=[0,0,1]^{T}\end{cases}
$$

### 5.3.1 Orientation Definition in Virtual Visual Space

In order to specify 3 orthogonal vectors in the virtual visual space, which can be used to represent visual orientation, the 4 points defined in (5.27) can be represented in frame $O_{\mathrm{v}}$ and $O_{s}$ using (5.26)

$$
\left\{\begin{array} { l } 
{ X _ { \mathrm { v } _ { e f } } = [ 0 , 0 , 0 ] ^ { T } }  \tag{5.28}\\
{ X _ { \mathrm { v } _ { 1 } } = [ 1 , 0 , 0 ] ^ { T } } \\
{ X _ { \mathrm { v } _ { 2 } } = [ 0 , 1 , 0 ] ^ { T } } \\
{ X _ { \mathrm { v } _ { 3 } } = [ 0 , 0 , 1 ] ^ { T } }
\end{array} \Longrightarrow \left\{\begin{array}{l}
X_{s_{e f}}=\left[c_{x}, c_{x}, c_{y}\right]^{T} \\
X_{s_{1}}=\left[c_{x}+\frac{f \beta}{\lambda}, c_{x}, c_{y}\right]^{T} \\
X_{s_{2}}=\left[c_{x}, c_{x}+\frac{f \beta}{\lambda}, c_{y}\right]^{T} \\
X_{s_{3}}=\left[c_{x}, c_{x}, c_{y}+\frac{f \beta}{\lambda}\right]^{T}
\end{array}\right.\right.
$$

In the same form, using 5.28, we define a basis of the 3D virtual visual space (expressed in pixels)

$$
\left\{\begin{align*}
V_{1}=X_{s 1}-X_{s_{e f}}=\left[\begin{array}{lll}
\frac{f \beta}{\lambda}, & 0, & 0
\end{array}\right]^{T}  \tag{5.29}\\
V_{2}=X_{s 2}-X_{s_{e f}}=\left[\begin{array}{lll}
0, & \frac{f \beta}{\lambda}, & 0
\end{array}\right]^{T} \\
V_{3}=X_{s 3}-X_{s_{e f}}=\left[\begin{array}{lll}
0, & 0, & \frac{f \beta}{\lambda}
\end{array}\right]^{T}
\end{align*}\right.
$$

According to the definition of the rotation matrix, the orientation of this 3D virtual visual space is represented as

$$
R_{s}^{\mathrm{v}}=\left[\begin{array}{lll}
\frac{V_{1}}{\left\|V_{1}\right\|} & \frac{V_{2}}{\left\|V_{2}\right\|} & \frac{V_{3}}{\left\|V_{3}\right\|} \tag{5.30}
\end{array}\right]=I
$$

Hence, the visual rotation matrix of the end-effector with respect to $O_{s}$ can be computed as

$$
\begin{align*}
R_{s}^{e f} & =R_{s}^{\mathrm{v}} R_{\mathrm{v}}^{e f}=R_{\mathrm{v}}^{e f}  \tag{5.31}\\
& =\left(R_{\mathrm{v}}^{C_{l}} R_{C_{l}}^{b}\right) R_{b}^{e f} . \tag{5.32}
\end{align*}
$$

### 5.3.2 Orientation Mapping $J_{\omega}$

Given a rotation matrix $R$, the angular velocity of the rotating frame can be represented as

$$
\begin{equation*}
S(\omega)=\dot{R} R^{T} \tag{5.33}
\end{equation*}
$$

in which $S(\omega)$ is a skew symmetric matrix, defined as

$$
S(\omega)=\left[\begin{array}{ccc}
0 & -\omega_{z} & \omega_{y}  \tag{5.34}\\
\omega_{z} & 0 & -\omega_{x} \\
-\omega_{y} & \omega_{x} & 0
\end{array}\right]
$$

and $\omega=\left[\omega_{x}, \omega_{y}, \omega_{z}\right]^{T}$ is the angular velocity.
Therefore, the angular velocity of the end-effector frame with respect to the robot base frame $\left(\omega_{b}\right)$ is given by

$$
\begin{equation*}
S\left(\omega_{b}\right)=\dot{R}_{b}^{e f}\left(R_{b}^{e f}\right)^{T} \tag{5.35}
\end{equation*}
$$

and using 5.32 the angular velocity $\left(\omega_{s}\right)$ of the end-effector frame with respect to $O_{s}$ is given by ${ }^{11}$

$$
\begin{align*}
S\left(\omega_{s}\right) & =R_{s}^{e f}\left(R_{s}^{e f}\right)^{T}  \tag{5.36}\\
& =\left(R_{\mathrm{v}}^{C_{l}} R_{C_{l}}^{b}\right) R_{b}^{e f}\left(R_{b}^{e f}\right)^{T}\left(R_{\mathrm{v}}^{C_{l}} R_{C_{l}}^{b}\right)^{T}  \tag{5.37}\\
& =\left(R_{\mathrm{v}}^{C_{l}} R_{C_{l}}^{b}\right) S\left(\omega_{b}\right)\left(R_{\mathrm{v}}^{C_{l}} R_{C_{l}}^{b}\right)^{T}  \tag{5.38}\\
& =S\left(\left(R_{\mathrm{v}}^{C_{l}} R_{C_{l}}^{b}\right) \omega_{b}\right) . \tag{5.39}
\end{align*}
$$

From 5.39 we can obtain the visual angular velocity

$$
\begin{equation*}
\omega_{s}=\left(R_{\mathrm{v}}^{C_{l}} R_{C_{l}}^{b}\right) \omega_{b} \tag{5.40}
\end{equation*}
$$

Now, let $\theta=[\alpha, \beta, \gamma]^{T}$ be a vector of Euler angles, which denotes a minimal representation for the orientation of the end-effector frame relative to the robot base frame. Then, the definition

[^6]of the angular velocity $\omega$ is given by 155
\[

$$
\begin{equation*}
\omega=T(\theta) \dot{\theta} \tag{5.41}
\end{equation*}
$$

\]

If $R_{e f}=R_{z, \gamma} R_{y, \beta} R_{x, \alpha}$ is the Euler angle transformation, then

$$
T(\theta)=\left[\begin{array}{ccc}
\cos (\gamma) \cos (\beta) & -\sin (\gamma) & 0  \tag{5.42}\\
\sin (\gamma) \cos (\beta) & \cos (\gamma) & 0 \\
-\sin (\beta) & 0 & 1
\end{array}\right]
$$

Singularities of the matrix $T(\theta)$ are called representational singularities. It can easily be shown that $T(\theta)$ is invertible provided $\cos (\beta) \neq 0$.

Substituting (5.41) into (5.40) we obtain

$$
\begin{equation*}
T\left(\theta_{s}\right) \dot{\theta}_{s}=\left(R_{\mathrm{v}}^{C_{l}} R_{C_{l}}^{b}\right) T\left(\theta_{b}\right) \dot{\theta}_{b} \tag{5.43}
\end{equation*}
$$

Furthermore, this expression can be written as

$$
\begin{align*}
\dot{\theta}_{s} & =\left[\begin{array}{c}
\dot{\alpha}_{s} \\
\dot{\beta}_{s} \\
\dot{\gamma}_{s}
\end{array}\right]=\overbrace{T\left(\theta_{s}\right)^{-1}\left(R_{\mathrm{v}}^{C_{l}} R_{C_{l}}^{b}\right) T\left(\theta_{b}\right)}^{J_{\omega}} \dot{\theta}_{b}  \tag{5.44}\\
& =J_{\omega} \dot{\theta}_{b} \tag{5.45}
\end{align*}
$$

where the matrix $J_{\omega} \in \mathbb{R}^{3 \times 3}$ is defined as the orientation image Jacobian.

### 5.4 Visual Jacobian

In the previous sections, we have defined the mappings for the 3D pixel position and orientation separately as position image Jacobian $\left(J_{v}\right)$ and orientation image Jacobian $\left(J_{\omega}\right)$. Combining equation (5.25) and 5.45 we have the full expression

$$
\begin{align*}
\dot{W}_{s} & =\left[\begin{array}{c}
\dot{X}_{s} \\
\dot{\theta}_{s}
\end{array}\right]=\left[\begin{array}{cc}
J_{v} & 0 \\
0 & J_{\omega}
\end{array}\right]\left[\begin{array}{c}
\dot{X}_{b} \\
\dot{\theta}_{b}
\end{array}\right]  \tag{5.46}\\
& =J_{\mathrm{img}} \dot{W}_{b} \tag{5.47}
\end{align*}
$$

where $J_{\text {img }} \in \mathbb{R}^{6 \times 6}$ is defined as the image Jacobian, which is a block diagonal Jacobian matrix.

Substituting the robot differential kinematics $\dot{W}_{b}=J_{a}(q) \dot{q}$, equation 5.47 can be rewritten in the form

$$
\begin{equation*}
\dot{W}_{s}=J_{\mathrm{img}} J_{a}(q) \dot{q}=J_{s} \dot{q} \tag{5.48}
\end{equation*}
$$

where $J_{a}(q) \in \mathbb{R}^{6 \times 6}$ is the analytical Jacobian matrix of the robot manipulator and $J_{s} \in \mathbb{R}^{6 \times 6}$ is defined as the Visual Jacobian.

The analytical Jacobian, $J_{a}(q)$ can be computed from the geometric Jacobian $J(q)$ as

$$
J_{a}(q)=\left[\begin{array}{cc}
I & 0  \tag{5.49}\\
0 & T\left(\theta_{b}\right)^{-1}
\end{array}\right] J(q)
$$

provided that $\operatorname{det}(T(\theta)) \neq 0$.
Then the inverse differential kinematics that relates generalized joint velocities $\dot{q}$ and 6D visual velocities $\dot{W}_{s}$ is given by

$$
\begin{equation*}
\dot{q}=J_{s}^{-1} \dot{W}_{s}=J_{a}(q)^{-1} J_{\mathrm{img}}{ }^{-1} \dot{W}_{s} \tag{5.50}
\end{equation*}
$$

Equation 5.50 is the inputs of the controller, which is used to design a regressor-based adaptive control law in the next section.

Some remarks about the proposed visual Jacobian and visual servoing are presented here:

## Remark: Image-based Visual Servoing.

As shown in the Fig. 5.2, the general idea behind our method is that we try to extract six independent features $W_{s}$ (pixel) from the classical image features $s$ in order to get a square full-rank image Jacobian $J_{\text {img }}$. The mapping from $s$ to our new features $W_{s}$ can be obtained by many different methods. In this thesis, we provide one possible solution by recovering 3D positions from stereo cameras and re-projecting them into two virtual camera frames. Both these steps are intermediate steps to calculate the required mapping.

Remark: Singularity-free $J_{\text {img }}$.
From 5.46, we can see that $\operatorname{det}\left(J_{\mathrm{img}}\right)=\operatorname{det}\left(J_{v}\right) \operatorname{det}\left(J_{\omega}\right)$, therefore the set of singular configurations of $J_{\mathrm{img}}$ is the union of the set of position configurations satisfying $\operatorname{det}\left(J_{v}\right)=0$ and the set of orientation configurations satisfying $\operatorname{det}\left(J_{\omega}\right)=0$.

From 5.21 and 5.24, we can see that $J_{v}^{-1}=R_{C_{l}}^{b}{ }^{-1} R_{\mathrm{v}}^{C_{l}-1} J_{o}{ }^{-1} R_{\alpha}^{-1}$. The matrices $R_{C_{l}}^{b}, R_{\mathrm{v}}^{C_{l}} \in S O(3)$ and $R_{\alpha}=\operatorname{diag}(f \beta) \in \mathbb{R}^{3 \times 3}$ are non-singular. Then, $\operatorname{det}\left(J_{o}\right)=0 \rightarrow \operatorname{det}\left(J_{v}\right)=$ 0 . This condition is present only when: 1) $O_{11}+\lambda=0$ and $O_{21}-\lambda=0$ or 2) $x_{\mathrm{v}}=-\lambda$ and $y_{\mathrm{v}}=O_{21}$ or 3) $y_{\mathrm{v}}=\lambda$ and $x_{\mathrm{v}}=O_{11}$. However, $O_{11}, O_{21}$ and $\lambda$ are also defined by the user. Then, a non-singular $J_{v}$ can be obtained using the condition $O_{11}=O_{21}, \lambda>\max \left(x_{\mathrm{v}_{\max }}, y_{\mathrm{v}_{\max }}\right)$, where $x_{\mathrm{v}_{\text {max }}}$ and $y_{\mathrm{v}_{\text {max }}}$ are delimited by the robot workspace defined with respect to $O_{\mathrm{v}}$. Hence, $\operatorname{det}(J v) \neq 0$ and can not become infinite.

In (5.44), singularities of the matrix $T(\theta)$ are called representational singularities, which means when these happen, the orientation can not be presented as Euler angles. In our case,

Euler angles always exist by constraining those special points. By providing $\operatorname{det}(T(\theta)) \neq 0, J_{\omega}^{-1}$ always exists. Therefore, the singularities of $J_{s}$ are defined only by the singularities of $J(q)$.

## Remark: Sensitivity to Camera Orientation $R_{C_{l}}^{b}$.

The orientation matrix $R_{C_{l}}^{b}$ requires a special attention because it can cause system instability. Instead of requiring an exact off-line calibration of this parameter, the problem is tackled in two parts: a) A coarse on-line estimation of the orientation matrix is computed using the real-time information generated by the robot (subsec 5.4.1) and b) Estimation errors for the complete Jacobian $J_{s}$ are taken into account in the control design. Thus, a robust control approach is used to cope with these errors, including estimated error in $R_{C_{l}}^{b}$ and the stereo-rig intrinsic parameter uncertainties (subsection 5.5.3).

### 5.4.1 On-line Orientation Matrix Estimation

The stereo system is composed of two USB cameras fixed on a tripod. The stereo-rig is assumed to be known, which means that the intrinsic parameters and the transformation between two cameras are known and constant. These can be calculated once off-line. The whole stereo camera setup can be moved together during the visual tasks.

We define this system as uncalibrated because we not only assume that the calibration of the stereo cameras system (left camera $O_{C_{l}}$ ) with respect to the wcf $\left(O_{b}\right)$ is unknown, but we also consider the possibility of on-line modification of the parameters that define this relationship (e.g. $R_{C_{l}}^{b}$ ). Nevertheless, an exact calibration of the stereo system is also not required because errors in the estimation of these visual parameters are handled in the control law ( $\sec 5.5 .3$ ).

In order to compute the image Jacobian $J_{\mathrm{img}}$ in 5.46), we use an on-line orientation estimator for $R_{C_{l}}^{b}$, where two sets of position points defined in coordinate frames $O_{b}$ and $O_{C_{l}}$ are used. These sets are generated while the robot is moving. The estimation approach uses Singular Value Decomposition (SVD) [158]. More details about the on-line orientation estimation has been presented in section 4.3.3. This rotation matrix is prone to errors of estimation which are considered in the next section.

### 5.5 6D Visual Servoing

In this section, we describe the design of an adaptive image-based dynamic control. Here we use an adaptive controller since it allows to deal with some uncertainties from robot model and camera calibration. The proposed second order sliding mode control is chattering free. This result is obtained using the $\int \operatorname{sign}(*)$ function instead of directly using the $\operatorname{sign}(*)$ function.

Furthermore, the $\operatorname{sign}(*)$ function is also replaced for $\tanh (\mu *)$ to avoid discontinuous signals for the nominal reference, similar to [161]. This control method includes the robot dynamics model in its passivity proof.

### 5.5.1 Non Linear Robot Dynamic Model

The dynamics of a serial n-link rigid, fully actuated robot manipulator can be written as follows

$$
\begin{equation*}
M(q) \ddot{q}+C(q, \dot{q}) \dot{q}+G(q)+B \dot{q}=\tau \tag{5.51}
\end{equation*}
$$

where $q \in \mathbb{R}^{n \times 1}$ is the vector of joint positions, $\tau \in \mathbb{R}^{n \times 1}$ stands for the applied joint torques, $M(q) \in \mathbb{R}^{n \times n}$ is the symmetric positive definite inertia matrix, $C(q, \dot{q}) \dot{q} \in \mathbb{R}^{n \times n}$ is the vector of centripetal and Coriolis effects, $G(q) \in \mathbb{R}^{n \times 1}$ is the vector of gravitational torques, and finally $B \in \mathbb{R}^{n \times n}$ is a diagonal matrix for the viscous frictions.

The robot model described in 5.51) can be written in terms of a known state robot regressor $Y_{r}=Y(q, \dot{q}, \ddot{q}) \in \mathbb{R}^{n \times m}$ and an unknown robot parameter vector $\Theta \in \mathbb{R}^{m \times 1}$ by using nominal references $\dot{q}_{r}$ and $\ddot{q}_{r}$ as follows:

$$
\begin{equation*}
M(q) \ddot{q}_{r}+C(q, \dot{q}) \dot{q}_{r}+G(q)+B \dot{q}_{r}=Y_{r} \Theta \tag{5.52}
\end{equation*}
$$

Subtracting the linear parameterization equation (5.52) to (5.51, produces the open-loop error dynamics

$$
\begin{equation*}
M(q) \dot{S}_{q}+C(q, \dot{q}) S_{q}=\tau-Y_{r} \Theta \tag{5.53}
\end{equation*}
$$

with the joint error surface $S_{q}$ defined as $S_{q}=\dot{q}-\dot{q}_{r}$, where $\dot{q}_{r}$ represents the nominal reference of joint velocities. This nominal reference can be used to design a control in the virtual visual space.

### 5.5.2 Joint Velocity Nominal Reference

Considering equation 5.50, $\dot{q}_{r}$ can be defined as

$$
\begin{equation*}
\dot{q}_{r}=J_{s}^{-1} \dot{W}_{s_{r}} \tag{5.54}
\end{equation*}
$$

where, the 6 D visual nominal reference $\dot{W}_{s_{r}}$ is given by

$$
\begin{align*}
\dot{W}_{s_{r}}=\dot{W}_{s_{d}}-K_{p} \Delta W_{s}+S_{s_{d}} & -K_{1} \int_{t_{0}}^{t} S_{s_{\delta}}(\zeta) d \zeta-K_{2} \int_{t_{0}}^{t} \operatorname{sign}\left(S_{s_{\delta}}(\zeta)\right) d \zeta  \tag{5.55}\\
S_{s_{\delta}} & =S_{s}-S_{s_{d}}  \tag{5.56}\\
S_{s} & =\left(\Delta \dot{W}_{s}+K_{p} \Delta W_{s}\right)  \tag{5.57}\\
S_{s_{d}} & =S_{s}\left(t_{0}\right) e^{-\kappa t} \tag{5.58}
\end{align*}
$$

where $\dot{W}_{s_{d}}$ is the desired visual velocity, $\Delta W_{s}=W_{s}-W_{s_{d}}$ is the visual position error, $\Delta \dot{W}_{s}$ is the visual velocity error, $K_{p}=K_{p}^{T} \in \mathbb{R}_{+}^{6 \times 6}$ and $K_{j}=K_{j}^{T} \in \mathbb{R}_{+}^{6 \times 6}($ with $j=1,2)$ and $S_{s \delta}$ is the virtual visual error surface.

Using $\sqrt{5.54} 5.58)$ in $S_{q}$ we obtain:

$$
\begin{equation*}
S_{q}=\dot{q}-\dot{q}_{r}=J_{s}^{-1}\left(\dot{W}_{s}-\dot{W}_{s_{r}}\right)=J_{s}^{-1} S_{e} \tag{5.59}
\end{equation*}
$$

with

$$
\begin{equation*}
S_{e}=S_{s_{\delta}}+K_{1} \int_{t_{0}}^{t} S_{s_{\delta}}(\zeta) d \zeta+K_{2} \int_{t_{0}}^{t} \operatorname{sign}\left(S_{s_{\delta}}(\zeta)\right) d \zeta \tag{5.60}
\end{equation*}
$$

where $S_{e}$ is the extended virtual visual error manifold.

### 5.5.3 Uncertainties in $J_{s}$

The above definition of $\dot{q}_{r}$ depends on the exact calibration of $J_{s}$. However, this is a very restricted assumption. Hence, the uncertainties in the Visual Jacobian $J_{s}$ should be taken into account in the control design. To achieve this, the uncalibrated nominal reference is defined by

$$
\begin{equation*}
\hat{\dot{q}}_{r}=\widehat{J}_{s}^{-1} \dot{W}_{s_{r}} \tag{5.61}
\end{equation*}
$$

where $\widehat{J}_{s}$ is an estimate of $J_{s}$ such that $\widehat{J}_{s}$ is full-rank. $\forall q \in \Omega_{q}$ defines the singularity-free workspace, where $\Omega_{q}=\left\{q \mid \operatorname{det}(J(q)) \neq 0, \forall q \in \mathbb{R}^{n \times 1}\right\}$. Then, the uncalibrated joint error surface is:

$$
\begin{equation*}
\hat{S}_{q}=\dot{q}-\widehat{\hat{q}_{r}}=S_{q}-\Delta J_{s} \dot{W}_{s_{r}} \tag{5.62}
\end{equation*}
$$

with $\Delta J_{s}=\widehat{J}_{s}^{-1}-J_{s}^{-1}$ as the estimation errors, which includes both intrinsic and extrinsic real-camera parameters and kinematic robot parameters.

### 5.5.4 Adaptive Control Design

Consider a robot manipulator in closed loop with the following second order sliding visual servoing scheme,

$$
\begin{align*}
\tau & =-K_{d} \hat{S}_{q}+\hat{Y}_{r} \hat{\Theta}  \tag{5.63}\\
\dot{\hat{\Theta}} & =-\Gamma \hat{Y}_{r}^{T} \hat{S}_{q} \tag{5.64}
\end{align*}
$$

where $\hat{\Theta}$ is the on-line estimation of the constant robot parameter vector, $K_{d}=K_{d}{ }^{T} \in \mathbb{R}_{+}^{n \times n}$ and $\Gamma \in \mathbb{R}_{+}^{m \times m}$ are constant matrices. This adaptive on-line estimation together with the second order sliding mode in $S_{s_{\delta}}$ handle the uncertainties on the robot dynamic/kinematic and camera parameters. The framework for integration the proposed visual features with this adaptive control is shown in Fig. 5.5.


Figure 5.5: New 6D visual servoing framework.

### 5.5.5 Stability Proof

The stability proof is conducted in three parts:

## 1. Boundedness of the closed loop trajectories

The uncalibrated closed-loop error dynamics between 5.53 and $5.63 \sqrt{5.64}$ gives

$$
\begin{align*}
M(q) \dot{\hat{S}}_{q} & =\tau-\hat{Y}_{r} \Theta-C(q, \dot{q}) \hat{S}_{q}  \tag{5.65}\\
& =-K_{d} \hat{S}_{q}+\hat{Y}_{r} \Delta \Theta-C(q, \dot{q}) \hat{S}_{q} \tag{5.66}
\end{align*}
$$

with $\Delta \Theta=\hat{\Theta}-\Theta$.
The uncalibrated error kinematic energy can be used as a Lyapunov function in the following form as:

$$
\begin{equation*}
V=\frac{1}{2}\left[\hat{S}_{q}^{T} M(q) \hat{S}_{q}+\Delta \Theta^{T} \Gamma^{-1} \Delta \Theta\right] . \tag{5.67}
\end{equation*}
$$

Considering the time derivative of 5.67 in closed loop with 5.635 .66 , $\dot{V}$ yields

$$
\begin{align*}
\dot{V} & =\hat{S}_{q}^{T} M \dot{\dot{S}_{q}}+\frac{1}{2} \hat{S}_{q}^{T} \dot{M} \hat{S}_{q}+\Delta \Theta^{T} \Gamma^{-1} \dot{\hat{\Theta}}  \tag{5.68}\\
& =-\hat{S}_{q}^{T} K_{d} \hat{S}_{q}+\hat{S}_{q}^{T} \hat{Y}_{r} \Delta \Theta-\Delta \Theta^{T} \hat{Y}_{r}^{T} \hat{S}_{q}  \tag{5.69}\\
& =-K_{d}\left\|\hat{S}_{q}\right\| \leq 0 \tag{5.70}
\end{align*}
$$

where, the property $\sqrt{5.52}$ in terms of $\hat{S}_{q}$ has been used.

Selecting a positive $K_{d}$, equation 5.70 becomes negative semidefinite and this proves the passivity of the robot dynamics (5.51) in closed loop with 5.63 5.64. Then, the following properties of the closed-loop state arises

$$
\begin{equation*}
\hat{S}_{q} \in L_{\infty} \rightarrow S_{e} \in L_{\infty} \Longrightarrow\left(S_{s_{\delta}}, \int_{t_{0}}^{t} \operatorname{sign}\left(S_{s_{\delta}}(\zeta)\right) d \zeta\right) \in L_{\infty} \tag{5.71}
\end{equation*}
$$

Which implies that all signal states are bounded, specially $\left(\dot{q}_{r}, \ddot{q}_{r}\right) \in L_{\infty}$ and $\left(\dot{W}_{s_{r}}, \ddot{W}_{s_{r}}\right) \in L_{\infty}$.

## 2. Second-order sliding modes

From 5.59 and 5.62 we obtain

$$
\begin{equation*}
\hat{S}_{q}=J_{s}^{-1} S_{e}-\Delta J_{s} \dot{W}_{s_{r}} \tag{5.72}
\end{equation*}
$$

Using (5.60, 5.72 can be written as

$$
\begin{gather*}
J_{s}\left(\hat{S}_{q}+\Delta J_{s} \dot{W}_{s_{r}}\right)=S_{e}  \tag{5.73}\\
S_{e}=S_{s_{\delta}}+K_{1} \int_{t_{0}}^{t} S_{v_{\delta}}(\zeta) d \zeta+K_{2} \int_{t_{0}}^{t} \operatorname{sign}\left(S_{v_{\delta}}(\zeta)\right) d \zeta \tag{5.74}
\end{gather*}
$$

then we generate an error function in terms of $S_{s_{\delta}}$ as

$$
\begin{equation*}
S_{s_{\delta}}=-K_{1} \int_{t_{0}}^{t} S_{s_{\delta}}(\zeta) d \zeta-K_{2} \int_{t_{0}}^{t} \operatorname{sign}\left(S_{s_{\delta}}(\zeta)\right) d \zeta+S_{e} \tag{5.75}
\end{equation*}
$$

Taking the time derivative of 5.75 and multiplying it by $S_{s_{\delta}}^{T}$, we can prove the sliding mode regimen

$$
\begin{equation*}
S_{s_{\delta}}^{T} \dot{S}_{s_{\delta}} \leq-K_{1}\left\|S_{s_{\delta}}\right\|-\mu\left|S_{s_{\delta}}\right| \tag{5.76}
\end{equation*}
$$

with $\mu=K_{2}-\left|\frac{d}{d t} S_{e}\right|$. If $K_{2} \geq\left|\frac{d}{d t} S_{e}\right|$, then a sliding mode at $S_{v_{\delta}}=0$ is induced at $t_{s}=\frac{\left|S_{s_{\delta}}\left(t_{0}\right)\right|}{\mu}$. Moreover, notice that for any initial condition $S_{s_{\delta}}\left(t_{0}\right)=0$ then $t_{s}=0$, which implies that the sliding mode is guaranteed for all time.

## 3. Exponential convergence of visual tracking errors

Since a sliding mode exists at all times at $S_{s_{\delta}}(t)=0$, then $S_{s}=S_{s_{d}}$, therefore $\Delta \dot{W}_{s}=$ $-K_{p} \Delta W_{s}+S_{s}\left(t_{0}\right) e^{-\kappa t} \forall t$, which implies that the 6 D visual tracking errors converge to zero exponentially fast.

## Remark: Convergence of $\Delta W_{b}$ without local minima.

Given that $J_{i m g}$ is full-rank $\forall t$, from (5.47) can be seen that $\Delta W_{s}=0 \rightarrow \Delta W_{b}=0$ without local minima. This is the most important impact of designing a full-rank image Jacobian which, in general, is not obtained with the classical methods.

### 5.6 Simulation

In this algorithm, a torque level adaptive controller is evaluated in simulation to better illustrate the robustness of the system to uncertainties in the robot parameters and changes in the extrinsic parameters of the stereo system.

We simulate a 6DOF industrial robot with real robot dynamic parameters in closed loop with the control approach in 5.635 .64 . Real camera parameters are used to simulate the camera projections[2]. The Cartesian pose is projected into two virtual orthogonal cameras to get the new visual features as inputs for the visual servoing system. Our simulation platforms is the same as the real experiments, except we simulate the 6 D visual desired pose. The robot motions are visualized in a 3D Visualization System (sub-sec 7.2.3).

In the simulation we first show the robustness of the system to uncertainties in the robot parameters and changes in the extrinsic parameters of the stereo system. Then, two simulation tasks are evaluated to show the performance of the proposed scheme.

### 5.6.1 Robustness to uncertainties

The task is defined as follows: the robot end-effector is commanded to draw a circle in the world coordinate frame using the Cartesian trajectory $X_{b_{d}}=[0.2 \sin (\omega t), 0.2 \cos (\omega t)-0.8,0.5]^{T}$, where $\omega=10 \mathrm{rad} / \mathrm{sec}$.


Figure 5.6: Simulation results: the robustness to uncertainties of the camera parameters.

Fig. 5.6 shows the results obtained from the simulation, where the 3D position tracking can be observed in both space. During the simulation, an estimate of robot parameters and a coarse-calibrated camera intrinsic parameters are used in the control law, and at time $t=4 s$, $t=7 s$, the extrinsic camera parameters are altered, see Fig. 5.6 (c). From the plots it can be observed that even when the parameters change, the controller is capable to cope with these uncertainties and maintain stability of the system. In the case of changes in the orientation matrix $R_{C_{l}}^{b}$, the controller can handle the uncertainty to a certain extent (approx. $20 \%$ error). Therefore, a suitable technique to generate a rough estimation of $R_{C_{l}}^{b}$ is needed to guarantee the stability (subsection 5.4.1).

### 5.6.2 Regulation

The robot end-effector is commanded to a desired pose as $W_{b_{d}}=[0.0,-0.7,0.5,3.0, p i / 4,2.2]^{T}$. We map this desired Cartesian pose to the desired 6D pixel pose $W_{s}$, which is used to design the error function for the control scheme.

Simulation results are depicted in Fig. 5.7 Each figure consists of a set of plots shown in three columns: Column (a) shows the 3D visual position and Euler angles in the virtual visual space. It also includes their corresponding errors. The same results for the Task space (Cartesian Space) are illustrated in the second column (b). The 6D trajectories of the robot end-effector are depicted in both virtual visual space and Cartesian space.

The end-effector trajectories are close to a straight line in both spaces, see Fig. 5.7.(1). The position and rotation motions exhibit exponential convergence of the visual errors. In 5.7 . elements (a). 3 and (b). 3 are the 3D position errors, while elements (a). 4 and (b). 4 illustrate the orientation errors. The third column (c) in the same figures demonstrates the virtual visual sliding surface and the error surface for the second order sliding mode control. The figures also illustrate that when the 6 D pixel pose $W_{s}$ convergence to the desired goal in virtual visual space, the end-effector pose also converges to the goal in Cartesian space without local minima.

### 5.6.3 Tracking

The robot end-effector is commanded to draw a circle and rotate the end-effector in the Task space using the trajectory $W_{b_{d}}=[0.1 \sin (\omega t)+0.6,0.2 \cos (\omega t), 0.5,3.0, p i / 4,0.8 \sin (\omega t)+2.0]^{T}$, where $\omega=0.05 \mathrm{rad} / \mathrm{sec}$.

Fig. 5.8 demonstrate the tracking results. The 3D trajectories are precise tracking in both spaces, while the orientation tracking has well behavior. Fig. 5.8.(3) and (4) show 6D pose

## Simulation --- Regulation



Figure 5.7: Simulation results for regulation in both Cartesian space and virtual visual space.
errors for both spaces. The results demonstrate the convergence of errors in both virtual visual space and Cartesian space without local minima. The plots in column (a) and (b) confirm that the mapping from the proposed virtual space to 3D Cartesian space is linear, and the control of rotational and translational motion of robot is decoupled due to the diagonal image Jacobian.

## Simulation --- Tracking



Figure 5.8: Simulation results for 6D tracking.

### 5.7 Discussion

In this chapter, we have investigated the control of translational and rotational motion for the end-effector of a robotic manipulator under visual feedback from fixed stereo cameras. An uncalibrated stereo vision system is used to compute the Cartesian position of feature points,
and then map these points to two virtual orthogonal cameras. The virtual cameras have a wide baseline, are orthogonal to each other and are aligned with the stereo camera frame axes. This results in a unique decoupling of the features in these two virtual images. Instead of using the classical visual features, we extract 6 orthogonal features as image features.

The key contributions of this chapter can be summarized into these aspects:

1. We have proposed a new virtual visual space (measured in pixels), where a 6 D visual pose vector ( 6 orthogonal features) is defined and chosen as inputs instead of the classical visual features for IBVS method.
2. Using this 6 D visual pose, we obtain a $6 \times 6$ full-rank image Jacobian that can avoid the well-known problems such as the image space singularities and local minima.
3. The proposed visual Jacobian is used to design an adaptive dynamic controller, which is evaluated by two simulation tests on an eye-to-hand robotic system. The results of the evaluation confirm the improvement in controller stability and motion performance. In order to evaluated the advantages of the proposed 6DVS scheme and show the novel properties of the new image features, the comparison of the behavior with the different visual servoing schemes is presented in next chapter 6
4. Moreover, in Chapter 7 and 8, the proposed visual servoing is experimentally shown to be easy to integrate with the environment constraints such as robot singularities avoidance and (self-/obstacle-) collision avoidance in real world applications.

## Chapter 6

## Comparison with classical Visual Servoing Schemes

In this chapter, we compare the proposed 6 D scheme $(6 \mathrm{DVS})$ presented in previous chapter with classical visual servoing approaches (IBVS, PBVS and HYVS). First, the selected control features for different schemes are reviewed, with which the controller is designed in closed loop with the control approach 5.635 .64 . Then five standard simulation tasks are tested to evaluate and compare the approaches in terms of steady state errors, transient systems performance, robustness to uncertainties and decoupling controlled signals. Simulation results prove that the new features in proposed 6DVS perform better than classical ones since the system combines the advantages of 2 D and 3 D visual servoing.

Simulations are based on a 6-DOF StaübliTX90 industrial manipulator and a target with four feature points. The real camera parameters and real robot dynamic parameters are used in the simulation.

### 6.1 Visual Features for different VS Approaches

As described in the visual servoing control tutorial [10], The aim of all vision-based control schemes is to minimize an error $e(t)$, which is typically defined by

$$
\begin{equation*}
e(t)=s-s_{d} \tag{6.1}
\end{equation*}
$$

and the design of the control scheme can be quite simple. Perhaps the most straightforward approach is to design a velocity controller, the relationship is given by

$$
\begin{equation*}
\dot{s}=L_{s} \mathrm{v}_{c} \tag{6.2}
\end{equation*}
$$
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in which $s$ is a set of geometrical features whose time derivative $\dot{s}$ is linearly related to the spatial velocity $\mathrm{v}_{c}=\left[v_{c}, \omega_{c}\right]^{T}$ of the camera (eye-in-hand configuration ${ }^{1}$ ) through the interaction matrix $L_{s}$. Using this relationship, control schemes are designed to minimize the error $e$ between the current value of the visual feature $s$ and its desired value $s_{d}$.

Using (6.1) and 6.2, we immediately obtain the relationship between the robot velocity and the time variation of the error:

$$
\begin{equation*}
\dot{e}=L_{e} \mathrm{v}_{c} \tag{6.3}
\end{equation*}
$$

where $L_{e}=L_{s}$. Considering $\mathrm{v}_{c}$ as the input to the robot controller, and we can solve it as

$$
\begin{equation*}
\mathrm{v}_{c}=L_{e}^{+} \dot{e} \tag{6.4}
\end{equation*}
$$

where $L_{e}^{+} \in \mathbb{R}^{6 \times 6}$ is chosen as the Moore-Penrose pseudo-inverse of $L_{e}$.
Visual servoing schemes mainly differ in the way that the visual feature vector $s$ is designed, which decide the formate of control Jacobian $L_{e}$ and the performance of the system. In order to compare different Visual Servoing schemes, in this section, we review three classical approaches and our proposed scheme regarding different selected $s$ and the control Jacobian.

### 6.1.1 Image-based Visual Servoing

Suppose that the robot end-effector is moving with angular velocity $\omega_{c}=\left[\omega_{x}, \omega_{y}, \omega_{z}\right]^{T}$ and translational velocity $v_{c}=\left[v_{x}, v_{y}, v_{z}\right]^{T}$ both with respect to the camera frame $O_{c}$ in a fixed camera system (eye-to-hand configuration). Consider the motion of a plane $\pi$ attached to the end effector of a robot that rotates and translates through space in order to obtain a desired position and orientation of the end-effector. We define four target points on $\pi$ denoted by $P_{i}$, $\forall i=1,2,3,4$.

Traditional image-based control schemes (IBVS), use the image plane coordinates of a set of points to define the set $s$. By considering a 3D point with coordinates $P=[X, Y, Z]^{T}$ in the camera frame and using a perspective projection model, the point $X$ is projected on a 2 D point x of coordinates $(x, y)$ on image plane such that:

$$
\left[\begin{array}{l}
x  \tag{6.5}\\
y
\end{array}\right]=\left[\begin{array}{l}
X / Z \\
Y / Z
\end{array}\right]=\left[\begin{array}{c}
\left(u-c_{x}\right) / f \alpha \\
\left(v-c_{y}\right) / f
\end{array}\right]
$$

where $s=[u, v]$ is the image point coordinates in pixel unit, $c=\left[c_{x}, c_{y}\right]$ is the coordinates of the principle point, $f$ is the focal length of the camera lens and $\alpha$ is the ratio of pixel dimension.

[^7]For 4 image points, the visual feature vector is

$$
\begin{align*}
s=m & =\left[x_{1}, y_{1}, x_{2}, y_{2}, x_{3}, y_{3}, x_{4}, y_{4}\right]^{T}  \tag{6.6}\\
\dot{m} & =\mathbf{L}_{\mathbf{x}} \cdot \mathbf{v}_{c} \tag{6.7}
\end{align*}
$$

and the interaction matrix $\mathbf{L}_{\mathbf{x}}=\left[\begin{array}{llll}L_{\mathrm{x}_{1}} & L_{\mathrm{x}_{2}} & L_{\mathrm{x}_{3}} & L_{\mathrm{x}_{4}}\end{array}\right]^{T}$, and $L_{\mathrm{x}_{i}}$ defined in 2.16 is

$$
L_{\mathrm{x}_{i}}=\left[\begin{array}{cccccc}
\frac{1}{Z} & 0 & -\frac{x}{Z} & -x y & \left(1+x^{2}\right) & -y  \tag{6.8}\\
0 & \frac{1}{Z} & -\frac{y}{Z} & -\left(1+y^{2}\right) & x y & x
\end{array}\right] .
$$

The image-based approach may reduce interpretation and eliminate errors due to sensor modeling and camera calibration. However it does present a significant challenge for controller design since the features are nonlinear and highly coupled.

### 6.1.2 Position-based Visual Servoing

In position-based servoing (PBVS), image features are extracted as well, but a geometric model of the target and used known camera model are additionally used to estimate 3D information (pose of the target in Cartesian space). Feedback is computed by reducing errors of the estimated pose in Cartesian space. With a $Z Y X$ Euler angles representation for rotation matrix, denoted by $\theta=[\alpha, \beta, \gamma]^{T}$, the selected feature vector is designed as

$$
\begin{align*}
s=W_{b} & =[X, Y, Z, \alpha, \beta, \gamma]^{T}  \tag{6.9}\\
\dot{W}_{b} & =J_{p} \cdot \mathrm{v}_{c} \tag{6.10}
\end{align*}
$$

and the image Jacobian is a block diagonal matrix.

$$
J_{p}=\left[\begin{array}{cc}
I_{3} & 0  \tag{6.11}\\
0 & J_{\omega}
\end{array}\right], \quad\left[\begin{array}{c}
\dot{P} \\
\dot{\theta}
\end{array}\right]=J_{p}\left[\begin{array}{c}
v_{c} \\
\omega_{c}
\end{array}\right]
$$

The definition of the angular velocity $\omega$ is given by [155]

$$
\begin{equation*}
\omega=T(\theta) \dot{\theta} \tag{6.12}
\end{equation*}
$$

where $T(\theta)$ is defined in 5.42. Hence,

$$
\begin{equation*}
J_{\omega}=T^{-1}(\theta) \tag{6.13}
\end{equation*}
$$

### 6.1.3 Hybrid Visual Servoing

The 2-1/2D visual servoing (HYVS) is one of the advanced hybrid methods proposed so far to combine advantages of IBVS and PBVS [11. The 2-1/2D VS is based on decoupling the
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rotational motions from the translational motions through selecting visual features defined in part in 3D Cartesian space and in part in 2D image space. Thus, the rotation is controlled directly in the Cartesian space, while its translation is controlled using image-based information.

In classical 2-1/2-D visual servoing, as described by Malis et al. [132], the selected feature vector is $h=\left[X_{h}, \Theta U^{T}\right]^{T}$, where $X_{h}$ is the position vector, $\Theta$ and $U$ are the rotation angle and axis of the rotation matrix $R$. Consider a point $P=[X, Y, Z]^{T}$ (called the reference point) lying on the object. If the rotation is in $Z Y X$ Euler angles representation as $\theta=[\alpha, \beta, \gamma]^{T}$, then the control feature vector is

$$
\begin{align*}
s=h & =\left[X_{h}, \theta\right]^{T}=[x, y, \log (Z), \alpha, \beta, \gamma]^{T}  \tag{6.14}\\
\dot{h} & =J_{h} \cdot \mathrm{v}_{c} \tag{6.15}
\end{align*}
$$

The position vector $X_{h}=(x, y, \log (Z))^{T}$ is defined in extended image coordinates, where $x, y$ are directly computed from image features (2D data), and $Z$ is the depth of the considered point (3D data).

The corresponding image Jacobian is an upper block triangular matrix, which provides interesting decoupling properties. It is represented as

$$
J_{h}=\left[\begin{array}{cc}
J_{v} & J_{v \omega}  \tag{6.16}\\
0_{3} & J_{\omega}
\end{array}\right], \quad\left[\begin{array}{c}
\dot{X}_{h} \\
\dot{\theta}
\end{array}\right]=J_{h}\left[\begin{array}{c}
v_{c} \\
\omega_{c}
\end{array}\right] .
$$

Given $\dot{Z}$ in equation 2.10 , the time derivative of $\log (Z)$ can be represented as

$$
\begin{align*}
(\log (Z))^{\prime} & =\frac{1}{Z} \cdot \dot{Z}=\left[0,0, \frac{1}{Z}, \frac{Y}{Z},-\frac{X}{Z}, 0\right]\left[\begin{array}{c}
v_{c} \\
\omega_{c}
\end{array}\right]  \tag{6.17}\\
& =\left[0,0, \frac{1}{Z}, y,-x, 0\right]\left[\begin{array}{c}
v_{c} \\
\omega_{c}
\end{array}\right] \tag{6.18}
\end{align*}
$$

Combining equation (6.8) and 6.18, we can get the Jacobian matrices

$$
J_{v}=\frac{1}{Z}\left[\begin{array}{ccc}
1 & 0 & -x  \tag{6.19}\\
0 & 1 & -y \\
0 & 0 & 1
\end{array}\right]
$$

and

$$
J_{v w}=\left[\begin{array}{ccc}
-x y & \left(1+x^{2}\right) & -y  \tag{6.20}\\
-\left(1+y^{2}\right) & x y & x \\
y & -x & 0
\end{array}\right] .
$$

Since the rotational motion is directly controlled in the Cartesian space, the orientation Jacobian $J_{w}$ is the same as defined in PBVS, 6.13).

### 6.1.4 Proposed Visual Servoing

For our proposed visual servoing (6DVS), we define a new virtual visual space (image space), where a 3 D pixel position $X_{s}=\left[x_{s}, y_{s}, z_{s}\right]^{T}$ is extracted as a feature. All elements of this 3D position vector are linearly independent and orthogonal to each other, see equation 5.20 . In order to compared with $2-1 / 2 \mathrm{D}$ VS, we simplify the orientation using a rotation matrix with $Z Y X$ Euler angles representation in Cartesian space with respect to the robot base frame, denoted by $\theta$, which is the same as presented in PBVS and 2-1/2D VS. Thus, the new feature vector is

$$
\begin{equation*}
W_{s}=\left[x_{s}, y_{s}, z_{s}, \alpha, \beta, \gamma\right]^{T} \tag{6.21}
\end{equation*}
$$

and the new mapping is given by

$$
\dot{W}_{s}=\left[\begin{array}{c}
\dot{X}_{s}  \tag{6.22}\\
\dot{\theta}
\end{array}\right]=\overbrace{\left[\begin{array}{cc}
J_{v} & 0_{3} \\
0_{3} & J_{\omega}
\end{array}\right]}^{J_{\text {img }}}\left[\begin{array}{c}
v_{c} \\
\omega_{c}
\end{array}\right]
$$

where the new image Jacobian $\left(J_{\mathrm{img}} \in \mathbb{R}^{6 \times 6}\right)$ is a decoupling diagonal matrix that decouples the translational and rotational control.

The position image Jacobian is defined in (5.21) as

$$
\begin{equation*}
J_{v}=J_{\alpha} R_{\mathrm{v}}^{C_{l}} \tag{6.23}
\end{equation*}
$$

and $J_{\omega}=T^{-1}(\theta)$ is the same as presented in PBVS, 6.13.
The selected visual features and designed controller inputs of four visual servoing approaches are summarized in Table 6.1.

Table 6.1: Visual features and controller inputs for 4 visual servoing methods.

|  | Selected Visual Features $s$ | Controller Inputs |
| :--- | :---: | :---: |
| IBVS | $m=\left[x_{1}, y_{1}, x_{2}, y_{2}, x_{3}, y_{3}, x_{4}, y_{4}\right]^{T}$ | $\mathrm{v}_{c}=\mathbf{L}_{\mathbf{x}}{ }^{+} \dot{m}$ |
| PBVS | $W_{b}=[X, Y, Z, \alpha, \beta, \gamma]^{T}$ | $\mathrm{v}_{c}=J_{p}{ }^{+} \dot{W}_{b}$ |
| HYVS | $h=[x, y, \log (Z), \alpha, \beta, \gamma]^{T}$ | $\mathrm{v}_{c}=J_{h}{ }^{+} \dot{h}$ |
| $\mathbf{6 D V S}$ | $W_{s}=\left[x_{s}, y_{s}, z_{s}, \alpha, \beta, \gamma\right]^{T}$ | $\mathrm{v}_{c}=J_{\mathrm{img}}{ }^{-1} \dot{W}_{s}$ |
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### 6.2 Comparison of 6DVS with classical Methods

Simulations have been carried out in five different tests in terms of system performance, robustness to uncertainties and motion decoupling. Four corner points are extracted from image plane (Table 6.2), which can give us a $16 \times 6$ interaction matrix in the classical IBVS with stereo vision system and a $6 \times 6$ image Jacobian in our algorithm. In the proposed method 6DVS, the image measurements $(s)$ are mapped to the virtual visual space to get new visual features $\left(W_{s}\right)$, which is used to design the error function for the control scheme. For classical stereo IBVS, the image features $(s)$ are directly used to design the error function and the real depth $(z)$ obtained from the stereo vision system is used to compute the interaction matrix. The 3D Cartesian position from the stereo vision system is used to perform PBVS. Classical 2-1/2D (HYVS) with Euler angle representation is also used in comparison. The control law used for all approaches is the same.

The initial and desired pixel positions of the image features $\left(s=\left[u_{1}, v_{1}, u_{2}, v_{2}, u_{3}, v_{3}, u_{4}, v_{4}\right]^{T}\right)$ from 4 corner points for each test are given in Table 6.2

Table 6.2: Initial(I) and Desired(D) location of feature points on image plane (pixel) for left camera

|  |  | Point 1 |  | Point 2 |  | Point 3 |  | Point 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ( $u$ | $v)$ | ( $u$ | $v)$ | (u | $v)$ | (u | $v)$ |
| Test 1 | I | (207 | 254) | (194 | 212) | (213 | 200) | (225 | 238) |
|  | D | (422 | 379) | (406 | 307) | (471 | 290) | (486 | 360) |
| Test 2 | I | (195 | 177) | (236 | 153) | (260 | 195) | (219 | 219) |
|  | D | (219 | 219) | (195 | 177) | (236 | 153) | (260 | 195) |
| Test 3 | I | (318 | 224) | (304 | 191) | (312 | 177) | (325 | 208) |
|  | D | (226 | 228) | (200 | 184) | (244 | 159) | (269 | 203) |
| Test 4 | I | (207 | 254) | (194 | 212) | (213 | 200) | (225 | 238) |
|  | D | (422 | 379) | (406 | 307) | (471 | 290) | (486 | 360) |
| Test 5 | I | (207 | 254) | (194 | 212) | (213 | 200) | (225 | 238) |
|  | D | (291 | 444) | (304 | 382) | (367 | 376) | (354 | 434) |

## Remarks:

- In simulation figures, only image features in the left camera are illustrated, since the results in the right camera are similar.

For all tests, consider the motion of a plane $\pi$ attached to the robot end-effector and target, with four target points on $\pi$ denoted by $P_{i}, \forall i=1,2,3,4$. Then we obtain the translation motion using triangulation on the center of the four points while utilizing the rotational information of the end-effector through the motion of four tracked points.

### 6.2.1 Test 1: Large translational and rotational Motion

In the first test, we examine the convergence of each image feature point and pose errors when the desired location is far away from the initial one. The Cartesian and image trajectories of the proposed 6 D visual servoing ( 6 DVS ) and the conventional approaches (IBVS, PBVS and HYVS) are compared in Fig. 6.1.


Figure 6.1: Simulation Test 1: Large translational and rotational motion.

As shown in Fig. 6.1 (1), PBVS results in a straight-line end-effector trajectory in Cartesian space. Since there is no control of the image features, the image trajectory, (as shown in Fig. 6.1 (2)), is unpredictable and may leave the camera field of view. In IBVS, straightline image trajectory is observed while the end-effector Cartesian trajectory is not controlled.

For HYVS, the image trajectory of the reference point is a straight-line as expected, and the Cartesian trajectory is also well behaved. However, other points in image plane have curved trajectories.

Contrary to the previous approaches, the proposed 6DVS has a straight-line Cartesian trajectory (similar to that of PBVS) and all the image features are "indirectly" controlled to move approximately along straight-line trajectories like IBVS, see Fig. 6.1 (1), (2). Moreover, both the features errors and the Cartesian pose errors converge to zero very smoothly without any overshooting in 6DVS (Fig. 6.1 (3), (4)). Because of the selected features which are controlled, the Cartesian pose errors converge to zero very smoothly in PBVS while the image features errors are smooth in IBVS. Although HYVS has a similar trade-off between these properties, the proposed 6DVS is more efficient and has better performance than HYVS. Hence, 6DVS combines the advantages of PBVS in terms of controlling straight trajectories in Cartesian Space, and the advantages of IBVS in terms of controlling image trajectories.

### 6.2.2 Test 2: Motion around the Camera Optical Axis



Figure 6.2: A pure rotation of features around the camera optical axis $z_{c}$ by 90 degrees.

For this case we perform a pure rotation of features around the camera optical axis $z_{c}$ by 90 degrees, see Fig. 6.2. The comparison results are shown in Fig. 6.3.


Figure 6.3: Simulation Test 2: Pure rotational motion.

The pure rotational motion is performed successfully in this test for the proposed 6DVS, IBVS, PBVS and HYVS. Fig. 6.3 (a) shows the performance of the proposed 6DVS algorithm in image plane and 3D Cartesian space, in terms of trajectories and errors. All the trajectories in difference spaces are nice and smooth. Fig. 6.3 (b), (c) and (d) illustrate the same movement using the conventional IBVS, PBVS and HYVS. From plots (1) and (2), we can see the proposed 6 DVS and PBVS has nice feature trajectories, which the IBVS may leave the field of camera view. Moreover, plots (3) illustrate that, the pure rotational motion does not affect the translational position due to the block diagonal image Jacobian in 6DVS and PBVS. For IBVS, the position of end-effector is modified during the pure rotational motion performance, because the controlled features are highly coupled. This motion decoupled property for HYVS and 6DVS is also compared in Test 5.
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### 6.2.3 Test 3: Local Minima

In this test we evaluate a common problem in classical IBVS: local minima. By definition, local minima are cases where $V=0$ and $s \neq s_{d}$. So, a local minimum is reached when the point velocity on the robot end-effector is zero while its final position is far away from the desired position. At that position, the errors $s-s_{d}$ in image plane do not completely vanish (residual error is approximately two pixels on each $u$ and $v$ coordinate). Introducing noise in the image measurement leads to the same results.


Figure 6.4: Simulation Test 3: Reaching (or not) a local minimum.

Reaching such a local minimum is illustrated in Fig. 6.4 (b) for IBVS. Each component of the feature errors $e$ has a exponential convergence but is not exactly zero $\left(s \neq s_{d}\right)$ in plot (2) while the robot velocity is close to zero in Fig. 6.4 (b) (3). It is clear from Fig. 6.4 (b) (4) that the system has been attracted to a local minimum far away from the desired position.

In the proposed scheme ( 6 DVS ), the image Jacobian $J_{\mathrm{img}}$ has full rank of 6 , which implies there are no local minima. The global minimum is correctly reached from the same initial position if the proposed $J_{\mathrm{img}}$ is used in the control scheme (Fig. 6.4 (a)). In this case, the trajectories in image plane are straight and each component of the errors $e$ has a exponential convergence to zero without local minima. Moreover, when the velocity reaches zero, the errors in image plane and Cartesian space are both close to zero $\left(V \rightarrow 0, \Delta s \rightarrow 0, \Delta X_{b} \rightarrow 0\right)$.

### 6.2.4 Test 4: Robustness

For this test we compare the robustness of the proposed 6DVS, the conventional IBVS and PBVS to camera errors. These errors are formulated as:

- Camera intrinsic parameter errors $\hat{f}=1.1 f$.
- Camera extrinsic parameter errors $\hat{T}_{c}^{b}=1.1 T_{c}^{b}$.






Figure 6.5: Simulation Test 4: Comparison of the robustness of 6DVS, IBVS and PBVS with effects of camera errors.

The comparison of the controllers in terms of image feature trajectories and 3D Cartesian trajectories are evaluated in Fig. 6.5. The results from this test show that despite the camera errors, the controllers for each of the evaluated approaches do not become unstable. The resulting Cartesian and image trajectories have some notable differences (see Fig. 6.5), but can be still accurately served back to the "desired" Cartesian or image locations.
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Due to effects of the camera errors, the end-effector Cartesian trajectory of PBVS deviates from the original straight-line trajectory to a circular motion, and slight effects on the image trajectories can also be observed (see Fig. 6.5 (c)). However, slight differences in the end-effector Cartesian trajectory of IBVS are shown in Fig. 6.5(b). As expected, the image trajectories for IBVS are robust to camera errors. This is because in the IBVS control loop only the imagebased controller is affected by the camera modeling errors, while in the PBVS control loop both the PBVS controller and the pose estimation are affected by the camera errors.

Fig. 6.5 (a) illustrates that the effects on both Cartesian and image trajectories for the proposed 6 DVS are minor. The Cartesian trajectory is still straight and the image trajectories are almost the same. Hence, 6 DVS is as robust with respect to camera calibration errors as IBVS.

### 6.2.5 Test 5: Motion Decoupling

For standard 2-1/2D VS, the desired control input can be computed from 6.16

$$
\left[\begin{array}{c}
v_{c}  \tag{6.24}\\
\omega_{c}
\end{array}\right]=\left[\begin{array}{cc}
J_{v}^{+} & J_{v}^{+} J_{v w} J_{w}^{+} \\
0 & J_{w}^{+}
\end{array}\right]\left[\begin{array}{c}
\dot{X}_{h} \\
\dot{\theta}
\end{array}\right] .
$$

and the control input for the proposed 6 DVS is given by 6.22

$$
\left[\begin{array}{c}
v_{c}  \tag{6.25}\\
\omega_{c}
\end{array}\right]=\left[\begin{array}{cc}
J_{v}^{-1} & 0 \\
0 & J_{w}^{-1}
\end{array}\right]\left[\begin{array}{c}
\dot{X}_{s} \\
\dot{\theta}
\end{array}\right] .
$$

From equation 6.24), the translational control input is $v_{c}=J_{v}^{+}\left(\dot{X}_{h}+J_{v w} \omega_{c}\right)$, which combines the position error with the error that would be induced by the rotational motion due to $\omega_{c}$. Therefore, the rotational motion can also affect the position of the end-effector. Contrary to $2-1 / 2 \mathrm{D} V$, the translation control input for the proposed scheme defined in 6.25 is $v_{c}=J_{v}^{-1}\left(\dot{X}_{s}\right)$, which only be modified through the position error.

Motion decoupling is compared between the proposed 6DVS and conventional 2-1/2D VS in this test. Both approaches receive the same desired Cartesian position and orientation. First the desired position is given and both methods perform equally well. As shown in Fig. 6.6 the trajectories in both Cartesian space and the image plane are straight in the position task.

At around $t=30 s$, the desired orientation is modified. In the standard 2-1/2D method, a triangular interaction matrix is used for motion control, as defined in 6.13). Hence, the rotational error can affect the translation since the Jacobian $J_{v w}$ exist, as shown in Fig. 6.6(b). The visual signals are coupled and both position and orientation in Cartesian space are changed when only the desired orientation is modified. The same results also can be seen in the Test 2 (Fig. 6.3 (b)), where small translational motion is shown in pure rotational motion case.


Figure 6.6: Simulation Test 5: Decoupling analysis of position and orientation.

For the proposed 6DVS, we introduce the virtual visual space to decouple the control features and get a block diagonal image Jacobian. This decoupling of rotational and translational motions allows a better control design. Fig. 6.6 (a) demonstrates the decoupled performance using the proposed method.

### 6.3 Conclusion

In this chapter, the simulation tests to compare the behavior of the different control schemes are presented. Simulation results of five different tests demonstrate the novel properties and better performance of the proposed 6DVS algorithm over conventional VS approaches. The simulation results are shown in Table 6.3. According to the results, 6DVS has a reliable straight 3D Cartesian trajectory like PBVS, and straight feature trajectories like IBVS. It combines the advantages of PBVS in terms of controlling straight trajectories in Cartesian Space, and the advantages of IBVS in terms of controlling image trajectories. Moreover, 6DVS allows to avoid local minima (unlike IBVS) and is robust to camera calibration errors. Contrary to classical

Table 6.3: Comparison of Visual Servoing Schemes

|  | IBVS | PBVS | HYVS | 6DVS |
| :---: | :---: | :---: | :---: | :---: |
| Straight Cartesian Trajectory |  | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Straight Feature Trajectory | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |
| No Image Singularities |  |  | $\checkmark$ | $\checkmark$ |
| No Local Minima |  |  | $\checkmark$ |  |
| Robustness to Image Noise |  |  | $\checkmark$ | $\checkmark$ |
| Robustness to calibration Errors | $\checkmark$ | $\checkmark$ |  | $\checkmark$ |
| Motion Decoupling |  |  |  | $\checkmark$ |

$2-1 / 2 \mathrm{D}$ visual servoing, 6 DVS decouples the control of the translational and rotational motion of robot end-effector due to the diagonal image Jacobian.

According to simulation results, these new features perform better than classical ones since the system combines the advantages of 2 D and 3 D visual servoing. The new visual servoing does not need a precise camera calibration and presents very interesting decoupling and stability properties. Thanks to its simple structure, analytical results on its robustness with respect to calibration errors have been obtained. Furthermore, the proposed algorithm can be integrated in a practical human-robot-interaction scenario with environmental and kinematic constraints, which can generate a trajectory free of collisions and singularities. The experiments on a 6DOF industrial manipulator and real world applications are presented in the next chapter.

## Chapter 7

## Experiments and Real Applications

In the real world experiments, safety is a primary concern for industrial robotics. Control of the physical interaction between a robot manipulator and the environment is crucial for the successful execution of a number of practical tasks. During task execution, the environment may set constraints on the geometric paths that can be followed by the end-effector, limitations on the force or other constraints for safety. Meanwhile, the robot also has some kinematic constraints. Hence, a robot must accomplish a task while satisfying these constraints, thus requiring a control framework for combining tasks and constraints.

In this chapter, a framework for integrating the proposed visual servoing system in previous chapters, with environment constraints in a human-robot interaction (HRI) scenario is presented. Several constraints such as robot singularities and collision avoidance, have been integrated in the framework using an operational space impedance controller for the robot end-effector. The artificial potential field approach [162] is used to model these environment constraints. Several experiments are performed to validate and evaluate this work on a standard industrial robot in a realistic human-robot interaction scenario.

### 7.1 Control Framework with Environment Constraints

We propose a framework which supports several types of constraints, such as: robot singularities, (self-/obstacle) collision avoidance and joint limits. The constraints are modeled as forces $F$ using artificial potential field. Fig. 7.1 shows the integration of the control with the different environmental constraints and robot's configuration constraints. The environment constraints, computed at torque level, are added to the desired tracking torque to control the robot move-


Figure 7.1: 6 D visual servoing framework with environment constraints.
ment. Hence, the torque level decomposition of the global task $\left(\tau_{t}\right)$ and the secondary control task $\left(\tau_{e c}\right)$ is represented by

$$
\begin{align*}
\tau & =\tau_{t}+\tau_{e c}  \tag{7.1}\\
& =\tau_{t}+\sum_{i=1}^{N} J_{i}^{T}(q) \cdot F_{i} \tag{7.2}
\end{align*}
$$

where $\tau_{t}$ is the global task torque using the visual servoing and the virtual force $F_{i}$ is represents the environment constraints modeled through artificial potential field.

In the real experiment, we integrate the visual servoing system in a HRI scenario, where environment constraints must be included to generate a safe and singularity-free trajectory for the robot. The definitions of constraint forces are presented in the following subsections.

### 7.1.1 Joint Limits

For industrial robotics, certain tasks may lead to uncontrollable or unwanted behavior of the robot. To guarantee the safety of the robot, the constraints imposed by the robot's structure should always be satisfied, e.g. the joint limits, robot configuration singularities. Important points that need to be respected are the limitations of joint angles, velocities and accelerations. The resulting joint position $q$ needs to be in a certain bounding region $q_{\text {min }} \leq q \leq q_{\text {max }}$ (hard limits), and should not violate these limits to prevent physical damage to the robot. The
repelling forces are computed by

$$
\begin{equation*}
F_{J L}=\sum_{i}^{N} F_{J L_{i}} \tag{7.3}
\end{equation*}
$$

and

$$
F_{J L_{i}}= \begin{cases}K_{J L_{i}} P_{J L_{i}} D_{J L_{i}}-B_{J L_{i}} \dot{X}_{e f}, & \text { if } q_{i} \geq q_{\text {upper }_{\mathrm{JL} i}} \text { or } q_{i} \leq q_{\text {lower }_{\mathrm{JL} i}}  \tag{7.4}\\ 0, & \text { if } q_{\text {lower }_{\mathrm{JL}}} \leq q_{i} \leq q_{\text {upper }_{\mathrm{JL}}}\end{cases}
$$

where $q_{\text {lower }_{\text {JL }}}$ and $q_{\text {upper }_{\text {JL }}}$ are the threshold vectors of safety joint position (away from the hard limits). $K_{J L_{i}}, B_{J L_{i}} \in \mathbb{R}^{3 \times 3}$ are constant matrices, and $D_{J L_{i}}$ is the direction of gradient for the maximum manipulability factor $\mu$. Then

$$
\begin{equation*}
P_{J L_{i}}=e^{\alpha_{J L_{i}} q_{1 \mathrm{imit}}^{i}} \boldsymbol{}-1 \tag{7.5}
\end{equation*}
$$

where $\alpha_{r}$ is a constant to control the stiffness of the applied force, and $q_{\text {limit }}=\left(q_{\text {lowerJL }}-q_{i}\right)$ or $\left(q_{i}-q_{\text {upper }_{\mathrm{JL}}}\right)$.

### 7.1.2 Robot Singularity

The singularity avoidance formulation is similar to that for joint limits avoidance, since some special configuration of the joint position is reached when the singularities occurs. Therefore, the robot system needs to stay away from the singularity joint position $q_{\text {singularity }}$, and the corresponding force is given by (similar as 7.4)

$$
F_{r}= \begin{cases}K_{r} P_{r} D_{r}-B_{r} \dot{X}_{e f}, & \text { if } q_{i}<q_{\mathrm{threshold}}  \tag{7.6}\\ 0, & \text { if } q_{i} \geq q_{\mathrm{threshold}}\end{cases}
$$

where $\dot{X}_{e f}$ is the linear velocity of the end-effector, $K_{r}, B_{r} \in \mathbb{R}^{3 \times 3}$ are constant matrices, and $q_{\text {threshold }}$ is away from the singularity joint position $q_{\text {singularity }}$. We define $\Delta q$ as the absolute value of the difference between $q_{i}$ and $q_{\text {threshold }}, D_{r}$ is the direction of gradient for the maximum manipulability factor $\mu$. Then, $P_{r}=e^{\alpha_{r} \Delta q}-1$, where $\alpha_{r}$ is a constant. In our case, the robot reaches the singular condition when $q_{3}=0$.

### 7.1.3 Collision Avoidance

Collisions need to be avoided for the static (i.e., the work-bench) and dynamic elements in the environment (i.e., the human and moving obstacles). In this task, the avoidance is done in a reactive way with a dynamically updated collision scene that is interfaceable with a variety of sensors.

We use the artificial potential field methodology to compute the forces for collision avoidance, where the obstacles are considered as repulsive surfaces for the manipulator. To compute the


Figure 7.2: Computing the repelling forces of an obstacle.
virtual forces that repel the robot from surrounding obstacles, we need to compute the minimum distances $d_{c}$ of all objects in the environment model (including self-collision) to all body parts of the robot. Fig. 7.2 depicts the body parts of the used robot with an example of the minimum distances $d_{c}$ (red lines) from an obstacle to a given joint configuration. If a distance is below a chosen security threshold (transparent bubble), the distance is used to compute virtual forces on the robot using potential fields.

We measure the distances of arbitrary shapes to each joint of the robot model. After calculating the minimum distance vectors $V_{c}$ in Cartesian space (i.e. the direction of the applied virtual force), we transform them to forces and find the overall motion of the robot to avoid the collision.

$$
\begin{align*}
\tau_{c} & =\sum_{i}^{N} J_{i}^{T}(q) \cdot F_{c_{i}}  \tag{7.7}\\
F_{c_{i}} & =K_{c_{i}} P_{c_{i}} V_{c_{i}}-B_{c_{i}} \dot{X}_{c_{i}}, \tag{7.8}
\end{align*}
$$

with $N$ being the number of bodies of the robot and $V_{c}$ is the direction of the applied force.
$K_{c_{i}}, B_{c_{i}} \in \mathbb{R}^{3 \times 3}$ are constant PD control parameters. The repelling potential function is

$$
P_{c_{i}}= \begin{cases}e^{\alpha_{c}\left(\text { Dist }_{c}-d_{c_{i}}\right)}-1, & \text { if } d_{c_{i}} \leq \text { Dist }_{c}  \tag{7.9}\\ 0, & \text { if } d_{c_{i}}>\text { Dist }_{c}\end{cases}
$$

with Dist $_{c}$ being the distance at which the potential field function is applied (see transparent bubble in Fig. 7.2). $d_{c}$ is the minimum distance between the obstacle and robot arm, and $\alpha_{c}$ is a constant to control the stiffness of the applied force.

In our case, we use the Kinect device to generate a normals map of the environment, where the normals indicate the direction of the forces. This includes the obstacles, the robot itself and the table. Note that in our design, only the position is constrained by the environment and the orientation is free. More details are provided in the experiment section 7.3

### 7.1.4 Torque to Position Model

The Impedance control generates a virtual force that can be used to define a desired dynamic behavior for a robot manipulator. The changes in the robot dynamic behavior are reflected in the robot trajectory which is generated on-line and takes into account the target task and knowledge of the environment (external factors). One way of generating this trajectory is to apply the total torque to a virtual robot, whose dynamic behavior should be similar to the real robot. This virtual robot will generate the desired joint positions/velocities $\left(q_{d} / \dot{q}_{d}\right)$, which will be used as the input of a position/velocity controller of the real robot. This approach is called the Torque to Position Model (see Fig. 7.1). The output joint position/velocity $(q / \dot{q})$ is processed by the open architecture control of an industrial robot. This approach allows the implementation of different control strategies in standard industrial robots that typically only offer position/velocity level interfaces under open architectures.

### 7.2 Visual Servoing System Architecture

Fig. 7.3 demonstrates robotic experimental setup in a human-robot interaction scenario which includes a 6DOF industrial robot arm, a control unit, a stereo vision system with 2 USB cameras, the user and the work station. The experimental setup consists of 3 sub-systems, 1) a visual stereo tracker, 2) the robot control system and 3) the 3D visualization System.

### 7.2.1 Visual Stereo Tracker

The stereo system is composed of 2 USB cameras fixed on a tripod, in a eye-to-hand configuration. The stereo rig is uncalibrated with respect to the robot base frame (the same as the world


Figure 7.3: Robotic experimental setup in a Human-robot Interaction scenario.
frame) and can be manually moved. The parameters of the virtual cameras are selected such that $J_{\alpha}$ is always non-singular. In order to compute torque $(\tau)$ and avoid a multiple-sampling system, an extended Kalman filter (EKF) is used to estimate the visual position (sampling period $4 m s$ ), whereas the reference is updated each 30 ms with the real visual data of both cameras.

2D image features are extracted from a stereo vision system with AR markers. We use the ArUco library ${ }^{1}$ which is based on OpenCV to detect markers. Every marker provides 2D image features for 4 corner points. 3D position and rotation with respect to the camera frame are obtained from the image features using the camera intrinsic parameters.

### 7.2.2 Robot Control System

The robot system comprises of a 6DOF StaübliTX90 industrial robot arm, a CS8C control unit and a Workstation running on GNU/Linux OS with real-time kernel (Fig. 7.3). The data communication between the PC and the control unit is based on $T C P / I P$ in a local network. Here, the robot is controlled in position mode $q_{d}$ using a Low Level Interface (LLI) library.

### 7.2.3 3D Visualization System

This module provides a real-time visualization of the static elements as well as active agents in the scene such as robot, objects, human etc. It has been developed using Coin3D with OpenGL as backbone, using the Robotics Library [163]. The complete test bed environment

[^8]has been modeled using Virtual Reality Modeling Language (VRML) models. This system updates the configuration of the robot arm and the positions of the target in real-time via a TCP/IP interface.

### 7.3 Experiments

Two experiments are performed to validate and evaluate this work on a standard industrial robot in a realistic human-robot interaction (HRI) scenario. In the first experiment, we control the robot without environment constraints to better illustrate the stability of the control scheme and the convergence of 6D visual trajectory error. It focuses on the 6 D visual servoing algorithm as an application of a teaching interface, where the user defines the pose of the end-effector using a visual marker and this information is later used to define the desired visual task. The second experiment uses the 6D visual servoing algorithm for tracking a moving target in real-time. This experiment also provides an example of how this work is used in a practical human-robot interaction scenario. To this effect, several other features such as singularity avoidance, selfcollision avoidance and obstacle detection and avoidance are implemented to ensure safety of the robot and human. This experiment also shows how the orientation matrix is estimated on line enabling an uncalibrated visual servoing system. Occlusions due to camera placement can be handled in a natural and intuitive way by simply moving manually the camera to a better position.

### 7.3.1 6D Visual Tracking

This scheme is implemented on a robotic platform with six degrees of freedom and an eye-to-hand configuration. Two AR markers are used for 6D tracking task, where one is held by the user and the other is attached on robot end-effector. 3D position and 3D orientation of AR markers are tracked by the stereo vision system. The task function of the proposed visual servoing is defined as the error of 2D image features from 4 corner points of markers.

This experiment consists of two phases: teaching and execution.

### 7.3.1.1 Teaching Interface

In this experiment, we provide a teaching interface for the user, see Fig. 7.4 (a), where the user is holding an AR marker, which is detected by the stereo cameras system and provides 2D image features. A red square and a marker ID (displayed in cyan) in the image shows the detection. In this task, the user moves the marker, creating some visual trajectories, such as,

## 7. EXPERIMENTS AND REAL APPLICATIONS



Figure 7.4: Snapshot of the 6D visual tracking.
two orthogonal straight lines on the table and two smooth curves on the surface of the globe. These trajectories include both translation and rotation motions. During the movement, the 2D features for 4 points of the target in the camera frames are recorded and saved. At certain points, when the marker is lost or can not be detected, it saves the last available data, which guarantees that the desired pose can be reached and is safe for the robot execution.

### 7.3.1.2 Automatic Execution

After the teaching phase, the robot can execute the recorded visual trajectories. Another AR marker with the same size is attached to the robot end-effector. The current robot position $\left(W_{s}\right)$ is obtained from the visual features tracked from this marker. Target inputs to visual servoing are the 2 D image features which were recorded in the teaching phase. From the recorded features we extract our desired visual feature vector $W_{s_{d}}=\left[x_{s_{d}}, y_{s_{d}}, z_{s_{d}}, \alpha_{s_{d}}, \beta_{s_{d}}, \gamma_{s_{d}}\right]^{T}$, which is used to create the error function (see Section 5.2.).

Visual servoing is accomplished by driving the error function to zero. In our case, the error function is $e=W_{s}-W_{s_{d}}$. According to the properties of our image Jacobian and the control scheme, when the errors in the virtual visual space converge to zero, the errors in Cartesian space also converge to zero without local minima. Therefore during execution, the AR marker on the robot end-effector shows identical linear and angular motions as instructed in the teaching phase (Fig. 7.4). This experiment illustrates how the visual servoing system can track a given desired trajectory.


Figure 7.5: Experiment results for 6D visual tracking in both spaces.

Experimental results are depicted in Fig. 7.5. Plots in the first column (a) and (b) show the 3D linear and 3D angular tracking in the virtual visual space while the second column (c) and (d) depicts the target trajectory tracking in Cartesian space. The red lines in plots (a) and (c) are the target trajectories, which exhibit some noise and chattering due to the unsteady movement of the user. However, the blue lines which show the trajectories of the robot endeffector, are smooth and chatter free. From the plots of the last column (e) and (f), we can see that the control signals converges with a satisfactory behavior.

### 7.3.2 6D Uncalibrated IBVS in Human-Robot Interaction Scenario

In this task, we illustrate real time tracking in Human-Robot Interaction scenario. We use AR markers to identify the target pose and the current pose of the robot end-effector. The target is carried by a human, and the control goal is to make the robot end-effector follow the target placed in the human's hand. In order to maintain safety and for visualization purposes during the interaction, we keep a 0.2 meter offset between the robot end-effector and the target marker in the $y_{b}$ axis of the workspace.

This experiment illustrates the 6D pose tracking in both virtual visual space and Cartesian space. Moreover, as mentioned in Section 7.1, we integrate the adaptive image-based torque controller with environment constraints to generate a safe and singularity-free trajectory for the robot.

## 7. EXPERIMENTS AND REAL APPLICATIONS

### 7.3.2.1 Real-time obstacle avoidance

The raw point cloud data obtained from a depth sensor (Kinect) is processed to generate a primitive shape decomposition of the point cloud, followed by computation of a minimum volume bounding box (MVBB) for each of the primitive shapes along with their normal directions. These normal directions are stable since they are computed from a robust primitive shape decomposition algorithm 164, 165 which makes them suitable for obstacle avoidance tasks. Fig. 7.6 shows the normals map for the environment, which are used to compute the virtual forces, including (self-/obstacles/table) collision avoidance forces.


Figure 7.6: Scene perception module: (a) Scene snapshot, (b) Environment normals map.

The experimental obstacle avoidance results are depicted in Fig. 7.7, where the robot endeffector trajectory (blue line), the target (red + ) and the obstacle position (green ${ }^{*}$ ) can be seen in both, the virtual visual space (a), and in the Cartesian space (b). The visual tracking behavior in the 3 visual axes can be seen in plots (c), (d) and (e) for the 3D position and (f), (g) and (h) for the 3D orientation. Note that even when the target position is not continuous, the robot end-effector exhibits a smooth behavior. In the sections where the robot end-effector is close to the obstacle, we can see the effect of the Obstacle Avoidance Force in the trajectory.

### 7.3.2.2 Interaction results

This experiment demonstrates real-time tracking for the robot end-effector according to the moving target held by the human. We address the tracking for both translation and rotation motions, see Fig. 7.8 (a). The system proves to be stable and safe for HRI scenarios, even in situations where the target is lost (due to occlusions by the robot or the human), Fig. 7.8 (b). In this case, the robot stops and the visual tracking is resumed as soon as the target is visible again.


Figure 7.7: Position trajectories with obstacle avoidance.


Figure 7.8: System behaviors: (a) Position and orientation tracking, (b) Case when the target is lost, (c) Case with singularity avoidance, (d) Case with table collision avoidance, (e) Case with self-collision avoidance and (f) Obstacle avoidance.

To demonstrate stability, we test our system under several environment constraints. Fig. 7.8 (c) illustrates the results of singularity avoidance, where the robot does not reach the singular condition $\left(q_{3}=0\right)$, even when the user tries to force it. Using the normal directions of the


Figure 7.9: Target occlusion: (a) The target is occluded by the robot end-effector, (b) The user manually moves the stereo vision system to a pose where the occlusion is no longer present.
environment provided by the Kinect sensor, the robot can avoid collisions. Fig. 7.8 (d) depicts the table avoidance where the motion of the robot is constrained in the $z_{b}$-axis by the height of the table (the end-effector is not allowed to go under the table) but it can still move in the $x_{b}$ and $y_{b}$ axes, and (e) shows how the robot handles self-collisions. Fig. 7.8 (f) shows obstacle avoidance while continuing to track the target.

One of the key contributions of this system is the possibility of handling situations where the target object is occluded, and the stereo system can be moved to maintain the target in the field of view. This feature is analyzed in next subsection.

### 7.3.2.3 On-line Orientation Matrix Estimation

As mentioned earlier in Section 5.4.1, a coarse on-line estimation of the orientation matrix is computed using the real-time information generated by the robot. The remaining estimation errors for the complete Jacobian $J_{s}$ can be handled by the controller to a certain extent.

Object occlusion occurs in Fig. 7.9 (a), where the stereo system can then be moved to maintain the targets in the field of view, see Fig. 7.9 (b). The camera motion is detected by the system and a process for coarse estimation of the orientation matrix between the stereo system and the robot base frame is initiated. Based on our experiments, the control scheme can handle up to $20 \%$ error in this rotation matrix.

After the stereo camera system is moved, the robot performs a small motion and a set of points are collected, as shown in Fig. 7.10 (d). During this stage, the visual servoing is turned off,


Figure 7.10: Results of the on-line orientation matrix estimation.
and the robot motion is in the free space, where the integration of the environment constraints (obstacle-, self- and singularities avoidance) play an important role for the correct/stable robot behavior. We compare the actual end-effector position with the recovered end-effector position that is obtained by using the estimated rotation. Fig. 7.10 (a) and (c) depicts the comparison of these two position trajectories. It can be observed that the error between them is closed to zero after the on-line rotation matrix estimation, illustrated in Fig. 7.10 (b).

Fig. 7.11 demonstrates the experimental results in the case where the camera is moved. Fig. 7.11 (a) and (b) show the 3D positions in the virtual visual space and the Cartesian space. In the experiment, at some instance, the robot loses the visual tracking because the target is occluded and the user manually moves the stereo vision system to a new pose, which leads to an incorrect rotation matrix for the control. In this situation, our system can handle the problem by using the on-line coarse orientation estimator and then resuming the visual tracking. Fig. 7.11 (c), (d), (e) illustrate when the cameras are moved at $t \approx 40 s$, and the 3D position shows big errors. After the orientation estimation, the 3D visual position resumes tracking $(t \approx 42 s)$. The 3D visual orientations are depicted in Fig. 7.11 (f), (g) and (h).

A video where more details for all these experimental results are illustrated can be seen in: http://youtu.be/arNFrbJ0Lj4


Figure 7.11: The trajectories of robot end-effector when the stereo camera system is moved by the user.

### 7.4 Application: Human-Robot Cooperation

We have tested a typical industrial application, assembly, to evaluate the capabilities of the system. Since our work is targeted primarily towards industrial applications, the test is conducted using a standard industrial robot, the Comau Smart Six with a C4G open architecture controller in an industrial scenario.

The application is the assembly of a power converter box. This operation consists of a number of steps, actors and objects which are identified by the perception module. Some of components are complex, high precision assembly tasks (e.g. screwing) that are suitable for the human, while some involving lifting heavy objects are more suitable for the robot. Hence, the Human-Robot cooperation (HRC) is need for this assembly application. The proposed visual servoing with multiple constraints is used to drive the robot movement safely.

### 7.4.1 Multiple Input Modules



Figure 7.12: Multiple input modules: (a) A snapshot of the HRC application, (b) Perception module for object recognition and pose estimation, (c) Articulated human tracker.

For this application, multiple input modules are need, e.g. perception module, human tracking module. The object recognition and pose estimation algorithm used in this experiment is presented in 164, 166, 167, 168. Such environments are typically unstructured and objects are often occluded by the human. Noisy point cloud data is obtained from the low-cost depth sensor (Microsoft Kinect) used in the experiments. Also, accurate object poses are required for precise pick-and-place tasks, due to mechanical limitations of the 2-fingered gripper. Given these constraints, an accurate algorithm which can handle occlusions, partial views and sensor noise is essential for such scenarios. Fig. 7.12 shows the object perception module and the human tracking module.

### 7.4.2 Automatic Assembly



Figure 7.13: HRC in an assembly process: (a) interaction, (b) obstacle avoidance.

## 7. EXPERIMENTS AND REAL APPLICATIONS

This application is aimed at automatic execution of semantic process plans in industrial scenarios. The perception module provides the objects poses, which are used to control the robot movement using the proposed visual servoing. The human tracking module provides the human hand position which is used in the cooperation with robot actions. Besides, the constraints imposed by the robot's structure and the external environment are also considered for the safety purposes, such as robot joints limits and singularity avoidance, human and obstacles avoidance. All the constraints are combined with 6D visual servoing control using the framework of Fig. 7.1 . Fig. 7.13 shows snapshots of this application. Fig. 7.13 (a) demonstrates the physical interaction with the robot by using the force sensor and force control in the controller. Fig. 7.13 (b) is the top view of obstacle avoidance during the assembly task.

A video illustrating results and the process for this applications mentioned above can be found at : https://youtu.be/TQB6GsUnbDI.

### 7.5 Discussion: Multiple Tasks Control with Priority

In section 7.1 the system uses a force field for modeling the environment and task constraints for controlling the robot in complex and unstructured scenarios. Although this approach provides good results and can be extended easily to accommodate different constraints, the problem of local minima can not be completely solved using this approach. When there are multiple tasks or constraints, the constraints maybe conflict with and affect the global task since they are not at different priorities. Hence, the global task accomplishment can not be guaranteed in the case of conflicting tasks, as seen in the experiment results in subsection 7.3.2

Therefore, to guarantee accomplishing the global task while satisfying several constraints, we need to design a multi-level hierarchical control structure that allows the establishment of general priorities among tasks. A prioritized, multi-task hierarchical control framework that is able to control forces will be presented in the next chapter.

## Chapter 8

## Prioritized Multi-Task Control Framework

In order to control robot safely when it interacts with unstructured environment, the robot manipulators are required to respond in real-time to a variety of dynamic constraints characteristic of human environments. Moreover, multiple tasks and constraints need to be simultaneously controlled while accomplishing the global task, including the constraints imposed by the robot's structure and the external environment. Hence, a prioritized, multi-task hierarchical control framework that is able to control forces for industrial is required.

In this chapter, we first review different frameworks for multi-task control of rigid robots, and analyze the individual merits of these dynamic frameworks. Thereafter, we focus on the Whole-Body Control Framework, that allows us to establish a control hierarchy for multiple prioritized tasks. Furthermore, we demonstrate the use of this framework with complicated geometric constraints by testing several types of constraints. Finally, Section 8.6 presents the evaluation of our approach on typical real-world industrial robotics applications.

### 8.1 Overview

Several frameworks for multi-task control of rigid robots exist in the literature. Many frameworks presented in the 80s, 90s [169, 170, 150, 171] and recently by Smits et al. (iTaSC) 172 and 173,174 work at the kinematic level, computing the desired joint velocities $(\dot{q})$ or accelerations $(\ddot{q})$. These approaches are not suited for robots that interact with the environment, because they do not allow for force control. This motivated a more recent trend of torque control strategies [175, 176, 177, 178, 179, which consider the dynamics of the robot and compute the desired joint torques $(\tau)$. This approach can also improve tracking, as it compensates for
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the dynamic coupling between the joints of the multi-body system.
Since we are interested in controlling robots that interact with the environment, we focus on frameworks that allow for force control. Peters et al. 180 demonstrated that we can derive several of these well-known torque control laws under a unifying framework, allowing for force control by setting the joint space control torques. This approach is efficient but not optimal. The Whole-Body Control Framework (WBCF) 175 allows for force control while being optimal, but is not efficient. The framework (TSID) presented by Prete et al. [181] is motivated by designing a control framework that is both optimal and efficient. However, it does not allow for inequality constraints, which are particularly important for modeling joint limits and motor torque bounds. These are very important for safety in industrial robotics.

The frameworks presented above are usually applied on humanoid robots. In this chapter, we present a prioritized, multiple-task control framework that allows for force control for industrial robotics. Although the TSID framework is efficient, we choose the WBCF framework for our work because of the fact that there are only very few DOFs for industrial manipulators. For this case, we have observed that both WBCF and TSID have similar computation times. The main reason for us to choose WBCF is that it is easy to integrate multiple tasks and model inequality constraints.

Our proposed framework is based on a composable structure where several constraints, each describing a robot task or behavior, can be combined with priorities. The framework supports several types of constraints, such as operational task (position and orientation), force (contacts), or inequality constraints (e.g., joint limits, collision avoidance). For safety and efficient control, the framework establishes a control hierarchy among behaviors by enforcing priorities among the different control categories, i.e., safety constraints, operational tasks, and postures. The priorities are accomplished by null-space projections.

### 8.2 Whole-Body Control Framework

In this section, we review the hierarchical task control framework based on projecting the control of lower priority tasks into the null-space of higher priority tasks. This multi-level prioritized framework allows us to establish multiple priority levels among the different control categories. In this context, we distinguish three priority levels in the hierarchy: Safety constraints (such as contacts, joint-limits, self-collisions), Operational tasks (i.e., position, orientation motion), and Postures (i.e., the residual motion), which should be controlled with different priority assignments. They are treated as independent control entities. The hierarchies are shown in

Table 8.1.
Table 8.1: The Multi-level Prioritized Control Categories

| Categories | Priority level | Task Primitive |
| :---: | :---: | :---: |
| Safety constraints | 1 | Joint limit, Obstacle/Self collision, Contact forces |
| Operational tasks | 2 | Position, Orientation, Artificial forces |
| Postures | 3 | Residual motion |

According to Table 8.1. safety constraints should always be guaranteed since they are on the highest priority level, while operational tasks should be accomplished without violating the acting constraints, and the posture should control the residual movement redundancy.

### 8.2.1 Integration of Constraints

This subsection describes the WBCF presented by Sentis et al. 175. This framework is based on the Operational Space Formulation [182, which was introduced to address the dynamic interaction between the robot's task space motion and force, defining a dynamically consistent task null-space. We first review the fundamental mathematics and begin by describing the robot's joint space dynamics in terms of joint coordinates $q$ with

$$
\begin{equation*}
M(q) \ddot{q}+C(q, \dot{q})+G(q)=\tau \tag{8.1}
\end{equation*}
$$

where $\tau$ is the set of joint torques, $M(q)$ is the joint inertia matrix, $C(q, \dot{q})$ is the Coriolis and centrifugal torque vector, and $G(q)$ is the gravity torque vector.

The Operational Space Formulation describes the torque level decomposition of an operational task $\left(t a s k_{1}\right)$ and a secondary control task $\left(t a s k_{2}\right)$ according to the torque equation

$$
\begin{equation*}
\tau=\tau_{\text {task }_{1}}+\tau_{\text {task }_{2}} \tag{8.2}
\end{equation*}
$$

Based on the control algorithm projecting the control of lower priority tasks into the task null-space of higher priority tasks, the torque decomposition can be represented by

$$
\begin{equation*}
\tau=J_{\text {task }_{1}}^{\mathrm{T}} F_{\mathrm{task}_{1}}+N_{\mathrm{task}_{1}}^{\mathrm{T}} \tau_{\mathrm{task}_{2}} \tag{8.3}
\end{equation*}
$$

where $J_{\mathrm{task}_{1}}$ is the Jacobian of task $1, F_{\mathrm{task}_{1}}$ is a vector of forces, and $N_{\text {task }_{1}}=\left(I-J_{\mathrm{task}_{1}}^{\dagger} J_{\mathrm{task}_{1}}\right)$ is the dynamically-consistent null space associated with the task ${ }_{1} . J_{\text {task }_{1}}^{\dagger}$ is the dynamicallyconsistent generalized inverse of the task Jacobian.
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### 8.2.2 Hierarchical Extension



Figure 8.1: A multi-level control hierarchy framework that allows us to establish multiple priority levels among categories.

In this subsection, we propose a control hierarchy that extends the previous decomposition to multiple priority levels. This hierarchy integrates constraints and additional tasks according to desired priorities, while optimizing the execution of the global task. Given $n$ tasks controlling the robot behavior at a given time, the multi-level hierarchy is represented as

$$
\begin{align*}
\tau & =\sum_{i=1}^{n} J_{p(i)}^{\mathrm{T}} \cdot F_{p(i)}  \tag{8.4}\\
F_{p(i)} & =\Lambda_{p(i)}\left\{\ddot{x}_{i}^{*}-\dot{J}_{i} \dot{q}+J_{i} M^{-1}\left(h-\sum_{j=1}^{i-1} J_{p(j)}^{\mathrm{T}} F_{p(j)}\right)\right\}  \tag{8.5}\\
J_{p(i)} & =J_{i} \cdot N_{p(i)} \tag{8.6}
\end{align*}
$$

where $\tau, F_{p(i)}$ and $J_{p(i)}$ are prioritized controls, prioritized forces, and projected Jacobian, respectively. $\ddot{x}_{i}^{*}$ is a reference input at the acceleration level, $J_{i}$ is the task Jacobian, and $h=C+G . \quad \Lambda_{p(i)}$ is the task-space mass matrix and $N_{p(i)}$ is an extend null-space matrix containing the null-spaces of all preceding constraints and tasks:

$$
\begin{align*}
& \Lambda_{p(i)}=\left(J_{p(i)} M^{-1} J_{p(i)}^{T}\right)^{-1}  \tag{8.7}\\
& N_{p(i)}=I-\sum_{j=1}^{i-1} J_{p(j)}^{\dagger} J_{p(j)} \tag{8.8}
\end{align*}
$$

This prioritization strategy minimizes the error of each task under the constraint of not conflicting with any higher priority tasks. The hierarchical control framework is shown in Fig. 8.1.

## Remark:

The presented framework is a prioritized, multi-constraints control framework, which guarantees accomplishing the global task while satisfying several constraints. The global task, which normally is a operational task, is achieved using the proposed visual servoing scheme (6DVS) while the potential field techniques are considered to handle dynamic constraints.

### 8.2.3 Hybrid Control

The framework allows for hybrid position/force control by setting 8.5

$$
\begin{equation*}
F_{p(i)}=\Omega_{f} f_{i}^{*}+\Lambda_{p(i)}\left\{\Omega_{m} \ddot{x}_{i}^{*}-\dot{J}_{i} \dot{q}+J_{i} M^{-1}\left(h-\sum_{j=1}^{i-1} \tau_{p(j)}\right)\right\} \tag{8.9}
\end{equation*}
$$

where the selection matrices $\Omega_{f}$ and $\Omega_{m}$ split the control space into force and motion components, respectively. $f_{i}^{*}$ represent the constraint forces.

### 8.3 Types of Constraints and Control Approaches

The control framework supports several types of constraints, such as motion (position and orientation), force (contacts), or inequality constraints (e.g., joint limits, collision avoidance). The robot must accomplish a global task while satisfying several constraints. In this section, we will discuss our approach to handle some important inequality constraints including joint limits, obstacles, and self collisions.

### 8.3.1 Joint Limit Constraints

For industrial robotics, safety is a very important aspect. To guarantee the safety of the robot and its environment, safety related constraints (e.g., joint-limits, self-collisions) should always be guaranteed, and operational tasks should be accomplished without violating the acting constraints. Our approach handles joint-limit constraints as priority processes and executes operational tasks in the null space of joint-limits constraints.

To illustrate our approach, let us consider the control example shown in Fig. 8.2, where the robot's end-effector is commanded to move toward a target point $X_{d}$ (global task), while the controller handles joint-limit constraints. When no constraints are active, the end-effector is controlled using the proposed visual servoing (6DVS) to get $\tau_{\text {task }}$

$$
\begin{equation*}
\tau=J_{\text {task }}^{\mathrm{T}} F_{\text {task }} \tag{8.10}
\end{equation*}
$$
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where $\tau$ is the vector of actuation torques, $F_{\text {task }}$ is a control force to move the end-effector toward the desired goal, and $J_{\text {task }}$ is the end-effector's Jacobian matrix.


Figure 8.2: End-effector position control under joint limit constraints: In image (a), the robot's end-effector has been commanded to move toward a desired goal. The blue area defines a joint limit activation zone for the elbow joint. When this area is reached (b), a control approach is implemented to block the elbow joint while pursuing the goal (c). Image (d) depicts the attractor potential used to block the elbow joint inside the activation area. (e) shows the experiment results.

When the elbow joint enters the activation zone (shown in blue), we project the task in the constraint-consistent motion manifold, decoupling the task from the constraint. At the same time, an artificial attraction potential is implemented to prevent the elbow from penetrating further into the activation area. The simultaneous control of constraints and operational tasks is expressed as

$$
\begin{equation*}
\tau=J_{\mathrm{JLC}}^{\mathrm{T}} F_{\mathrm{JLC}}+N_{\mathrm{JLC}}^{\mathrm{T}} \cdot \tau_{\mathrm{task}} \tag{8.11}
\end{equation*}
$$

where $N_{\text {JLC }}$ is the dynamically-consistent null space matrix of the constraint Jacobian, $F_{\text {JLC }}$ is the vector of blocking forces (in the example a 1D joint space torque), $J_{\mathrm{JLC}}$ is the Jacobian of the violating joint (in the example it would be a constant matrix with zeros in non-violating joints and a 1 for the elbow joint). $\ddot{x}^{*}$ is controlled through a simple PD controller that includes velocity saturation. More details about the controller can be found in Sentis' dissertation 183 .

The control of joint-limit constraints is integrated by using the top-most priority level as specified in 8.11, while the operational task is projected into the constraint null-space. Fig. 8.2
illustrates the results of the control. When the elbow joint enters the constraint activation area shown in Fig. 8.2 (b), we apply blocking forces $\left(F_{\mathrm{JLC}}\right)$ to block the elbow joint while pursuing the goal (Fig. 8.2 (c)). To lock the joint, we use attraction fields as shown in Fig. 8.2 (d). If there are no joint-limit constraints, the robot joints will be violated during motion, as can be seen in Fig. 8.2 (e).

We consider here potential field techniques to handle dynamic constraints in real time. For example, let us analyze in more detail the joint limit behavior shown in Fig. 8.2. When the joints enters the constraint activation area, we use attraction fields to lock the joints inside the activation area. This potential can be expressed using the following energy function

$$
\begin{equation*}
V_{\text {constraint }}=\left\|q_{c}-q_{\text {lock }(i, j, k, \ldots)}\right\|^{2} \tag{8.12}
\end{equation*}
$$

where each violating joint has an associated lock position represented by the values $q_{\mathrm{lock}(i, j, k, \ldots)}$, and $q_{c}$ is the joint position vector involving all violating joints,

$$
q_{c}=\left[\begin{array}{c}
q_{i}  \tag{8.13}\\
q_{j} \\
q_{k} \\
\vdots
\end{array}\right]
$$

where $i, j, k, \ldots$ are violating joints. The Jacobian corresponding to this multidimensional constraint is

$$
J_{\text {constraint }}=\left[\begin{array}{ccccccccc}
0 & \cdots & 1_{i} & \cdots & 0 & \cdots & 0 & \cdots & 0  \tag{8.14}\\
0 & \cdots & 0 & \cdots & 1_{j} & \cdots & 0 & \cdots & 0 \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 1_{k} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right]
$$

which corresponds to a selection matrix selecting components corresponding to violating joints, and the velocities are

$$
\begin{equation*}
\dot{x}_{\text {constraint }}=J_{\text {constraint }} \cdot \dot{q}_{c} . \tag{8.15}
\end{equation*}
$$

In this framework, every task primitive is controlled through a simple PD controller that includes velocity saturation, i.e.

$$
\begin{align*}
\ddot{x}_{\text {constraint }}^{*} & =-k_{d}\left(\dot{x}_{\text {constraint }}-\nu v_{\text {des }}\right),  \tag{8.16}\\
v_{\text {des }} & =\frac{k_{p}}{k_{d}} \nabla V_{\text {constraint }}, \quad \nu=\min \left(1, \frac{v_{\max }}{\left\|v_{\text {des }}\right\|}\right), \tag{8.17}
\end{align*}
$$

Using the control expression given in 8.16, and the prioritized structure shown in 8.11 we can simultaneously handle multiple joint limits without interrupting the global task.
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### 8.3.2 Obstacle Avoidance

To handle obstacles we apply repulsion fields in the direction of the approaching objects as shown in Fig. 8.3 Repulsion fields can be applied to desired points on the robot's body by using the control structure described in (8.5) and the velocity saturation control law described in 8.16.

(a)

(b)

Figure 8.3: Obstacle avoidance: When an obstacle approaches the robot's body, a repulsion field is applied to the closest point on the robot's body.

When handling obstacles we use repulsion fields. A repulsion field is illustrated on image (b) of Fig. 8.3. This potential can be expressed using the following energy function

$$
\begin{equation*}
V_{\text {constraint }}=\left\|d_{\text {obstacle }}-d_{\text {safety }}\right\|^{2} \tag{8.18}
\end{equation*}
$$

where $d_{\text {obstacle }}$ is the distance between the obstacle and the closest point on the robot's body and $d_{\text {safety }}$ is a desired safety distance. The quantities are defined as follows

$$
\begin{align*}
d_{\text {obstacle }} & =x_{\text {robot }}-x_{\text {obstacle }}  \tag{8.19}\\
d_{\text {safety }} & =K_{\text {safety }} \frac{d_{\text {obstacle }}}{\left\|d_{\text {obstacle }}\right\|}, \tag{8.20}
\end{align*}
$$

where $x_{\text {robot }}$ is the Cartesian position of the closest point to the obstacle on the robot's body, $x_{\text {obstacle }}$ is the position of the closest point on the obstacle, and $K_{\text {safety }}$ is a constant gain determining a safety margin. Though we define the above distances as 3D vectors, obstacle avoidance should be a 1 D task acting on the direction of the distance vector. To map a 3D task into 1D space we manipulate the Jacobian associated with the distance vector, removing unnecessary components,

$$
\begin{equation*}
J_{\text {constraint }}=\left(R_{o}^{d} S_{n} R_{d}^{o}\right) J_{\text {robot }}, \tag{8.21}
\end{equation*}
$$

where $R_{o}^{d}$ is a 3D rotation matrix between the robot base frame and a frame aligned with the distance vector, and $S_{n}$ is a $3 \times 3$ selection matrix that selects the components on the normal direction. Although the constraint $J_{\text {constraint }}$ has three rows, its rank is one. As a result, when projecting constraint forces into actuation torques, only the perpendicular direction to the obstacle will be considered.

### 8.3.3 Self Collision Avoidance

Self collisions are especially important in industrial robotics due to the safety issues. Our approach to avoid self collisions is almost identical to avoiding obstacles. A repulsion field is created to maintain a safety distance between pairs of nearby links,

$$
\begin{equation*}
V_{\text {constraint }}=\left\|d_{\text {selfcollision }}-d_{\text {safety }}\right\|^{2} \tag{8.22}
\end{equation*}
$$

This time the distance vector corresponds to closest points on separate links,

$$
\begin{equation*}
d_{\text {selfcollision }}=x_{\operatorname{link}(\mathrm{a})}-x_{\operatorname{link}(\mathrm{b})} \tag{8.23}
\end{equation*}
$$

and the safety distance has identical form for obstacle avoidance as shown in 8.20 .

### 8.4 Operational Task: Motion Constraints

The basic operational tasks are position and orientation movements with constraints. In the Peg-in-Hole scenario, the first step is to move the robot end-effector to the plane where the hole is on, then the robot needs to search the hole on that plane. Therefore, we test these two cases for our control framework on a 6 -DOF industrial manipulator in simulation. The robot kinematics, dynamics, and low-level robot control are simulated using the Robotics Library ${ }^{1}$ 163 with a realistic robot model.

### 8.4.1 Move to a Plane

In this case, the robot is commanded to reach a plane with its end-effector while controlling the movement only along the plane normal direction. The plane is defined by a point $(p)$ and its normal vector $(n)$. During task execution, the distance $d$ between the robot end-effector and the plane converges to zero when it reaches the plane. The orientation of the end-effector is finally aligned with the normal direction, which means the $z$ axis of the end-effector is parallel to the plane normal $n$. The constraints are described in Fig. 8.4 (a). There are two steps:

[^9]Step 1: Move the robot to $\operatorname{Plane}_{A}(d \rightarrow 0)$ with

$$
\begin{equation*}
\ddot{x}_{\text {position }}^{*}=\Omega_{m}\left(\ddot{x}_{d}^{*}\right), \tag{8.24}
\end{equation*}
$$

where $\ddot{x}_{d}^{*}$ is the desired input to drive the robot end-effector to move toward the point $p$ on Plane $_{A}$. This is computed using the proposed visual servoing scheme (6DVS). However, the task is to reach a plane with the movement only along the plane normal direction $n$, therefore we accomplish dynamic decoupling in the controllable directions according to the selection matrix $\Omega_{m}$ with

$$
\begin{equation*}
\Omega_{m}=R_{o}^{d} \cdot S_{n} \cdot R_{d}^{o} \tag{8.25}
\end{equation*}
$$

in which $R_{o}^{d}$ is the transformation between the task frame $O_{d}$ and the robot base frame $O_{o}$. In this case, we constrain the motion only in the $n\left(z_{d}\right)$ direction, and the motion matrix $S_{n}$ can be chosen as

$$
S_{n}=\left[\begin{array}{lll}
0 & 0 & 0  \tag{8.26}\\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Step 2: After the robot has reached the plane, we rotate the end-effector until the $z_{d}$ axis is perpendicular to Plane $_{A}$ (or $z_{d} / / n$, which means angle $(\alpha)$ between $z_{d}$ and $n$ converges to zero) with

$$
\begin{equation*}
\ddot{x}_{\text {orientation }}^{*}=\Omega_{m}\left(k_{p} \theta-k_{d} \omega\right), \tag{8.27}
\end{equation*}
$$

where $\omega$ is the robot angular velocity, $\theta=(0,0, \alpha)^{\mathrm{T}}$ and $\alpha$ is the angle between the robot end-effector's $z_{d}$ axis and the plane normal $n$.

These steps are demonstrated in Fig. 8.4(1) (d). Fig. 8.4(1) (b) and (c) show the simulation results, with the robot trajectory in the Cartesian space and the control parameters $d, \alpha$. Both task errors converge to zero smoothly. In step 2 , the position constraint is at a higher priority than the orientation. Due to the projection of the orientation task into the null-space of the position constraint, the orientation task does not affect the position task. Fig. 8.4(1) (d) shows that the position has not changed during the orientation task in step 2.

### 8.4.2 Move on a Plane

In this case, we constrain the robot motion only on the plane with the robot end-effector perpendicular to the plane. Suppose we have a desired position $X_{d}$ that does not lie on the plane, see Fig. 8.4 (2) (d). The robot is commanded to reach the target position $X_{d}$, while staying on the plane ( $x_{d}-y_{d}$ plane) and keeping the end-effector $z_{d}$ axis parallel to normal $n$.

Constraints

| (1) Move to Plane $\boldsymbol{A}_{\boldsymbol{A}}$ |
| :--- |
| Position: $d--->0$ |
| Orientation: $a-->0$ |
| $\begin{array}{l}\text { d: Distance (Plane A, EF) } \\ \text { a: Angle (Plane normal, EF) } \\ \text { EF: robot end-effector }\end{array}$ |

(2)

Move on Plane $_{A}$
Position: $d=0$ Orientation: $a=0$

$$
\left(z / / n \text { or } z \perp \text { Plane }_{A}\right)
$$

(a)

(b)


(c)

(d)

Figure 8.4: Motion constraints tests for robot manipulators in two cases: (1) Move to a plane; (2) move on a plane. (a) Constraints for tests, (b) 3D position in the task space, (c) control parameters, (d) 3D visualization of coach for simulations.

The control law is

$$
\begin{equation*}
\ddot{x}_{\text {position }}^{*}=\Omega_{m} \cdot\left(\ddot{x}_{d}^{*}\right) \tag{8.28}
\end{equation*}
$$

where $\ddot{x}_{d}^{*}$ is the desired input to reach the target position $X_{d}$, which is computed by using the proposed visual servoing (6DVS). The selection matrix is

$$
\Omega_{m}=R_{o}^{d}\left[\begin{array}{ccc}
1 & 0 & 0  \tag{8.29}\\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right] R_{d}^{o}
$$

In this task, the control of the position constraint is integrated by using the top-most priority level, while the secondary task is the orientation constraint. The orientation task is projected into the null space of the position constraint with

$$
\begin{equation*}
\tau=\tau_{\text {position }}+N_{\text {position }}^{\mathrm{T}} \cdot \tau_{\text {orientation }} \tag{8.30}
\end{equation*}
$$

where $N_{\text {position }}$ is the constraint null-space matrix.
Fig. 8.4 (2) shows the results for this test. During the task execution, the distance $d$ and the angle $\alpha$ remain zero since the robot is constrained to move on the plane and keeps the orientation of the end-effector (Fig. 8.4(2) (c). In this test, since the task position $X_{d}$ is out of the plane, the robot moves on the plane linearly until he reaches the projection point $p_{d}$, which is the projection point of the task position $X_{d}$, see Fig. 8.4 (2) (b) and (d).
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### 8.5 Hybrid Control

In real applications, an accurate model of the environment is difficult to obtain, e.g., the $\mathrm{Plane}_{A}$ in the move to a plane case cannot be known as model (point, normal). Therefore, we require a force sensor and a dynamic contact to decide where the plane is located and what its normal direction $n$ is. In this case, we use hybrid control to accomplish the task move to a plane.


Figure 8.5: Hybrid control: (a) 3D pose for the robot end-effector. (b) Two steps for the motion, including the desired force and the contact force from the force sensor.

Step 1: We apply a desired force $F_{\text {desired }}$ to command the robot to move while the motion is constrained in the $x$ and $y$ axes. All constraints are combined together to guide the robot motion solely along the $z$ axis (Fig. 8.5 until it reaches a plane, where the contact force $F_{\text {sensor }}$ is provided by the force sensor. The control law is

$$
\begin{equation*}
F_{p(i)}=\Omega_{f} f_{i}^{*}+\Lambda_{p(i)}\left\{\Omega_{m} \ddot{x}_{i}^{*}-\dot{J}_{i} \dot{q}+J_{i} M^{-1}\left(h-\sum_{j=1}^{i-1} \tau_{p(j)}\right)\right\} \tag{8.31}
\end{equation*}
$$

with the selection matrices as

$$
\Omega_{m}=R_{o}^{d}\left[\begin{array}{lll}
1 & 0 & 0  \tag{8.32}\\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right] R_{d}^{o}
$$

and

$$
\Omega_{f}=I-\Omega_{m}=R_{o}^{d}\left[\begin{array}{lll}
0 & 0 & 0  \tag{8.33}\\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right] R_{d}^{o}
$$

The force control is defined as

$$
\begin{equation*}
f_{i}^{*}=k_{s}\left(F_{\text {desired }}-F_{\text {sensor }}\right), \tag{8.34}
\end{equation*}
$$

where $k_{s}$ is the contact stiffness. Finally, the robot stays on the plane when $\Omega_{f} f_{i}^{*}=0$.
Step 2: After the robot reaches the plane, we rotate the end-effector until the contact force $F_{\text {sensor }}$ only has the $z$ axis component, which means that the $z$ axis of the end-effector is perpendicular to the plane.

The results and motion are depicted in Fig. 8.5.

### 8.6 Real-world Applications

In this section, we evaluate our approach on a selection of classical industrial robotics scenarios in real-world setups (using a 6-DOF industrial robot). We choose several typical industrial robotic applications for demonstrating and evaluating the proposed approach: grasping of cylindrical objects, welding and two force control applications (Erasing and Peg-in-Hole).

### 8.6.1 Grasping of Cylindrical Objects

In this scenario, an industrial manipulator is supposed to grasp a cylindrical object at its rim using a parallel gripper (Fig. 8.6). The robot end-effector is commanded to grasp the a cylindrical object at any point along the object's rim (a valid grasping pose). The orientation of the gripper is adjusted in a way that it is tangential to the cylinder's rim.

This task can be defined with the following constraints:

- Line-Plane Coincident Constraint: Plane $B_{B}$, which contains Axis $_{B_{1}}$ and Axis $_{B_{2}}$, coincident with Axis ${ }_{A}$.
- Line-Point Distance Constraint: Point $_{B}$, which is the point of intersection of Axis ${ }_{B_{1}}$ and Axis $_{B_{2}}$, at a distance $\left(\right.$ Cylinder $\left._{A}\right)$ from Axis ${ }_{A}$.
- Plane-Point Distance Constraint: Point $_{B}$ is at a distance zero from Plane $_{A}$, which is the top plane of the object.
- Orientation Constraint: Axis $_{A}$ is parallel to Axis $_{B_{1}}$ and Axis $_{A}$ is perpendicular to Axis $_{B_{2}}$ of the gripper.

While the above constraints need to be fulfilled exactly, a residual degree of freedom is available as a path along the rim of the cylinder (Fig. 8.6(b)). We implemented this scenario in simulation and on an industrial robot platform (Fig. 8.6 (c) and (d)), where we solve the constraints to obtain the target pose closest to the previous waypoint of the robot.


Figure 8.6: Grasping of cylindrical objects at their rim in a robotic workcell: (a) Task constraints. (b) 3D pose in Cartesian space, shows the end-effector trajectory. (c) and (d) illustrate the snapshots in simulation and real experiment.

### 8.6.2 Welding

For the welding application, we test two cases: point welding and seam welding.
In the point welding scenario (Fig. 8.7 (b)), the robot is supposed to weld an object at a user-specified point. This task fixes the position of the welding tool-tip. However, its orientation is not fixed and can be optimized during runtime. The tip of the welding gun must exactly coincide with the target point on the object with the position constraint:

- Point-Point Coincident Constraint: Point $_{A}$ of workpiece is coincident with Point ${ }_{B}$ of welding gun tool (Fig. 8.7 (a)).

In this example, the orientation of the welding gun should be adjusted by an operator.


```
Constraints:
```

Constraints:
Point Welding:
Point Welding:
Coincident(\mp@subsup{Point }{A}{\prime},\mp@subsup{\mathrm{ Point }}{B}{})
Coincident(\mp@subsup{Point }{A}{\prime},\mp@subsup{\mathrm{ Point }}{B}{})
Seam Welding:
Seam Welding:
Coincident(Line}\mp@subsup{A}{A}{\prime},\mp@subsup{\mathrm{ Point }}{B}{}
Coincident(Line}\mp@subsup{A}{A}{\prime},\mp@subsup{\mathrm{ Point }}{B}{}
Velocity of EF = Constant

```
        Velocity of EF = Constant
```

(a)

(b)

(c)


(d)

Figure 8.7: Welding in a robotic workcell: (a) Task constraints, (b) point welding, (c) seam welding in simulation and real experiment, (d) 3D end-effector trajectory and velocities for robot end-effector.

In the seam welding scenario (Fig. 8.7(c)), the tip of the welding gun must lie on the target line on the object. The task constraints are

- Point-Line Coincident Constraint: Line $_{A}$ of workpiece is coincident with Point $_{B}$ of welding gun tool (Fig. 8.7 (a)).

In this simplified experiment, we add one more constraint with constant velocities for the robot movement. This velocity constraint is applied in the null space of the position constraint, which means that the motion along the line is always satisfied. Fig. 8.7 (d) illustrates the pose of the seam welding and the constant velocities of $0.04 \mathrm{~m} / \mathrm{s}$. Moreover, the robot can be jogged in the null-space to choose an orientation as required by other constraints from the workcell.

### 8.6.3 Erasing with Constant Force

For the erasing board application, it can be divided in 2 steps: step 1 in which the robot is move to a plane in z direction, and step 2 in which the gripper is sliding on the board with constant forces (erasing the board with given trajectory). Step 1 Move to a Plane is the same as presented in subsection 8.4.1. Then the step 2 erasing task can be defined with the following constraints:

- Plane-Point Distance Constraint: end-effector is at a distance zero from the board.


## 8. PRIORITIZED MULTI-TASK CONTROL FRAMEWORK

- Orientation Constraint: $\mathrm{EF}_{z}$ is perpendicular to the board, with fixed orientation for robot end-effector.
- Force Constraint: the contact force $F_{\text {sensor }}$ should be equal to the given desired force $F_{\text {desired }}$ along the $z$ axis.


Figure 8.8: Erasing the board: (a) Task constraints, (b) Erasing task in simulation and real experiment, (c) 3D end-effector trajectory in Cartesian space and contact force from force sensor.

In this task, the hybrid control is used to guide the robot motion, where the contact force $F_{\text {sensor }}$ is provided by the force sensor, and the $F_{\text {desired }}=10 \mathrm{~N}$. The control law is presented in equation (8.9) and the force control is defined in 8.34. When $f=\left(F_{\text {sensor }}+F_{\text {desired }}\right)$ is close to $0 N$, the robot is maintained on the board, where the erasing task is performed.

Fig. 8.8 (a) lists the constraints for this task and Fig. 8.8 (b) shows the scenario where the erasing task is evaluated in simulation and on a real industrial manipulator. A desired trajectory with rectangle shape is given for this task. Fig. 8.8 (c) demonstrates the experiment results in terms of the 3D trajectory in Cartesian space and the contact forces. From the force plot, it can be seen clear 2 steps $(t \approx 46 s)$. The forces for both $x$ and $y$ axes is close to zero since the robot end-effector is perpendicular to the board. However, there are still some noise and chattering due to different velocities of the robot and unsteady noise of the force sensor. Furthermore, from Fig. 8.8 (c), it can be observed that the contact force in $z$ direction, $F_{z} \approx-10 N$ since the desired force $F_{\text {desired }}=10 N$ and force error should be close to zero during erasing task.

### 8.6.4 Peg-in-Hole

In typical industrial robotics applications, the robotic peg-in-hole assembly task is a force control application, which is composed of three phases: phase 1 in which the robot is move to a surface where the hole is located, phase 2 in which the peg is sliding on the surface of the environment and searching for the hole, and phase 3 in which the peg is located straight on the hole (Peg-in-Hole phase). Different constraints should be satisfied during different phases, which are listed in Fig. 8.9 (a). During these constraints, the force constraint is the crucial one.
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Figure 8.9: Peg-in-Hole assembly tasks: (a) Task constraints, (b) 3D trajectory in Cartesian space, (c) Force and force error in z axis, (d) Spiral search trajectory, (e) Real experiment.

Fig. 8.9 illustrates the experiment on a real industrial manipulator, where Fig. 8.9 (b-d) is the evaluation results and the (e) is a snapshot of the real experiment. Fig. 8.9 (b) is the 3D trajectory in Cartesian space for robot end-effector, where 3 phases are observed: moving down along $z$, searching and insert the hole. The contact force $F_{\text {sensor }}$ which is provided by the force sensor and the force error $f$ along $z$ axis are demonstrated in Fig. 8.9 (c). During phases 1 and 3 , the contract force is close to zero since there is no contract in $z$-direction. There is about $5 N$ contact force in $z$-direction during the searching phase due to $F_{\text {desired }}=-5 N$. Moreover, Fig. 8.9 (d) shows an example of 3D trajectory for searching phase. The spiral searching algorithm is used to search the hole.

## 8. PRIORITIZED MULTI-TASK CONTROL FRAMEWORK

### 8.7 Discussion

In this chapter, we presented a prioritized, multiple-task control framework that allows for force control in industrial robotics. The proposed framework is based on a composable structure where several constraints, each describing a robot task or constraint, can be combined with a priority. The priorities are accomplished by null-space projections. The robot must accomplish a global task while satisfying several constraints, where the global task is achieved using the proposed visual servoing (6DVS) while safety constraints are modeled by the potential field techniques. We tested several types of constraints, e.g., operational task (position and orientation), force (contacts), or inequality constraints (joint limits). Moreover, several typical industrial robotics applications were chosen for demonstrating and evaluating the proposed approach. We also have evaluated the proposed framework with force control applications, where the force control is a crucial aspect, such as inserting a peg into a hole, erasing the board and writing.

The constraints supported by our framework are more suitable for industrial tasks. Hence, the complexity of geometric constraints required is higher than that used in WBCF 175. In [174, 184, even more complicated geometric constraints for industrial tasks were presented. However, these frameworks are designed to work only at the position control level, which is not suited for robots that interact with the environment. In conclusion, we use the control framework from [175], but introduce more complicated geometric constraints and adapt it for use in industrial applications.

## Chapter 9

## Conclusion

The individual chapters in this thesis provided a detailed insight into the research and development of a vision-based controller for manipulators in human-robot interaction scenarios. Novel techniques in extracting new image features and modeling new visual servoing control law were introduced and validated. Furthermore the possibilities of easy integration with a variety of robotic systems in human-robot interaction scenarios were demonstrated in experiments and applications.

This chapter summarizes the primary contributions of the thesis, and the resulting conclusions drawn from this work. These conclusions also include the observed shortcomings in the system. With respect to these observations, the future work in order to overcome the current shortcomings is discussed.

### 9.1 Primary Contributions of the Thesis

The primary contribution of this thesis, as also discussed in the earlier chapters, can be summarized as follows:

## 1. Visual Servoing:

- Improvement for PBVS in terms of Visual Occlusion: Two different camera models were presented in chapter 4 to provide two different solutions for visual occlusion problems in PBVS such as out of camera field of view and visual occlusion by unstructured environments.
- New Orthogonal Image Features for IBVS: The choice of features directly influences on the performance of the controller. A new virtual visual space was designed where a

6D pixel pose vector (with 6 orthogonal features) can be extracted. The virtual visual space is obtained by first computing the 3D position of points in the metric camera frame using a stereo vision system. Then they are re-projected into two virtual camera frames. Hence, the extracted 6D pixel vector $\left(W_{s}\right)$ represents the image position as 6 linearly independent and orthogonal signals, which are used as inputs for visual servoing instead of the classical image features.

- Full-rank block diagonal Image Jacobian: Points from the image plane are mapped to the new 6 orthogonal image features, to obtain a mapping (a $6 \times 6$ image Jacobian). This mapping maps velocities from Cartesian space (velocity of the robot end-effector) to the virtual visual space (velocity of selected image features). It is broken down to pure rotations and translations. Moreover, this full rank image Jacobian can avoid the well-known problems such as the image space singularities and local minima.
- Novel Properties of the proposed Scheme: The proposed Jacobian is used to design a new visual servoing scheme (6DVS), which was compared with several classical VS methods. The evaluation results demonstrated the novel properties and better performance of the proposed 6DVS algorithm over conventional VS approaches. It combines the advantages of PBVS and IBVS, and decouples the control of the translational and rotational motion of robot end-effector due to the diagonal image Jacobian. Furthermore, an observation from the analysis shows that errors in the virtual visual space are proportional to the error in the Cartesian space.
- Integration into real-world Robotic Applications: The proposed 6DVS scheme was integrated into a variety of diverse real-world robotic application scenarios. Its easy integration into different robotics system confirms its flexibility in terms of usability.


## 2. Constraint-based robot control:

- Environment Constraints: The proposed scheme was experimentally shown to be easy to integrate with the unstructured environment constraints in a human-robot interaction scenario, where the environmental constraints are modeled using artificial potential fields and geometric constraints.
- Prioritized multi-task Control Framework: To guarantee accomplishment of the global task while satisfying several constraints, a prioritized, multi-task hierarchical con-
trol framework was designed. It allows force control and complicated geometric constraints for industrial tasks. It establishes multiple priorities among tasks. The framework supports three priority levels of constraints, safety constraints, operational tasks and posture optimization.
- Typical industrial Robotic Applications: Several typical industrial robotic applications, such as grasping of cylindrical objects, welding, erasing and Peg-in-Hole, were chosen for demonstrating and evaluating the proposed prioritized multi-task control framework with different constraints.


### 9.2 Shortcomings of the System

Although the proposed visual servoing performs robustly in unstructured environments, there are few aspects which need further optimization. This section explains these shortcomings, which shall form the basis for planning future research directions in this area.

- Algorithm Classification: In chapter 5, we categorize our scheme as an image-based visual servoing due to the nature of terms in the error function. As we know, in IBVS, the features used as feedback in minimizing the error are from the image space (normally measured in pixels), while PBVS uses the geometric interpretation of the information in Cartesian space (such as 3D position, measured in meter). In our case, the general idea behind our algorithm is that we try to extract 6 independent features $\left(W_{s}\right)$ (pixels) from the classical image features $(s)$ in order to get a square full-rank Image Jacobian. These new image features (in pixels) are used to design the error function to control the robot. However, as an intermediate step, recovery of the 3D Cartesian position from the stereo cameras is needed to get the new image features. This intermediate steps creates some confusion for classifying the propose visual servoing. The presented approach for finding this mapping is not the only possible way, and remains a topic for future research.
- Orientation Estimation for uncalibrated VS: The current method for estimating the orientation has stability issues and sometimes can result in large errors due to noise from the input visual signals. The estimation method presented in subsection 4.3 .3 highly depends on the datasets generated by the vision system. Therefore, using a more stable visual tracking algorithm to improve the estimation accuracy is an important aspect for further investigation.
- Control Schemes: An adaptive dynamic controller, using second order sliding mode control, was chosen to control the manipulator since it allows dealing with uncertainties from robot and camera model. However, the choice of a controller was not considered as a major contribution in this thesis, since the focus was not on designing a new controller.
- Comparison: Although the proposed 6DVS was compared with some classical visual servoing methods in several standard tests, more tests with different situations need to be carried out. Moreover, the simulations used for comparisons should also be performed on the real robot.
- Flexibility: Another shortcoming of the system is the flexibility of the proposed 6DVS. Although the scheme was used in some applications, there is still a lot of scope for combining it with other modules and use in various other applications, e.g. visual navigation, objects grasping.


### 9.3 Proposed Future Work

From the conclusions drawn and the observed shortcomings, the future work in order to improve the performance of the system in certain aspects will be discussed in this section. The following are the planned areas for future research:

- Algorithm Classification: In the chapter 5, we construct a virtual visual space which has similar properties as Cartesian space (has 6 independent components), but measured in pixels. This virtual visual space is an extension of 2D image plane with z pixel direction. Therefore, we still consider it as IBVS. As future work, we can try to find another method without using 3D reconstruction information in the intermediate step, which will eliminate the confusion for algorithm classification.
- Orientation Estimation for uncalibrated VS: In order to improve the performance of the orientation estimation, the vision tracking algorithm will be modified such that it is more robust to signal noise.
- Control Schemes: This module will be researched further in order to compare the performance with different control schemes for proposed VS approach. Moreover, modeling new visual servoing control schemes to enhance the task performance and stability will be also considered.
- Integration with more advanced vision systems: For the camera model in chapter 5, two orthogonal virtual cameras are used to extract the new image features. This concept of the virtual visual space provides the possibilities to integrate the proposed visual servoing with different kinds of vision modules. Based on the formulation of the virtual composite camera model presented in section 5.2.3. 3D Cartesian poses obtained by any visual tracking method also can be mapped to the virtual visual space and the new 6 orthogonal components can be extracted as image features. Thus, use of the proposed object tracking method based on stereo cameras to obtain the 3D Cartesian position is not necessary, and can be replaced by more powerful and accurate methods for object detection and pose estimation [168, 165]. Other sensors, e.g., high frame rate cameras, depth cameras, RGBD sensors, ToF sensors, and the Leap Motion sensor can also be used to increase the accuracy of visual tracking and also facilitate many new applications.
- Extension to different fields: Potential applications of visual servoing are numerous. It is applicable to any task that uses visual information as input and controls the motion of a dynamic system. Given the capability of easy integration with different modules, the proposed visual servoing algorithm will be extended from the current human-robot interaction for industrial robot to a variety of different research fields and domains, such as, used in visual navigation for a mobile robot or an unmanned aerial vehicle, manipulation and grasping using a robot arm, locomotion and manipulation with a humanoid robot and precise surgery in medical robotics.
- Constrained Problems: This module is an important component in enabling the safe and efficient use of robotic systems in real-world applications. Given the wide variety of robotic tasks and constraints in unstructured environments, different control formulations and control strategies will be investigated.


## Appendix A

## Color-based Object Tracking

## A. 1 Image Processing

Visual Servoing is a technique which uses feedback information extracted from a vision sensor (visual feedback) to control the motion of a robot. Therefore, extraction the visual features from an image is an important step for visual servoing. In this thesis, object extraction and pose estimation is not our contribution and concern. Hence, we use an existed simple algorithm (color-based objects tracking) for testing our proposed visual servoing system. Fig. A. 1 illustrates the algorithm for detection and tracking the centroid position of colored target ${ }^{1}$.

The algorithm segments the target objects based on their color. First, a color histogram of a mask that belongs to the target is computed off-line and used as a model. Then the back projection of a histogram is calculated and morphological operations is used for filtering and noise removal. After finding the contours in a binary image and calculating the minimal upright bounding rectangle for the specified point set, the CamShift object tracking algorithm [185, 186] is used to find the object center, size, and orientation. Outputs of the algorithm, as shown in Fig. A.2 give the pixel positions of the centroids of the detected objects.

[^10]

Figure A.1: Color-based objects tracking algorithm.


Figure A.2: The results of color-based objects detection.

## Appendix B

## 3D Position-based Visual Servoing Experiments

A 3D PBVS approach based on the two novel camera models proposed in chapter 4 has been tested on a standard industrial robot in a Human-Robot Interaction (HRI) scenario. The real time color-based visual tracker is used to identify the target position (green cube) and the current position of robot end-effector (red cube). The target is carried by a user, and the robot end-effector tracks the target in a dynamic environment. Several robot attributes such as singularity avoidance, self-collision and obstacle avoidance are implemented to ensure safety of the robot and human. The environment constraints are modeled in 7.1.

Two different cameras configurations for tracking system as proposed in chapter 4 have been tested in the experiments, which provide some solutions for the visual occlusion problem for PBVS. Fig. B. 1 (a) shows the two cameras system: four orthogonal cameras and two stereo cameras.


Figure B.1: Vision system with camera indexes.

## B. 3D POSITION-BASED VISUAL SERVOING EXPERIMENTS

## B. 1 3D PBVS with Four Orthogonal Cameras

In this experiment, four orthogonal camera system is used for tracking the target. The visual models are presented in Section 4.2, and can be used to avoid visual occlusion problems. Fig. B. 1 (a) shows IDs (index) of four orthogonal cameras and (b) shows the snapshot of camera images.


Figure B.2: Orthogonal experiment result: up part is the selected camera IDs and down part shows the 3D Cartesian position for the target.

During experiments, some of the cameras may be occluded by the user or obstacles. Then the system automatically selects two cameras that avoid visual occlusions. The two selected cameras have to be in orthogonal positions in order to get the 3D position. Although the selected cameras keep changing, the model for computing 3D position is the same, as defined in 4.29 and (4.30). The experimental process and the results are shown in Fig. B.2 where two selected cameras' IDs and the corresponding Cartesian position of the object are illustrated. It demonstrates that although the selected cameras keep changing, the Cartesian position is still continuous and smooth due to the precise camera calibration.

During the experimental validation, several behaviors are evaluated. Fig. B. 3 (a) shows how the robot handles self-collisions. The system generates a collision-free trajectory (red line) instead of moving directly to the target. Fig. B.3 (b) demonstrates obstacle avoidance. The blue line is the target motion and the red line is the robot end-effector motion. The robot can avoid the obstacle while continuing to track the target.

For human avoidance, we use a Kinect sensor to detect and track the human skeleton. We


Figure B.3: Experiment results: (a) Self-collision avoidance. (b) Obstacles avoidance.


Figure B.4: Avoid Human: (a) Tracking human skeleton using Kinect; (b) Human joints model; (c) Human avoidance results: robot movement (red line) and target movement(blue line), Human position (green circle).
use this information to build our human model, as shown in Fig. B.4 (a) and (b). Fig. B.4 (c) shows the process of how the robot avoids the obstacle (human) while continuing to track the target.

## B. 2 3D PBVS with uncalibrated Camera System

In this case, two stereo cameras fixed on a tripod are used in tracking system instead of four orthogonal cameras, as shown in Fig. B. 3 (a). The stereo vision tracking system provides the positions of both red and green cubes with respect to the stereo coordinate frame. During the experimental validation, several behaviors are evaluated. These behaviors are depicted Fig. B. 5 .

Fig. B.5 (f) and (a) show visual tracking with and without obstacle avoidance respectively. Fig. B. 5 (c) illustrates the result of singularity avoidance, where the robot does not reach the


Figure B.5: System behaviors: (a) 3D Position tracking. (b) Case when the target is lost. (c) Case with singularity avoidance. (d) Table avoidance. (e) Self-collision avoidance. (f) Obstacle avoidance. (g) Case when the object is occluded. (h) The camera can be moved when the target is occluded.
singular condition $\left(q_{3}=0\right)$, even when the user tries to force it. Fig. B.5(e) shows self collision avoidance. Fig. B.5 (d) depicts table avoidance where the motion of the robot in the $z$-axis is constrained by the height of the table (the end-effector is not allowed to go under the table). The system proves to be stable and safe for HRI scenarios, even in situations where the target is lost (due to occlusions by the robot or the human), see Fig. B.5 (b) and (g).

The primary advantage of our system is that when the target object is occluded (Fig. B. 5 $(\mathrm{g})$ ), the stereo system can be moved to maintain the targets in the field of view, see Fig. B. 5 (h). After moving the stereo system, our approach can use real data to estimate the orientation matrix on-line without needing to stop the robot and re-calibrate it. More details about the on-line orientation estimation is shown in 7.3.2.3
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[^0]:    ${ }^{1}$ StaubliTX90: http://www.staubli.com/en/robotics/6-axis-scara-industrial-robot/medium-payload-6-axis-robot/6-axis-industrial-robot-tx90
    ${ }^{2}$ This topic will be covered in next section. For now, lets say that Kinematic Decoupling is a special coordinate frame arrangement where the orientation and position of the end-effector are controlled by a set of different joint variables, therefore they are decoupled from each other.

[^1]:    ${ }^{1}$ Here we use the shorthand notation $c_{\theta}=\cos \theta, s_{\theta}=\sin \theta$ for trigonometric functions.

[^2]:    ${ }^{1}$ These parameters can be computed off-line.

[^3]:    ${ }^{1}$ These parameters can be computed off-line.

[^4]:    ${ }^{1}$ Since the virtual cameras are user-defined, we can set the same intrinsic parameters and $\lambda$ values for both cameras.
    ${ }^{2}$ The reason to introduce the auxiliary coordinate frame $O_{\mathrm{v}}$ is to simplify the composite camera model by rotating the coordinate frame $O_{C_{l}}$ in an specific orientation, such as $\phi=0$.

[^5]:    ${ }^{1}$ We use $X_{s}$ instead of the classical notation $s$ because $X_{s}$ is more than an image feature measurement, in fact, it defines a position vector in the 3D virtual visual space.

[^6]:    ${ }^{1}$ Properties of Skew Symmetric matrices show that: $R S(\alpha) R^{T}=S(R \alpha)$ with $R \in S O(3)$ and $\alpha \in \mathbb{R}^{3}$.

[^7]:    ${ }^{1}$ In our system, we use eye-to-hand configuration, hence $\mathrm{v}_{c}$ is the velocity of the robot end-effector with respect to camera frame $O_{c}$.

[^8]:    ${ }^{1}$ http://www.uco.es/investiga/grupos/ava/node/26
    ${ }^{2}$ www.roboticslibrary.org.

[^9]:    ${ }^{1}$ http://www.roboticslibrary.org/

[^10]:    ${ }^{1}$ Thanks to colleague Dario Mendoza Gallegos for contributions to the implementation of this algorithm.

