With increasing number of externally controllable energy components within smart grids, the complexity of monitoring and controlling each individual component is a challenging task. Continuous monitoring of energy systems is crucial for ensuring reliability and security of the systems, such as generator, grid infrastructure, and residential homes. There has been a significant effort in developing failure detection techniques and outlier detection algorithms. These methods are expected to deliver reliable estimations or predictions of the system status, so as to assist human operators with early warnings or updates of potential issues. They all depend on clear visual presentation of the monitoring data and the experience of the human operator. In case of distributed energy generation systems obtaining this experience is often complex and needs long training periods. Therefore, predictions about future system states are an useful additional information source.

Besides anomaly detection systems, which employ statistics or system models to detect abnormal system states, there are also predictive control systems. Most predictive control systems use one timescale to predict the future behaviour of the considered system. This means the predictions about what is to be happening in the future is restricted to a fixed number of time steps. On the other side, human beings as well as other animals seem to use experiences from earlier situations to anticipate what is about to happen next and adjust their actions accordingly. Such ability makes it easier for them to take advantage of upcoming opportunities as well as to evade future danger. The process of continuously anticipating the immediate future in a local and personal sense is called nexting. Nexting uses temporal-difference methods to learn multiple long-term predictions in real-time (cf. [1]). The proposed nexting algorithm updates the predictions in each time step solely based on the previous predictions and the newly observed information (sensor readings). A system model is not necessary and with one update multiple time-scales can be efficiently calculated in parallel.

Recently, such predictions of raw sensor signals are used in a laser welding robot to improve the quality of the weld seam by adjusting the process parameters adaptively [2]. In this work we have implemented those multiple time-scales predictions in a human-in-the-loop control system in a smart home scenario where a simulated heating system is operated by a simple threshold based controller. The indoor temperature is monitored and together with predicted values presented to an operator. The nexting algorithm uses all available information to calculate its prediction: the actual indoor and outdoor temperature and the heater state. In Figure 1 we have depicted the NEXTMon architecture with the physical system representing the energy system to be monitored, the operator controlling the physical system using actual system state information and predictions. With the prediction the operator is able to react proactively to changing system states. Figure 2 shows a timespan of 25 hours of our simulation results where the dashed vertical lines show the possible proactive actions the operator could have triggered to ensure that the temperature stays within the optimal region.