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Abstract

With the number of cores growing faster than memory per node, hybrid programming models have become a popular approach for efficient use of high performance computing (HPC) systems. Using threads instead of MPI ranks inside compute nodes replaces intra-node messaging with faster communication through shared memory access. Additionally, the number of parallel inter-node messages can be optimized. In large scale parallel applications, communication often influences the runtime of applications. Achieving good efficiency by overcoming this bottleneck is challenging, even when using asynchronous communication. While hardware support for asynchronous data transfer exists, most MPI implementations can only advance pending asynchronous operations inside library calls.

In this thesis a classification of programming approaches and existing implementations of the MPI and OpenMP standards are used as the basis to discuss this problem. An analysis of asynchronous capabilities of different MPI implementations on different hardware environments shows that in nearly all cases no real asynchronous operations are provided. A strategy using the hybrid MPI-OpenMP programming approach to overcome this problem is developed. It improves asynchronous behavior by introducing MPI-awareness to the OpenMP runtime through a new type of task. Being scheduled together with the regular OpenMP work-pool, it can be used to advance pending asynchronous MPI operations with minimal overhead. At the same time it keeps the advantages of the hybrid programming approach, including easier work balancing as compared to an MPI-Only approach.

For different state of the art HPC systems, the performance of this approach is measured and analyzed. Without complicating the programming interface, the results show perfect overlap of the asynchronous operations with the performed computational work. Additionally it is shown that this approach reduces the influence of communication on performance. This approach has a lot of performance potential for parallel HPC applications which can be parallelized in a hierarchical manner, i.e. hybrid MPI-OpenMP. Especially for future exascale systems it reduces communication costs and relaxes synchronization requirements. It can be expected that this also positively influences scalability.
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CHAPTER 1

Introduction

1.1. Motivation

While earlier trends in modern processor design were able to achieve higher performance through increased processor clock frequencies, this trend came to a halt due to increasing power consumption and heat development. Instead of trying to increase clock frequencies further, multi-/many-core architectures have emerged, providing increased performance potential through multiplication of processor components. Increased performance is provided through multiple, but slower clocked, computational cores, which can be used in parallel. Access from all cores to the same physical main memory provides very fast communication between threads or processes. In order to minimize the memory access bottleneck, a series of fast memory (caches) is integrated. In order to increase the available core counts, multiple sockets - each hosting multiple cores - make up large compute nodes. While single socket systems provide an environment where access to any memory region from any core takes the same amount of time (i.e. uniform memory access (UMA)), multi-socket systems provide a non uniform memory access (NUMA) environment. Different parts of the physical memory are attached to different sockets. While the operating system provides a global address space, the actual access latencies differ depending on the distance between used core and the desired memory region.

One area where performance of programs is very important is high performance computing (HPC). Many applications, both scientific and industrial, cannot be executed efficiently on single processors, either due to the amount of necessary memory, or due to the number of computational steps necessary. These applications can often be split into a set of subproblems which can be executed in
parallel. They can be assigned to processes or threads running on different compute resources, i.e. the application can be parallelized. Seeing as in most cases the subproblems are not independent, some kind of communication between the processing units is necessary. In order to provide hardware environments for these kinds of applications, different high performance computing systems exist. Using multi-/many-core architectures as described above is one of them. An additional level of hardware parallelism is added by connecting compute nodes through communication networks. Multi-/many-core environments are limited by the number of cores and amount of memory which can be placed into a single compute node, but provide very efficient communication between the computational cores. Connecting compute nodes through networks is scalable to very large node counts, but the communication is limited through the used network. While modern networks are very efficient, they cannot stand up to shared memory communication.

Recent developments in high performance computers, as can be seen in the TOP500\textsuperscript{1} list, combine both hardware setups, providing large hierarchical hybrid systems. Networks connect large numbers of compute nodes, resulting in a distributed memory environment. Each compute node internally provides a multi-/many-core environment.

In order to use the parallel hardware, different programming paradigms have been created. Based on the used communication method, two major parallelization paradigms are defined: shared memory and distributed memory parallelization. Shared memory parallelization is mostly based on the many-/multi-core architectures described above, using multiple threads to work on a single problem. The most widely used standard for shared memory parallelization is OpenMP \[62\]. It defines a set of compiler directives, library routines and environment variables which can be used to parallelize programs at a thread parallel level. It takes care of thread creation and management, work item definition and distribution, and provides tools for thread synchronization, etc. The OpenMP standard especially targets the programming languages C and Fortran and is usually used in an incremental parallelization approach. Starting with a sequential program, pragmas, library calls, etc., are added step by step, adding parallelism to different parts. Introducing basic parallelism to a program is relatively easy to achieve, but advanced parallelization optimizations are possible.

In regard to distributed memory parallelization, the most widely used approach is the Message Passing Interface (MPI) \[55\]. MPI is not a programming language, but a definition of an interface to library routines which offer all necessary functionalities in regard to distributed memory parallelization. The main focus of the standard is point to point communication, but it also covers areas such as remote memory access, process creation and high performance parallel I/O. With modern HPC systems, as described above, the hardware is not necessarily

\textsuperscript{1}www.top500.org
matching one or the other programming paradigm, but incorporates aspects of both approaches. A common way to program parallel systems made of many multi-core compute nodes is to regard every core as a separate compute unit and use MPI only (MPI-Only). On every core of the system, one MPI process, or rank as they are called, is executed and communication is done via message passing, regardless of whether or not the communicating ranks are located on the same node or have to use the communication network. Smart implementations for the used MPI library can recognize the fact and optimize the data movement, but direct access to the memory regions of other ranks on the same node is not possible. Nevertheless, this approach can yield good parallelization performance, as will be discussed later. An alternate approach is to combine both programming paradigms in a way which matches the used hardware environment. At a higher level, one (or a few) MPI ranks are placed per node, communicating via message passing using the communication network. At a lower level, the ranks internally parallelize their workshare using a shared memory programming paradigm in order to make use of fast intra-node communication.

Especially with distributed memory parallelization, communication can become a real bottleneck, and strategies to remove, reduce or hide communication behind useful workloads are very important. Many parallel applications have two kinds of workloads which are being assigned to the used processes: communication independent work, i.e. computation which can be executed without the need to exchange data with another process, and communication dependent work. The latter is a result of the parallelization and the fact that work items can depend on the values of other work items. Due to the fact that these might be assigned to a different process, some data exchange needs to happen either before or after this work can be done, as those values can change over time. One way to reduce communication overhead is to look for opportunities to hide communication behind communication independent work. The goal is to make use of the provided resources in such a way that a scheduled communication can be handled without keeping the processor occupied to do so. Therefore, the processor can work on communication independent work at this time. Communication overlap, as this is called, has been discussed in literature (see Chapter 4 for references), and has been integrated into the MPI standard. The standard offers so called nonblocking communication functions, which post a communication request to the MPI runtime without blocking the calling process. Nevertheless, no current MPI implementation which can be found on HPC systems available to this work was actually able to achieve real communication overlap when using these functions, as will be discussed later. Communication overlap has been discussed in different publications and the general agreement is that overlap can only be achieved either through the use of progress threads or by manually advancing communication while working on communication independent work. Progress threads are threads spawned by each MPI rank. They take care of communication related steps, such as programming network hard-
ware. Progress threads are not always possible or feasible. Manual progression, i.e. taking care of calling progression functions in the user program, is difficult to implement. Especially the question of when and how often available advancement functions need to be called is hard to answer efficiently and no automated way to do so exists.

1.2. Contribution

This work addresses the questions discussed in the motivation. Especially automated message progression in the context of the hybrid MPI-OpenMP programming approach. The proposed commtasks add awareness of the MPI parallelization used on the higher level to the OpenMP implementation used for parallelization inside each MPI rank. Together with a new OpenMP schedule, these commtasks can achieve perfect communication overlap by calling message progression functions at optimal times. Additionally, the new approach introduces NUMA awareness to the OpenMP parallelization while providing work balancing at the same time. Additionally, the approach removes timing constraints in regard to the exact communication times during the execution of a parallel program. Communication dependent steps, both progression and communication dependent work, can automatically be assigned a higher priority in order to make sure that idle times in this regard are minimized.

In order to build a foundation for the proposed commtask, the communication overlap capabilities of the available MPI libraries are being investigated through a benchmark. The results show that the MPI libraries are indeed able to not only achieve synchronization overlap, but also data transfer overlap, which together result in the desired communication overlap. The benchmark also reveals the MPI libraries’ limitations in regard to communication overlap. A formal definition of the commtask is being presented, showing how the automated progression can be included into the OpenMP standard with minimal changes. The performance of the proposed approach is being investigated by applying it to a relevant parallel code, namely the Jacobi Relaxation method. This method represents three dimensional stencil codes, which can be found in a large variety of applications. Using different stencils and different approaches to split the used computational domain to the available compute resources, the commtask approach is being compared to a large number of traditional implementations, including MPI-Only and MPI-OpenMP both implemented twice: using blocking and using nonblocking communication functions.

The results show that for real life parallel applications, automated message progression and perfect communication overlap is possible using the commtask approach. It is easy to add to hybrid parallel applications (MPI-OpenMP) and does not require fundamental changes in the existing parallelization standards. For programs with contiguous memory buffers used in the communication, the
results show perfect overlap and the proposed `commtask` implementations outperform all other implementations. These include MPI-Only and MPI-OpenMP implementations, both implemented using blocking as well as nonblocking communication functions. As shown with the benchmark mentioned above, limitations in regard to overlap exist in cases where the used memory buffers are non-contiguous. While the proposed approach cannot outperform other approaches like MPI-Only in this case, the hybrid implementations can be improved drastically, even to the point where their performance matches the performance of the MPI-Only counterparts.

The presented work shows that hybrid parallelization on hybrid hardware has a lot of potential to improve the performance of parallel applications and optimize the usage of HPC resources. For a large set of parallel applications, this can be done using the proposed approaches. For other applications, performance improvements can be seen in comparison to the classic hybrid implementations and possible future extensions promise better results in these cases as well.

The proposed `commtask`, while implemented to achieve overlap using progression function, is designed to also work with progress threads, which might exist in future MPI implementations. Its positive impact on performance might even be increased through the removal of the overhead necessary to call progression functions yet keeping its other advantages at the same time: NUMA aware work balancing, prioritizing communication related work steps and minimizing the impact of delayed communication partners.

1.3. Structure of Thesis

Following the introductory chapter, an introduction to High Performance Computing parallel programming models is presented in Chapter 2. Besides an overview of parallelization and the possible programming paradigms, two of the most prominent, and for this work most relevant, programming paradigms are presented in detail: the shared memory parallelization approach OpenMP (Section 2.1) and the distributed memory parallelization standard MPI (Section 2.2). The chapter is concluded by a closer look at their combination in a hybrid MPI-OpenMP fashion (Section 2.3).

Chapter 3 proposes a new OpenMP loop parallelization schedule, namely `static-ws`, which addresses the need of OpenMP to be aware of non uniform memory access (NUMA) environments while providing efficient work balancing. The need for asynchronous MPI functionality, such as communication computation overlap, is presented afterwards. The capabilities of modern HPC systems and software environments are benchmarked in detail in Chapter 4. Based on the results a solution is presented. Adding MPI awareness to the OpenMP runtime in hybrid parallelization approaches through the proposed `commtask` is used to achieve real asynchronous MPI functionality. The chapter finishes with a formal definition of the `commtask` consistent with the OpenMP standard in Section 4.4.
The impact of the `commtask` on real live applications is then extensively analyzed in Chapter 5. A large variety of parallelization options for three dimensional stencil codes is being compared on a large set of HPC systems. These include MPI-Only and MPI-OpenMP, both implemented using blocking and nonblocking communication functions, as well as implementations of the proposed `commtask`. For two computational domain decomposition strategies, namely one- and three-dimensional domain decomposition, the implementations are executed on large node counts of modern hybrid HPC hardware and the results are discussed in detail.

Finally, the last chapter concludes the work and presents an overview of related future research topics.
As discussed in Section 1.1 the use of high performance computing (HPC) systems is widely spread and multi-core environments are becoming a part of desktop computers, notebooks and even mobile phones. Processor frequencies are decreasing in exchange for lower power consumption and multiple instances, creating multi-core compute nodes. Together with high performance networks, these nodes make up large parallel systems. In order to use these efficiently, i.e. dedicate all (or parts of) the systems to work on a single computational problem, the common programming interfaces have to be extended in regard to parallelization.

Using a pool of resources to work on a single problem results in some kind of distribution of work items. These can for example be data blocks which need to be used for some kind of computation or different computational phases which need to be applied to data passed through them. In most cases these work items are not independent from each other and some kind of communication needs to happen between the used computational cores. For these parallel programming approaches, two major forms of parallelization are typically distinguished: shared memory parallelization and distributed memory parallelization.

For environments providing a common (virtual) main memory to all participating computational cores, as is the case in multi- and many-core compute nodes, parallelization can be done by using multi-threading. The threads have a shared memory region and communication can happen through direct access to the shared data buffers. This form of communication is fast, but limited in scalability. Access to the shared data has to be coordinated by the programmer. It can be extended to be used on multiple hardware nodes by providing virtual shared memory, but this removes the advantage of fast access times and is not commonly applied in HPC applications. Common parallelization paradigms for
shared memory parallelization are OpenMP and Pthreads. For environments providing computational units distributed to different nodes connected through a network, the distributed memory parallelization approach has to be used. The provided memory spaces on the nodes can not directly be accessed by all used computational cores and communication has to be done by sending data through the available network. One common way to exchange data is through message passing. The de facto standard for message passing parallelization is the Message Passing Interface (MPI). Other parallelization exist, such as the use of graphical processing units (GPUs) for computation, implemented for example using Cuda or OpenCL.

Independent of the chosen parallelization paradigm, the parallelized applications have useful work, which is directly related to the problem to be solved. When splitting the work or the work steps and assigning these work items to different workers (threads or processes), additional steps need to be taken care of. This overhead, while necessary, is not part of the original algorithm and needs to be minimized where possible. This work includes synchronization between workers, copying and sending data in distributed memory environments, etc.

For this work, the important parallelization paradigms are the Message Passing Interface (MPI) for distributed memory parallelization and the use of multi-threading (Pthreads and OpenMP) for shared memory parallelization as well as the combined use for hybrid parallelization. Both parallelization paradigms, MPI and OpenMP, are widely accepted in the HPC community and it can be expected that they will be relevant in the future. Nevertheless, as can be seen by looking at research done in regard to new and different programming models, new challenges will have to be addressed on the way to even larger systems. In order to face these challenges, the current MPI and OpenMP standards will have to be adjusted and extended. One possible way to ensure their relevance might be their interaction, as proposed later in this work.

The rest of this Chapter will give an introduction of these programming paradigms, discuss related work and highlight important aspects in regard to the work presented later. The goal of the introduction is to present the concept behind the presented programming paradigms, explaining the different steps which are necessary in order to get a basic parallel program. Additionally, the most relevant extensions for advanced parallelization are presented and more detail is discussed in regard to the aspects used later in this work. The introduction is not discussing detailed semantics of the programming paradigms, as those are explained in detail in the referenced standards, which are available to anyone from the corresponding web pages.
2.1. OpenMP

With the introduction of multi-core architectures, real parallelism was enabled inside a compute node. A program can not only be programmed to have multiple execution paths by the use of threads, but these can truly run in parallel on the available hardware. Through the provided shared memory environment, the threads can access the processes global address space directly and therefore communicate in a highly efficient way. In order to exploit this parallelism, programming models and paradigms have been created to address the different aspects arising through the shared memory parallelization, which include:

- Thread management: This includes the creation of threads, their termination, identification, etc.

- Synchronization: Coordination of possibly concurrent accesses to the same memory region, e.g. to make sure that an expected update of the corresponding value has already been written by another thread.

Many programs which are targets for parallelization have different phases. Often a very compute intensive central part takes up the major part of the execution time. In cases where parallelism can be exploited here, the use of multiple threads has the most impact. The other parts are often program setup and initialization phases in the beginning and the saving of results and termination phases at the end. These latter parts are often neither long in comparison to the central part nor do they exhibit enough useful parallelism to exploit.

For these kinds of programs shared memory parallelization paradigms are needed which are easy to use, provide all the necessary tools and are able to make efficient use of the available resources. While all of this can be done on a lower programming level using for example Pthreads, the amount of work necessary on the programming side reserves this approach for programming specialists and usually makes it hard to use for application specialists\(^1\). A simpler parallel programming interface for shared memory parallelization which has evolved as a widely used standard is OpenMP. In order to “standardize directive-based multi-language high-level parallelism that is performant, productive and portable” \(^58\), the OpenMP Architecture Review Board (ARB) has been created. While at the beginning of this work, the OpenMP-3.0 \(^59\) standard was the newest version, versions OpenMP-3.1 \(^60\), OpenMP-4.0 \(^61\) and OpenMP-4.5 \(^62\) have been published since then, adding new features and support for new hardware environments.

The standard describes the three basic parts of OpenMP:

- Compiler directive (extending the programming languages C, C++ and Fortran)

- Library routines

\(^1\)Specialists in areas such as physics, chemistry, etc. whose programs benefit from parallelization but whose expertise is not computer science/engineering.
The standard approach for programming OpenMP is incremental. Starting with a sequential program, pragmas and library calls are added afterwards. This allows for easy and quick parallelization of core parts of a program, as the original algorithm can be implemented without taking parallelization into consideration from the beginning. Nevertheless, as is the case with any program, adding more specialization (e.g. knowledge about the memory layout of used data structures, access patterns, etc.) to the implementation results in more potential for performance gain.

Different OpenMP compilers exist, such as the GOMP\(^2\) OpenMP implementation for the GNU Compiler Collection\(^3\). As most of the systems available for this work provide specially tuned software, another implementation used mostly throughout the results presented later is the Intel C/C++ Compiler (ICC).

Research in regard to OpenMP is ongoing and covering a wide range of areas. The authors of [18] propose sub-teams of threads and the option to assign work to them via worksharing constructs, which is now available in OpenMP. Other work proposes extensions in regard to the tasking construct [85]. The concept of places has been added to OpenMP as well, which has been the topic of [27], whose authors also proposed affinity policies. Affinity in regard to memory placement in NUMA domains or OpenMP places is still missing but has been addressed by the authors of [76]. They propose an OpenMP extension which offers memory initialization in regard to used places and the option of migrating memory, either automatically or through proposed runtime library functions. The use of OpenMP in non uniform memory access (NUMA) environments is also the topic of [8]. Extending OpenMP for NUMA architectures, the authors of this paper implement methods taken from the parallel programming paradigm High Performance Fortran in an OpenMP compiler. They propose a user directed approach for page migration, i.e. memory movement, and user directed data layout mechanisms. The authors of [84] examine the behavior of task-parallel codes on NUMA systems, comparing different approaches in regard to the task creation. Due to the fact that the behavior of task scheduling for OpenMP is less defined, offering a more dynamic work distribution, the efficient use of tasks in NUMA environments is not guaranteed.

Another area, which is important in high performance computing is efficient parallel I/O, which has not been addressed in the OpenMP standard. The authors of [52] introduce a parallel I/O interface for OpenMP in order to close this gap. The authors of [1] address the increasingly important question of power management in the proposed energy extension OpenMPE. Other work examines the energy consumption of Haswell processors running OpenMP programs, by applying and evaluating different energy saving strategies [92].

\(^2\)https://gcc.gnu.org/projects/gomp/
\(^3\)https://gcc.gnu.org/
evaluation is also part of ongoing work. The authors of [73] present results of the SPEC OMP2001 Benchmarks on a Hitachi SR8000 node, showing that it can achieve a high performance for applications with high demands on the memory bandwidth. The Jacobi method, used in the results presented in Chapter 5, is part of research as well, including the work presented in [6] where it has been implemented using different paradigms, including MPI and OpenMP, executed on Cray XE6.

2.1.1. Parallelization and Work Distribution

Compiler Directives

The most basic compiler directive is the parallel construct. It defines a parallel region and creates a team of threads which executes the code inside the constructs range. Thread creation does not have to be implemented manually. The pragma can be supplied with parameters defining the behavior in regard to used variables, i.e. which variables are being used by each thread privately, which variables are being accessed by all threads and how to define the values of the variables at the beginning and after the parallel region. In order to distribute the work to the created threads, different directives exist in regard to worksharing. These include, but are not limited to, the for directive for loop parallelization, the sections and the single constructs. Another way to define structured code blocks which can be distributed to available threads, being executed in parallel, is the tasking construct. While the former construct has been part of OpenMP from the beginning, the OpenMP tasks have been added in later versions.

In order to control the execution flow of the threads and synchronize them, OpenMP offers additional directives. Code inside the parallel region can be defined to be executed by a single thread using the single directive (any thread) or the master directive (execution only by the thread who encountered the current parallel region). Access to shared variables can be coordinated with constructs such as the critical or atomic directives.

As threads have a local view on shared variables, the programmer has to take care of making changes public to other threads by the use of the flush directive.

Runtime Library

The runtime environment of OpenMP parallelized programs can be controlled through a series of runtime library functions. These include functions to control the number of threads used in parallel regions, query the state of the runtime, change settings such as scheduling decisions made at runtime and routines controlling locking mechanisms, timing functionality and device memory management.
Later in this work, these runtime library functions are being used to do manual worksharing in respect to the thread identifier assigned to the used OpenMP threads.

**Environment Variables**

The defined environmental variables can be used to influence the behavior of the programs globally by either setting them before the program execution or using the corresponding runtime library functions in the code. An important variable is `OMP_NUM_THREADS`, which defines the number of threads used for a defined parallel region.

2.1.2. Work Scheduling and Balancing

As described above, OpenMP offers different ways to distribute work to the available threads inside a given parallel region. In regard to this work, the two important approaches are the loop parallelization directive for and the task directive.

The #pragma omp for construct can be used to split the iteration space of a given loop. Depending on the parameters and the defined scheduling the mapping of the indices to the available threads is done. The used loops must be conforming to the canonical loop form, defined in the OpenMP standard [62, 2.6 Canonical Loop Form]. The behavior when applying this to loops with dependencies between the different iterations is undefined.

The possible scheduling clauses which can be supplied to the for construct are:

- static (Syntax: `schedule(static, chunk_size)`)  
- dynamic (Syntax: `schedule(dynamic, chunk_size)`)  
- guided (Syntax: `schedule(guided, chunk_size)`)  
- auto (Syntax: `schedule(auto)`)  
- runtime (Syntax: `schedule(runtime)`)  

Using the static schedule, the iteration space is distributed to all available threads in equal sized blocks (no chunk size is specified) or by distributing blocks of size chunk size in a round-robin fashion. For the schedule clauses dynamic and guided threads request chunks whenever they executed the last received chunk. For dynamic, the amount of iterations per chunk are fixed and defined through chunk size. For guided, “the size of each chunk is proportional to the number of unassigned iterations divided by the number of threads in the team” [62] decreasing to one (default) or to the minimum size defined through chunk size. Schedule auto delegates the question of which schedule to choose to the runtime and compiler. With runtime the schedule is chosen at runtime.
depending on the internal control variable (ICV) `run-sched-var`, which can be set either using environment variables or the runtime library. Depending on the parallelized loop, different advantages are offered through the different schedules. For loops which are entered by all threads at the same time and which exhibit a uniform execution time for each iteration, the use of schedule `static` is most efficient. In cases where the threads might reach the at varying points in time or where the duration of each iteration is variable, the schedules `dynamic` and `guided` offer work balancing at the cost of overhead for the chunk assignment. Important for this work is the question of iteration assignment across different loops, different encounters of the same loop and across different parallel regions, as the question of which thread on which core accesses which memory region is influencing the efficiency of code when using OpenMP in NUMA environments.

2.1.3. OpenMP in NUMA Environments

Modern compute nodes providing multiple computational cores are split into different sockets. Each socket hosts a number of cores. The main memory is partitioned and the individual partitions are connected to one of the available sockets. While a thread on a given core can access any memory partition available in the node through a global address space, not every access is the same. The latency and bandwidth between the used core and the desired data in memory is dependent on the question where the hosting memory partition is located. This kind of environment is called a non-uniform memory access (NUMA) environment [8,84].

For efficient parallelization with shared-memory paradigms like OpenMP different aspects have to be taken care of in regard to memory access. These include:

- **Thread pinning**: As in HPC applications the best practice is to use one thread per available core, the threads are usually pinned to one core each.

- **Data pinning**: Across multiple recurring regions accessing the same data, the data to thread distribution is fixed in order to allow the efficient use of caches and, in case of NUMA environments, the minimized access latency and bandwidth.

Thread pinning can be done using different methods, which are often supplied through the scheduling system on the HPC systems or through the use of available libraries. Making sure that the data a thread is being assigned is located on a memory partition close to the core the thread is pinned to, is more difficult. On modern operating systems in combination with the hardware, a widely used approach in regard to memory allocation is the **first-touch policy**. At memory allocation points, these systems make a reservation of the virtual memory only and defer the allocation of physical memory to the time it is being accessed for the first time [8,32,68,71,73,94].
For OpenMP parallelized applications, this can be a problem. First of all, as mentioned above, the typical incremental way of adding OpenMP directives to the sequential program for compute intensive parts of the code does not usually include memory initialization and initialization. This has to be considered by the programmer and parallelization of the initialization phase in regard to the first-touch policy must be done. Even when using the same loop logic for initialization and the computational phase, the problem using OpenMP is the question whether or not the same iterations are assigned to the same threads for both parts. Only for the schedule static does the OpenMP standard define a behavior in this regard. The assignment of logical loop iterations to the available threads must be the same for two loop regions, when the following criteria is met [62]:

1. Both loop regions have the same number of loop iterations
2. Both loop regions have the same value of chunk_size or no specified chunk_size
3. Both loop regions bind to the same parallel region
4. Neither loop region is associated with a SIMD construct

For all other schedules, the iterations assignment is unspecified. Especially criteria number 3 can be a problem. The corresponding parts of the code and therefore also the used parallel regions are usually not close together and not easily consolidated. Nevertheless, for the compilers used for this work (GNU gcc and Intel ICC), tests showed that the same iteration assignment is being done in cases where the respective loops do not define a chunk_size, are enclosed in parallel regions using the same threads and have the same number of loop iterations. (No SIMD construct has been used)

For cases where work balancing is desired, i.e. dynamic or guided should be used, no support for NUMA environments exist. To address this, a new scheduling clause, namely static-ws is proposed in Chapter 3 and applied in the implementations done for Chapter 5.

### 2.2. MPI

While multi processor compute nodes and parallel programming paradigms like OpenMP provide programmers with the tools and environments to parallelize their code, this approach is mostly limited by hardware constraints. This can be the limited main memory available to the cores on a compute node or the amount of computational cores itself. To overcome these limitations, distributed memory parallelization offers the possibility to make use of hardware (computational cores and memory) which are distributed across multiple compute nodes which are connected via a communication network. Numerical simulation codes, which
often communicate in a “bulk-synchronous” fashion, have strong communication requirements and are the reason for the need of fast networks in HPC systems and highly efficient ways to use them [33]. Processes running on the cores of these compute nodes do not have direct access to all available memory. This can be simulated through virtual shared memory implemented in software [90], which is also the idea behind the Partitioned Global Address Space (PGAS) programming paradigm. Nevertheless, the most commonly used approach to program for distributed memory parallelization is message passing.

Processes sharing the work for one parallel program communicate through explicit messages, exchanging data between the corresponding virtual and physical memory spaces. With the Message Passing Interface (MPI) standard the Message Passing Interface Forum created and develops a “message-passing library interface specification” [55]. MPI is not a programming language but a definition of an interface to library routines which offer functionality in regard to everything concerning distributed memory parallelization. In addition to point to point communication functions, functions in many different groups are defined such as collective operations, remote-memory access operations, functions in regard to process creation and areas such as high performance parallel I/O operations. The standard defines all operations in a generic manner, providing language bindings for the programming languages C (used for the implementations in this work) and Fortran.

The goals of the standard are standardization, portability of the code and the definition of a library which can be optimized for each available system without having to change the user programs.

Environmental Management

Programs using an MPI implementation and the provided library will be executed in a parallel environment. These environments can be set up in different ways and run different operating systems. MPI does not define how an MPI program is to be started, how the environment is to be setup or what needs to be done on the system side in order to execute an MPI parallelized program. Nevertheless, code must be runnable on all systems without a change and the environment needs to be provided with a possible setup phase. Therefore the initialization function `MPI_Init` is required to be called before any other calls to the MPI library is done.

In later versions of the MPI standard, the need for dynamic process management was addressed and an interface between MPI and the environment, such as the process management systems, has been added. Nevertheless, the standard emphasizes that this must not interfere with a consistent definition of communicators, which are described below.

Analog to the `MPI_Init` function, the `MPI_Finalize` function must be called in order to finalize the MPI program and no call to the library can be done afterwards.
Communication Contexts and Topologies

The created processes of an MPI program are called ranks. Each rank can exist in a series of contexts. With the start of the program, after the use of MPI_Init, all ranks are part of the global context, defined through the global communicator MPI_COMM_WORLD. Communicators, which among other things encapsulate the ideas of communication contexts, groups and virtual topologies, have been added to the standard in order to make MPI compatible with the creation of support libraries. They allow a subset of processes (possibly all) to be associated with a given task and the corresponding communication. Within the scope of this work, implementations either use MPI_COMM_WORLD only or create a new communicator including all ranks in order to virtually place them into a used topology (s. Section 5.1). Inside a communicator, each rank is assigned a rank identification, which will be referred to simply as rank.

Process topologies can be used to virtually map the available ranks in order to facilitate the naming of ranks and selection of corresponding communication partners. It also provides information about the expected communication partners to the MPI environment. This allows the remapping of processes to the available hardware in order to match the communication pattern to the available communication network pattern. Functions are provided which help programmers to select communication partners in the topology without having to manually match the (one-dimensional) rank numbers from the communicator MPI_COMM_WORLD to the (possibly multi-dimensional) communication topology.

In theory every MPI process can be provided with its own source code, which has to match the same context, communication, topology, etc. patterns as for all other ranks. In most cases all processes are provided with the same source code, which executes the same code, making distinctions in execution paths in regard to the corresponding rank and communicator information. In order to parallelize programs using this approach, different functionality must be provided, as is the case for shared-memory parallelization paradigms like OpenMP as discussed above. Communication between the ranks and synchronization functionality are part of these. Different types of communication defined in MPI are “Point-to-Point Communication”, “Collective Communication” and “One-Sided Communication”, which will be discussed below.

MPI and Threads

For hybrid parallelization, such as the combination of MPI with a shared memory parallelization paradigm like OpenMP, MPI defines different thread safety levels. These address the question whether or not and when multiple threads can access the same MPI function. Creating thread safe implementations for a library such as MPI is not only more difficult, but also requires mechanisms which take care of thread synchronization inside the library. This might influ-
ence performance as well, which is not desired in the case where no threads are used. In order to satisfy all needs, four different thread levels exist, which can be supported by an MPI implementation, probably through the use of multiple implemented versions of the same:

1. MPI_THREAD_SINGLE
2. MPI_THREAD_FUNNELED
3. MPI_THREAD_SERIALIZED
4. MPI_THREAD_MULTIPLE

Depending on the requirements of the program, the thread level must be confirmed using MPI_Init_thread instead of MPI_Init especially if another level than MPI_THREAD_SINGLE is desired. This gives the MPI implementation the option to setup anything necessary to support threads from its implementation aspects.

While MPI_THREAD_SINGLE is used for MPI-Only implementations, hybrid approaches can request increasing thread support with the other three levels. MPI_THREAD_FUNNELED assumes that threads exist and will be used, but only the main thread makes calls to MPI functions. The main thread is the thread who calls MPI_Init, MPI_Init_thread and MPI_Finalize. This might be the case when MPI is used in combination with OpenMP and calls to MPI are made outside OpenMP parallel regions only. In cases where multiple threads need to make calls into the MPI library functions, but do not need to make these at the same time, the necessary thread safety level is MPI_THREAD_SERIALIZED. Any thread can call MPI functions, but the programmer has to take care that no two threads do so at the same time. Finally, in cases where all threads must be able to call MPI functions, even at the same time, the necessary thread safety level is MPI_THREAD_MULTIPLE. Nevertheless, some restrictions still apply, such as the fact that no two threads can complete the same request (see the following Section for more information on requests). The authors of [32] give an extended overview in regard to the thread safety levels.

**MPI Datatypes**

In order to exchange data between processes all communication functions need to be provided with a description of the data which is to be exchanged. MPI offers some basic datatypes, describing elements like integers (MPI_INT) or doubles (MPI_DOUBLE). When calling a communication function, the data is defined by a type and a repetition count together with a buffer, which is expected to contain the corresponding number of elements of the requested type (or has enough space to store them) sequentially. While the standard requires the matching of MPI types, it guarantees representation conversion in cases where messages are exchanged in a possibly non homogeneous environment.
Many scenarios are covered by the basic datatypes, as the data to be sent is a series of elements located sequentially in a memory buffer. Nevertheless, these kind of message buffers are too restrictive as different algorithms require the option to communicate different kinds of elements or noncontiguous data in a single message. The latter is the case in the implementations presented in Section 5.3. While it would be possible to send two messages with two kinds of data for the first case or to locally pack the required data into a sequential buffer in the second case, this includes overhead which MPI library implementations can try to minimize. One option for example would be avoiding unnecessary memory to memory copies. Implementations optimized for a special HPC environment can also make use of specialized hardware, such as processors located on the network interface cards (NIC), if information about the data layout of message buffers is provided. To solve this, MPI defines derived datatypes, through which advanced data layouts can be described and made public to the MPI environment. A derived datatype uses either basic datatypes or previously created derived datatypes together with a layout description in order to define a memory pattern. One example used later in this work is MPI_Type_create_subarray. For a memory buffer describing a three dimensional array of elements, it allows the definition of the surface planes of the array. Through the information provided to the function call, the MPI implementation can then decide whether it is more efficient to pack the data into a sequential buffer locally and send/receive one message, send/receive multiple small messages or to apply other optimizations. In order to use a derived datatype in any kind of communication function, it needs to be committed using MPI_Type_commit.

Point-to-Point Communication

The basic form of communication described in the MPI standard is point-to-point communication. Two ranks communicate with each other with one rank being the source of the data (the sender) and one rank being the destination of the data (the receiver). For both the send and the receive operation used, the communication partners are identified through the used communicator and the corresponding rank numbers in regard to this communicator. The data to be communicated is defined through a (send or receive) buffer, the MPI datatype used in the buffer and the repetition count of the datatype. In order to be able to match messages in cases where two multiple messages are sent from one sender to the same receiver, it is possible to label the message using a message tag. There are two basic types of point-to-point communication functions: Blocking and nonblocking versions. The details on how these types work and what their definitions imply will be discussed in the following Section 2.2.1 as these functions are at the center of the work presented later in Chapters 4 and 5.
Collective Operations

Collective operations are communication functions involving a group of ranks. They include synchronization functions such as MPI_Barrier, data distribution functions such as MPI_Bcast and data collection function functions such as MPI_Reduce. The corresponding group of ranks which is part of the collective operation, and therefore has to take part in it, is defined through the chosen communicator.

Those collective functions which are used to transfer data have to be provided with additional information. This includes information about the source of the data or the target destination. Also, consistent with the syntax of the point-to-point communication, message buffers have to be provided, which are further defined using the datatypes described above. Function such as MPI_Reduce apply an operation to the data which has to be either a function provided through MPI or a user defined operation. Predefined operations include MPI_MAX and MPI_SUM in order to select the largest value of all values supplied by the ranks or receive the sum of all elements respectively.

One-Sided Communication

While the communication approaches described above facilitate the use of communication by combining all necessary aspects into the respective communication functions, this is not always desired. Especially the fact that communication and synchronization are both combined can be a restriction in some cases. In order to overcome this, MPI defines one-sided communication. Through the definition of so called windows, a region in one ranks memory can be made visible and accessible to another rank. Using the one-sided communication functions, this region can then be accessed (read, write) by the other rank without having to post a matching communication function call on the memory hosting ranks side. The necessary synchronization between the ranks, e.g. making sure that the desired (updated) data resides in the memory before reading it locally, needs to be implemented by the programmer.

While this works well in theory, MPI libraries do not provide perfect implementations for this, as they internally rely on synchronization mechanisms [75]. This results in similar problems as encountered when trying to use nonblocking communication functions to overlap communication and computation, as described later in this work.

2.2.1. Theory of Asynchronous Communication

As described above, point-to-point communication defines the transfer of data from a source rank to a target rank. While the information provided to the chosen communication functions describe the communicating ranks and the data together with corresponding message buffers, the time of transmission is defined
through the chosen communication function. The two basic groups of point
to-point communication functions are divided into blocking and nonblocking
communication functions. Blocking communication functions, such as MPI_Send
and MPI_Recv, return when the used message buffer is save to be accessed again.
For the sending operation this means that changing the content of the buffer
after the blocking send returns does not change the data which is received on
the other end. For the receiving operation, this implies that the message buffer
contains the communicated data. The details of when the functions return is
dependent on the MPI implementation and the internally used communication
approach.

For the send operation, different communication modes exist and it is up to
the MPI environment to choose which one is used, unless it is specified further
through the use of specialized send operations. The system may or may not
choose to copy the message envelope (information and message buffer) into a
temporary buffer in order to free the send buffer. The additional memory copy
operation might slow down performance and the available buffer space can be
limited. In order to provide portable programs, implementations of the stan-
dard MPI_Send operation must not rely on buffer space. If message buffering is
desired, message buffers can be defined manually and their use be enforced with
MPI_Bsend.

Depending on the implementation and the communicated data, the behavior of
MPI_Send can vary in another aspect also: For messages which are buffered, the
send operation can return before a matching receive operation has been posted.
For cases where the message is copied directly into the receiving buffer in the
target ranks memory, the send operation blocks until all data has been trans-
ferred. In order to provide information about the status of the receiving rank,
MPI offers two additional send operations. MPI_Ssend, or synchronous send, will
only return when a matching receive operation has been posted and has started
to receive data. MPI_Rsend, or ready send, may only start when a matching
receive operation has been posted, or the behavior of the program is erroneous.
This function may be used when this precondition can be guaranteed in order
to remove possible rendezvous points, possibly improving performance.

In addition to these blocking communication functions, the MPI standard of-
ers nonblocking communication functions. Overlapping communication with
computation is possible in theory when the computation can be split into two
parts, namely communication dependent and communication independent work.
The communication independent work can be done at the same time as commu-
nication in order to hide synchronization and data transfer. Using specialized
hardware, this overlap is possible in theory through splitting the definition of
the communication envelope and the completion confirmation. Nonblocking,
or immediate, send and receive initialization functions (e.g. MPI_Isend and
MPI_Irecv) are used to provide information about the message buffers and the
communication partners early. They return immediately without guarantees
about the status of the desired communication. The corresponding message buffers may not be used before a matching communication termination function has successfully confirmed that the message buffers are no longer needed in order to finish the communication. These termination functions include MPI_Wait, which returns only when the message buffers are free to be used, or MPI_Test, which returns immediately together with information about the communication status. The same modes as for the blocking send operation (i.e. standard, buffered, synchronous and ready) can be applied to the nonblocking send initialization functions.

In order to match nonblocking send initialization calls to the used termination functions, each communication is identified through an MPI_Request. The request object is needed internally to match the corresponding library calls to the used communication mode and the respective message buffers. In cases where multiple communications need to be initialized, the MPI standard offers variations of the MPI_Test and MPI_Wait calls which can be supplied with an array of requests. These extensions include versions waiting or testing for the completion of all supplied requests (MPI_Testall or MPI_Waitall) and versions checking or waiting for the completion of (at least) one of the supplied requests (MPI_Testany or MPI_Waitany).

Instead of using MPI_Wait or MPI_Waitall, it is also possible to wait for completion by regularly calling the respective test function, i.e. MPI_Test or MPI_Testall. This is important in regard to the work presented in later chapters. The standard allows for the implementations to not guarantee the synchronization and data transfer overlap. It might be the case that any steps related to the communication is done during the used communication termination functions. This implies that calling MPI_Test repeatedly will eventually take care of all necessary steps. While this is the case, no implementation on the high performance computing (HPC) systems used for this thesis provided real data transfer overlap but take care of the message progression during the calls to MPI_Wait. Benchmarks and measurement results will be presented in Chapter 4.

Two communication partners do not necessarily have to use the same kind of point-to-point communication. I.e. nonblocking send operations can be matched by blocking receive calls and blocking send operations by nonblocking receive functions. Nevertheless, the order of functions is important. The first send operation executed by the sending rank will be matched with the first receive operation by the receiving rank. This is important in regard to matching message buffer sizes and used datatypes. Nevertheless, the order of the corresponding communication termination functions is independent of this order.
2.3. Hybrid MPI-OpenMP

The hierarchical design of current HPC systems combines the environments described in the previous Sections [32]. Large HPC systems are built using large numbers of compute nodes, which are being connected through high performance networks, providing a distributed memory environment. The compute nodes consist of multi- or many-core systems, internally providing a shared memory to the available cores. While it is possible to simulate a shared memory environment throughout the entire system or to place MPI ranks on every core, a combination of both approaches matches the hardware setup. As mentioned in the previous Section, it is possible to combine the use of MPI with multi-threading approaches such as OpenMP. This can be used to assign multiple cores, e.g., an entire node or a single socket in a NUMA environment, to an MPI rank and parallelize the ranks work using a shared memory parallelization paradigm. Applying the necessary thread safety level through the corresponding call to MPI_Init_thread sets up the MPI environment accordingly.

This kind of hybrid approach is part of ongoing research and different trends emerge when looking at the results. A common opinion is that MPI-Only is the best approach, but different examples exist [32]. MPI-Only is compared to MPI-OpenMP using the NAS parallel benchmarks on an IBM SP system by the authors of [15]. They conclude that in most cases MPI only is performing better than the hybrid approach. The tendencies necessary for the hybrid approach to be attractive are said to be very fast processor cores reducing the amount of work in relation to the communication and sufficient potential for multi-level parallelization. This is also discussed by the authors of [79]. They demonstrate that a hybrid approach is not always better than an MPI-Only approach on clusters of SMP nodes, but neither is it always worse. They conclude that the hybrid approach can be beneficial in cases where pure MPI has problems with scaling. Reasons for this include load balance problems or memory limitations when too much data has to be replicated inside each rank. Also, limitations on the number of possible MPI ranks can exist. Nevertheless, the question which approach is better can even come down to the chosen input sizes, input data, etc. for a fixed given code, as demonstrated by the authors of [49].

One aspect important to the work presented in later chapters is the interaction of the MPI libraries with the OpenMP runtime. Both standards are developed independently and while aspects from each are taken into consideration in the other, the interaction is not seamless. One runtime/compiler framework, namely MPC, addresses this problem by providing a low overhead environment for hybrid programming [16]. While this would be ideal for this work, it is not available on any HPC system used later and not widely used in general. Nevertheless it is an important step in the direction of understanding, facilitating
and optimizing hybrid parallelization approaches. Similar issues are discussed by the authors of [32], stressing the fact that a mismatch between the hybrid hardware and the parallel programming models exists. They conclude that machine topology awareness is important for efficient (hybrid) parallelization on such hardware. This is also supported by the results presented by the authors of [72], where MPI-Only and MPI-OpenMP are compared in regard to latency and bandwidth aspects. One piece of hardware information useful here is the fact that a single core on modern HPC compute nodes might not be able to saturate the available inter-node bandwidth, which is important when using a single MPI rank per node.

Finally, hybrid implementations are also part of research working with stencil codes as done later in this work. The authors of [26] implement a multilevel parallelization framework using a sixth order stencil code. Their intra-node performance and optimization results show that for a 6th point stencil, the use of 8 threads on an 8 core system is better than using the hyper threading cores and using 16 threads. This is due to the memory requirements of the application. Further related work on stencil codes and different implementation options can be found in Chapter 5.

2.3.1. Potential of Hybrid MPI-OpenMP Parallelization

When looking at the question of efficient and scalable MPI implementations and the mismatch between the distributed memory parallelization approach and the hierarchical hardware, a set of limitations is being discussed [32, 71, 79]. The first problem of MPI-Only approaches can be poor scalability. Reasons for this include large load imbalances between the ranks or restrictions in regard to fine grained parallelization. Both can be removed or at least minimized when using multiple threads inside the rank, working on a large grain subproblem. The fine grained distribution is done in regards to threads and work balancing can be implemented at this level as well.

Another problem is data replication on the rank level, e.g. for ghost cells as defined later in Chapter 5 and therefore in the context of a cores main memory. With newer HPC systems, where memory per core is increasing at smaller rates as the core per node counts, this will be a definite problem in the future [66]. Using MPI on a node level or a socket level reduces the replication to the context of the nodes or sockets memory, respectively.

Also, restrictions on the number of ranks which can be chosen due to the nature of the chosen algorithm might exist. This can include limitation to use powers of 2 for the rank count due to efficiency reasons with the MPI collective communication. The number of usable cores can be increased through hybrid implementations, loosening up the restrictions while keeping the same rank count. Finally, the ease of programming is an aspect of interest. Programming OpenMP is relatively easy and the overhead of adding OpenMP to MPI codes is relatively
These problems are not only theoretical, but have been discussed for applications such as weather modeling [49]. The three main advantages expected here are the reduction of message latencies through message consolidation, network contention prevention and load balancing. A single rank using multiple threads sends the same amount of data as in an MPI-Only implementation, but does so in a single large message instead of multiple small ones. Also, by reducing the amount of concurrent messages, congestion of the network interface is reported to be avoided. This is an interesting point, as the authors of [32] reported that on modern HPC systems a single core is able to saturate the network, but stress the fact that this might not always stay true. In the future, the use of a subset of cores, i.e. reducing the number of messages to a few instead of only one, might be the optimal solution. Finally, the weather simulation code was expected to benefit from the fact that dynamic work balancing can be done on the thread level. Nevertheless, as discussed above, the results of the work done in [49] showed that the question which approach (MPI-Only or MPI-OpenMP) is better comes down to the chosen problem sizes and input parameters. Positive results through the use of threading inside the MPI ranks is reported by the authors of [26], while the authors of [34] conclude that the hybrid approach with the existing runtimes and libraries can not outperform MPI-Only to publication date.
As described in Section 2.1, using OpenMP in non-uniform memory access (NUMA) environments adds additional optimization requirements on OpenMP parallelized applications. Especially when looking at the OpenMP for pragma for parallelizing the execution of loops, these include the placement of memory in relation to the core on which the corresponding thread is running. While parallel environments usually offer thread pinning to prevent the operating system to move threads to different cores, memory placement has to be considered by the programmer. There is no direct support in OpenMP in regard to memory placement, which is partially due to the fact that memory placement is part of the underlying operating system and hardware environment. As discussed above, the usual approach is the so called first-touch policy. On allocation, only the virtual address space is reserved and actual memory placement on physical memory is done when the corresponding memory regions are accessed the first time.

As OpenMP parallelization is usually done in an incremental approach, adding OpenMP pragmas to compute intensive parts of a sequential program only, the memory initialization phase is not parallelized. The main thread, which is executing all the non parallelized parts of the program, takes care of the memory initialization and, as a result, all memory regions are placed physically close to the core this thread is pinned to. In order to overcome this limitation, parallelizing the initialization phase can be done by applying the same parallelization to it in regard to memory accesses as to the computation phase. Nevertheless, further limitations exist. Only for the criteria discussed in Section 2.1 does the OpenMP standard guarantee the same logical loop iteration assignment between two loops. As the initialization phase and the computation phase are usually not inside the same part of the program, these are not easily met.
It has been observed that different compilers do relax these criteria. The same schedule is applied in cases where the same number of threads execute different parallelized loops associated with different parallel regions in case they have the same number of logical iterations, but only when the schedule static is used. For codes which are suited for such a schedule, the memory to core mapping can be solved. For codes which require one of the other available schedules, i.e. dynamic or guided, this is not the case and no guarantees in regard to core to memory distance can be done. The first-touch and then reuse approach is not achieved in this case.

The authors of [8] propose using extensions found in High Performance Fortran for OpenMP Fortran, adding optimization strategies to the OpenMP compiler. The authors of [76] address memory affinity and an extension for memory migration in the context of the new OpenMP places. Another area where memory accesses in NUMA environment can have a large impact is OpenMP tasks. The distribution of tasks to available OpenMP threads is even less predictable than logical iterations is for loops. In order to better understand memory placement for the tasking model, the authors of [84] investigate different tasking strategies on NUMA systems.

While all these approaches show benefits in regard to the current OpenMP standard for NUMA environments, they all include additional steps from the programmer or complicated extensions to the runtime and compilers. For the work presented later, a simpler approach will be proposed in the remainder of this chapter.

3.1. OpenMP Schedule static ws: Introduction

In order to extend the OpenMP schedules dynamic and guided to work well in NUMA environments, the logical iteration distribution to the available threads has to be addressed. Assuming that the threads are being pinned to the available NUMA cores, as is also necessary when using the schedule static in a NUMA environment, these two schedules have to be investigated in regard to possible memory reuse options. As the OpenMP standard does not specify the order in which the chunks are distributed to available threads, it may not influence the outcome of a program. This can be used to combine the advantages of schedule static with those of the schedules dynamic and guided.

Let static ws ("static work stealing") be a schedule which can be used in the same manner as the other three mentioned schedules. This proposed schedule will be described here and more formally defined later in this chapter. Distributing the logical iteration space the same way as the existing schedule static, it can be used in the context of a first-touch policy aware memory initialization. Each thread is assigned a block of logical iterations, for which the accessed data regions are therefore located physically close to the core it is running on.
In a hierarchical manner, each iteration block is split into chunks in the style of either the **dynamic** or **guided** schedule. Threads, either when entering the loop or after finishing an assigned chunk, will request new chunks as is the case when using these schedules originally and the runtime will assign the next thread following these rules:

- The next available chunk from the thread’s higher level static block, if one is available.
- The next available chunk from another thread, if one is available.

Using this approach makes sure that each thread works on memory physically close to the core it is pinned to as long as possible while preserving work balancing. On systems with optimized OpenMP runtimes, the rules above can be extended with knowledge about the hardware environment:

- The next available chunk from the thread’s higher level static block, if one is available.
- The next available chunk from another thread pinned to a core on the same socket, if one is available.
- The next available chunk from any other thread, if one is available.

In order to optimize cache behavior and prefetching, the chunks chosen from different threads can be taken from the logical end of the other threads’ higher level iteration block. A thread from which a chunk is assigned to another thread is therefore working on a logically sequential set of iterations as long as possible.

In regard to the lower-level sub blocks, i.e. the chunks assigned to a thread, different strategies can be applied. The two obvious strategies follow the existing schedules **guided** and **dynamic**. Other approaches are possible and are subject to future research.

### 3.2. OpenMP Schedule static-ws: Definition

In order to formalize the proposed schedule **static-ws**, different parts of the OpenMP standard have to be extended. As the schedule is not a new worksharing construct, but part of the loop parallelization construct, all definitions necessary follow the parts defined in regard to the other schedules, especially **static**. The first part is the description of the schedule, which needs to be added to Table 2.5 of the OpenMP standard (see [62](#) 2.7.1 Loop Construct). Small modifications are necessary in regard to the `omp_set_schedule` and `omp_get_schedule` functions which can be used to set and read the value of the internal control variable (ICV) `run-sched-var` (see [62](#) 2.3.1 ICV Descriptions - run-sched-var).
As this is a proposed excerpt of the OpenMP standard, it is kept short and precise. The proposed schedule stands by itself, but will be used and evaluated in the context of the proposed `commtask` in the following chapters.

**static-ws Description - OpenMP Standard Table 2.5**

When `schedule(static-ws, sub_schedule, chunk_size)` is specified, iterations are divided into two levels. At a higher level, the iteration space is divided into chunks that are approximately equal in size, and at most one chunk is distributed to each thread. The size of these higher level chunks is unspecified.

A compliant implementation of the `static-ws` schedule must ensure that the same higher level assignment of logical iteration numbers to threads will be used in two loop regions if the following conditions are satisfied: 1) both loop regions have the same number of loop iterations, 2) both loop regions bind to the same parallel region, and 3) neither loop is associated with a SIMD construct. The same conditions apply in regard to two loop regions, one being assigned the schedule `static` and the other the schedule `static-ws`.

Depending on the specified `sub_schedule`, the higher level chunks are subdivided into chunks according to the corresponding `chunk_size` specifications for the possible options. These are `dynamic` or `guided`.

Each thread executes a chunk of iterations from its own lower level chunks of iterations. It then requests another chunk, until no chunks remain from the thread’s own lower level chunks. When this is the case, it requests a lower level chunk from another thread’s higher level iterations. The order of chunk assignment is unspecified and possible optimizations are subject to specific implementations of the standard.

**static-ws Description - OpenMP Standard run-sched-var ICV**

In order to keep the changes to the existing functions to a minimum, the type definitions need to be extended by two values. While `static-ws` technically is a single schedule, it has an additional parameter (for the lower level chunk splitting). Adding `omp_sched_static-ws_dynamic = 5` and `omp_sched_static-ws_guided = 6` to the type definition allows for `omp_set_schedule` and `omp_get_schedule` to be unchanged.

Setting the internal control variable (ICV) `run-sched-var` can also be done using the environment variable `OMP_SCHEDULE`, whose definition needs to be adjusted as well.
The value of this environment variable takes the form:

\[ \text{type},\text{subtype},\text{chunk} \]

where

- \textit{type} is one of \texttt{static}, \texttt{dynamic}, \texttt{guided}, \texttt{static-ws}, or \texttt{auto}.
- \textit{subtype} is an optional parameter defining the low level chunk definition when \textit{type} is \texttt{static-ws}.
- \textit{chunk} is an optional positive integer that specifies the chunk size.

### 3.3. Discussion

\texttt{OpenMP} is one of the most prominent parallel programming paradigms in regard to shared-memory parallelization. As discussed in Section 2.1.3, the question whether or not the used shared-memory environment provides a uniform memory access environment (UMA) or a non uniform memory environment (NUMA) is important when trying to optimize \texttt{OpenMP} parallelized programs. The need for NUMA aware strategies has been discussed above. One simple approach, namely adding the new schedule \texttt{static-ws} to the \texttt{OpenMP for} worksharing construct, has been proposed and formalized here. With minimal changes to the existing standard, it provides a basic tool to optimize memory access and introduces efficient work balancing at the same time.

Should the proposed changes be included into the \texttt{OpenMP} standard, programmers would be able to add NUMA aware parallelization of \texttt{OpenMP for} loops with minimal changes to their code. The hierarchical iteration space distribution allows for easy mapping of higher level chunks of iterations, and therefore memory regions accessed, to used threads and the cores they are pinned to. So far, this has only been possible with the schedule \texttt{static}. At the same time, the schedule takes into account the need for work balancing, similar to the existing schedules \texttt{dynamic} and \texttt{guided}.

The proposed schedule will be implemented and applied to parallel applications later in this work.
Nonblocking communication, as described in Section 2.2.1 has been defined in the first MPI standard MPI-1.0 [54, Chapter 3.7: Nonblocking Communication]. MPI functions have been defined for all necessary steps of nonblocking communication. Instead of one communication function taking care of all communication steps, functions for the different steps have to be used. From the MPI interface user side, this includes communication initialization and communication termination. Depending on the MPI implementation and the available hardware, the standard allows for different ways of data movement. In environments with suitable hardware, the data movement (or message progression) can be done any time between the communication initialization and termination, in parallel to the computation, resulting in the desired overlap. In other environments, where this is not possible, the standard leaves the decision of when and how to take care of the data movement to the MPI implementation.

While the first standard states that “the send start call will return before the message was copied out of the send buffer” [54], this has been updated to “The send start call can return before the message was copied out of the send buffer” [55]. Similarly, “a nonblocking receive start call [...] will return before a message is stored into the receive buffer” [54], changed to “a nonblocking receive start call [...] can return before a message is stored into the receive buffer” [55]. This indicates what has been discussed in literature and will be shown in the following sections: The use of the nonblocking communication functions does not necessarily guarantee that real overlap of communication and computation is being achieved.
Like any other type of communication, asynchronous communication consists of two parts: Synchronization of the communication partners and the actual data transfer. Both can in theory be overlapped with, i.e. hidden behind, useful communication independent work. The synchronization step is necessary to set up different aspects regarding the communication. These are MPI implementation specific and include aspects such as message buffers and the mode of data transfer, which depends on factors like message sizes, available buffer space, etc. One important question is whether or not the communication requires a rendezvous protocol, i.e. all communication partners to be calling into the MPI library at the same time. The second part, data transfer, consists of the actual sending of the data from the send buffers to the receive buffers. Challenges in regard to overlap exist for both parts. In regard to synchronization overlap, they include the question of how it can be achieved without blocking the respective MPI ranks inside the communication initialization functions. In regard to data transfer, it is not clear whether or not one communication partner can make communication progress while the other one is not calling into the MPI library. These question will be discussed in detail in Section 4.1.

While communication overlap is possible in theory, it is not always guaranteed or available on current HPC systems with modern MPI implementations. While synchronization overlap is available in most MPI implementations, data transfer overlap cannot be observed in any of the HPC systems available for this work when using the standard implementation approach. In order to understand how the different MPI implementations behave in regard to communication overlap, a benchmark will be presented in Section 4.2. In addition to analyzing the behavior of programs using standard MPI nonblocking communication functions, it is designed to evaluate if and how well manual message progression is supported by the tested MPI implementation. Message progression, i.e. taking care of asynchronous communication related work steps outside the calls to communication initialization or termination functions, can be done either using progress threads or by manually calling message progression functions. As the first is not implemented in current MPI versions available on modern HPC systems, it is not targeted by the benchmark.

Possible results of benchmark executions are being evaluated in detail and are discussed in regard to the conclusions which can be drawn in regard to internal MPI library behavior. The benchmark has been tested on a set of modern HPC systems using different MPI implementations. The results show that no overlap is provided through the tested implementations and all communication related steps are moved to the communication termination functions. The use of manual progression functions, MPI_Test in case of the benchmark, does provide overlap, but with some restrictions. One of the most important aspects is the timing of the call to the message progression function and the size of the message buffer which is to be transferred. Nevertheless, for cases where the timing is correct and the used amount of calls to the message progression function match the sys-
tem requirements, perfect overlap of communication with the used computation phase of the benchmark can be observed. Details and additional aspects are discussed in Section 4.2.

With the knowledge that communication overlap can be achieved using manual progression, the question arises how this can be achieved automatically. Implementing it manually is very complicated and too much overhead is easily introduced in the corresponding code. Additionally, the aspects which need to be considered can be different between used HPC systems and optimizing them for one platform can result in bad performance on another. Normally no calls to the MPI library are done in between the communication initialization and termination functions.

As discussed in previous chapters, the hybrid parallelization of MPI and OpenMP offers many advantages. It matches the hybrid design of modern HPC system hardware and offers potential for other optimizations such as work balancing inside the used compute nodes and therefore MPI ranks. Parallel hybrid MPI-OpenMP programs using nonblocking communication are usually implemented to parallelize the communication independent work between the communication initialization and termination functions using OpenMP worksharing constructs. Therefore the OpenMP runtime is active during the time where message progression functions need to be called in order to achieve communication overlap. Section 4.3 discusses how a hybrid MPI-OpenMP environment can be used to achieve automatic message progression by making the OpenMP runtime aware of the outstanding MPI communication. The presented approach, namely commtasks, will be presented and additional advantages discussed. These include automatic, parallel and prioritized scheduling of work related with communication. Both work directly related to communication (e.g. calls to the MPI library and message progression functions) as well as communication dependent work.

4.1. Challenges of Asynchronous MPI-Functionality

While theoretical overlap using nonblocking MPI functions for asynchronous communication and I/O is possible, this is not always available in actual runtime environments. The reason for this is that the MPI runtimes do not provide efficient support for asynchronous progress \[11,96\]. The MPI standard discusses the support for making progress on pending nonblocking operations. This can be interpreted in two ways \[11\]: Using a strict interpretation, the outstanding operations make progress independent of subsequent calls to the MPI library. With a more relaxed interpretation, the implementation can require periodic calls to the MPI library in order to advance progress.

Being addressed in different publications \[11,33,35,77\], the need to be able
to advance pending messages between the start of the communication and the corresponding MPI_Wait call really exists. There are different ways to achieve this [35]. The two major ideas are using a progress thread or advancing the messages manually. Not many MPI implementations provide a progress thread and none of those that do could be found on the HPC systems accessible for this work. One MPI implementation which experimented with progress threads is OpenMPI. Nevertheless, they have never been stable and have been removed with OpenMPI 1.6 [28]. Also, using a progress thread is not always efficient [35]. Most current MPI implementations advance pending messages during calls to the MPI library. But, with no need to call any MPI related function during the communication-independent computation, there is no message progression and the actual communication is moved to the MPI_Wait call, which will be shown in the results of the benchmark presented in the following Section 4.2.

The reasons why no message progression is done, which are being discussed in literature, are the need for a handshake algorithm before the actual message transfer and regular hardware programming [77].

Going into more detail, different capabilities of the MPI implementation have to be looked at in order to understand how data is transferred from a send buffer in the memory of the sending MPI rank to a receive buffer in the memory of the receiving rank. Independent of whether or not nonblocking communication functions are used, this question arises, if the implementation supports independent progress: Can one rank complete a [blocking] send or receive operation, while the communication partner is not calling into the MPI library. As will be described later, most MPI versions use different approaches depending on the size of the message to be transferred. Small messages can be sent by the sending process without the need for involvement of the receiving side by transferring the entire message directly. On the receiving side, these small messages, on reception, will be stored in temporary buffers and moved to the actual MPI message receive buffer as soon as a matching receive call is encountered. For large messages it is not guaranteed that there is enough temporary buffer available on the receiving side and the actual data can only be transferred whenever the corresponding receive buffer has been made available inside the matching receive function. Nevertheless, depending on the implementation of the actual message transfer, independent progress might still be possible in theory. An implementation supporting independent progress in this case might send the send buffer information in a small message and have the receiving rank get the data through a remote direct memory access (RDMA) read without the need of the sending process to be calling an MPI function at the same time. Nevertheless, this approach needs additional support from the computing environment.

When looking at nonblocking communication, the additional question is, whether or not the MPI implementation supports the desired communication overlap, which has been described in Section 2.2.1. If it does, an MPI rank can do useful computations at the same time as the available hardware and software take care
of message related operations. An MPI implementations can support two kinds of overlap.

- Synchronization overlap, and
- data transfer overlap

The communication related work includes message matching and protocol processing. For an MPI rank it is possible to send or receive multiple messages to and from multiple communication partners at the same time. Incoming messages might arrive before, during, or after a matching `MPI_Recv` call and have to be matched to the corresponding blocking or nonblocking receive call, which provides the information on where receive buffers are allocated and at what point in time they are available. Depending on the implementation of the actual data transfer, this information has to be processed, e.g., communicated to the message source, used in possible RDMA-read operations or for copying messages from temporary buffers to their final destinations, etc. Depending on the temporal order in which two matching `MPI_Isend` and `MPI_Irecv` calls are done on two communicating MPI ranks, not all necessary information might be available from the communication partner. This can be a problem for the second kind of overlap, data transfer overlap, for the message transmission implementations described below.

data transfer overlap, in cases where synchronization has successfully been done, consists in the actual transfer of the message data. This includes the computation of all necessary steps in the communication software stack, programming the used hardware, etc.

As mentioned above, most MPI implementations implement the message transmission, for both blocking and nonblocking communications, depending on the message size. The two versions used are the eager- and rendezvous-protocol. With the eager transmission, small messages are sent asynchronously and are buffered on the receiver side until a matching receive operation copies it into the corresponding receive buffer. For large messages, the transmission is being delayed until the matching receive is encountered and the final receive buffer is available, which is confirmed at a rendezvous point. At that point, the data can then be transferred in different ways, which include RDMA read from the receiving rank, RDMA write from the sending rank and pipelined messages. In order to synchronize, the rendezvous protocol requires at least two messages in addition to the actual message transfer. When implementing the transfer using a pipelined message strategy, the sender uses another series of messages for the actual transfer of the data. In order to send these, two approaches are common. When implementing a polling approach, a user level thread needs to query the hardware continuously. The interrupt based approach needs support from the operating system (OS) in order to notify the user thread whenever a message, or part of a message, has to be processed. In order to achieve shorter
point to point latencies, current MPI implementations use the polling method, avoiding the operating system. For MPI libraries using InfiniBand, this is implemented for example in OpenMPI and MVAPICH [35]. Nevertheless, using the polling based approach is not the most time efficient, because the polling thread is runnable, even if it yields its CPU time slice when it has nothing to do. It will be rescheduled according to the OS thread scheduling algorithm.

For both the rendezvous and eager protocol, the question remains whether or not the work necessary on either side of the point to point communication can be overlapped, and in cases it can, what kind of overlap is supported.

Research in regard to communication and communication-computation overlap has been done analyzing the different aspects described above. Different benchmarks have been proposed in this area. The authors of [43] introduce a benchmark suite to assess the overall ability of MPI implementations to achieve communication-computation overlap. Another benchmark separates the tests for synchronization overlap and data transfer overlap [96]. The results of the latter benchmark show that all tested implementations support synchronization overlap while no implementation supports data transfer overlap.

The authors of [77] also take a closer look at possible overlap, examining OpenMPI on InfiniBand. In this paper, the distinction is not done regarding the kind of overlap, but regarding sender and receiver. Examining the use of MPI_Isend together with a blocking MPI_Recv, posted after the immediate send operation returned, it is shown that the necessary acknowledgment message will be received only in the matching MPI_Wait call on the sending side. Therefore, due to the used pipelined approach, only the first junk of the sent message can be overlapped. Vice versa, analyzing the behavior of MPI_Irecv by pairing it with a blocking MPI_Send (again posted after the MPI_Irecv has returned) shows that only in a polling based approach can a first message part be overlapped. No overlap is possible for direct RDMA approaches. Finally, pairing MPI_Isend with MPI_Irecv, [77] shows that overlap is only possible for MPI_Isend using a direct RDMA approach and not for MPI_Irecv.

Extending previous work in [12] and [11], the authors of [13] aim to qualify the source of performance improvements when achieving independent progress and communication-computation overlap and offloading the relevant work steps to intelligent network interface cards. They conclude that independent progress is a significant contributor for performance improvements. More importantly, they show that for the tested benchmarks, the combination of adding independent progress, offload and overlap at the same time results in better performance improvements than the sum of improvements of implementing each part independently.

In the context of planning a large-scale computing system, the definition of network requirements for the target applications is important. For large-scale production scientific codes, the authors of [74] aim to quantify the potential
benefit of overlapping, showing that making use of communication independent work in order to hide communication allows for potentially significant relaxation of these requirements without decreasing application performance. Being able to overlap communication with computation can also mitigate other shortcomings of compute systems. On some systems one CPU might not be able to saturate the inter-node bandwidth \[69,70\]. For these cases it has been shown that overlap can result in best performance for applications which use the hybrid master-only programming model. In this model, only one master thread can take care of communication.

Also addressing hybrid programming approaches, namely MPI-OpenMP, the ability of MPI implementations to perform asynchronous point to point communication has been studied in \[33\]. OpenMP threads or tasks are being used for achieving overlap where it is not available automatically by dedicating one OpenMP thread manually to do the communication related work.

For MPI only approaches, the imbalances between ranks inside one compute node result in idle cycles in individual ranks. The authors of \[25\] make use of these cycles by implementing a collective polling approach in the thread based MPI implementation MPC \[67\]. The idea behind this approach is to use idle cycles in any MPI rank on one node to advance pending messages of any other rank on the same node.

Independent of which approach is being used (MPI-Only or hybrid), one approach to advance pending messages outside calls to the MPI library functions is using progress threads. Overlap can be achieved through multi-threading an MPI implementation using a dedicated communication thread, which can yield many cycles for computation \[38\]. Nevertheless, as mentioned above, other work has shown that this is not always the best approach. When using a progress thread, many MPI internal data structures have to be protected from concurrent access which is often done by using locking mechanisms. In order to remove this probably time consuming access control, the authors of \[42\] present a lock free asynchronous rendezvous protocol for progress thread based MPI implementations. At the same time, the authors of \[35\] present results indicating that it is difficult to achieve good performance improvements in cases where the progression thread has to share a core with computation.

In all cases where either a progress thread is being used or the application is itself multithreaded and wants to make concurrent calls to the MPI library functions, the used MPI implementation has to support the thread safety level \texttt{MPI\_THREAD\_MULTIPLE}, as defined in the MPI standard \[55\]. Since the performance of these implementations might differ from implementations written for \texttt{MPI\_THREAD\_SINGLE}, \texttt{MPI\_THREAD\_SERIALIZED} or \texttt{MPI\_THREAD\_FUNNELED}, the authors of \[87\] introduce a test suite to test these implementations. The presented results for different implementations on different systems from 2007 indicate that there was still quite a difference in performance between the different setups.
Different research approaches target specialized hardware. The authors of [65] enhance the MPICH2 MPI implementation to make use of Cray’s Core Specialization (CoreSpec) feature along with hardware features of the XE Gemini Interface in order to be able to overlap communication with computation for micro-benchmarks and applications. In [40], the authors implement MPI-NP II, a network processor based message manager for MPI for Myrinet. Other work introduces an Infini-Band (IB) Management Queue in order to provide the means to overlap collective communications managed on the Host Channel Adapter (HCA) with computation on the host CPU [31]. The paper focuses on improvements for implementations of the MPI_Barrier collective operation. Other work analyzes the overlap potentials using a bitonic sorting algorithm for two kinds of explicit hardware: the laboratory prototype EM-X multithreaded multiprocessor and a commercially available IBM SP2 with wide nodes [80]. More compiler oriented, the authors of [45] describes compiler transformations for communication time overlap resulting from non-local memory accesses in shared memory environments.

Furthermore, the aim to overlap communication and computation is also a research target for other programming paradigms: The authors of [36] present a possible approach to exploit available overlap found at runtime in UPC programs. Overlapping in the hybrid MPI and SMPSs (SMP superscalar) approach is discussed by the authors of [51]. This paper also reports a reduced code complexity and less sensitivity to network bandwidth and OS system noise. Other results show advantages of one sided communication using Berkeley UPC together with GASNet in comparison to two sided MPI/Fortran implementations of the NAS FT benchmark [5].

4.2. Analyzing Asynchronous Communication Capabilities of MPI Implementations

As described in Section 4.1, many aspects of the used HPC environment play a role in providing real asynchronous communication. These include the availability of specialized hardware (e.g. programmable NICs), utilization of system resources, the implemented communication approach in the used MPI implementation, and more. Results from literature show that the availability of asynchronous communication, and especially the availability of data transfer overlap, is not guaranteed. Nevertheless it can be assumed that achieving overlap is possible. While the presented work reports results on the asynchronous capabilities of MPI implementations, no detailed information on how to best use manual progression in the context of overlap is provided.

In order to use knowledge about the behavior of MPI implementations in OpenMP
runtimes with the goal of improving the performance of hybrid MPI-OpenMP codes, a detailed analysis of this behavior is necessary. This analysis will be presented in this chapter, providing a benchmark which is highly adjustable in all aspects concerning parallel computing systems and asynchronous communication patterns.

4.2.1. Benchmark Goals

The central goal of this benchmark is to test different MPI implementations on different HPC systems in regard to asynchronous communication. In addition to acquiring the knowledge about whether or not synchronization and data transfer overlap is possible, this benchmark also aims to analyze the communication details. It is necessary to get detailed measurements of the different communication related events (e.g. MPI library calls to functions as MPI_Isend, MPI_Irecv, MPI_Wait, etc.). Together with timing information about the overall benchmark execution times, this can be used to 1) quantify possible overlap, 2) show which steps are necessary to achieve overlap and, in cases where no overlap is provided automatically, 3) provide information on how to best use progression functions to do so manually.

For MPI implementations not providing overlap automatically, but providing overlap through manual progression, the additional steps can introduce additional overhead, which must be compared to the overall performance improvements gained through reducing the times spent in the communication functions.

Since the results are to be used in a hybrid MPI-OpenMP environment, it is not the goal to occupy system resources through additional progress threads. Progress threads are not provided by many MPI implementations and none of those that do could be found on the HPC systems used for this thesis. One of the MPI implementations which experimented with progress threads is OpenMPI. Nevertheless, these progress threads have never been stable and have been removed with OpenMPI 1.6 [28]. Furthermore, as mentioned before, the use of progress threads has been reported to not always be efficient, especially in cases where the progress thread has to share a core with the actual application [35].

How to use progress threads or communication offload, in cases where it will become available in the future, together with the approaches presented in Sections 4.3 and 4.4 will be discussed later.

4.2.2. Design Goals

In order to analyze the behavior of MPI implementations in regard to asynchronous communication, the benchmark iteratively tries to overlap a definable set of communications between different MPI ranks with communication independent work. In order to quantify the results, the benchmark measurements need to be compared to a base version whose behavior is well understood and
stable. For this base version, a synchronous version of the benchmark is used, where communication and computation phases are separated and strictly sequential.

In order to obtain useful, reproducible timing results, the benchmark is set up with well defined and adjustable benchmark parameters. A very homogeneous CPU usage is used as computation with which the communication is to be overlapped. This is done so that no random effects can influence the computation times, making sure that timing differences are due to the communication part of the benchmark.

Due to the fact that for most parallel applications (including the reference application presented in Chapter 5) the used MPI ranks communicate in pairs, this analysis also bases the communication patterns upon bidirectional communication partners. I.e. if MPI rank $X$ sends a message to rank $Y$, $X$ also receives a message from $Y$.

In regard to manual progression, literature discussed in the previous Section 4.1 reports that this is usually done through calls to the MPI library functions. As usually no MPI functions are called between the initializing `MPI_Isend` respectively `MPI_Irecv` and the matching `MPI_Wait` function, it has to be decided which function to use for manual progression. One function in particular has to become involved in the communication advancement eventually: `MPI_Test`. This is a consequence of the fact that any immediate send or receive does not have to be finished using a matching `MPI_Wait` call, but can also be confirmed by a successful `MPI_Test` function. Therefore any `MPI_Wait` can be replaced by a loop calling `MPI_Test` until successful communication completion is confirmed. Algorithm 4.1 and Algorithm 4.2 are equivalent.

**Algorithm 4.1** Asynchronous send matched by `MPI_Wait`

1: `MPI_Isend(A)`
2: `Compute(X)`
3: `MPI_Wait(a)`

**Algorithm 4.2** Asynchronous send matched by `MPI_Test`

1: `Finished = FALSE`
2: `MPI_Isend(A)`
3: `Compute(X)`
4: `while !Finished do`
5: `Finished = MPI_Test(A)`
6: `end while`
4.2.3. Description of Benchmark

The first parameter to be selected when running the benchmark is the number of MPI ranks used and their placement on the available compute nodes. As the asynchronous communication functions to be tested are part of the two-sided-communication functions, the chosen number of ranks has to be even. In order to test inter-node communication, these ranks must be evenly distributed across an even amount of compute nodes. The simplest setup would be two ranks, placed on one node each. Using four ranks, different placement options are possible: Placing each rank on an individual node, providing each rank with its own network interface, or placing two ranks on two nodes each. As mentioned earlier, the communication for this analysis is always bidirectional. If rank 0 sends to rank 1, rank 1 also sends to rank 0. In order to actually measure the behavior of asynchronous communication through the available network, the communication partners are always chosen pairwise between the two sets of ranks, resulting in no intra-node communication.

Since many HPC applications require more than one communication partner per rank, but can require each rank to exchange data with a subset of all remaining ranks, the second parameter available is the number of communication partners each rank has to communicate with. Again making sure that the communication partners are in the two different halves of the used ranks, each rank can have a definable amount of communication partners. For multiple neighbors, each rank chooses the neighbors starting with its corresponding partner in the other half of the ranks in a round robin fashion. The benchmark can be configured so that each rank sends a user-defined number of messages to each communication partner, which must be greater or equal to one. These messages can be defined by providing a desired message size. Using the standard setup, the messages will be created as sequential memory regions containing enough doubles to make up for the message size. As each message buffer can only be used in one MPI communication at the same time, each rank creates individual buffers for all defined messages and initializes them with random double values. These values will not change throughout the benchmark run.

Due to the nature of parallel applications, MPI offers the option to create user defined derived datatypes. These MPI datatypes define data regions which can be passed to communication functions as send or receive buffers and must not be sequential in memory. For details on MPI datatypes refer to Section 2.2. In order to see how well asynchronous communication works in combination with derived datatypes, the benchmark also offers to create the message buffers using strided datatypes created by using MPI_Type_vector (see MPI standard for details). The blocklength and stride size for the vectorized datatype can be passed to the benchmark as parameter.

Independent of the message buffer type, all messages in one benchmark run have the same size and memory layout.
In order to overlap communication with computation, a communication independent computation phase is included in the benchmark whose length is user definable. The computation can easily be replaced by any custom code and consists of a stencil update scheme on a matrix. For a definable matrix size, each rank initializes this matrix with random double values and, in the computation phase, updates each element of the matrix as the average of its four neighbors. The computation is chosen to occupy the CPUs hosting the ranks, which could also be done through other operations such as matrix-matrix multiplications or by using integer operations instead of the floating point units.

Algorithm 4.3 Communication pattern for the synchronous benchmark

1: numP = “Number of communication partners”
2: numM = “Number of messages per communication partner”
3: iterations = “Number of iterations to be executed”
4: timeC = “Defined compute time”
5: for \( \text{iter} \in 1 \ldots \text{iterations} \) do
6: \hspace{1em} for all \( i \in 1 \ldots \text{numP} \) do
7: \hspace{2em} for all \( j \in 1 \ldots \text{numM} \) do
8: \hspace{3em} MPI_Irecv(i,j,msg(j,i));
9: \hspace{3em} MPI_Isend(i,j,msg(i,j));
10: \hspace{2em} end for
11: end for
12: MPI_Waitall(msgs_{i,j} \forall i \in \{1 \ldots \text{numP}\}, \forall j \in \{1 \ldots \text{numM}\})
13: Compute(timeC)
14: end for

Algorithm 4.4 Communication pattern for the basic asynchronous benchmark

1: numP = “Number of communication partners”
2: numM = “Number of messages per communication partner”
3: iterations = “Number of iterations to be executed”
4: timeC = “Defined compute time”
5: for \( \text{iter} \in 1 \ldots \text{iterations} \) do
6: \hspace{1em} for all \( i \in 1 \ldots \text{numP} \) do
7: \hspace{2em} for all \( j \in 1 \ldots \text{numM} \) do
8: \hspace{3em} MPI_Irecv(i,j,msg(j,i));
9: \hspace{3em} MPI_Isend(i,j,msg(i,j));
10: \hspace{2em} end for
11: end for
12: Compute(timeC)
13: MPI_Waitall(msgs_{i,j} \forall i \in \{1 \ldots \text{numP}\}, \forall j \in \{1 \ldots \text{numM}\})
14: end for
Algorithm 4.5 Communication pattern for the advanced asynchronous benchmark with manual progression

1: numP = "Number of communication partners"
2: numM = "Number of messages per communication partner"
3: iterations = "Number of iterations to be executed"
4: timeC = "Defined compute time"
5: numT = "Number of calls to MPI_Test"
6: tbt = timeC / (numT + 1) \(\triangleright\) Time between MPI_Test calls
7: for iter \(\in\) 1 \ldots iterations do
8:    for all \(i \in\) 1 \ldots numP do
9:        for all \(j \in\) 1 \ldots numM do
10:           MPI_Irecv(i,j,msg\((j,i)\));
11:           MPI_Isend(i,j,msg\((i,j)\));
12:        end for
13:    end for
14:    for \(t \in\) 1 \ldots numT do
15:        Compute(tbt)
16:        MPI_Testall(msgs\(i,j\)|\(\forall \ i \in\) \{1 \ldots numP\}, \(\forall \ j \in\) \{1 \ldots numM\})
17:    end for
18:    Compute(tbt)
19:    MPI_Waitall(msgs\(i,j\)|\(\forall \ i \in\) \{1 \ldots numP\}, \(\forall \ j \in\) \{1 \ldots numM\})
20: end for

The benchmark takes care to avoid communication setup effects by exchanging all defined messages once before the actual execution of the chosen communication pattern. The same is done for the computation, which is repeated multiple times in order to calibrate the timing mechanism taking care of the computation phase duration. The latter can also be provided through the benchmark parameters.

For the actual benchmark execution, three different communication patterns can be chosen, which will be repeated for a user-defined number of iterations. These patterns are:

- Synchronous version (SYNC)
- Basic asynchronous version (ASYNC)
- Advanced asynchronous version with manual progression (ASYNC\(X\))

The synchronous version is the base version: Communication happens before the defined computation phase. This includes everything from initialization to successful termination of all defined messages. Communication is initialized using the immediate versions of send and receive and finished by a directly following call to MPI_Waitall. This is done because each rank needs to send and receive to each neighbor for each message. Using these functions avoids deadlocks and allows for optimized network usage. An outline of the communication
pattern can be seen in Algorithm 4.3. This version will be referred to as “SYNC” in the following sections and represented as “S” in the time measurement graphs. The basic asynchronous version tests whether or not the tested MPI implementation provides overlap automatically. Communication is initialized before and finished after the defined computation phase. Each rank calls MPI_Irecv and MPI_Isend for each communication partner and each message per communication partner. This is followed by the defined computation phase, which again is followed by a call to MPI_Waitall. In this case the used system can take care of the actual message transfer (synchronization and data transfer overlap) during the computation phase. An outline of the communication pattern can be seen in Algorithm 4.4. This version will be referred to as “ASYNC” in the following sections and represented as “A” in the time measurement graphs.

The final communication pattern is the advanced asynchronous version with manual progression. As in the basic asynchronous version, the communication is initialized for each message in the beginning of an iteration. During the computation, at even time intervals depending on the amount of calls to be made, the manual message progression function (MPI_Test, MPI_Testall or MPI_Testany) is called. The sum of computation time equals the time spent in computation in the other versions, adding these MPI library calls as overhead. After the computation/advancement phase, MPI_Waitall is again used to make sure that all messages have been delivered successfully and all buffers are free to be used. The outline of this communication pattern can be seen in Algorithm 4.5. This version will be referred to as “ASYNC(X)” in the following sections, where “X” is the number of chosen MPI_Test calls. In the time measurement graphs, this version is represented by the corresponding “X”-axis labeling.

In order to understand and analyze the behavior of the different benchmark executions, detailed time measurements are carried out for each run. The times presented in this work are always averages of multiple repetitions of the same parameter sets. This ensures that the results show the normally expected behavior and avoid unusual external influences. The timing measurements done are:

- Total benchmark execution time: The difference between two time-stamps taken before the first and after the last iteration, respectively.
- Communication initialization time: The sum of time spent in all MPI_Isend and MPI_Irecv calls throughout all iterations.
- Communication termination time: The sum of all MPI_Waitall calls throughout all iterations.
- Communication advancement time: The sum of all MPI_Testall calls throughout all iterations.
• Computation time: The total time spent in the computation function throughout all iterations. This measurement can be used to see if system resources are used during the computation phase which are not part of the application processes but delay the process nevertheless.

With these measurements, it is possible to compute the overall communication time (i.e. time spent in communication related MPI functions) by adding up all communication related times.

In order to understand the final benchmark timing results, the possible scenarios and the expected timing patterns will be discussed in the following paragraphs.

4.2.4. Benchmark Results: Expectations

For the different communication patterns, different behavior concerning the resulting times is possible. Depending on the capabilities of the tested MPI implementation to achieve overlap, different results can be expected for the taken measurements. Using two ranks exchanging one message in each direction for two iterations, these expectations will be discussed here. The presented sketches represent the timeline of events happening in each of the two ranks, where time is increasing along the x-axis. The duration of the individual events shown here is not to scale and should represent proportions only.

Figure 4.1.: Benchmark Expectations: Behavior of the synchronous communication pattern (2 iterations).

The SYNCC communication pattern is the only one in which the behavior is straightforward and timings can be predicted quite precisely. As the MPI_Irecv is always posted before the MPI_Isend and these two functions are supposed to return “immediately,” the two calls will be relatively short. They should only include the steps necessary to make the communications known in the system and tell the MPI environment that the corresponding buffers are ready to be used. These two calls are followed by the MPI_Waitall calls in both ranks, which return only after both messages have been exchanged successfully. The time from initialization until the end of MPI_Waitall includes the actual data transfer, as it is guaranteed that at the time MPI_Waitall returns both the send and the receive buffers on the calling rank can be reused and contain the expected data (in the receive buffers). Only in cases where the MPI implementation takes care of the communication inside the communication initialization functions could the timing be different. This is unlikely as the compiler and runtime must guarantee that deadlocks are not introduced by blocking here.
Next is the computation phase, which computes the predefined number of stencil operations on the computation phase matrix. This pattern, depicted here for the two iterations, can be seen in Figure 4.1.

As no other requirements are placed on the nodes used for the benchmark (and optimally on the network as well), the total communication time represents the best time possible to transfer the data. The total measured time is expected to equal the sum of all communication times and the computation times.

Figure 4.2.: Benchmark Expectations: Behavior of the asynchronous communication pattern in cases where overlap is possible (2 iterations).

Figure 4.3.: Benchmark Expectations: Behavior of the asynchronous communication pattern in cases where overlap is not possible (2 iterations). Communication is happening in the MPI_Waitall call.

Figure 4.4.: Benchmark Expectations: Behavior of the asynchronous communication pattern in cases where overlap is not possible, but the time spent in communication functions is short (2 iterations). Communication is happening outside the MPI library calls but occupies the system resources during the computation phase, delaying it.

The possible expectations for the other two communication patterns is more complex, and the presented expectations have been created based on the theoretical possible behavior and the results presented in literature discussed in Section 4.1.

For the ASYNC communication pattern, different scenarios are possible. As discussed in the benchmark description above, the MPI_Waitall call is moved
behind the corresponding computation phase, allowing for the system to take care of communication any time between communication initialization and the end of MPI_Waitall. This allows for three possible scenarios:

Using MPI nonblocking communication this way results in overlap (Figure 4.2). In this case actual synchronization and data transfer has been overlapped with computation and MPI_Waitall can return directly, reporting the communication finished.

The second possibility is that no overlap is achieved and the total communication time is the same as in the SYNC version (Figure 4.3). Here data transfer is also done during the MPI_Waitall function, effectively moving the communication from before (in the SYNC version) to after computation.

Finally, it is possible that the communication times reported are short, as in the case where overlap is possible, but showing the same total benchmark execution time as the SYNC version (Figure 4.4). In this case the actual data transfer happens outside the MPI library calls and instead requires CPU resources during the computation phase, which in turn takes longer than expected. While the latter scenario is possible, results from related work suggest that it is the most unlikely of the three possibilities.
In the ASYNC(X) communication pattern, the computation phase is interleaved regularly with MPI_Test calls. For the example scenario, three MPI_Test calls are chosen (⇒ ASYNC(3)). In this case three different scenarios are possible:

- **MPI_Test** does nothing. Neither does it advance messages nor does it result in overlap. (Figure 4.5)

- **MPI_Test** advances messages but does so before returning, resulting in no overlap as well. (Figure 4.6)

- **MPI_Test** advances messages and results in overlap. (Figure 4.7)

In case of no overlap and no message progression, the times spent in MPI_Irecv, MPI_Isend and MPI_Waitall, as well as the computation time, are the same as in the ASYNC communication pattern. The MPI_Test calls can be considered to be pure overhead, not contributing to communication at all. Besides this overhead, the interruption of the computation might also introduce overhead, which is not considered in Figure 4.5. This scenario seems unlikely. As discussed in previous chapters, an MPI communication initialized with an immediate send or receive function does not require a matching MPI_Wait in cases where successful communication is confirmed through MPI_Test. Nevertheless, it might be the case that a large number of MPI_Test calls is necessary to achieve this, resulting in the presented expectation scenario in cases where too few MPI_Test calls are being used.

Another possibility is that MPI_Test does advance the pending messages partly in each call without providing overlap. In this case the time saved in MPI_Waitall is spent inside the MPI_Test function, again moving the communication to a different step in the process in comparison to the SYNC and ASYNC versions without reducing the overall execution time of the total number of iterations. Depending on which portion of the messages can be progressed in MPI_Test, MPI_Waitall is needed to finish the rest of the pending messages or encounters
successful completion of the same (see Figure 4.6).
Finally it is possible that using MPI_Test calls does result in overlap and that using MPI_Test calls in between the communication initialization and termination does trigger synchronization and data transfer overlap (see Figure 4.7). Two different behaviors are possible internally. One option is that only the synchronization steps are needed, which are taken care of after a certain amount of MPI_Test calls. Automatic data transfer overlap is possible afterwards. Another option is that a call to MPI_Test can only initialize the data transfer overlap for a part of the message, resulting in the need for multiple MPI_Test calls to trigger the transfer of all other parts frequently. In both cases MPI_Test calls are short since they do not need to take care of the actual data transfer. The total benchmark execution time is now reduced to the time needed to do computation and the times spend initializing and triggering message progression.

Figure 4.8 depicts a possible timing graph of an imaginary set of benchmark runs for the different expectation scenarios. For a given computation time and a given message size, the benchmark will be executed (multiple times) for all scenarios: SYNC, ASYNC and ASYNC(X) for x=1..15 (in this example). It is assumed that the communication time is smaller than the computation time. The four different possible scenarios depicted are:

1. No Overlap: For no version overlap is possible. The times for SYNC and ASYNC are the same. Adding MPI_Test calls is at least as long and might introduce additional overlap.

2. Overlap for all ASYNC and ASYNC(X) versions: Using MPI_Irecv and MPI_Isend together with MPI_Waitall is sufficient for overlap. The time for ASYNC is nearly as short as the computation time. Only the initialization of the messages and the check of successful completion is needed in the MPI library calls. Adding MPI_Test calls is unnecessary and might cause overhead.

3. Overlap only when using MPI_Test in order to take care of synchronization with automatic overlap afterwards. In the presented example 2 MPI_Test calls in each rank would be necessary to achieve synchronization.

4. Overlap only when using MPI_Test in order to advance messages block by block, being able to overlap each message part with computation. In cases where not enough MPI_Test calls are used, the rest of communication has to be done in MPI_Waitall.

4.2.5. Benchmark Results: Measurements and Analysis

With these expectations in mind an extensive set of tests has been executed on different HPC systems. Details about the system descriptions can be found in Appendix A. The following combinations have been used: Intel MPI 4.0, Intel
Figure 4.8.: Benchmark Expectations: Example timelines of different possible outcomes for a specified benchmark setup in which $T_W$ is the time needed for computation (work) and $T_M$ is the time needed for communication (message). 1.) No overlap. Neither using asynchronous communication nor adding MPI_Test calls results in any overlap. 2.) Overlap as soon as asynchronous communication is used “around” computation. MPI_Test calls are not necessary but might result in overhead. 3.) Overlap is possible after a successful synchronization of the communication partners. In this case after using three MPI_Test calls (as an example). Any more MPI_Test calls are unnecessary and can result in overhead. 4.) Overlap is possible, but data transfer overlap has to be achieved through initializing the asynchronous sending of message junk regularly through MPI_Test calls. In cases too few MPI_Test calls are done, only part of the messages is overlapped. Too many calls after successful communication completion result in overhead.

For the presented combinations, the used parameters for the benchmark covered the following ranges:
Figure 4.9.: Benchmark Results: 1 MPI rank each on two nodes of the ICE Cluster using Intel MPI 4.0. 1 message sent per iteration and rank using a sequential memory buffer.

- Versions: SYNC, ASYNC, ASYNC(X)
- Number of MPI_Test calls (= X in ASYNC(X)): 1 to at least 10.
- Iterations: 100
- Message sizes: 128kB up to 200MB
- Communication time per iteration: 80ms

The number of 100 iterations for each test has been chosen after confirming that different iteration counts do not have visible impact on the results. The chosen iteration duration of 80ms covers the communication time for most chosen message sizes on the chosen systems.

Comparing these tests with extra large messages, which sequentially take longer than 80ms, it can be seen that the maximum overlap achievable is, as expected, \( \max(\text{sequential computation time}, \text{sequential communication time}) \). All tests have been executed multiple times and the resulting timing results have been averaged.

The times presented in the result graphs are for all 100 iterations, i.e. including the time for 100 computation phases, the time for sending the defined number of messages 100 times, etc.

The results showing the overall benchmark execution times for the different setups are similar in all cluster-MPI combinations, even when choosing a different number of messages per communication partner and iteration.
Figure 4.10.: Benchmark Results: 1 MPI rank each on two nodes of the ICE Cluster using Intel MPI 4.0. 2 messages sent per iteration and rank using sequential memory buffers.

Figure 4.11.: Benchmark Results: 1 MPI rank each on two nodes of the ICE Cluster using Intel MPI 4.0. 3 messages sent per iteration and rank using sequential memory buffers.
Figure 4.12.: Benchmark Results: 1 MPI rank each on two nodes of the ICE Cluster using Intel MPI 4.1. 1 message sent per iteration and rank using a sequential memory buffer. Processes pinned to core number 4 of the respective nodes.

- ICE - Intel MPI 4.0:
  - 1 message: Figure 4.9
  - 2 messages: Figure 4.10
  - 3 messages: Figure 4.11

- ICE - Intel MPI 4.1: Figure 4.12

- ICE - MPT MPI:
  - 1 message: Figure 4.13
  - 2 messages: Figure 4.14
  - 3 messages: Figure 4.15

- SuperMUC - IBM MPI:
  - 1 message: Figure 4.16
  - 2 message: Figure 4.17

Independent of the presented combination of HPC system with MPI implementation as listed above, the SYNC and ASYNC versions show nearly identical overall benchmark execution times. Therefore it can be concluded that in no setup can real overlap be achieved by the exclusive use of immediate send and receive calls combined with a matching wait function surrounding the communication independent work. In all results the use of MPI_Test provides the desired
overlap. Nevertheless the necessary amount of MPI_Test calls depends on the system and the overall amount of data sent in each iteration. For IntelMPI on the ICE cluster, at least two MPI_Test calls are necessary in order to observe any kind of overlap. The other combinations show overlap starting with the first used MPI_Test call.

The amount of communication time overlapped depends on the overall amount of data transferred in each iteration. For amounts of data below a certain limit, the difference between no overlap and total overlap is a single additional MPI_Test call. For amounts of data above this limit, multiple additional MPI_Test calls increasingly reduce the overall execution time. Looking at the chosen message sizes, this limit lies between 10MB and 50MB for IntelMPI on the ICE cluster, between 50MB and 100MB for MPTMPI on the ICE cluster and between 100MB and 200MB for IBM MPI on the SuperMUC. This limit is not dependent on the system, as can be seen by looking at the results for the different MPI implementations used on the ICE cluster. It is also not dependent on the number of messages used to transfer this amount of data. Looking at the multiple messages per iteration used for MPT-MPI on ICE and IBM-MPI on SuperMUC, it can be seen that the limit is for the sum of message sizes per iteration. E.g. in case of IBM-MPI on SuperMUC, when using 1 message per iteration (Figure 4.16), the limit lies between the message sizes 100MB and 200MB. Using 2 messages in each iteration (Figure 4.17), it lies between 50MB and 100MB per message. For messages above the limit, multiple MPI_Test calls are needed in order to observe total overlap. In cases where the synchronous communication time is
smaller than the computation time, increasing the MPI_Test count reduces the overall execution time until it is equal to the computation time. In cases where the synchronous communication time is longer than the computation time, communication time is dominant and the overall execution time can be reduced to match it.

This behavior can be observed on other HPC systems as well. This can be seen in the results of Chapter 5, where the knowledge obtained through this benchmark has been applied in a hybrid MPI-OpenMP approach, showing that MPI awareness in the OpenMP runtime can indeed efficiently create synchronization and data transfer overlap in real applications.

These results indicate that a mixture of the presented scenarios is true: At least some MPI_Test calls are necessary for synchronization and then each MPI_Test call is capable of initializing the asynchronous sending/receiving of the next part of the message. For IntelMPI on the ICE cluster (Figure 4.9 Figure 4.12), at least two MPI_Test calls are necessary, which would suggest that some synchronization is necessary. For the other combinations, this synchronization can be done between the communication initialization and the first MPI_Test call, which can directly be used to start the overlap. In case the amount of data to be transferred is below the described limit, data transfer overlap can be achieved by one additional MPI_Test call. In cases where additional CPU involvement is necessary for additional data transfer overlap, the increasing overlap through additional MPI_Test calls suggests that message progression is achieved.
Figure 4.15.: Benchmark Results: 1 MPI rank each on two nodes of the ICE Cluster using MPT MPI. 3 messages sent per iteration and rank using sequential memory buffers.

In order to understand the behavior of the MPI implementations in more detail, the timing results for the individual events (e.g. computation, MPI initialization, MPI_Test and MPI_Waitall) can be used. As the presented results of this analysis are the same for all shown combinations, it will be done using the combination IBM-MPI on SuperMUC as an example. The corresponding graphs for a second combination (IntelMPI 4.0 on ICE using 2 messages per iteration Figure 4.10) can be seen in Appendix B.1.

For the results of the chosen example presented in Figure 4.16, two nodes of the SuperMUC hosted one MPI rank each. The ranks have been pinned to use core 8 of each node in order to minimize NUMA effects. The reason for choosing core 8 instead of the system default pinning strategy, which pins the first to be pinned process on core 0, will be discussed later.

The parameters for the benchmark here were:

- 100 iterations
- 1 communication partner per rank
- 1 message per iteration and communication partner
- 80ms of work per iteration
- Message sizes: 1MB, 10MB, 50MB, 100MB, 200MB
Figure 4.16.: Benchmark Results: 1 MPI rank each on two nodes of the SuperMUC using Intel IBM MPI. 1 message sent per iteration and rank using a sequential memory buffer. Processes pinned to core number 8 of the respective nodes.

Each parameter combination has been executed using the SYNC, ASYNC and ASYNC(X) version. The amounts of MPI_Test calls (X) chosen are 1, 2, 3, 4, 5, 10 and 15. All combinations have been repeated five times and the maximum relative standard deviation for any combination is below 0.223%. The times shown in Figure 4.16 are the average times of these five runs, including all 100 iterations.

As the expected computation time is 8 seconds for 100 iterations, any additional time needed can be considered overhead. That nearly all the overhead can be considered communication overhead can be seen by comparing Figure 4.16 and Figure 4.18. The latter shows the sum of time spent in MPI related functions for all 100 iterations. The times presented here are nearly exactly the same as the overhead observed in the original overall results. Looking at the synchronous version (SYNC, labeled S in the graphs), the time needed for communication in cases where all resources are dedicated to doing so can be seen.

Looking at the expectations discussed earlier, the fact that the communication time decreases in the same way as the measured overall benchmark execution time shows that real data transfer overlap is being achieved through the use of MPI_Test calls. While the communication initialization using MPI_Irecv and MPI_Isend can be neglected (Figure 4.19), it can be seen that the actual communication which can not be overlapped happens during the MPI_Waitall call (Figure 4.21). In case of the standard asynchronous version (ASYNC, labeled A in the graphs), this includes the entire data transfer.
Figure 4.17.: Benchmark Results: 1 MPI rank each on two nodes of the SuperMUC using IBM MPI. 2 messages sent per iteration and rank using sequential memory buffer. Processes pinned to core number 8 of the respective nodes.

Looking back at the expectations presented in Figure 4.8, the communication timer measurements suggest that depending on the message size and the MPI implementation - HPC system combination, overlap is being achieved after a successful synchronization for small messages and, through message advancement, for large messages. Also, \texttt{MPI\_Test} is used to initialize message progression. Actual data transfer is not done during its execution, as can be seen by the neglectable amount of time spend in all \texttt{MPI\_Test} calls for all 100 iterations (Figure 4.20). Also, the used core is available for useful work during the communication independent work phase.

All in all this benchmark shows that, for the used MPI implementations, not only synchronization overlap can be achieved, but the data transfer can also be overlapped with computation in cases where the programmer calls \texttt{MPI\_Test} at suitable times. Nevertheless, these calls need to be implemented manually by the programmer.

4.2.6. Using MPI Datatypes

The layout of the data to be communicated between the different ranks is not necessarily sequential in memory. In order to be able to send this data in one single MPI message, MPI offers derived datatypes (see Section 2.2). They can be used to describe non-sequential memory regions in a single identifier which in turn can be passed to an MPI communication function as send or receive buffer.
Figure 4.18.: Benchmark Results: Time spent in MPI functions only. 1 MPI rank each on two nodes of the SuperMUC using IBM MPI. 1 message sent per iteration and rank using a sequential memory buffer. Processes pinned to core number 8 of the respective nodes.

Figure 4.19.: Benchmark Results: Time spent in MPI communication initialization functions only (MPI_Irecv, MPI_Isend). 1 MPI rank each on two nodes of the SuperMUC using IBM MPI. 1 message sent per iteration and rank using a sequential memory buffer. Processes pinned to core number 8 of the respective nodes.
Figure 4.20.: Benchmark Results: Time spent in MPI communication advancement functions only (MPI_Test). 1 MPI rank each on two nodes of the SuperMUC using IBM MPI. 1 message sent per iteration and rank using a sequential memory buffer. Processes pinned to core number 8 of the respective nodes.

Figure 4.21.: Benchmark Results: Time spent in MPI communication termination functions only (MPI_Wait). 1 MPI rank each on two nodes of the SuperMUC using IBM MPI. 1 message sent per iteration and rank using a sequential memory buffer. Processes pinned to core number 8 of the respective nodes.
Tests executed with the benchmark using an **MPI_Datatype**, which has been created with **MPI_Type_vector** show different results in comparison to using sequential buffers. Defining the **MPI_Datatype** to use the first half of every megabyte in memory, it is possible to achieve overlap using IBM MPI on the SuperMUC. The results in Figure 4.22 show that the amount of overlap is very close to the overlap observed in the results presented above (see Figure 4.16). Nevertheless, for the same amount of work and the same overall message sizes, the benchmark execution times increase dramatically when using **MPI_Datatypes**. This is a result of necessary data-movement i.e. sequentializing data in memory for the actual data transfer and copying the received data to the corresponding regions in the receive buffer. This overhead can also be seen when using a similar **MPI_Datatype** on the ICE cluster with the systems default MPT MPI.

Comparing Figure 4.23 to the results shown before in Figure 4.13 shows that while using the same amount of work and the same message sizes per iteration and the same amount of iterations, the overall runtime of the benchmark increases when the used message buffers are defined through **MPI_Type_vector**. Additionally, even a large number of **MPI_Test** calls (up to 75 in this case) does not result in any overlap. In this scenario on this system, it is better to manually use a sequential send/receive buffer. This is done by copying the data corresponding to the **MPI_Type_vector** from the source data into a temporary send buffer before the call to **MPI_Isend** and from a temporary receive buffer into the desired memory regions corresponding to the **MPI_Type_vector** after the successful **MPI_Waitall**. Figure 4.24 shows that the synchronous version of this code (labeled S) is worse than using **MPI_Datatypes** directly. Nevertheless, the use of **MPI_Test** results in sufficient overlap to outweigh the overhead of manual data movement with only two used **MPI_Test** calls. Nevertheless, it can be confirmed that having data corresponding to one message buffer in a sequential memory region is the best approach.

All in all the benchmark results show that overlap, especially data transfer overlap, is not guaranteed through the use of nonblocking asynchronous MPI functions for the tested MPI implementations on the used HPC systems. With some manual placement of **MPI_Test** calls as communication advancement functions, the overlap can be achieved in most situations. Nevertheless, while a few **MPI_Test** calls are mostly sufficient to overlap the tested messages, their timing is important. In cases where two **MPI_Test** calls, executed evenly during the computation phase, are sufficient, the tests using more calls show that when the **MPI_Test** calls are executed more often and earlier, more than two calls are necessary before **MPI_Test** returns successful communication.

As MPI codes usually do not call MPI library functions between the asynchronous communication initialization and the corresponding **MPI_Wait** calls, no overlap is achieved. In order to provide this overlap automatically, an approach using an MPI aware OpenMP runtime in hybrid MPI-OpenMP programming approaches will be discussed throughout the rest of this Chapter.
Figure 4.22.: Benchmark Results: 1 MPI rank each on two nodes of the SuperMUC using IBM MPI. 2 messages sent per iteration and rank using a nonsequential MPI datatype as memory buffer (every first half of every megabyte in memory). Processes pinned to core number 8 of the respective nodes.

Figure 4.23.: Benchmark Results: 1 MPI rank each on two nodes of the ICE Cluster using MPT MPI. 2 messages sent per iteration and rank using a nonsequential MPI datatype as memory buffer (every second megabyte in memory).
4.3. Advancing Asynchronous MPI Communication at OpenMP Scheduling Points

As shown in Section 4.2, asynchronous communication is not always available and overlap of communication and computation is not guaranteed when using the asynchronous communication functions of MPI. Nevertheless, with manual calls to MPI_Test, real asynchronous behavior and overlap is possible. In real life applications, this approach needs manual placement of the advancement functions into the communication independent work code. Additionally, as the perfect number of advancement calls and their timing differ for different systems and different MPI implementations, a lot of knowledge of the code behavior is necessary. Seeing as no MPI calls are usually made in between the communication initialization and termination, another automated way of taking care of the advancement automatically would be desirable.

As described in Section 2.3, the combined use of MPI and OpenMP in a hybrid fashion does offer many advantages. Matching the hybrid setup in modern HPC systems, combining shared memory and distributed memory parallelization, this approach can be used to automate the message progression based on the results presented in Section 4.2. In optimized, hybrid parallel applications, the communication independent work can be assumed to be large in comparison to the...
work necessary for communication and the communication related work. With a hierarchical MPI-OpenMP approach, this MPI rank specific communication independent work is being parallelized using OpenMP in a shared memory fashion. The OpenMP runtime is therefore active during the time in which calls to message advancement functions are necessary and can be used to automatically execute them in moments useful for both the message progression and the overall program.

Manually placing the MPI_Test calls into the OpenMP worksharing used to parallelize the communication independent work is not feasible. In cases where this is a loop parallelized using an OpenMP for construct, placing additional code inside the loop results in a lot of overhead as it is being executed for every scheduled index. Additionally, this approach neither takes into account the timing of the MPI_Test calls nor the question of which OpenMP thread should take care of it at which point in time.

A different approach would be to place the communication dependent work and the communication advancement into OpenMP tasks. This approach has implications on the parallelization of the communication independent work. As of OpenMP 4.0 [61], it is not possible to mix tasks with worksharing through loop parallelization, i.e. there is no direct connection between the work of OpenMP for loops and created tasks and therefore no central workpool [85]. As a direct result, the communication independent work must be parallelized using tasks, which would be added to the same task pool as the tasks related to the communication. Nevertheless, restrictions exist which make this approach unusable for an efficient scheduling of communication advancement functions. No priority can be assigned to OpenMP tasks. Tasks cannot be coupled with preconditions for their scheduling or execution. While OpenMP provides a task yield construct, which can be used to interrupt a possible thread testing the state of pending communication, it is not possible to guarantee that it is actually postponed. Even in case the task is replaced and another task started, it is not possible to influence the timing of the yielding task.

Finally, using tasks for the parallelization of the main body of work in a NUMA environment might not be the best approach due to the placement of memory and execution of corresponding tasks working on it to different parts of the NUMA domain.

In order to use the OpenMP runtime to efficiently take care of the communication advancement, and additional optimizations for hybrid codes described later, a more general view on asynchronous MPI communication in a hybrid MPI-OpenMP context is necessary. Algorithm 4.6 outlines the central generalized steps of a hybrid MPI-OpenMP program. Overall, as discussed above, two kinds of work exist: Communication dependent and communication independent work. Communication dependent work can again be distinguished in two categories. First, work depending on the send buffer of following communications...
has to be executed (Line 2). This work might be parallelized using OpenMP, but is not necessarily best suited for this. The overhead of OpenMP parallelization might be bigger than the benefits of parallelization in cases where too little work is to be done or due to the placement of allocated memory throughout possible NUMA domains. At the same time, not using all available OpenMP threads for this work results in idle times and therefore unused resources.

After this pre-communication dependent work is done, the actual communication can be initialized, e.g. by calling MPI_Irecv and MPI_Isend (Line 4). The main body of work, communication independent and well suited for OpenMP parallelization, can be executed. This is also the time when the MPI implementation and the execution environment could take care of the actual data transfer (Lines 5 and 6). Only after successful communication termination is guaranteed through a call to MPI_Wait (MPI_Waitall) (Line 7) can the work be done which is dependent on the received data (Line 9). Again, the same aspects concerning parallelization apply as to the pre-communication dependent work.

For real applications, e.g. the example application used in Chapter 5, multiple messages to different communication partners might be necessary. These can have individual (pre- and post-)communication dependent work.

**Algorithm 4.6** Asynchronous communication in a hybrid MPI-OpenMP code

<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>OpenMP FOR</td>
<td>Work necessary before communication can start</td>
</tr>
<tr>
<td>2</td>
<td>Work necessary before communication can start</td>
<td>(not necessarily “best” suited for parallelization)</td>
</tr>
<tr>
<td>3</td>
<td>MPI_Irecv and MPI_Isend</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>OpenMP FOR</td>
<td>Communication independent work</td>
</tr>
<tr>
<td>5</td>
<td>MPI_Waitall</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>OpenMP FOR</td>
<td>Work necessary after communication has finished</td>
</tr>
<tr>
<td>7</td>
<td>Work necessary after communication has finished</td>
<td>(not necessarily “best” suited for parallelization)</td>
</tr>
</tbody>
</table>

Making the OpenMP runtime aware of the MPI communication can solve different problems and provide multiple improvements: At OpenMP scheduling points (e.g. start of new blocks when using dynamic or guided scheduling or the static-ws scheduling presented in Chapter 3), the OpenMP runtime can decide whether or not threads need to call available communication advancement functions. As shown in the previous section, this can result in real overlap. Additionally, introducing knowledge about the different (asynchronous) communications and the corresponding dependent work allows for the compiler and the runtime to schedule the pre-communication dependent work to available threads in an optimized way at the same time as allowing the remaining threads to start executing communication independent work.

Through the use of communication advancement functions and the resulting
Figure 4.25.: Possible timeline for an iteration in one MPI rank using 4 OpenMP threads for work parallelization. Pre-communication and post-communication dependent work can be parallelized using OpenMP. MPI communication and OpenMP parallelization as provided by the current standards.

overlap, communication termination can be observed directly. This allows the OpenMP runtime to schedule post-communication dependent work with a higher priority whenever possible. Together with possible work balancing between the used OpenMP threads (e.g. using the static-ws scheduling), this results in optimized resource usage.

Figure 4.26.: Possible timeline for an iteration in one MPI rank using 4 OpenMP threads for work parallelization. Pre-communication and post-communication dependent work are sequential and cannot be parallelized using OpenMP. The proposed approach of advancing communication at OpenMP scheduling points is used together with the scheduled static-ws, providing work stealing while trying to take into account the first-touch memory placement strategy (described in Chapter 3).
takes care of the pre-communication dependent work, the other three threads (T1-T3) can start working on their part of the communication independent work. After the OpenMP runtime is being notified about the executed MPI_Irecv and MPI_Isend calls, it can start scheduling communication advancement calls, e.g. as in the benchmark described earlier through calls to MPI_Test. These are done at OpenMP scheduling points which happen due to the use of OpenMP schedules static, guided or, as in this example, the proposed schedule static-ws (Chapter 3). Once any thread (e.g. thread T3 in Figure 4.26) encounters the successful termination of the communication, the OpenMP runtime is able to schedule the post-communication dependent work directly.

Threads working on communication dependent work (T0 and T3 in the example) postpone their communication independent work. After finishing their own part of the communication independent work, the other threads therefore encounter “stealable” work, which is now scheduled to the otherwise idle threads, resulting in optimized resource usage and work balancing.

Additional advantages of an MPI aware OpenMP runtime can be seen when looking at a different example depicted in Figure 4.27 and Figure 4.28. Here the presented MPI rank communicates with two communication partners, sending and receiving one message to and from each, respectively. Additionally, the pre-communication dependent work for the send operation to one communication partner and both sets of post-communication dependent work can be parallelized using the available OpenMP threads. As shown in Figure 4.27, MPI calls are done outside the OpenMP parallel regions in the traditional approach. While idle times exist here, all threads can participate in all kinds of work necessary. Nevertheless, an implicit barrier for the threads can exist at the end of each work block (e.g. at the end of used OpenMP for parallelized loops). Also, data transfer necessary for the first MPI_Wait will have to be finished together with the corresponding post-communication dependent work even if it is not available from the communication partner at this point in time. The second communication can be done only afterwards, even if it would have been available earlier.

Using an MPI aware OpenMP runtime removes the barriers, the idle times and allows for a re-ordering of the parallelized post-communication dependent work, as seen in Figure 4.28. As soon as any thread (T3 in the example) encounters any successful communication (the second one from the “standard” version in this example), the corresponding post-communication dependent work can be scheduled directly to all available threads at their next scheduling points. Again, the use of the schedule static-ws provides these while additionally providing work balancing through work stealing.

After presenting how OpenMP can be made aware of MPI from the programmers’ point of view in the following Section 4.4, it will be shown that this approach can be very effective in real HPC application in Chapter 5.
Figure 4.27.: Possible timeline for an iteration in one MPI rank using 4 OpenMP threads for work parallelization. Messages are being sent to and received from two communication partners. Pre-communication dependent work for the first send operation and post-communication dependent work for each receive operation separately. Pre-communication and post-communication dependent work can be parallelized using OpenMP. MPI communication and OpenMP parallelization as provided by the current standards.

Figure 4.28.: Possible timeline for an iteration in one MPI rank using 4 OpenMP threads for work parallelization. Messages are being sent to and received from two communication partners. Pre-communication dependent work for the first send operation and post-communication dependent work for each receive operation separately. Pre-communication and post-communication dependent work can be parallelized using OpenMP. The proposed approach of advancing communication at OpenMP scheduling points is used together with the scheduled static-ws, providing work stealing while trying to take into account the first-touch memory placement strategy (described in Chapter [3]).
4.4. Introducing A New OpenMP Construct *commtask*

As discussed in the previous section, adding awareness of communication concerning distributed memory parallelization to the shared memory parallelization environment OpenMP can add the necessary information to the execution environment to enable communication-computation overlap (including data transfer overlap). Additionally it provides potential for work balancing and optimization of resource usage inside the OpenMP domains. In order to provide this information to the runtime, the programmer needs to be supplied with additional OpenMP directives.

Looking at the example presented in the previous section in Algorithm 4.6, one MPI communication to and one from a communication partner is present, each with pre-communication or post-communication dependent work, respectively. In order for the OpenMP runtime, used to parallelize the respective work blocks, to know that the communication dependent steps can be mixed into the communication independent work pool, an extension, namely *commtasks*, are proposed in this section. They have previously been presented by the author in [14].

Before a formal definition in the style of the OpenMP standard is proposed in the next Section 4.4, its realization for the aforementioned example can be seen in Algorithm 4.7. As the MPI_Irecv call (Line 3) is in itself not depending on any work, it can be included in its own *commtask init* region (Line 1). In order to match it to the corresponding *commtask finalize* region, it is assigned the ID ‘R’. The second *commtask init* region (Line 5-Line 11) with ID ‘S’ combines the pre-communication dependent work necessary to be executed before the MPI_Isend call with the same. In cases where this work can be parallelized using OpenMP for, this work can be scheduled to all participating threads, otherwise it is scheduled sequentially to one thread, before (in any case) one thread starts the asynchronous communication through the call to MPI_Isend.

After the communication independent, OpenMP parallelized work is defined (Lines 13 and 14), the *commtask init* regions must be matched with *commtask finalize* regions. In the presented example, both MPI_Irecv and MPI_Isend are matched in the single MPI_Waitall call. Matching this, both *commtask init* regions are matched with the same *commtask finalize* region (Line 16-Line 23) by the assignation of both IDs ‘R’ and ‘S’. Before the *commtask* block starts with the blocking communication completion function, #pragma omp commtask-advancecheck defines the call to the corresponding nonblocking function used to check whether or not the corresponding messages have successfully been transferred. This function should also guarantee (as is the case with MPI_Test and MPI_Testall for MPI) that its usage results in message progression and real overlap. Finally, the post-communication (on MPI_Irecv) dependent work follows.

The OpenMP runtime can now schedule all *commtask init* regions to available threads directly, adding OpenMP parallelized work in these to the thread teams.
work pool. In order to get optimal behavior, this is best done with a higher priority. As described in the previous section, the runtime can now use all available work in the work pool to fully utilize all available threads at all times. At scheduling points, either after work on commtasks or blocks of communication (in-)dependent work, the provided communication status test function is scheduled, probably with additional timing considerations. Once it returns successful completion of the communication, the post-communication dependent work of the corresponding commtask finalize region can again be added to the common work pool and completed with the available threads.

Algorithm 4.7 Asynchronous communication in a hybrid MPI-OpenMP code using the proposed commtask to add MPI awareness to the OpenMP runtime

1: #pragma omp commtask init ID(R)
2: {
3:   MPI_Recv
4: }
5: #pragma omp commtask init ID(S)
6: {
7:   OpenMP FOR
8:   Work necessary before communication can start
9:     ▷ (not necessarily “best” suited for parallelization)
10:   MPI_Send
11: }
12: OpenMP FOR schedule(static-ws)
13: Communication independent work
14: 15: #pragma omp commtask finalize ID(R,S)
16: {
17:   #pragma omp commtask-advancecheck MPI_Testall
18:   MPI_Waitall
19:   OpenMP FOR
20:   Work necessary after communication has finished
21:     ▷ (not necessarily “best” suited for parallelization)
22:   }
23: }

The ID can be used to match independent communications with their corresponding work in order to allow the runtime to reorder and execute in parallel the associated steps and work (e.g. as described in Figure 4.28). This allows for post-communication dependent work to be scheduled directly without having to wait for communications to finish which appear beforehand in the code, as discussed previously.
commtask Definitions for the OpenMP Standard

In order to formalize the proposed commtask approach, different parts have to be defined in a way matching the OpenMP standard. Besides a definition of the worksharing construct commtask in itself, an Internal Control Variable (ICV) is needed to define the priority with which the work defined in the commtask regions is being scheduled. Consistent with the ICVs available in OpenMP, its manipulation needs to be defined using an environment variable and execution environment routines to change (set) and read (get) its value during runtime. The definitions take into account the results gained through the benchmark presented in Section 4.2 and their integration into a shared memory programming environment as discussed in Section 4.3. Care has been taken to ensure that code run in OpenMP environments ignoring the proposed commtasks can still run as expected with the current OpenMP standard and also, as is the case with all other OpenMP directives, when OpenMP is disabled entirely. The definitions leave room for optimizations in OpenMP implementations. Additionally, the definitions do not limit possible implementations to scenarios where message progression has to be done manually. In cases where the communication library can create and efficiently use a progress thread, the commtask construct can be used as proposed here. The OpenMP runtime can be supplied with a nonblocking communication completion function which only checks for completion, without intending to advance messages. Additionally, it can easily be extended to work with the communication libraries progress thread by being notified about successful communication termination by the progress thread. The calls to the checking function could be omitted. Nevertheless, as no available MPI implementation on the used HPC systems for this work provides progress threads, the commtask construct outlined here is targeted especially to work with manual progression functions, such as MPI_Test.

4.4.1. OpenMP Construct commtask

Summary

The commtask construct is a non-iterative worksharing construct which describes asynchronous communication and the corresponding pre-communication and post-communication dependent work. The work and communication advancement described in the structured blocks through a commtask is being distributed and executed by the threads in the current team. Each commtask consists of two parts. One contains the pre-communication dependent work and the corresponding communication initialization functions (e.g. in combination with MPI calls to MPI_Isend [and MPI_Irecv]). The second part begins with a communication completion function followed by the post-communication dependent work. Through communication library awareness, the OpenMP runtime can then schedule this work and available communication advancement function calls together with the other work available in the current team’s work pool.
Syntax

The syntax of the `commtask` construct is defined as shown in Algorithm 4.8.

Algorithm 4.8  C Syntax of `commtask` construct

```c
1: #pragma omp commtask init [ID(<label>[,<label>[,...]])] new-line
2: {
3:   [structured-block]
4:   <communication-initialization-function> new-line
5: }
6: [structured-blocks]
7: #pragma omp commtask finalize [ID(<label>[,<label>[,...]])] new-line
8: {
9:   #pragma omp commtask-advancecheck >nonblocking-communication-
10:   advancement-and-statuscheck-function> new-line
11:   <blocking-communication-termination-function> new-line
12:   [structured-block]
13: }
14: }
```

Where label is an integer or char identifier and priority is 0 (same priority as other work in the work pool) or 1 (higher priority as the other work in the work pool).

Binding

The binding thread set for a `commtask` is the current team. A `commtask` region binds to the innermost enclosing parallel region. Only the threads of the team executing the binding parallel region participate in the execution of the structured blocks and the calls to the referenced communication functions.

Description

The `commtask` worksharing construct can be used in hybrid approaches combining OpenMP with shared memory parallelization paradigms (e.g. Message Passing Interface (MPI)). The work defined in the structured blocks enclosed by a `#pragma omp commtask init` region will be merged with the current workpool of the current team. It will be scheduled to available OpenMP threads.
according to the set `commtask.priority` (see `ICV commtask.priority-var`, env-variable and library call).

In cases where a nonblocking alternative to the communication completion function is provided through `#pragma omp commtask-advancecheck`, the runtime schedules calls to this function to available threads at OpenMP scheduling points and uses the results to be notified about successfully finished communications. Corresponding post-communication dependent structured blocks are enclosed in `#pragma omp commtask finalize` regions. They will be scheduled to the available team threads with the `commtask` priority. In cases where no such function is provided, `commtask finalize` regions will be scheduled “in order” to threads after no other work is in the common work pool.

The ID clause can be used to distinguish between different communications and to match `commtask init` with `commtask finalize` regions. In cases where not all `commtask` regions are identified with an ID, all init blocks will have to be finished before finalized blocks are being scheduled and before any nonblocking communication advancement and checking function is being called. With ID provided for all `commtask` regions, this order is imposed only on `commtask` regions containing the same IDs.

Restrictions

Restrictions to the `commtask` construct and the enclosed code are as follows:

- Each communication initialization call in `#pragma omp commtask init` needs a matching communication completion call in `#pragma omp commtask finalize`.

- The code must work correctly in cases where the `#pragma omp commtask` pragmas are being ignored.

- In case no ID is provided,
  - the blocks defined through `#pragma omp commtask init` regions must be executable in parallel, and their order must be interchangeable.
  - the blocks defined through `#pragma omp commtask finalize` regions must be executable in parallel, and their order must be interchangeable.

otherwise
  - the blocks defined through `#pragma omp commtask` regions must be executable in parallel, and their order must be interchangeable unless an order is imposed through matching IDs.

Cross References

- `commtask.priority-var ICV`
• OMP_COMMTASK_PRIORITY environment variable
• omp_set_commtask_priority routine
• omp_get_commtask_priority routine

4.4.2. Internal Control Variables

1. commtask-priority-var - controls whether code from commtask regions is being scheduled with higher priority or not. There is one copy of this ICV per data environment.

4.4.3. Environment Variables

OMP_COMMTASK_PRIORITY sets the priority for scheduling work defined in commtask regions by setting the commtask-priority-var ICV. Can be set to 0 (normal priority) and 1 (default - high priority).

Cross References
• commtask-priority-var ICV

• Controlling OpenMP commtask related work scheduling
• omp_set_commtask_priority routine
• omp_get_commtask_priority routine

4.4.4. Execution Environment Routines:
omp_set_commtask_priority

Summary

The omp_set_commtask_priority routine affects the scheduling of work defined through the use of #pragma omp commtask by setting the commtask-priority-var ICV.

Format

Algorithm 4.9 C Syntax of the omp_set_commtask_priority Routine

1: void omp_set_commtask_priority(int priority);
Constraints on Arguments

The value of the argument passed to this routine must evaluate to 0 (normal priority) or 1 (high priority), or else the behavior of this routine is implementation defined.

Binding

The binding task set for an `omp_set_commtask_priority` region is the generating task.

Effect

The effect of this routine is to set the value of the `commtask-priority-var ICV`.

Cross References

- `commtask-priority-var ICV`
- `OMP_COMMTASK_PRIORITY` environment variable
- Controlling OpenMP commtask related work scheduling
- `omp_get_commtask_priority` routine

4.4.5. Execution Environment Routines: `omp_get_commtask_priority`

Summary

The `omp_get_commtask_priority` routine returns the value of the `commtask-priority-var ICV`.

Format

```
Algorithm 4.10 C Syntax of the omp_get_commtask_priority Routine
1: void int omp_get_commtask_priority(void);
```

Binding

The binding task set for an `omp_set_commtask_priority` region is the generating task.
Effect

The effect of the `omp_get_commtask_priority` routine is to return the priority assigned to work defined in `commtask` regions.

Cross References

- `commtask-priority-var` ICV
- `OMP_COMMTASK_PRIORITY` environment variable
- Controlling OpenMP `commtask` related work scheduling
- `omp_set_commtask-priority` routine

4.5. Discussion

Asynchronous MPI functions have been part of the MPI standard for a while. They split the necessary communication steps into different parts with the goal to improve performance. These parts are 1) communication initialization, 2) synchronization and data transfer, and 3) communication termination. Communication initialization sets up the communication parameters, such as sender and receiver information, describes the message buffers and makes the start of the communication known to the MPI runtime. Functions available for communication initialization include `MPI_Irecv` and `MPI_Isend`. Communication termination functions, such as `MPI_Wait`, are used to make sure that the communication has successfully been finished and that the used message buffers can safely be used again, which is not the case after the initialization. While these two parts of the communication steps are clearly assigned to the respective MPI functions, can the second step be implemented differently, depending on the MPI implementation and other factors such as hardware support. As discussed above, synchronization overlap is available in most MPI implementations, but data transfer overlap has been reported to not work well or exist at all.

In this chapter, a benchmark has been presented, discussed and executed. The results show that for no MPI implementation available on the used HPC systems does using asynchronous MPI functions result in data transfer overlap with useful computation. The actual data movement is happening inside the used `MPI_Wait` calls, which results in a communication phase equal to using blocking communication functions. One way to overcome this problem is using manual progression function. One function which can be used, as it eventually must finish communication, is `MPI_Test`. The presented benchmark uses this function in order to achieve data transfer overlap. The results show that data transfer can be achieved, but timing and number of calls to the progression function are the important factors in regard to performance. Calling the progression function
too often or frequently results in overhead or even no overlap at all. For applications parallelized in a hybrid fashion, i.e. MPI-OpenMP, the message progression calls can be automatized efficiently as presented above. An OpenMP extension, namely the `commtasks`, have been proposed and formalized. Adding MPI awareness to the OpenMP runtime allows the OpenMP runtime to take care of choosing when, how often and by which thread a call to message progression functions is necessary. This allows for optimizations to be included into the OpenMP and MPI installations and implemented by system professionals, not application programmers. Additionally, this allows for optimizations tuned for the used system, removing the need to adjust the applications when moving to a different HPC environment.

The proposed `commtasks` will be used in a stencil code representing a wide range of parallel applications in the following chapter.
In high performance computing, many different applications with a large variety of requirements exist. In order to understand and possibly predict the behavior of these applications on existing or future HPC platforms, the applications are often grouped together. These groups or, as they are often called, classes, are based on system requirements, memory access patterns and data layout, etc. The authors of [3] call their class specifications dwarfs, which are defined as “a pattern of communication and computation common across a set of applications.” These dwarfs are used in other work: The authors of [95] record the communication patterns of MPI parallelized HPC applications and try to match the given application to the berkeley dwarfs presented in [3] through pattern analysis on the resulting communication graphs.

Classification of HPC applications is also done in regard to more recent discussions in the area: The authors of [21] use the observed communication patterns together with power consumption information in order to classify applications running in HPC or Cloud environments. Their goals include optimization of resource usage through platform providers, which is becoming a more important concern with faster and larger supercomputers.

An area where classifications of HPC algorithms is important is benchmarking. In order to see how well hardware and software combinations perform in regard to the expected work load, it is not possible to run or simulate every possible production code. Therefore, supercomputing centers and HPC system vendors, as well as researchers, use benchmark suites which test representative codes executing computations and communications corresponding to the class of applications of interest, e.g. the expected work load of a planned HPC systems. One well known benchmark suite is the NAS Parallel Benchmark (NPB) suite [4] together with the NAS Mutli-Zone (NPB-MZ) extensions described in [89]. The
NPB describes representative problems for different classes of algorithms, including “MT,” a multigrid kernel, and “EP,” the embarrassingly parallel kernel. The NPB-MZ extensions focus on kernels with multi-level parallelism with the goal of providing portable test scenarios for hybrid and multi-level parallelization approaches and corresponding tools.

While these benchmarks are important and a very good way to analyze the behavior of the application class on different HPC systems, the classes can also be used in regard to novel approaches. Approaches like the commtasks presented in this work can be applied to a representative application in the class and the results allow for conclusions regarding all applications which are part of it.

The fifth Berkeley Dwarf: Structured Grids is based on stencil codes and has applications in different areas. In embedded computing, applications can be found in the automotive area, for example the (FIR) and (IIR) filters used in the EEMBC benchmark engine knock detection, vehicle stability control, and occupant safety systems. Other embedded computing applications are the encoding and decoding of MPEG-2 and MPEG-4 [3]. More important for this work, applications can also be found in general purpose computing. The authors of [3] list quantum chromodynamics, magneto hydrodynamics, fluid dynamics, finite element methods, and weather modeling as example application areas. Finally, stencil codes can be found in the area of graphics algorithms [3,20].

In HPC applications, “the main application of stencil-based computations include numerical PDE solvers that use a finite difference or multigrid method.” [20, 24]. Research using stencil codes includes the work on an auto-tuning framework which tests a wide range of possible optimizations including NUMA affinity, blocking, prefetching, and others [24]. The authors state that, with this framework, they reach the fastest multicore stencil performance up to publication date. The authors of [41] present cache optimization techniques for multigrid methods in the context of PDE solvers. Stencil based kernels are further used to study how trends in memory system organization influence the efficacy of traditional cache blocking optimizations [23]. The authors of [97] use them as part of their simulation workload in order to explore novel HPC system approaches using alternative architectures. Some of the presented work also mentions using nonblocking MPI functions in order to overlap communication and computation (e.g. [20]), but it is never discussed if this actually works. The results presented in the previous chapter suggest that communication is moved to the MPI_Wait call, providing only latency hiding. In regard to [20], this assumption is further backed by the fact that they cite [81] concerning MPI and communication overlap. While the authors of [81] do mention MPI as “emerging as a widely accepted standard” (at the time of publication), they do not make use of MPI but present basic research on hiding communication latency using a redefined UNIX send operation on local area networks (LAN).
Offloading and parallelizing computation to GPUs is also an area where the work on optimizing stencil codes underlines their relevance. The basic approach to run stencil codes on GPUs is described by the authors of [17]. The authors of [91] show their results for heterogeneous multi-CPU and multi-GPU implementations of the Jacobi’s method using two-dimensional computational domains. For the bandwidth limited problem, they especially show how performance improvements can be achieved by using what they call a “wildly asynchronous” approach: removing or delaying synchronizations between the iterations. This can be done by using more iterations in order to get the same results. As shown in this work, the authors of [91] highlight the fact that optimizations which reduce or even remove the impact of high synchronization and communication costs should be very relevant to the design of future implementations and systems. This is relevant to the presented commtask approach, as these are properties of the same.

In [2], the authors focus on comparing two different GPGPU (General Purpose GPU) programming approaches, namely CUDA and OpenGL, using a weighted Jacobi iteration. The difference to the problem used here is the two dimensional character in their problem and the special case that, for their problem, only nine diagonals of the matrix describing the computational domain are non-zeros and can be saved in nine corresponding vectors. Besides comparing the execution times of the different approaches for different problem sizes on different hardware, the authors go into detail about the advantages and drawbacks of each approach including ease of use and portability questions.

5.1. Introduction to a Representative Example

One stencil code as described above is the Jacobi Relaxation method, which can be found at the heart of numerous linear solvers. It can be used to solve the Laplace’s equation. Physical systems like temperature in a two- or three-dimensional object are modeled in a corresponding two- or three-dimensional array and initialized with starting values. These will then iteratively be recomputed as the (possibly weighted) average of a set of neighboring points in the used array. In this work, the array will be referred to as computational domain. With every iteration, the solution averages out more and will eventually reach the desired accuracy. [17][44]

Inside each iteration the algorithm has a large potential for parallelization. As every stencil uses the values from the previous iterations for computing the new value, all stencils can be computed independently and therefore in parallel. While this would allow every stencil to be assigned to one computational core, this is neither practical nor efficient. Many things have to be taken into account when parallelizing the algorithm, including, but not limited to, hardware characteristics of the used parallel system, like the size of main memory, memory per core and number of available cores as well as memory access patterns and
communication patterns resulting from the parallelization. Basic approaches for parallelizing the Jacobi method can be found in [44] and more advanced approaches in the publications discussed above. For this work, distributed memory parallelization using MPI and hybrid distributed and shared memory parallelization using MPI together with OpenMP or Pthreads are the main target.

In order to see how well the *commtask* approach described in Chapter 4 works in real applications, it is applied to a three-dimensional Jacobi code. The basic parallelization approach and relevant topics will be discussed here, followed by two chapters on different approaches to split the used computational domain. Results for applying the *commtask* in combination with a one dimensional computational domain splitting have partially been published by the author in [14]. All computing systems used throughout this work are described in Appendix A.

For all approaches, the base version used for comparison will be an optimized MPI-Only parallelized code with independent communication and computation phases. Building up to a hybrid approach combining the distributed memory parallelization with shared memory parallelization in a hierarchical manner incorporating the presented *commtask*, different other approaches will be presented and evaluated.

In this sense, the used Jacobi algorithm not only represents the stencil codes described above, but any code which can be parallelized like this:

1. The computational domain can be split into parts which are to be distributed to the individual MPI ranks used on the different nodes/sockets.

2. The blocks of the computational domain contain work which can again be split up into independent sub-parts. These can then be worked upon in parallel by the different (OpenMP-)threads.

### 5.1.1. Main Algorithm Steps

The general steps of the different approaches presented below are the same in all of them.

1. Initialization of the MPI environment (details below).

2. The program parameters are parsed on MPI rank zero and broadcasted to all other ranks using *MPI_Bcast*. This is necessary as MPI guarantees only that the command line parameters are passed to rank 0 and are not necessarily available on all other ranks.

3. Memory is allocated for all necessary datastructures, including the two used copies of the computational domain part assigned to each rank. These copies are alternately used in the iterations to store the computational domain state of the previously computed and the to be computed iteration. More details on the memory layout, initialization of the computational domain as well as the differences when using different kind of stencils will be discussed below.
4. When the necessary environment is set up, all MPI ranks (and their threads) synchronize before starting the time measurement. The Jacobi steps are repeated according to the desired iteration count and finished with another synchronization point before getting the end time measurements. This synchronization is used to include possible imbalances between the ranks.

5. After reporting the timing results, all memory regions allocated before are freed, and the program is terminated after calling `MPI_Finalize`.

**Initialization of the MPI Environment**

As all implementations presented here use MPI for shared memory parallelization, the initialization of the MPI environment is the first step. As described in Section 2.2, MPI defines different thread safety levels. For the MPI only versions, using `MPI_Init` is sufficient. For the hybrid approaches combining MPI with OpenMP or Pthreads, the availability of the needed thread safety level is being checked through `MPI_Init_thread`. For the `commtask` approach, the highest thread support, `MPI_THREAD_MULTIPLE` level is needed as any thread can call MPI library functions any time. For the other hybrid approaches, `MPI_THREAD_FUNNELED` and `MPI_THREAD_SERIALIZED` are appropriately used.

Concerning the MPI rank placement, it is important to place those ranks physically close together which communicate most frequently [53]. In cases where the computational domain is split along a single dimension, each rank \( r \) has to communicate only with ranks \( r - 1 \) and \( r + 1 \). By placing the ranks to the cores of the nodes by filling each node before placing a rank on a new node, the minimal inter-node communication is achieved. For the case where the computational domain is split along multiple axes (e.g. all axes as used in Section 5.3), the ranks have to communicate with up to 6 neighbors. MPI offers functions to optimize the rank placement for cases like these. Using the function `MPI_Cart_create`, a new MPI communicator is being created to which topology information is being attached [55]. First of all, this tells the MPI environment that the communication pattern of the program will be following three dimensional grid pattern. It also allows the MPI environment to reorder (if configured to do so) the ranks using the hardware information together with the topology information in order to minimize inter-node communication. Finally, additional functions (e.g. `MPI_Cart_rank`, `MPI_Cart_shift`) allow the programmer to get their communication partners as “neighbors in the grid” as opposed to manual computation of the necessary rank numbers.

**5.1.2. Different Kinds of Stencils Used**

In each Jacobi step \( t + 1 \), i.e. each iteration of the program, every element in the computational domain is updated using the values of elements from step \( t \).
The elements which are to be used in the update are defined by the so called stencil. Stencils are defined through the location of the source elements in regard to the target element. Two important characteristics of a stencil are the stencil order and the number of source elements. The order is defined through the farthest distance of a source element from the target element along one dimension \[63\]. When higher precision is desired in stencil codes, higher order stencils are used \[26\]. For example, the stencil used in \[23\] is a first order 7 point stencil. Here, the average of all direct neighbors in all three dimensions and the value of the target element in step \(t\) is used to compute the new value for step \(t+1\). The same kind of stencil is used in \[97\] with the difference that the presented algorithm needs values not only from the previous iteration \(t\), but also from iteration \(t-1\). In addition to a good explanation of the stencil order, the authors of \[63\] use both a first order 19 point stencil and a sixth order 25 point stencil in their work.

Not all stencil based algorithms compute the average of the used stencil points but add a weight to each source element. These weights can be fixed in space and time or vary depending on the application. The authors of \[20\] state that they use “a more versatile stencil stemming from a real-world application.” While the stencil used is also a first order 7 point stencil, the weights associated with the stencil points are fixed only in time, but not in space. Also the value of step \(t\) of the target element is used multiple times in the computation of its new value.

In this work, two kinds of stencils are being used:

- **First order 6 point stencil**: Referred to as the 1n-Stencil, this stencil uses the direct neighbors of the element which is to be computed.

\[
e^{t+1}_{ijk} = \frac{1}{6} \left( e^t_{(i-1)jk} + e^t_{(i+1)jk} + e^t_{(j-1)k} + e^t_{(j+1)k} + e^t_{i(k-1)} + e^t_{i(k+1)} \right) \tag{5.1}
\]

- **Fourth order 24 point stencil**: Referred to as the 4n-Stencil, this stencil used 4 neighbors in both directions of each dimension in the computational domain.

\[
e^{t+1}_{ijk} = \frac{1}{24} \left( e^t_{(i-1)jk} + e^t_{(i-2)jk} + e^t_{(i-3)jk} + e^t_{(i+1)jk} + e^t_{(i+2)jk} + e^t_{(i+3)jk} + e^t_{(j+1)k} + e^t_{(j+2)k} + e^t_{(j+3)k} + e^t_{(j-1)k} + e^t_{(j-2)k} + e^t_{(j-3)k} + e^t_{(j-4)k} + e^t_{i(k-1)} + e^t_{i(k+1)} + e^t_{ij(k-2)} + e^t_{ij(k-3)} + e^t_{ij(k-4)} + e^t_{ij(k+2)} + e^t_{ij(k+3)} + e^t_{ij(k+4)} \right) \tag{5.2}
\]

In regard to the results presented below, the important characteristics of these stencils are the order of the stencil and the amount of necessary floating point
operations. The order directly influences the memory regions which need to be accessed when computing the stencil and therefore also the necessary ghost cells (discussed below) and MPI message sizes. The amount of floating point operations for the used stencils is relatively small, making the problem memory bound.

5.1.3. Computational Domain

Application Wide Size and Nomenclature

For the presented approaches and the corresponding results, the computational domain can be defined application wide through the definition of the elements in each of the three dimensions. Throughout this work, the dimensions will be referred to as x-dimension, y-dimension, and z-dimension. The sizes provided to the programs define the number of stencils which need to be computed throughout every iteration. Additional memory regions needed to store boundary values surrounding the computational domain will be added. A two dimensional example computational domain can be seen in Figure 5.1 (bottom-left). In this example, a first order 4 point stencil is depicted for different elements showing the dependencies in space. Due to the fact that a first order stencil uses elements which are at most one element away in each dimension, a single row of boundary elements is necessary, as depicted in Figure 5.1 (top-left).

Memory for Each MPI Rank - Ghost Cells and Data Layout

For the domain decomposition, different options are available. Independent of the question along which of the dimensions the domain will be split up, each available MPI rank will end up with its own subblock of the computational domain. The rank is responsible for storing and computing the values of the elements in its subblock. For those sides of the subblock, which are on the edge of the computational domain, the rank needs to store and initialize the boundary values. For the sides which border on the subblock of another MPI rank, so called ghost cells need to be added. As the update of the elements on these sides need values from neighboring elements which are part of other MPI ranks subblocks, these values need to be received by the corresponding ranks and stored in order to be used. The number of element layers needed for the ghost cells is the same as for the boundary values and defined through the order of the used stencil. For the presented two dimensional example and a set of nine MPI ranks, splitting the example computational domain in both dimensions equally, the assignment of computational domain subblocks to MPI ranks is shown in Figure 5.1 (top-right). For nine ranks, the depicted splitting is done equally along both dimensions. The correlation between ghost cells and the corresponding elements in the neighboring MPI rank can be seen in Figure 5.1 (bottom-right).
Each rank allocates two matrices, the size of both including the elements assigned to its subblock and the necessary boundary values and ghost cells. The two copies alternately contain the computed values of step $t$ and are used to store the new values for step $t + 1$. As the memory allocated for each matrix is sequential, it is important to keep in mind the mapping of the three dimensions to the used memory region. In this work, y-dimension is the innermost dimension, such that stepping along the y-axis equals a sequential step in memory. The x-dimension is the middle dimension, such that stepping along the x-axis equals a step in memory of the size of the ranks elements in y-dimension, including ghost cells and boundary values. Finally, the z-dimension is the outer dimension, such that stepping along the z-axis corresponds to a step in memory of the size of an y-x-plane.

**Pinning and Memory Initialization**

As some of the used HPC systems consist of nodes providing a NUMA environment, as discussed in Section 2.1.3, it is important to take into account where memory resides and on which cores the used MPI ranks and their threads run. For all presented test runs, the MPI ranks and the used threads have been pinned to the available cores on the respective nodes in order to make sure that the work on a given set of elements is performed on the same core as much as possible. Exceptions in case of possible work stealing in cases where the proposed commtask approach is being used will be discussed below.

When allocating memory, especially large amounts of memory as needed for the two copies of the computational domain, a widely used practice of operating systems in combination with the hardware is to reserve the virtual memory only and to defer the allocation of physical memory to the time it is accessed for the first time. This first-touch policy is very important in regard to NUMA domains and the use of threads [8,32,68,71,73,94]. For MPI-Only applications, pinning the ranks to cores is enough to make sure that the memory accessed by the process is physically located close to the used core because of the way the first-touch policy works. When using threads, the best practice is to make sure that the first time a memory location is used is by the (pinned) thread, which will use it mostly. Otherwise, when initializing the allocated memory using the main thread, the first-touch policy will try to allocate all memory close to the core this thread is running on.

For all presented implementations, each thread initializes the memory region it is going to work on directly after the memory allocation. Afterwards, the boundary values can be initialized by any thread (in this case the master thread) without changing the placement in the physical memory. The boundary values are initialized as values in the range from 0.0 to 1.0 equally distributed across the outer edges of the computational domain.
Optimizations

In addition to the presented optimizations (i.e. process and thread pinning, memory allocation close to the core where it is mostly going to be used, the minimization of inter-node communication) additional optimizations are still possible and applicable to all versions presented below. They are even necessary, as compilers are not good at optimizing stencil codes [24]. For this work, the main optimization aspect has been accessing the matrix elements sequentially in memory and applying cache blocking inside the ranks/threads computational domain parts. For results comparing the different versions for a given set of computational domains on the same hardware environment and node/core count, the same cache block sizes have been used.

One of the optimizations applied, as described above, is taking into account the first-touch policy when using threads (both OpenMP and manual use of Pthreads). The impact of this was observed during the implementation and testing phase of the hybrid MPI-commtask approach for the three-dimensional computational domain distribution presented in Section 5.3. In a previous version, the first-touch initialization of the computational domain has been done by evenly splitting the used matrices (including the boundary values) to the used threads. During computation phase, the computational domain blocks were computed in regard to the actual elements which had to be computed (omitting the boundary values). At the same time, the ranks computational domain has been distributed along the x-dimension to the used threads, as cache blocking has been done along this axis anyway. Due to unsatisfactory performance, the code has been double checked and both issues have been fixed: The computational domain blocks are now being computed exactly the same way in both the initialization and computation phase. Also the threads split the ranks computational domain along the z-axis. While they still do cache blocking along the x-axis, this avoids the need to access memory close to another thread for nearly all elements. With these changes a performance improvement of up to 30% has been observed for the used test scenarios. Therefore, these changes are part of the implementations presented later in this chapter.

Other optimizations would have included vectorization, which has not been applied in the presented results, as it would have been out of the scope of this work. Nevertheless, vectorization and any other possible optimization which could have been applied would have sped up the computational phase. Therefore the communication phase would be larger in comparison to the computation phase and the impact of being able to overlap communication with computation would increase. None of the ideas behind the commtask would prevent optimizations like vectorization or memory padding nor would those optimizations prohibit the use of commtasks.
5.1.4. Implementations

Having discussed all aspects which are the same throughout the different versions, the differences and important characteristics of these are going to be presented here. For each of these versions, a close look at the actual steps taken inside the time measured phase will be discussed. This includes the desired repetition of computing all stencils and everything concerning the communication of data for the ghost cells. Starting with the simple MPI-Only version with distinct communication and computation phases, the advanced implementations will build up to a version including everything presented in regard to the commtasks.

MPI-Only

Every iteration of the program has two separate steps for communication and computation. First the necessary “edge”-values for the ghost cells are communicated, exchanging data from the previous iteration or initialization in the first iteration. In the simpler case, distributing the computational domain along the $z$-dimension only (see Section 5.2), the MPI function `MPI_Sendrecv` is used once for exchanging data along one direction of the $z$-axis and once along the other direction. For the three-dimensional computational domain splitting version, nonblocking MPI functions are used in order to avoid deadlocks and communication serialization. Each rank posts an `MPI_Irecv` for each neighbor before initializing all needed send operations using `MPI_Isend`. These calls are directly followed by a call to `MPI_Waitall` to finish the communication phase before computation starts. Using these functions optimizes the communication phase without overlapping it with the computation phase and therefore avoids the necessary adjustments for it.

For each rank, the computation phase starts once all communication has finished. Since all necessary information for all elements is locally available to the rank, it can compute all of them without the need to distinguish between elements which need information from other ranks and those who do not. During this computation, all optimizations discussed above are applied.

Starting with the MPI-Only version, two directions can be taken in direction of the commtask approach. Either it can be adjusted to use nonblocking communication functions in order to overlap communication and computation (⇒ MPI-Only-Nonblocking), or it can be turned into a hybrid distributed-/shared-memory program by parallelizing each MPI process using OpenMP or Pthreads (⇒ hybrid). In a later step these two version can be combined to a hybrid version with overlap (⇒ MPI-OpenMP-Nonblocking and MPI-PthreadClassic--Nonblocking).
MPI-Only-Nonblocking

Based on the MPI-Only implementations, this is the first step in trying to hide the communication behind necessary (useful) computation using functions provided by MPI. Both computational domain distribution versions start the iteration by posting MPI_Irecv and MPI_Isend calls for all neighbors in order to initialize the data transfer of values for the ghost cells. Instead of waiting for the communication to finish, the computation in each rank can start on those elements which are independent of data transfers. For these computations, the discussed optimizations are applied the same way as before, making sure that the communication dependent elements are omitted.

After all communication independent work is finished, successful reception of the needed data must be checked using one of the MPI_Wait calls (e.g. MPI_Waitall for the receive operations). Only then can each rank start computing the stencils for the communication dependent edge elements. Once this is finished, if not done so with the MPI_Waitall call before, the successful termination of the send operations must be checked. For the presented implementations, a combined MPI_Waitall has been used.

MPI-OpenMP

Using MPI-Only on hybrid hardware, such as the different HPC systems used in this work, results in two different kinds of communication: intra-node communication and inter-node communication. As each MPI rank is pinned to one dedicated core, the communication partners can be located either on a different core of the same compute node or on a different compute node in the system, resulting in intra-node or inter-node communication, respectively.

The MPI implementations can optimize the communication by bypassing the networking interface when intra-node communication is detected [29]. This optimization has been the subject of research in the field of high performance computing [50,56]. Nevertheless, it might not be included in all MPI implementations [79]. As the affected ranks are individual processes, they do not share the same memory space and, even for well optimized MPI implementations, at least one copy operation is necessary to move the data from the sending ranks memory to the receiver. By assigning multiple cores to each MPI rank, assigning larger computational domain parts to each rank and parallelizing the work inside each rank using OpenMP (or any other shared memory approach), the intra-node communication can be omitted. Each thread and the core it is pinned to can work on the same data the corresponding MPI-Only rank worked on and has direct access to the data provided by other threads on the same node.

Concerning the computation, the simple approach of using the OpenMP for construct turned out to be inefficient. While OpenMP creates the necessary threads only once at the first time they are needed, keeping them idle for the next OpenMP parallel region, the work distribution and overall performance slowed
down application performance drastically in all tested configurations. Therefore, instead of using the OpenMP for construct inside the OpenMP parallel region, the distribution was created manually based on the thread identifier (tid). For all implemented MPI-OpenMP versions, this turned out to be the best approach. The main thread is responsible for all MPI related operations which would be the same in case the OpenMP for construct would be used. As discussed above, thread pinning and initialization of the memory according to the first-touch policy has been applied and MPI_Init_thread was used in order to confirm MPI_THREAD_FUNNELED support.

Finally two options for assigning cores to MPI ranks have been considered. The option used for the results presented in this work, in case not stated otherwise, is one rank per node with one thread per available core. Instead of assigning an entire compute node to each rank, the second option is to use NUMA domain sockets. For each NUMA domain socket, one MPI rank is created. Internally the rank places one thread on each of the cores inside the socket. While this introduces intra-node communication between the sockets, the threads run in a UMA domain like environment. This option has been tested for the one dimensional domain decomposition approach presented in Section 5.2, but was not applied in detail, as the results were nearly identical to using one node per rank. For the results presented in Section 5.3, the second option has been applied and results will be presented.

The main differences to an MPI-Only version are the direct memory access inside the processes memory region instead of the intra-node communication and the fact that, for the corresponding elements, no ghost cell memory has to be allocated. In the one dimensional domain decomposition versions, the mapping of elements to be computed to the available cores is the same for both MPI-Only and MPI-OpenMP. Observed differences in timing results can therefore be directly credited to the communication part of the application. For the three dimensional domain decomposition approach, the element to rank and thread, respectively, has been optimized individually. This allows for the different approaches to incorporate all of its optimization potential.

MPI-OpenMP-Nonblocking

In order to implement the MPI-OpenMP-Nonblocking version of the algorithm, all aspects of the MPI-OpenMP and MPI-Only-Nonblocking versions have been considered. Work items have been distributed to the available threads using their tid. The main thread takes care of the communication initialization before all threads work on the communication independent work. After the main thread confirms successful communication completion using MPI_Waitall, all threads share the communication dependent work.
MPI-PthreadClassic-Nonblocking

Implementing the same work distribution as the MPI-OpenMP-Nonblocking version, this version is implemented using classic Pthreads instead of OpenMP for the shared memory parallelization. The first difference is that the thread management is not done inside a library such as OpenMP. All threads are active during all Jacobi steps, i.e. they are created before and destroyed after the measurement points. As the used HPC systems are dedicated to one user job at a time, having active idle threads on the available cores is efficient, and it is not necessary to suspend them as no other processes need the resources at the same time.

In addition, the threads are used to parallelize the necessary MPI function calls. Depending on the number of neighbors an MPI rank has to communicate with, multiple threads can for example be used to call `MPI_Isend` and `MPI_Irecv` for the different messages. As this is being done concurrently, the thread level which has to be tested is not `MPI_THREAD_FUNNELED`, as in the MPI-OpenMP and MPI-OpenMP-Nonblocking versions, but `MPI_THREAD_MULTIPLE`. In the same way as the MPI-OpenMP-Nonblocking version, this version does not overlap communication code phases with computation code phases, i.e. all threads synchronize between the calls to the communication initialization functions and the computation as well as after the computation phase, etc. This does not mean that MPI cannot overlap the actual communication with computation, as is desired when implementing the algorithm this way.

The other aspects such as pinning and memory initialization regarding the first-touch policy, have been applied.

As this version has been implemented only for the three-dimensional computational domain decomposition, the distribution of matrix elements to threads has been optimized and is different from the element to core mapping in the corresponding MPI-Only versions. Testing different distributions, it turned out that splitting the ranks computational domain block along the z-dimension and applying cacheflocking along the y-axis and x-axis is most efficient. This reduces the spatial and temporal access to other threads’ memory along the splitting borders while giving each thread a memory region to work on which is entirely sequential in memory. Other tested distributions were splitting along the x-axis as cache blocking along this axis is done anyway and giving each thread the entire z-dimension to work along. Another approach was splitting the ranks computational domain along multiple axes in the same way as done on the higher level for the MPI ranks. Both of the latter versions were inferior in performance to the used approach.
Commtask

One possible way of implementing the aspects concerning the proposed commtask (see Chapter 4) would be to extend an existing OpenMP implementation. Nevertheless, the open source OpenMP versions do not use a common work pool for their worksharing constructs. One of the possible implementations to choose is the GOMP OpenMP implementation for the GNU Compiler Collection. The task scheduling code is part of the thread barrier synchronization code, as this is a point where all tasks have been created and are available to the OpenMP runtime. At the same time, the work scheduling for the OpenMP for construct is done separately, such that the execution of index-sets assigned in a parallelized for loop will never be mixed with the execution of scheduled tasks.

As the goal of the presented implementations is to compare the performance of the approaches and not the ease with which it can be implemented in a given OpenMP compiler and runtime, a manual implementation has been chosen. Therefore the presented implementation uses Pthreads in such a way that they represent the behavior of a possible OpenMP implementation using Pthreads internally, as done in GOMP.

Implementing a library providing work queues, which can be accessed in parallel by multiple threads, each thread creates one work queue for the communication independent work. This queue is being filled with the index blocks defined through the cache blocking (x-dimension and y-dimension) and a new block size determining the amount of work done before a thread should check communication dependent steps (z-dimension). In accordance with the presented commtask approach, this represents a high level OpenMP for schedule static, splitting the communication independent work to the used threads. On a lower level the individual threads split their work internally into blocks corresponding to a dynamic schedule. This corresponds to the presented OpenMP schedule static ws, as presented in Chapter 3. Additionally the main thread creates work queues for the communication dependent work, as defined through the commtask as presented in Section 4.4.

The steps taken by the individual threads, which are repeated until all work has been done, are shown in Algorithm 5.1.

The Pthread implementation is representative for an OpenMP implementation supporting the commtask approach being transformed into code using Pthreads. The work to core mapping is the same as in the MPI-OpenMP versions as well as the MPI-Only versions with the expected differences: The communication dependent work is assigned to those threads which have the resources for them first and as soon as the communication has been finished. Other threads keep on working on the communication independent work. In the final steps, threads finishing their own work early, due to less overhead through communication de-

\[\text{https://gcc.gnu.org/projects/gomp/}\]
\[\text{https://gcc.gnu.org/}\]
Algorithm 5.1 Work selection for threads using the commtask approach

1: if !(Communication finished) then
2:   if !(Executed by other thread) then
3:     Check communication with MPI_Test
4:   end if
5: end if
6: if Communication finished then
7:   while Communication dependent work exists do
8:     Take index block from respective work queue
9:     Compute stencils for index block
10: end while
11: end if
12: if Thread local work exists then
13:   Take index block from own work queue
14:   Compute stencils for index block
15: else
16:   if Work exists for different thread then
17:     Take index block from respective work queue
18:     Compute stencils for index block
19: end if
20: end if

For two different domain decomposition approaches, namely 1D-Decomposition and 3D-Decomposition, the implementations have been executed for different combinations of nodes, cores per node, computational domain sizes, etc. The results will be presented in the following Section 5.2 and Section 5.3 respectively.
Figure 5.1.: Example computational domain. bottom-left: 9x9 element computational domain with first-order 4 point stencil examples. top-left: Computational domain with memory region for boundary values. One additional element in each direction due to the first order stencil used. top-right: Decomposition to 9 ranks splitting evenly along both dimensions. bottom-right: Decomposited computational domain with ghost cells and representative examples of corresponding memory regions.
5.2. One-dimensional Decomposition

5.2.1. Computational Domain Decomposition

The algorithm and the different implementations presented in the previous section are targeted to use many computational cores spread out across multiple hardware nodes in a parallel computing environment, especially high-performance computers. The combined hardware, including (but not limited to) cores, memory and network, is used to work on a single problem instance defined through the three dimensional computational domain. The only aspect concerning the presented implementations not discussed above is the question of how this computational domain is being distributed to the used MPI processes.

In this section, the three dimensional computational domain is being split along one axis only. This is the easiest approach concerning the complexity of the implementation for programmers. The choice of axis is relatively straightforward. The results in Section 4.2.6 showed that using non-contiguous buffers introduces high overhead and seems to negatively influence the overlap capabilities of the proposed `commtask`. The layout of the computational domain in combination with the programming language C results in the fact that multiple planes made of the x- and y-dimension are located sequentially in memory. Splitting along the z-axis, assigning computational domain blocks to each MPI rank with communication partners only in the z-dimension creates dependencies in such a way that the necessary communication buffers are sequential in memory. All but the two extreme ranks (0 and `MPI_Comm_size` - 1) communicate with the two adjacent ranks only. The two exceptions have a single communication partner. Splitting in the other two dimensions would either result in using “stripes” from the computational domain matrix (i.e. splitting along the x-dimension) or using single elements (i.e. splitting along the y-dimension). For both, distributed and shared memory communication, this would result in overhead. For MPI messages, the distributed data would have to be either joined into a contiguous memory buffer or sent in multiple messages (or a combination of both). For shared memory access to the corresponding regions, the non sequential planes would result in more accesses to different cache lines. Nevertheless, as will be discussed and shown in Section 5.3, a domain decomposition across multiple axes can be advantageous as the overall relation of communication dependent to communication independent elements is reduced. For the one dimensional splitting, no advantage can be found or observed by splitting along the x-dimension or y-dimension.

The implementations used for the presented results in this section use the `inStencil` as presented in Section 5.1.2. As this is a first order stencil, each rank needs one x-y-plane from each neighbor to compute the border elements in this neighbor’s direction. At the same time, each rank has to send one plane to each neighbor in each iteration. The message size for these runs is therefore
directly defined through the size of the $x$- and $y$-dimensions. The implementations use `double` as the data type to store each element. The used systems have a size of 8-bytes per double. The size $S$ for each necessary message $M$ for a computational domain of dimensions $x,y,z$ is therefore:

$$S_M = x \times y \times 8 \text{ Byte}$$

In order to optimize the communication patterns on the used system, the ranks are placed by filling up a node before placing the next rank on a new node. Therefore the inter-node communication is limited to the messages between those ranks with a direct neighbor is located on a adjacent node. The communication pattern for inter-node communication does not change between the different versions. For all hybrid approaches, the rank placed on each node is responsible for the computational domain part which is made of all parts assigned to the same node in the MPI-Only version. As the splitting is along the $z$-axis only, the messages even contain the same part of the computational domain with the same size. The difference is in the cores and the respective processes and threads which are communicating. While, for the MPI-Only version, the communication always happens between fixed ranks pinned to a fixed core, the MPI-OpenMP versions always have the master thread and its dedicated core doing all MPI related work. The `comm.task` approach dynamically assigns this work to any available threads.

The intra-node communication of the MPI-Only implementations is replaced by shared memory accesses in all hybrid versions as the hybrid versions presented here all use one MPI rank per available node with one thread for each available core.

### Computational Domain Sizes

For the presented results, two aspects have been looked at in regard to the chosen computational domain sizes. As discussed above, the message sizes are directly dependent on the chosen $x$- and $y$-dimensions. This is also directly related to the amount of time which can be saved when achieving real communication overlap, i.e. synchronization and data transfer overlap. The presented result graphs show stencil updates per second (higher is better) for different message sizes (larger messages on the right). The message sizes are the result of different chosen dimensions for the $x$- and $y$-axes. The dimensions range from small $x$- and $y$-dimensions (e.g. $x = 500$ and $y = 300$ on the Woodcrest Cluster) to large ones (e.g. $x = 2000$ and $y = 2000$ on the SuperMUC Fat Nodes).

The second aspect is the amount of work needed to be performed on each available core and therefore the amount of communication independent work which can be used to hide all communication related steps. This is directly related to the $z$-dimension of the computational domain. In order to have comparable results throughout the different used clusters, the $z$-dimension has been defined
through the amount of cores available. Defining the planes per core as ppc, every x-y-combination has been combined with the different values ppc = 5, ppc = 10, ppc = 20, ..., ppc = 50. This results in different sized z-dimensions (e.g. z = 1200, z = 2400, z = 4800, z = 7200, z = 9600 and z = 12000 for each x-y-combination used on the LiMa Cluster).

5.2.2. Discussion of Results

<table>
<thead>
<tr>
<th></th>
<th>Woodcrest (64*4 cores)</th>
<th>ICE (16*4 cores)</th>
<th>SuperMUC Fatnodes (5*40 cores)</th>
<th>LiMa (20*12 cores)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPI-Only</td>
<td>5.2</td>
<td>5.17</td>
<td>5.22</td>
<td>5.28</td>
</tr>
<tr>
<td>MPI-Only-Nonblocking</td>
<td>5.3</td>
<td>5.18</td>
<td>5.23</td>
<td></td>
</tr>
<tr>
<td>MPI-Only-Nonblocking with MPI_Test</td>
<td>5.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPI-OpenMP</td>
<td>5.5</td>
<td></td>
<td>5.24</td>
<td>5.29</td>
</tr>
<tr>
<td>MPI-OpenMP-Nonblocking</td>
<td>5.6</td>
<td>5.19</td>
<td>5.25</td>
<td>5.30</td>
</tr>
<tr>
<td>MPI-OpenMP with MPI_Test</td>
<td>5.7</td>
<td>5.20</td>
<td>5.26</td>
<td></td>
</tr>
<tr>
<td>commtask</td>
<td>5.8</td>
<td>5.21</td>
<td>5.27</td>
<td>5.31</td>
</tr>
</tbody>
</table>

Table 5.1.: Overview of result graphs

An overview of the different graphs for the different implementations on the used HPC systems can be found in Table 5.1. For all presented results, the communication phase in the MPI-Only version is shorter than the computation phase in each iteration. Therefore it is theoretically possible to hide the entire communication behind the computation.

All in all, the presented results show that the impact of communication is visible and all but the commtask approaches are not able to overlap communication with useful computation. The results show two different general tendencies: For the larger and newer multi-socket systems in the SuperMUC Fat Nodes and the LiMa Cluster, the use of hybrid parallelization results in a clear advantage over the MPI-Only implementations. Nevertheless, neither adding nonblocking communication to the MPI-Only nor the MPI-OpenMP version results in the desired overlap. Using the proposed commtask approach, the stencil update per second rate is both at least as high as in any other result for the same system as well as independent from the message size, as the entire communication can be hidden in all cases.

For the smaller and older systems, ICE and Woodcrest, the combined use of OpenMP with MPI results in a decrease of the observed stencil updates per second rate. Adding nonblocking communication to either the MPI-Only or the
MPI-OpenMP again does not result in the desired overlap. Nevertheless, manually adding MPI_Test calls to the MPI-OpenMP-Nonblocking version on the Woodcrest Cluster results in partial overlap as can be seen when comparing Figure 5.6 and Figure 5.7. Nevertheless this works only for small messages. Using the proposed commtask approach, the same high and message size independent stencil update rates can be observed as on the other two system.

Woodcrest Cluster

Using 64 nodes of the Woodcrest Cluster providing 4 cores each, a total of 256 cores were used for the presented results. Information about the Woodcrest Cluster can be found in Appendix A.6. The base of the comparison is the MPI-Only implementation using blocking communication functions as described above. Comparing these measurements in Figure 5.2 with the results of the MPI-Only-Nonblocking implementation in Figure 5.3, no real difference can be seen. As expected, the the use of nonblocking communication function does not result in any speedup.

Figure 5.2.: 3D-Jacobi with a one dimensional domain decomposition. MPI-Only on 64 nodes of the Woodcrest Cluster.

One of the initial tests done was also placing MPI_Test calls manually inside the communication independent work of the MPI-Only-Nonblocking version. As the benchmark presented in the previous Chapter 4 showed that for all tested MPI implementations a relatively small number of calls to MPI_Test can result in overlap in an easy setup, the question is whether or not this works in real life applications as well. Looking at the test results in Figure 5.3, it can clearly be
seen that this is not the case.

Turning to the hybrid MPI-OpenMP approach of combining MPI with OpenMP using blocking communication functions, it can be seen (Figure 5.5) that for the environment in the Woodcrest Cluster, no advantage compared to the MPI-Only approach can be observed. On the contrary, a decrease in performance is visible. While it is small for the computational domain setups with larger message sizes, the decrease is dominant for setups with little work and small messages.

Adding nonblocking communication to the MPI-OpenMP approach does also not result in the desired overlap, as shown in Figure 5.6.

The first increase in performance for this cluster can be observed when manually placing MPI_Test calls into the MPI-OpenMP-Nonblocking implementations. This version achieves a better stencil updates per second performance by achieving communication overlap as can be seen in Figure 5.7. The performance improvement is larger for computational domain setups with little work and small messages. The impact decreases with the increase of the message sizes and is smallest for those computational domains with large messages and larger values for ppc.

Reasons for the missing performance gains can be a combination of 1) the overhead of adding the MPI_Test calls, 2) a not optimal amount and timing of the added MPI_Test calls, and 3) resulting imbalances between the used threads.

While the MPI-Only and MPI-OpenMP versions using blocking communication behave as expected, the use of nonblocking communication and even the manual addition of MPI_Test calls does not result in the desired overlap of communica-
tion with the communication independent work. As all the chosen computational domain setups result in times for the communication phases which are shorter than the respective computation phases, a total overlap would be the optimal outcome. Applying the proposed commtask approach to the same computational domain setups on the same hardware environment shows stencil updates per second rates which are very close to this, as can be seen in Figure 5.8. While the results for very small message sizes are worse than the MPI-OpenMP-Nonblocking version with MPI_Test calls, the stencil updates per second rates for larger messages are high, independent of the message size. While the overhead of assigning the communication related work dynamically to the used threads and adding work stealing to the implementation can be seen when little has to be done in regard to communication, the overhead is negligible in comparison to the improvements gained for cases with long communication phases.

Before looking at the results obtained on the other HPC systems, which have been summarized above, in more detail, a closer look at the results from the Woodcrest Cluster shows that the observed performance improvement is actually a result from the goals of using commtasks. Using the Intel Trace Analyzer and Collector [3] (ITAC), a test run has been executed on three nodes of the Woodcrest Cluster. The used computational domain has the dimensions of $(x, y, z) = (500, 500, 600)$. Five Jacobi iterations have been executed and recorded together with the necessary initialization and finalization phases of

---

Footnote:
the implementations. As the Woodcrest Cluster provides four cores per node, the MPI-Only version starts 12 ranks, placing ranks $P0 - P3$, $P4 - P7$ and $P8 - P11$ on the three nodes, respectively. For the MPI-OpenMP-Nonblocking and commtask versions, three ranks ($P0, P1, P2$) are placed on one node each, starting one thread per available core ($PXT0, ..., PXT3$). The MB sent per iteration and rank are $3.8\text{MB}$ and the value for the used planes per core is $ppn = 50$. As ITAC on Woodcrest does not record the OpenMP threads used by the MPI-OpenMP-Nonblocking version, only the traces for the three ranks can be seen in the respective figures. The existence, and correct use of the threads has been confirmed.

The traces for the entire program execution for MPI-Only (Figure 5.9), MPI-OpenMP-Nonblocking (Figure 5.10) and commtask (Figure 5.11) show the five iterations with the necessary communication phases. While seeing the clearly defined communication phases for the blocking communication in the MPI-Only implementation is as expected, the visible communication phases for the MPI-OpenMP-Nonblocking version show that communication is indeed not being overlapped. Taking a closer look at the traces of one iteration (Figure 5.12) confirms the observation of the benchmarks in the previous chapter: The main part of the communication is done during the call to MPI_Wait.

In comparison to this, the traces for the commtask implementation show a shorter runtime for the entire execution. The communication phases, while still visible through the lines representing the individual messages, are not visible as time
spent in MPI functions. A closer look at one iteration (Figure 5.13) shows that while multiple calls to MPI_Test are done by each thread, these are negligibly short. Also, the communication partners are no longer fixed, but the messages are sent dynamically between two threads of the respective neighboring ranks. These traces show that the communication related steps are no longer executed during calls to MPI library functions and suggest that actual overlap of communication with useful computation has been achieved. Nevertheless, it is not clear what the individual cores spend their time on during the application part of the traces, i.e. outside the MPI functions. In order to show that the observed performance improvement is actually a result of the presented commtask approach and the resulting overlap and work balancing inside the nodes, additional measurements of the same test scenario have been done using the software LIKWID [88]. Using the same node/core count and computational domain, ten iterations have been executed for these measurements. Using likwid-perfCtr, the tool has been used to measure how many double precision floating point operations have been executed on each core of the “middle” node, hosting ranks $P_4 - P_7$ in the MPI-Only and rank $P_1$ in the MPI-OpenMP-Nonblocking and commtask cases. As these operations are the useful work concerning the Jacobi steps, this shows how efficiently the cores are used in regard to the actual goal. Again, the communication phases are clearly visible for the MPI-Only version in Figure 5.14. The MFlop/s (mega floating point operations per second) drop to zero for all cores during the communication phases. While not as pronounced, the same holds true for the MPI-OpenMP-Nonblocking measurements in Figure 5.15. As
shown above, the calls to MPI_Wait are indicated here. Looking at Figure 5.16, the advantage of the comms task approach can clearly be seen. While the iterations are still recognizable by slight drops in the MFlop/s rate for individual cores, all cores are executing a high and constant number of double precision floating point operations throughout the entire program execution. While the slight drops indicate the calls to MPI_Test, it is shown that the resources of the used system are dedicated to useful work and the necessary, but not directly useful, communication can be hidden efficiently.

ICE Cluster

Using 16 nodes of the second single socket system, the ICE Cluster, a total of 128 cores are available for the results presented here. Showing a behavior similar to the results discussed for the Woodcrest Cluster, a decreasing performance for setups with larger messages can be seen for the MPI-Only implementation in Figure 5.17. No difference can be observed when separating communication dependent from independent work and using nonblocking communication functions in the MPI-Only-Nonblocking implementation (Figure 5.18). As mentioned above, using a classic hybrid approach does result in performance penalties for this system. As the measurements for MPI-OpenMP-Nonblocking in Figure 5.19 show, the penalties for this are quite high. Manually adding MPI_Test calls decreases the performance further (Figure 5.20). Nevertheless, using a combined shared- and distributed memory parallelization as proposed in this work can overcome
these drawbacks and make optimal use of the provided hardware environment as can be seen when looking at the commtask results in Figure 5.21. As with the results for the Woodcrest Cluster, the stencil update per second rate is high independent from the necessary communication load. The same aspects as discussed above apply.

**SuperMUC Fat Nodes**

In contrast to the two systems discussed above, the SuperMUC Fat Nodes are providing a multi-socket non uniform memory access (NUMA) environment. Each node has four sockets with ten cores each. For the MPI-Only versions, this results in a large number of rank pairs having to do intra-node communication as well as a lot of concurrent access to the same physical memory. The presented results were configured to use 200 cores on a total of five nodes of the system. For this setup a lot more intra-node communication partners exist as rank pairs which do actual inter-node communication. The MPI-Only implementation does not perform very well, as can be seen in Figure 5.22. The results get even slightly worse for the MPI-Only-Nonblocking implementation (s. Figure 5.23).

The main difference from the results presented for the two single socket systems (i.e. ICE Cluster and Woodcrest Cluster) is the impact of using hybrid parallelization even in the classic way. Just going from MPI-Only to MPI-OpenMP, both using blocking communication, increases the performance drastically. Especially for computational domain configurations with smaller message sizes, the
Figure 5.9.: ITAC traces: MPI-Only version of a test setup using three nodes on Woodcrest Cluster. 5 iterations for a computational domain with dimensions \((x, y, z) = (500, 500, 600)\).

Hardware resources can be used a lot more efficiently. Nevertheless, the impact of larger messages for each rank in each iteration can be seen in the corresponding results in Figure 5.24. Again, making use of nonblocking communication functions when splitting communication independent and dependent work does not make a difference (Figure 5.25). While it cannot be expected that adding MPI_Test calls manually to the MPI-OpenMP-Nonblocking version results in performance improvements on this system due to the results presented in Chapter 4, the dramatic performance loss seen in Figure 5.26 was not expected. No strategy for placing the MPI_Test calls (i.e. different loops in the computation of the communication independent work) improved this.

Reducing the overhead of message progression by dynamically assigning the work to the available threads in the commtask implementation again turned out to work very well. Work balancing together with the achieved communication overlap resulted in the stencil updates per second rate shown in Figure 5.27. Independent of the message size, the performance is as high as in the best combination for the MPI-OpenMP implementations. Especially for large messages, a lot of time was needed for the communication which now can be hidden behind useful work perfectly.

**LiMa Cluster**

The LiMa Cluster provides dual socket NUMA environments with 12 cores per node. Using 20 nodes of the system, the presented results base on the use of 240 cores. Less cores per node than on the SuperMUC Fat Nodes seem to be the reason why the MPI-Only version does show pretty good performance as can be
Figure 5.10.: ITAC traces: MPI-OpenMP-Nonblocking version of a test setup using three nodes on Woodcrest Cluster. 5 iterations for a computational domain with dimensions \((x,y,z) = (500,500,600)\).

seen in Figure 5.28. Nevertheless a similar performance increase can be observed when switching from MPI-Only to hybrid MPI-OpenMP(Figure 5.29). Especially for computational domains with less communication independent work, the hybrid approach increases performance. Adding nonblocking communication does not make a difference (Figure 5.28), again analogous to the results presented for the SuperMUC Fat Nodes. Applying the proposed commtask results in the desired efficient use of the system, as shown in Figure 5.31.
Figure 5.11.: ITAC traces: \texttt{commtask} version of a test setup using three nodes on Woodcrest Cluster. 5 iterations for a computational domain with dimensions \((x,y,z) = (500,500,600)\).

Figure 5.12.: ITAC traces: \texttt{MPI-OpenMP-Nonblocking} version of a test setup using three nodes on Woodcrest Cluster. Detailed view of one computation phase surrounded by two communication phases for a computational domain with dimensions \((x,y,z) = (500,500,600)\).
Figure 5.13.: ITAC traces: \texttt{commtask} version of a test setup using three nodes on Woodcrest Cluster. 5 iterations for a computational domain with dimensions $(x,y,z) = (500,500,600)$.

![Figure 5.13. ITAC traces](image)

Figure 5.14.: LIKWID double precision floating point per second (FLOAT\_DP) measurements using three nodes of the Woodcrest Cluster: MPI-Only. 10 iterations for a computational domain of the dimensions $(x,y,z) = (500,500,600)$. The results show the measurements of the middle node hosting ranks 4 to 7.

![Figure 5.14. LIKWID measurements](image)
Figure 5.15.: LIKWID double precision floating point per second (FLOAT_DP) measurements using three nodes of the Woodcrest Cluster: MPI-OpenMP-Nonblocking. 10 iterations for a computational domain of the dimensions (x,y,z)=(500,500,600). The results show the measurements of the middle node hosting rank 1 using 4 OpenMP threads.
Figure 5.16.: LIKWID double precision floating point per second (FLOAT_DP) measurements using three nodes of the Woodcrest Cluster: commtask. 10 iterations for a computational domain of the dimensions \((x,y,z)=(500,500,600)\). The results show the measurements of the middle node hosting rank 1 using 4 threads.

Figure 5.17.: 3D-Jacobi with a one dimensional domain decomposition. MPI-Only on 16 nodes of the ICE Cluster.
Figure 5.18.: 3D-Jacobi with a one dimensional domain decomposition. MPI-Only-Nonblocking on 16 nodes of the ICE Cluster.

Figure 5.19.: 3D-Jacobi with a one dimensional domain decomposition. MPI-OpenMP-Nonblocking on 16 nodes of the ICE Cluster.
Figure 5.20.: 3D-Jacobi with a one dimensional domain decomposition. MPI-\texttt{-OpenMP-Nonblocking} calling \texttt{MPI\_Test} regularly on 16 nodes of the ICE Cluster.

Figure 5.21.: 3D-Jacobi with a one dimensional domain decomposition. \texttt{comm\_task} on 16 nodes of the ICE Cluster.
Figure 5.22.: 3D-Jacobi with a one dimensional domain decomposition.
MPI-Only on 5 nodes of the SuperMUC Fat Nodes.

Figure 5.23.: 3D-Jacobi with a one dimensional domain decomposition.
MPI-Only-Nonblocking on 5 nodes of the SuperMUC Fat Nodes.
Figure 5.24.: 3D-Jacobi with a one dimensional domain decomposition. MPI-OpenMP on 5 nodes of the SuperMUC Fat Nodes.

Figure 5.25.: 3D-Jacobi with a one dimensional domain decomposition. MPI-OpenMP-Nonblocking on 5 nodes of the SuperMUC Fat Nodes.
Figure 5.26.: 3D-Jacobi with a one dimensional domain decomposition. MPI-OpenMP-Nonblocking calling MPI_Test regularly on 5 nodes of the SuperMUC Fat Nodes.

Figure 5.27.: 3D-Jacobi with a one dimensional domain decomposition. commtask on 5 nodes of the SuperMUC Fat Nodes.
Figure 5.28.: 3D-Jacobi with a one dimensional domain decomposition. MPI-Only on 20 nodes of the LiMa Cluster.

Figure 5.29.: 3D-Jacobi with a one dimensional domain decomposition. MPI-OpenMP on 20 nodes of the LiMa Cluster.
Figure 5.30.: 3D-Jacobi with a one dimensional domain decomposition. MPI-OpenMP-Nonblocking on 20 nodes of the LiMa Cluster.

Figure 5.31.: 3D-Jacobi with a one dimensional domain decomposition. commtask on 20 nodes of the LiMa Cluster.
5.3. Three-dimensional Decomposition

5.3.1. Computational Domain Decomposition

While the one dimensional domain decomposition used in the previous Section 5.2 is the easiest from a programming standpoint, it is not the most efficient. As the communication in the parallel Jacobi algorithm can be seen as (necessary) overhead, it should be minimized if it cannot be removed, or hidden, entirely. The common approach to do this is by minimizing the relation of useful work (i.e. stencil computations) to the surface of the computational blocks assigned to the used MPI ranks (i.e. message sizes). This is done by splitting the computational domain into multiple dimensions and assigning the resulting blocks to MPI-ranks, which are therefore also placed in a three dimensional virtual grid. Depending on the placement of the rank in regard to the computational domain block it is being assigned, a rank can have a different number of neighbors. In cases where the computational domain is being split along two axes, two to four neighbors are possible. In cases where the distribution is done along all three axes, ranks can have anything from three to six neighbors. Due to the fact that the number of neighbors differs between the used ranks, imbalances in regard to the amount of data necessary to communicate and the communication dependent work exist. Additionally, the placement of ranks on the provided nodes in the system is not as straight forward as with one-dimensional splitting. In order to minimize the communication distance MPI provides library functions to optimize and facilitate the assignment of computational domain blocks to ranks. For this work, this has been done using the MPI-function MPI_Cart_create, which creates a new MPI communicator to which topology information has been attached. The rank order may be renumbered by the MPI implementation. Through additional functions, such as MPI_Cart_shift and MPI_Cart_coords, the neighbors in the created cartesian topology can, for example, be determined easily. Another major difference to the one-dimensional splitting is the data layout for the different messages needed to be exchanged with the different neighboring ranks. The same as discussed above applies: Messages sent along the z-dimension are based on x-y-planes and therefore a communication buffer which is sequential in memory. Communication along the x-dimension is based on z-y-planes. As elements sequential in the y-axis are also sequential in memory, these messages are based on multiple stripes. The length of each stripe is dependent on the ranks assigned part of the y-dimension. The number of stripes depends on the assigned x-dimension size. Communication along the y-dimension is based on z-x-planes which are made of individual elements which are distributed in the computational domain’s memory region evenly, depending on the x- and z-sizes assigned to the corresponding rank.

As shown in the previous Chapter 4, a lot of overhead seems to be necessary when using noncontiguous memory regions for communication. For MPI-Only implementations using blocking communication functions, this overhead is smaller.
than the performance improvement gained through the overall minimized communication, but the impact on overlapping and the hybrid approaches has to be seen with the measurements presented below.

The implementations used for the presented results in this section use the 4n-Stencil, as presented in Section 5.1.2. As this is a fourth order stencil, each rank needs to send and receive four respective planes to and from each communication partner. The message sizes are defined through the respective sub-dimensions assigned to the rank. As the number of ranks is different for the different versions (MPI-Only vs. hybrid approaches), the message sizes differ between them. With fewer ranks used in the hybrid implementations, the computational domain parts assigned to the ranks are larger and therefore as well the necessary messages. Nevertheless, the number of messages per iteration for all ranks per iteration are reduced. The intra-node communication is again replaced by shared memory accesses inside the ranks.

**Computational Domain Sizes**

For the presented results for the three dimensional computational domain decomposition, the chosen dimensions are cubic in all cases. For a chosen system setup (i.e. HPC system, number of nodes on the system, computed iterations), different cubic computational domains have been used, starting with small domain sizes up to large sizes using nearly all of the available main memory. The presented result graphs show time in seconds (Time(s)) or the speedup compared to the respective MPI-Only version on the y-axis compared to the computational domain size on the x-axis. The x-axis is scaled linearly in regard to overall computational domain size, i.e. the number of elements defined for the entire computational domain.

### 5.3.2. Discussion of Results

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Time(s)</td>
<td>5.32</td>
<td>5.34</td>
<td>5.36</td>
</tr>
<tr>
<td>Speedup</td>
<td>5.33</td>
<td>5.35</td>
<td>5.37</td>
</tr>
</tbody>
</table>

Table 5.2.: Overview of result graphs

An overview of the different graphs presenting the results from the different used systems can be found in Table 5.2. Three different setups have been used to represent different scenarios of possible resource environments. For programmers who do not have very large dedicated HPC systems available, parallelization is still possible through the use of multiple regular computers or notebooks. Two Dell notebooks running the Linux operating system have been directly connected.
via an Ethernet cable. Using a switch and more notebooks, the same setup can easily be extended to use more compute nodes (i.e. notebooks or desktop PCs) in order to provide more computational cores. Each of the two notebooks provide a uniform memory access (UMA) environment with four cores, as hyper threading has been turned off for the test executions.

For programmers who have access to a small set of connected servers, tests have been executed on two nodes of the CoolMUC-2. Each node on the CoolMUC-2 provides a NUMA environment with four sockets providing seven cores each. For the hybrid approaches, other than for the other system setups used, one MPI rank has been used per socket, not per node. Therefore eight MPI ranks have been used, each being pinned to a socket and each of its seven threads pinned to one of the respective cores. While the compute nodes do provide a NUMA environment, the shared memory parallelization inside the ranks happens in a UMA subenvironment.

Finally, to investigate the behavior of the implementations on a larger HPC system, 27 nodes of CoolMUC-2 have been used. As a three dimensional domain decomposition is done, this allows for a splitting of each dimension into three parts, resulting in cubic subdomains for each of the 27 ranks.

As the OpenMP versions did not perform well for the approach taken in Section 5.2, the versions used here are as follows: MPI-Only, for which the communication phase has been implemented using MPI_Isend and MPI_Irecv for all communication partners followed directly by MPI_Waitall. This avoids deadlocks while not having to separate communication independent from the dependent work. Instead of the MPI-OpenMP versions, a hybrid version combining MPI with Pthreads has been implemented, as described above (MPI-Pthread-Classic-Nonblocking). The two versions represented in the result graphs differ only in regard to the use of MPI_Test. While one version implements the classic approach of not calling into the MPI library during the computational phase (communication independent computation), the second version does so at the beginning of the computation of cache each block. Both versions distinguish between communication dependent and independent work. Finally, the commtask version implements the combination of all proposed aspects, including work stealing, dynamic message progression and prioritization of communication dependent work by scheduling it as soon as the respective communication is finished.

Only for the scenario using 27 nodes of the CoolMUC-2 did the MPI-Pthread-Classic-Nonblocking version show better performance than the MPI-Only approach. For the other setups, they were outperformed by MPI-Only. Nevertheless, using the commtask approach, the performance was better than the MPI-Only approach in all cases. The improvement was little for the two setups using two nodes only but was able to result in a large performance improvement when using the 756 cores of the 27 nodes on CoolMUC-2, especially for large
computational domains. In all cases the commtask approach improved performance of the hybrid implementations.

**Dell notebooks**

On the two Dell notebooks, the eight cores were used as follows. As in all presented results, the MPI-Only version started one rank per core. The three dimensional splitting of the computational domain was done by splitting each axis into two parts ($2^3 = 8$). For the hybrid approaches, one rank was placed on each node, using four threads each.

The performance of the MPI-Only and MPI-PthreadClassic-Nonblocking versions is quite close in regard to absolute timing, as can be seen in Figure 5.32. The MPI-PthreadClassic-Nonblocking versions are a little worse for nearly all computational domains chosen, and it can be seen that adding MPI_Test calls manually to the code nearly always results in overhead. Especially for larger computational domains can the commtask approach improve performance. Due to the little communication done and the previous detailed analysis on the behavior of the approach, this suggests that the communication is actually hidden behind useful computation. The performance differences can be seen more clearly when looking at the speedup of the different versions in respect to the MPI-Only implementation in Figure 5.33.

Figure 5.32.: 3D-Jacobi with a three dimensional domain decomposition. Times for 1000 iterations executed on 2 Dell notebooks connected via direct Ethernet. For each version - computational domain combination, the time for the best splitting of the dimensions is shown.
Figure 5.33.: 3D-Jacobi with a three dimensional domain decomposition. Speedup against the best observed MPI-Only version for 1000 iterations executed on 2 Dell notebooks connected via direct Ethernet.

CoolMUC-2 - two nodes

The timing results for the execution of the different versions on two nodes of the CoolMUC-2 can be seen in Figure 5.34 and the corresponding speedup in Figure 5.35. For these results, one MPI rank was placed on each of the eight sockets of the two nodes, each using seven threads for the respective cores for the hybrid approaches. As the overall number of ranks in the MPI-Only version was not cubic, different splittings of the different dimensions have been tested. These resulted in different times, showing that splitting along multiple dimensions is better than a one dimensional domain decomposition as used in Section 5.2 (which, on the other hand, is easier to implement). The used splittings along the three dimensions are \( \{x, y, z\} = \{4, 2, 7\}, \{4, 1, 14\}, \{2, 1, 28\}, \{1, 1, 56\} \), in order of decreasing performance. As a result, different splittings have also been executed for the hybrid approaches, showing different performance as well, but with the difference that the performance cannot be ordered as for the MPI-Only approach. The tendency of the used splittings in decreasing performance is \( \{x, y, z\} = \{2, 2, 2\}, \{2, 1, 4\}, \{1, 1, 8\} \). Nevertheless, for the MPI-PthreadClassic-Nonblocking version with MPI_Test calls the splitting \( \{x, y, z\} = \{2, 1, 4\} \) outperformed the even splitting for the largest chosen computational domain size, if only slightly.

For each implementation, the presented results use the best observed time from the different splittings.
Figure 5.34.: 3D-Jacobi with a three dimensional domain decomposition. Times for 1000 iterations executed on 2 nodes of the CoolMUC-2. For each version - computational domain combination, the time for the best splitting of the dimensions is shown.

Figure 5.35.: 3D-Jacobi with a three dimensional domain decomposition. Speedup against the best observed MPI-Only version for 1000 iterations executed on 2 nodes of the CoolMUC-2.
Figure 5.36.: 3D-Jacobi with a three dimensional domain decomposition. Times for 1000 iterations executed on 27 nodes of the CoolMUC-2. For each version - computational domain combination, the time for the best splitting of the dimensions is shown.

Looking at the results it can be seen that the hybrid approach can only outperform the MPI-Only version when all proposed optimizations are applied in the form of the commtask approach. The other hybrid approaches perform worse and are unable to make use of the theoretical advantages.

With little communication due to the use of only two nodes, and therefore little inter-node communication, the advantages of using the proposed commtask approach are limited. Nevertheless, the hybrid codes are improved by applying the concepts proposed throughout this work.

CoolMUC-2 - 27 nodes

For these results, presented in Figures 5.36 and 5.37, 27 nodes of the CoolMUC-2 cluster have been used. This results in 756 ranks on 756 cores for the MPI-Only version and 27 ranks on one node each for the hybrid approaches. Each rank uses 28 threads which are being pinned to one core each.

As for the setup described above, different splittings were used and showed different performance. For the MPI-Only approach, the used splittings are \{x, y, z\} = \{9, 4, 21\}, \{9, 2, 42\}, \{8, 1, 42\}, \{9, 1, 84\} in decreasing performance. A difference between \{x, y, z\} = \{9, 2, 42\}, \{8, 1, 42\} is very small, but the gap between the best and worst splitting increases with increasing computational domain size. For the MPI-PthreadClassic-Nonblocking versions the behavior is similar independent of the question whether or not MPI_Test is being called. \{x, y, z\} = \{3, 3, 3\}
is worse than a splitting along two dimensions only, which has been done using \( \{x, y, z\} = \{1, 3, 9\} \) and \( \{3, 1, 9\} \) with a slight advantage for the former for large computational domains. This is surprising as the first results in more communication along the \( y \)-dimension, which consists of single elements distributed throughout the used memory regions instead of “stripes” of elements as would be the case for communication along the \( x \)-dimension.

For the \texttt{commtask} approach, the same splittings were used and the performance was closer to the expected behavior: Splitting along the \( y \)-dimension in favor of the \( x \)-dimension results in worse performance. While for small computational domains the even splitting along all dimensions is best, for larger computational domains the splittings in order of decreasing performance are \( \{x, y, z\} = \{1, 3, 9\}, \{3, 3, 3\}, \{3, 1, 9\} \). Splitting in multiple dimensions reduces the ratio of communication to computation and not splitting along the \( y \)-dimension avoids having to deal with an MPI data type describing many individual double values distributed throughout physical memory.

With the large number of nodes, the inter-node communication necessary is larger than in a setup with two nodes only. Also, the number of ranks which have to communicate with six different neighbors in the MPI-Only version is a lot larger. Communication has a larger impact, and being able to hide communication behind computation results in a larger potential for performance improvement as compared to the other setups. All hybrid approaches outperform the MPI-Only approach for all but the smallest computational domain sizes. While the MPI-PthreadClassic-Nonblocking approaches show better performance for
mid sized computational domains, the \texttt{commtask} approach is better for small sizes and best for very large computational domains.

All in all it can be said that using the \texttt{commtask} approach in a three dimensional domain decomposition does not have the same, clearly visible, impact on performance as has been observed when applying it to the one dimensional domain decomposition described previously. It is able to improve hybrid implementations and shows increasing advantages with larger problem sizes on larger clusters.

The performance improvements cannot be attributed to the communication overlap as clearly and the observed performance improvements seem to be a result of the combination of communication overlap and work balancing inside the compute nodes.

Looking back at the results of the benchmark presented in Section 4.2, it is no surprise that the impact is less observable as with the one dimensional splitting. For communication based on sequential memory buffers, the results showed that nearly all the time spent in the communication functions is actually used for data transfer. When achieving data transfer overlap, these times were reduced to practically nothing. In contrast, when using MPI data types to create noncontiguous communication buffers, additional overhead was introduced. It has been shown that this overhead is related to the necessary data movement done inside the MPI library in order to create temporary sequential memory buffers, which are communicated. Therefore the time spent inside the library functions is, in large part, spent on local operations.

As the data types used in the three dimensional Jacobi algorithm are less uniform and different data types are used for different communication partners, it is not clear which approach and which optimizations are applied inside the MPI library, but it can be assumed with high certainty that only a (possibly small) part of the time spent in the library is needed for data transfer. As the additional overhead cannot be overlapped, the impact of using the \texttt{commtask} approach is reduced in this regard.

Nevertheless the combination of all aspects still provides improvements to the hybrid implementations as the available threads can share the load of necessary overhead and balance out the useful work at the same time in order to minimize imbalances and, therefore, idle times on the available cores.

5.4. Discussion

The proposed \texttt{commtask} approach, presented in Chapter 4, has been applied to a stencil algorithm, namely a three dimensional Jacobi algorithm, representing a wide range of programs which have stencil codes at their core. These stencil codes exhibit hierarchical parallelism, which matches both the hybrid hardware and hybrid programming models which have been discussed earlier in this work.
The computational domain of the computed problem can be split into three dimensional subdomains, which can be assigned to higher level parallelization units, i.e. the used MPI ranks. These in turn can internally split the assigned part of the computational domain again and assign these parts to the available threads when parallelized in a hybrid fashion.

Communication at the MPI layer is necessary due to the fact that required values from neighbor elements at the edge of the subdomains from the previous iteration have been computed by a different rank. Depending on the kind of stencil used, especially the order of the stencil (Section 5.1.2), these messages have different sizes. Depending on the used domain decomposition approach, the message buffers for these messages also have a different memory footprint. Two kinds of computational domain decompositions have been applied and evaluated: one dimensional splitting of the computational domain (Section 5.2) and a multi-dimensional decomposition (Section 5.3).

Applying a one-dimensional computational domain decomposition is easiest from a programming point of view. The resulting communication pattern uses message buffers which are sequential in memory, which has been shown to work very well with manual progression functions, as discussed in Chapter 4. Starting with an MPI-Only implementation using blocking communication in a communication phase, other different implementations have been created and evaluated. These include MPI-Only-Nonblocking, for which the communication dependent work and communication independent work have been separated. The blocking communication phase has been exchanged with nonblocking communication functions, surrounding the communication independent work. The same has been done for a hybrid MPI-OpenMP version, resulting in the combination of hierarchical parallelization and nonblocking communication in the MPI-OpenMP-Nonblocking implementation. Finally, all aspects discussed in regard to the proposed commtask have been implemented using a Pthread based OpenMP like runtime. Details on the implementations have been presented in Section 5.1.4.

For an extensive set of computational domain configurations, all implementations have been executed and evaluated on multiple modern HPC systems, including the LiMa Cluster and SuperMUC. For all combinations but the commtask implementation, the impact of increasing communication requirements can be observed. While this is expected for implementations using blocking communication, i.e. separate communication and computation phases, the results confirm what has been shown with the benchmark presented in the previous chapter. Not one of the used MPI implementations, which included Intel MPI, IBM MPI, MPT MPI and MPICH2, is able to provide real communication overlap even when making use of the corresponding MPI functions.

The results show that, while smaller single socket HPC systems like the used ICE Cluster and Woodcrest Cluster do not benefit from a hybrid implementation approach, new multi-socket systems like SuperMUC and LiMa can be used with higher efficiency when combining distributed with shared memory
parallelization. Nevertheless, the impact of increasing communication overhead for larger computational domains is still clearly visible. Only when looking at the presented results for the commtask implementation can all systems be used perfectly in regard to communication overlap. Perfect overlap of the entire communication, including data transfer, has been observed for all test scenarios. As for all cases, the communication was less time-consuming than the computation, all used cores have been optimally used for useful computation throughout the entire program execution.

Splitting the computational domain in multiple dimensions is improving the ratio of communication to computation and minimizes communication overhead. The implementation is more complex as multiple communication partners in multiple dimensions have to be considered. Additionally, the data layout of the message buffers needed for the different neighbors is different for each dimension. The three dimensional computational domain is mapped to a one dimensional memory region and depending on the chosen communication dimension, the used message buffer is either sequential, consists of multiple (smaller) sequential memory regions, or many individual elements. The use of message buffers which are not sequential in memory introduces a lot of overhead in regard to communication (as shown in Section 4.2.6). Nevertheless, the advantage through minimizing the overall communication requirements is larger, resulting in performance improvements compared to a one dimensional domain decomposition approach. Due to the reduced percentage of the entire program execution used for actual message transfer, the impact of being able to hide communication behind useful work is reduced. The results showed that this is especially true when using a small number of compute nodes with little inter-node communication. Even when implementing the shared memory part on a lower level using Pthreads instead of OpenMP, the MPI-Only approach can outperform the hybrid versions. Nevertheless, applying the commtask approach on such configurations can at least improve the hybrid approach to match the MPI-Only counterpart. The true potential of the commtask approach has been shown when using it together with a three dimensional domain decomposition on a larger part of a modern multi-socket HPC system, namely 27 nodes of the CoolMUC-2 providing 756 cores in total. As observed with the results of the one dimensional domain decomposition, the hybrid parallelization can make better use of the hardware than the MPI-Only approach, even when no communication overlap can be achieved. Especially for large computational domains with increasing communication demands, the results show that the commtask approach can optimize this further. Together with the observations made in earlier parts of this work, the results indicate that perfect communication overlap has been achieved and idle times of the available computational cores have been minimized.

For both computational domain decomposition approaches, manually adding the message progression function calls to different parts of the implementations,
e.g. at the end of the computational loops at different levels (elements, lines, planes), has been done. In all cases this resulted in additional overhead and decreased performance without achieving the desired overlap.

The application of the commtask approach to real HPC algorithms works and is able to improve hybrid implementations. For cases where the communication buffers are sequential in memory the time spent in communication related functions is reduced to basically nothing and the communication successfully hidden behind useful computation. In cases where MPI data types are needed, the advantages of applying the commtask approach outweigh the introduced overhead when a lot of inter-node communication is necessary. Even when this is not the case, it improves other hybrid approaches to a point where it can at least match MPI-Only implementations. Additionally, adding MPI awareness to the used OpenMP runtime offers opportunities in regard to optimizing message progression. As the necessary parameters, like number and timing of calls to the message progression functions, are dependent on the used HPC system and the provided software environment, they can be optimized by system experts and provided through system software without the need to change the parallel software and reduce its portability.
Conclusions

6.1. Summary

During a given computational phase, two kinds of workloads generally exist in typical modern high performance computing applications: communication-dependent and communication-independent work. The overlap of communication with communication-independent work has been discussed and analyzed in detail in this work (Section 2.2). It has been shown that while the MPI standard offers the necessary functions which should be able to overlap communication with computation, it cannot be achieved with modern MPI implementations on modern HPC systems (Section 4.1).

Different reasons why this is the case have been discussed. Due to the fact that no calls to the MPI library are done during the computation phase, behind which the communication should be hidden, steps like hardware programming are not taken care of, and instead of being overlapped with computation, communication is moved to the communication termination function. The two possible ways discussed in literature to achieve overlap are the use of progress threads and manual progression. As discussed in this work, the use of progress threads is not always possible nor feasible. The focus of this work was manual progression, i.e. the use of progression functions throughout the computation phase.

The behavior of different MPI implementations and their capabilities to overlap communication without and with calls to progression functions has been benchmarked and analyzed in detail (Section 4.2). The results show that while no implementation is able to achieve overlap per default, it is possible through the use of progression functions. Nevertheless, it has also been shown that the correct use of these, in regard to timing and number of calls, is crucial to performance. Manual placement in MPI-Only parallelized codes is difficult when trying
to achieve overlap with minimal additional overhead. Even when achieving the overlap on one system, the same approach can behave differently on another.

A different approach to program for modern HPC systems is combining shared- and distributed-memory parallelization in a hybrid way. At a higher level, MPI is used for parallelization, placing one rank on each compute node or on each socket in the provided NUMA environment. At a lower level, each MPI rank parallelizes the assigned work in a shared-memory fashion using Pthreads or OpenMP. While this approach corresponds to the hybrid hardware setup of the used HPC systems, it is being discussed controversially in literature. Even for the same algorithm, it can be better or worse than an MPI-Only implementation depending on the used system or even on the chosen input data.

Its advantages have been discussed throughout this work and its potential in regard to communication overlap has been the focus of the presented approaches. Through MPI awareness, the lower level parallelization, i.e. the OpenMP runtime, can be notified of outstanding asynchronous communication requests. Together with knowledge about the used HPC system and its software environment, the OpenMP runtime can take care of scheduling and calling progression functions. A respective extension to the OpenMP standard, namely commtasks, has been proposed and discussed in detail (Section 4.4). Together with a new schedule for the OpenMP loop parallelization construct (Chapter 3), the proposed commtasks have additional advantages. Besides optimal use and timing of progression functions, NUMA awareness is being added to hybrid programs. Work balancing inside the MPI ranks is achieved through work stealing between the used OpenMP threads. Finally, idle times and parallelization overhead are minimized by scheduling communication related work steps with a high priority.

The proposed approaches have been implemented for the Jacobi Relaxation method, working on a three dimensional computational domain (Chapter 5). This algorithm represents a wide range of so called stencil codes as well as, in regard to this work, programs which can be parallelized in a hierachical manner. A large set of test scenarios has been executed on different HPC systems for many different parallel implementations: MPI-Only as well as hybrid MPI-OpenMP implementations, both using blocking and nonblocking communication functions, and the proposed commtask implementation.

The results show that perfect communication overlap can be achieved with the proposed approach and performance can be improved drastically especially for hybrid implementations. Resource usage is additionally optimized due to the fact that idle times are minimized on the used cores. At the same time, the ease of use for programmers is achieved through minimal changes to the existing OpenMP standard and the fact that optimizations in regard to the use of progression functions is moved to HPC system vendors and administrators, who can fine tune the proposed OpenMP extensions in the installed OpenMP runtime.
It has been shown that the proposed commtask approach works well on the used HPC systems together with the used MPI implementations. The chosen algorithm for the proof of concept example was able to prove the potential and effectiveness of the approach, but also revealed shortcomings of the existing MPI implementations in regard to communication using noncontiguous memory buffers. Future research can address this problem and extend the proposed commtask implementations accordingly. Also, it would be interesting to investigate how the approach can benefit different types of parallel programs, especially those following a master-worker scheme. As those have irregular communication patterns, communication awareness in the used OpenMP runtime can remove the burden of checking for communication requests from the application programmer.

While the focus of this work has been manual progression, the use of progress threads is also be possible in combination with the proposed commtasks. Instead of scheduling progression functions, the OpenMP runtime can interact with progress threads in cases where they are part of future MPI implementations. This would remove the overhead introduced by the necessity to call progression functions while keeping all benefits of the commtasks. Communication termination can be made known to the OpenMP runtime through the progress thread. Prioritizing communication related work, e.g. pre- and post-communication dependent work, can be done as proposed together with work balancing.

Finally, the newest version of the MPI standard introduced nonblocking collective operations. These require different steps from different MPI ranks at different times, such as forwarding messages to other ranks or even computational steps while accumulating data during operations such as MPI_Iallreduce. An MPI aware OpenMP runtime could recognize the need for action and schedule it to available threads with high priority through the use of the proposed commtasks, as well as counteract introduced overhead and imbalances by applying the proposed work stealing. Future research should be done to investigate where the bottlenecks lie in this regard and in which way the proposed commtask can overcome these.
This chapter describes all systems used throughout this work. All but one system are high performance computing (HPC) systems, installed either at the “Leibniz Supercomputing Centre”\(^1\) (LRZ) or the “Regionales RechenZentrum Erlangen”\(^2\) (RRZE). Three systems entered the TOP500\(^3\) list: The SuperMUC Thin Nodes entered the list in June, 2012, on rank number four. The LiMa Cluster entered the list in November, 2010, on rank number 130 and the Woodcrest Cluster in November, 2006, on rank 124.

\(^1\)https://www.lrz.de
\(^2\)https://www.rrze.fau.de/
\(^3\)http://top500.org/
A.1. SuperMUC Fat Nodes

The SuperMUC Fat Nodes are part of the SuperMUC Phase 1 installation at the Leibniz Supercomputing Centre (LRZ). They have been installed 2011 and consist of one island with 205 nodes. The system details for the nodes and the used interconnect can be seen in the following table.

<table>
<thead>
<tr>
<th>Processor Type</th>
<th>Intel Westmere-EX Xeon E7-4870 10C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Frequency [GHz]</td>
<td>2.4</td>
</tr>
<tr>
<td>Total Number Nodes</td>
<td>205</td>
</tr>
<tr>
<td>Total Number Cores</td>
<td>8200</td>
</tr>
<tr>
<td>Total Peak Performance [PFlop/s]</td>
<td>0.078</td>
</tr>
<tr>
<td>Total Linpack Performance [PFlop/s]</td>
<td>0.065</td>
</tr>
<tr>
<td>Total size of memory [TByte]</td>
<td>52</td>
</tr>
<tr>
<td>Processor per Node</td>
<td>4</td>
</tr>
<tr>
<td>Cores per Processor</td>
<td>10</td>
</tr>
<tr>
<td>Cores per Node</td>
<td>40</td>
</tr>
<tr>
<td>Memory per Core [GByte]</td>
<td>6.4</td>
</tr>
<tr>
<td>Interconnect Technology</td>
<td>Infiniband QDR</td>
</tr>
<tr>
<td>UMA/NUMA</td>
<td>NUMA</td>
</tr>
</tbody>
</table>
A.2. SuperMUC Thin Nodes

Also part of the SuperMUC Phase 1 installation at the Leibniz Supercomputing Centre (LRZ), the SuperMUC Thin Nodes have been installed 2012. They consist of 18 islands hosting 512 nodes each. This system entered the TOP500 list of supercomputers at rank number four in June, 2012.
The system details for the nodes and the used interconnect can be seen in the following table.

<table>
<thead>
<tr>
<th>Processor Type</th>
<th>Intel SandyBridge-EP Xeon E52680 8C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Frequency [GHz]</td>
<td>2.7</td>
</tr>
<tr>
<td>Total Number Nodes</td>
<td>9216</td>
</tr>
<tr>
<td>Total Number Cores</td>
<td>147456</td>
</tr>
<tr>
<td>Total Peak Performance [PFlop/s]</td>
<td>3.2</td>
</tr>
<tr>
<td>Total Linpack Performance [PFlop/s]</td>
<td>2.897</td>
</tr>
<tr>
<td>Total size of memory [TByte]</td>
<td>288</td>
</tr>
<tr>
<td>Processor per Node</td>
<td>2</td>
</tr>
<tr>
<td>Cores per Processor</td>
<td>8</td>
</tr>
<tr>
<td>Cores per Node</td>
<td>16</td>
</tr>
<tr>
<td>Memory per Core [GByte]</td>
<td>2</td>
</tr>
<tr>
<td>Interconnect Technology</td>
<td>Infiniband FDR10</td>
</tr>
<tr>
<td>UMA/NUMA</td>
<td>NUMA</td>
</tr>
</tbody>
</table>
A.3. CoolMUC-2

Also part of the Linux Cluster at the Leibniz Supercomputing Centre (LRZ), the CoolMUC-2 has the same processors as the Phase 2 of the SuperMUC. The system details for the nodes and the used interconnect can be seen in the following table.

<table>
<thead>
<tr>
<th>Processor Type</th>
<th>Intel Haswell EP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Frequency [GHz]</td>
<td>2.6</td>
</tr>
<tr>
<td>Total Number Nodes</td>
<td>384</td>
</tr>
<tr>
<td>Total Number Cores</td>
<td>10752</td>
</tr>
<tr>
<td>Total Peak Performance [TFlop/s]</td>
<td>447</td>
</tr>
<tr>
<td>Total size of memory [TByte]</td>
<td>24.6</td>
</tr>
<tr>
<td>Processor per Node</td>
<td>2</td>
</tr>
<tr>
<td>Cores per Processor</td>
<td>14</td>
</tr>
<tr>
<td>Cores per Node</td>
<td>28</td>
</tr>
<tr>
<td>Memory per Core [GByte]</td>
<td>2.3</td>
</tr>
<tr>
<td>Interconnect Technology</td>
<td>Infiniband FDR14</td>
</tr>
<tr>
<td>UMA/NUMA</td>
<td>NUMA</td>
</tr>
</tbody>
</table>
A.4. LiMa Cluster

The LiMa Cluster has been installed at the “Regionales RechenZentrum Erlangen” (RRZE) in 2010. In November of the same year, it entered the TOP500 list of supercomputers on rank 130. The system details for the 500 compute nodes and the used interconnect can be seen in the following table.

<table>
<thead>
<tr>
<th>Processor Type</th>
<th>Intel Westmere Xeon 5650</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Frequency [GHz]</td>
<td>2.66</td>
</tr>
<tr>
<td>Total Number Nodes</td>
<td>500</td>
</tr>
<tr>
<td>Total Number Cores</td>
<td>6000</td>
</tr>
<tr>
<td>Total Peak Performance [TFlop/s]</td>
<td>64</td>
</tr>
<tr>
<td>Total Linpack Performance [TFlop/s]</td>
<td>56.7</td>
</tr>
<tr>
<td>Total size of memory [TByte]</td>
<td>11.7</td>
</tr>
<tr>
<td>Processor per Node</td>
<td>2</td>
</tr>
<tr>
<td>Cores per Processor</td>
<td>6</td>
</tr>
<tr>
<td>Cores per Node</td>
<td>12</td>
</tr>
<tr>
<td>Memory per Core [GByte]</td>
<td>2</td>
</tr>
<tr>
<td>Interconnect Technology</td>
<td>Infiniband QDR</td>
</tr>
<tr>
<td>UMA/NUMA</td>
<td>NUMA</td>
</tr>
</tbody>
</table>
A.5. ICE Cluster

The ICE Cluster has been installed at the Leibniz Supercomputing Centre (LRZ) in 2010. The system details for the 64 nodes and the used interconnect can be seen in the following table.

<table>
<thead>
<tr>
<th>Processor Type</th>
<th>Intel Nehalem-EP Xeon E5540</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Frequency [GHz]</td>
<td>2.53</td>
</tr>
<tr>
<td>Total Number Nodes</td>
<td>64</td>
</tr>
<tr>
<td>Total Number Cores</td>
<td>512</td>
</tr>
<tr>
<td>Total Peak Performance [TFlop/s]</td>
<td>5.2</td>
</tr>
<tr>
<td>Total size of memory [TByte]</td>
<td>1.5</td>
</tr>
<tr>
<td>Processor per Node</td>
<td>2</td>
</tr>
<tr>
<td>Cores per Processor</td>
<td>4</td>
</tr>
<tr>
<td>Cores per Node</td>
<td>8</td>
</tr>
<tr>
<td>Memory per Core [GByte]</td>
<td>3</td>
</tr>
<tr>
<td>Interconnect Technology</td>
<td>Infiniband DDR</td>
</tr>
<tr>
<td>UMA/NUMA</td>
<td>UMA</td>
</tr>
</tbody>
</table>
### A.6. Woodcrest Cluster

The Woodcrest Cluster has been installed at the “Regionales RechenZentrum Erlangen” (RRZE) in 2006. In November of the same year, it entered the TOP500 list of supercomputers on rank 124. The system has been updated throughout the years.

The details for the system used in this work can be seen in the following table.

<table>
<thead>
<tr>
<th>Processor Type</th>
<th>Intel Woodcrest Xeon 5160 2C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Frequency [GHz]</td>
<td>3</td>
</tr>
<tr>
<td>Total Number Nodes</td>
<td>212</td>
</tr>
<tr>
<td>Total Number Cores</td>
<td>728</td>
</tr>
<tr>
<td>Total Peak Performance [TFlop/s]</td>
<td>8.736</td>
</tr>
<tr>
<td>Total Linpack Performance [TFlop/s]</td>
<td>5.416</td>
</tr>
<tr>
<td>Total size of memory [TByte]</td>
<td>1.4</td>
</tr>
<tr>
<td>Processor per Node</td>
<td>2</td>
</tr>
<tr>
<td>Cores per Processor</td>
<td>2</td>
</tr>
<tr>
<td>Cores per Node</td>
<td>4</td>
</tr>
<tr>
<td>Memory per Core [GByte]</td>
<td>2</td>
</tr>
<tr>
<td>Interconnect Technology</td>
<td>Infiniband</td>
</tr>
<tr>
<td>UMA/NUMA</td>
<td>UMA</td>
</tr>
</tbody>
</table>
This system consists of two high end office notebooks, connected through direct Ethernet. Both notebooks were running the same Linux operating system (Ubuntu 12.04LTS) and used the MPICH (version 3.0.4) MPI implementation. The system details can be seen in the following table.

<table>
<thead>
<tr>
<th>Processor Type</th>
<th>Intel Core i7-3740QM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Frequency [GHz]</td>
<td>2.7</td>
</tr>
<tr>
<td>Total Number Nodes</td>
<td>2</td>
</tr>
<tr>
<td>Total Number Cores</td>
<td>8</td>
</tr>
<tr>
<td>Total size of memory [GByte]</td>
<td>32</td>
</tr>
<tr>
<td>Processor per Node</td>
<td>1</td>
</tr>
<tr>
<td>Cores per Processor</td>
<td>4</td>
</tr>
<tr>
<td>Cores per Node</td>
<td>4</td>
</tr>
<tr>
<td>Memory per Core [GByte]</td>
<td>4</td>
</tr>
<tr>
<td>Interconnect Technology</td>
<td>Direct Ethernet</td>
</tr>
<tr>
<td>UMA/NUMA</td>
<td>UMA</td>
</tr>
</tbody>
</table>
B.1. Additional results

Detailed timing measurements as discussed in Section 4.2. The following measurements show the communication timer measurements corresponding to the results presented in Figure 4.10.
Figure B.1.: Results micro benchmark new: ICE 2 nodes INTEL40 2MSGs no stripping COMMUNICATION time TOTAL only
Figure B.2.: Results micro benchmark new: ICE 2 nodes INTEL40 2MSGs no stripping COMMUNICATION time WAIT only
Figure B.3.: Results micro benchmark new: ICE 2 nodes INTEL40 2MSGs no stripping COMMUNICATION time TEST only zoom
Figure B.4.: Results micro benchmark new: ICE 2 nodes INTEL40 2MSGs no stripping COMMUNICATION time INIT only


