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Abstract

Future robots are expected to work in a highly unstructured environment (e.g. domestic

robots). Compliance is a compulsory requirement for such robots and a common approach

to realize this is indirect force control (IFC), e.g. impedance control. In most applications,

conventional trajectory planning strategies are applied for indirect force controlled robots

with the IFC having the sole purpose of compensating for the uncertain task geometry or

playing the role of a safety buffer for unexpected collisions. The main goal of this thesis

is to investigate different approaches to set-point generation for indirect force controlled

robots, which go beyond these conventional use cases and aim for a more direct task

oriented approach.

During the work for this thesis, a new control layer for indirect force controlled robots was

developed, which provides application programmers with an intuitive interface to imple-

ment complex tasks, involving positioning and force components on joint and Cartesian

level. The resulting task specification framework allows to specify a set of hierarchically

ordered equality or inequality subtasks to program a desired behavior of the robot while

obeying its physical limits. The functionality and performance is validated experimen-

tally.

In addition, the problem of manipulating unknown and highly kinematically constrained

mechanisms, like doors or drawers, is approached using IFC. A major requirement was

high generality in terms of operated mechanisms and robotic hardware. Based on a

simple strategy for an admittance controlled mobile manipulator, it is first shown how

the method can be further generalized to a wider class of manipulators by considering

joint-level IFC’s in addition. Then, the task specification framework, developed in the

previous chapters, is applied to further improve the performance, regarding erroneous

forces, by proper separation of the force and positioning subtasks.

The main contributions of this thesis can be summarized as follows:

1. Investigation of task oriented set-point generation methods for indirect force con-
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trolled robots.

2. Development of an IFC task specification formalism, involving equality and in-

equality force and positioning components on joint and Cartesian level.

3. Implementation of various use cases on different robotic platforms to highlight the

generality of the developed method and demonstrate the practical relevance.

4. Presentation of a strategy for manipulation of unknown constrained mechanisms

using indirect force control.



Kurzfassung

Von zukünftigen Robotern wird erwartet, dass sie in einer hochgradig unstrukturierten

Umgebung arbeiten (z.B. Haushaltsroboter). Nachgiebigkeit ist eine obligatorische An-

forderung für solche Roboter und ein üblicher Ansatz diese zu realisieren, ist indirekte

Kraftregelung (IFC), z.B. Impedanzregelung. Die meisten Applikationen verwenden kon-

ventionelle Trajektorienplanungsstrategien für indirekt kraftgeregelte Roboter und der

IFC dient nur dem Zweck, unsichere Taskgeometrie zu kompensieren oder er spielt die

Rolle eines Sicherheitspuffers für unerwartete Kollisionen. Das Hauptziel dieser Disser-

tation ist es, verschiedene Ansätze für die Sollwertgenerierung für indirekt kraftgeregelte

Roboter zu untersuchen, die über diese konventionellen Anwendungsfälle hinausgehen

und auf einen Task-orientierteren Ansatz abzielen.

Während der Arbeit für diese Dissertation wurde eine neue Steuerungsebene für in-

direkt kraftgeregelte Roboter entwickelt, die Anwendungsprogrammierern eine intuitive

Schnittstelle zur Verfügung stellt um komplexe Tasks zu implementieren, die Positionierungs-

als auch Kraftkomponenten auf Gelenk- und kartesischer Ebene enthalten. Das resul-

tierende Task-Spezifizierungs-Framework erlaubt es, einen Satz hierarchisch geordneter

Gleichungs- und Ungleichungs-Subtasks zu spezifizieren um ein gewünschtes Verhalten

des Roboters unter Einhaltung seiner physikalischen Begrenzungen zu programmieren.

Die Funktionalität und Performanz wurde experimentell validiert.

Zusätzlich wird das Problem der Manipulation von unbekannten und hochgradig re-

stringierten Mechanismen, wie Türen und Schubladen, unter Verwendung von IFC’s,

angegangen. Eine wichtige Anforderung war hohe Generalisierbarkeit bezüglich der

Mechanismen und der Roboter-Hardware. Basierend auf einer einfachen Strategie für

einen admittanzgeregelten mobilen Manipulator, wird zuerst gezeigt, wie die Methode

auf eine breitere Klasse von Manipulatoren weiter vereinheitlicht werden kann durch

zusätzliche Berücksichtigung von IFC’s auf Gelenkebene. Im Anschluss wird durch

geeignete Trennung in Kraft- und Positionierungs-Subtasks, das in den vorigen Kapiteln

entwickelte, Task-Spezifizierungs-Framework genutzt um die Performanz im Hinblick auf
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Fehlkräfte, weiter zu verbessern.

Die Hauptbeiträge dieser Arbeit können folgendermaßen zusammengefasst werden:

1. Untersuchung von Taskorientierten Sollwert-Generierungsmethoden für indirekt

Kraftgeregelte Roboter

2. Entwicklung eines IFC Task-Spezifizierungsformalismus, der Gleichungs- und Ungleichungs-

Kraft- und Positionierungskomponenten auf Gelenk- und auf Kartesischer Ebene

beinhaltet.

3. Implementierung von mehreren Anwendungsfällen auf verschiedenen Roboterplat-

formen um die Allgemeingültigkeit der entwickelten Methode hervorzuheben und

ihre praktische Relevanz zu demonstrieren

4. Vorstellung einer Strategie für die Manipulation von unbekannten, kinematisch

restringierten Mechanismen unter Verwendung von indirekter Kraftregelung.
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Notations

Abbreviations

min. minimize

s.t. subject to

DoF Degree of Freedom

KKT Karush-Kuhn-Tucker conditions

FK Forward Kinematics

IK Inverse Kinematics

inst. IK instantaneous Inverse Kinematics

SMA Simple Moving Average

IFC Indirect Force Control

SPG Set-Point Generator

PSPM Passive Set-Point Modulation

RMS Root Mean Square

RCC Remote Center of Compliance

FTS Force Torque Sensor

Conventions

Scalars are italicized in both upper and lower cases. Vectors are denoted by lower case

letters in italicized boldface style. Matrices are denoted by upper case letters in italicized

boldface style.
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x,X scalar

x vector

X matrix

ẋ, ẍ equivalent to d
dtx,

d2

dt2
x

x̂ estimated value of x

x̃ deviation from desired value xd − x

X−1 inverse

X# generalized inverse

X+ Moore-Penrose pseudo-inverse

XT Transposed of X

Ir/0r r × r identity/zero matrix

0r×s r × s zero matrix

1r×s r × s matrix of ones

Sub- and Superscripts

xd desired value

xm/xM lower/upper limit

x∗ optimal solution of an optimization problem

xee Cartesian pose of the end-effector

Symbols

i/j general iteration variables

n number of joints

m task dimension

k number of tasks

x Cartesian pose

q vector of joint angles



K virtual joint stiffness matrix

D virtual joint damping matrix

Kx virtual Cartesian stiffness matrix

Kp translational components of virtual Cartesian stiffness matrix

Ko rotational components of virtual Cartesian stiffness matrix

M joint space mass matrix

c vector of torques due to Coriolis and centrifugal forces

τ g vector of gravitational torques

ω angular velocity

p position vector

o general vector of orientation representation

τ vector of commanded joint torques

τ s static components of τ

τ ext external torques

f force vector

m moment vector

h wrench due to commanded joint torques

hs static components of h

qv vector of virtual joint angles

J manipulator’s base Jacobian

Jv virtual manipulator’s base Jacobian

Jc general contact Jacobian

S task selection matrix

A general task Jacobian

µ manipulability index

α general task variable

γ(q̇) differential compensation for joint velocities

β̇ compensated differential task variable α̇+ γ(q̇)

N(X) nullspace-mapping operator

E system energy

EK energy stored in the virtual spring

ED energy dissipated by the virtual damper

Er energy stored in the virtual energy reservoir

∆T time interval of the discrete controller



Functions

FK(q) Forward Kinematics

rank(X) rank of X

norm(x) normalization x
||x||

ker(X) kernel/nullspace of a linear map X

diag(X,Y ) block diagonal matrix composed of the two matrices X and Y

det(X) determinant of X

min/max(a, b, c, . . . ) returns the minimum/maximum of a set of input values
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Chapter 1

Introduction

1.1. Motivation and Problem Description

When operating in unstructured environments, compliance is an important requirement

for a robotic manipulator. A stable and robust approach to realize compliance is provided

by indirect force controllers, where the motion and interaction forces of the physical robot

are indirectly controlled by regulating the motion of a virtual robot, which on his part is

coupled with the physical robot via a virtual mechanical relationship. This control scheme

has also nice stability properties which are mostly independent from the environmental

dynamics, what makes it perfectly suitable for physical interaction with an uncertain

environment. Due to these advantages, IFC’s are provided often as the only force control

interface for robots (closed architecture). Fig. 1.1 depicts the basic idea behind IFC.

The set-point selection for the virtual robot is also referred to as virtual trajectory gen-

eration and while there is an extensive amount of work, having the purpose of improving

the rendering of the virtual mechanical relationship or proposing different extensions or

variations for IFC’s (for impedance control in particular), the literature covering virtual

trajectory generation is very sparse. Traditional trajectory planning approaches are often

applied and the IFC is used to compensate for contact uncertainty and unexpected col-

lisions without explicitly considering the applied interaction forces (see Fig. 1.2). Some

IFC related works focus on accurate force tracking [104, 49] and present a narrowed ap-

plication range which could also be achieved by direct force control. In addition, these

and similar works focus mostly on Cartesian-level IFC’s.

The major goal of this thesis is to develop a task specification scheme for joint-level

indirect force controlled robots for tasks consisting of force and positioning components

on joint- and Cartesian-level. By providing a sound solution for joint-level IFC’s, the

1



Chapter 1 Introduction

f

ẋv

qv

q

τ

Figure 1.1. Motion and interaction forces of the physical manipulator (black) are con-
trolled indirectly by generating set-points for the virtual manipulator (blue) according
to a virtual mechanical relationship.

xd

Figure 1.2. Conventional application of IFC’s. The inherent compliance is used to
compensate for unexpected interaction forces while tracking a desired trajectory xd.

developed scheme is in general also applicable on serial-elastic actuator (SEA) robots. In

fact, joint space IFC is the only way of regulating the interaction forces for a serial-elastic

actuator robot with position controlled joints. The developed scheme should also fulfill

the following requirements:

2



Section 1.2 Related Work

• The fundamental approach should be in general independent from the robotic hard-

ware with the IFC as abstraction layer and go without additional external sensing.

• It should be easy to program real world tasks without detailed knowledge of the

underlying low-level control structure.

1.2. Related Work

1.2.1. Simultaneous Force and Position Control

Due to the limited capabilities of sensors and motors, the first robotic applications were

purely motion controlled. Even nowadays, where the research on robot force control has

flourished for decades, industrial robots still largely rely on pure motion control, which

is sufficient for most industrial robotic tasks, like welding or painting. To overcome geo-

metric uncertainties for physical interaction tasks, a remote center of compliance (RCC)

is often used, which is a cheap and simple solution [23]. The drawbacks of this passive

approach is that it can only deal with small position and orientation deviations and lacks

flexibility, since for every robotic task a custom RCC has to be designed.

Therefor, and also considering tasks where the information on the environment is prone

to large uncertainties, respectively where humans are involved, ensuring a compliant

behavior of the robot is crucial to avoid damage or injuries. The most appropriate

approaches can be put in the category of direct and indirect force control and will be

presented in the following.

1.2.1.1. Direct Force Control

Hybrid Force/Position Control The most common approach for simultaneous force

and position control is the hybrid force/position control paradigm, originally introduced

in [90] and is based on the compliance frame modeling [74]. The underlying assumption

is, that it is possible to divide a robotic task into orthogonal force and position controlled

subtasks, where the force controlled directions are physically constrained, while the posi-

tion controlled directions are not. General contact tasks can be realized by specifying the

force and position controlled directions. Many implementations of hybrid force/position

control exist, e.g. based on operational space control, applying inverse dynamics [57],

passivity-based control [113] or outer force loops, closed around inner motion loops [27].
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While allowing accurate position and force tracking, a major drawback of this approach

is that the task geometry has to be known at least approximately to ensure safe task

execution, as the robot in general lacks compliance along the position controlled direc-

tions. This issue is especially eminent for a dynamic environment, which is encountered

in service robotics, where the task geometry can change abruptly even though it was

estimated accurately beforehand, e.g. due to human intervention.

While the problem of controlling force and position simultaneously was already recognized

in [32], in highly unstructured environments it is difficult to clearly define pure force or

positioning subtasks. An example is opening a spring loaded door, where a usually

unknown interaction force has to be applied in order to operate the mechanism, while

simultaneously regulating the pose of the end-effector along an uncertain trajectory.

Parallel Control This approach does not explicitly require decoupled force- and position-

controlled directions [20, 107]. The force commands are internally transformed into

motion commands and weighted by their respective feedback control constants. Force

regulation is guaranteed at the expense of position errors by giving more weight to force

control.

1.2.1.2. Indirect Force Control

Differently from the direct force control approaches above, IFC does not require an

explicit model of the interaction task. Instead of regulating the contact forces directly, a

virtual mechanical relationship is imposed between the desired and actual configuration

of the robot. Usually this is realized in operational space by using a wrist-mounted force-

torque sensor but due to the need for full-body compliance, joint space implementations

are getting more and more common, e.g. for the iCub humanoid robot [42, 97] or the

Kuka Lightweight Robot (LBR) [11].

The original concept of generalized spring and damping for force control in joint coordi-

nates was proposed in [82] and the implementation discussed in [115]. The most common

IFC variation is impedance control [46]. Impedance control establishes a virtual mass-

spring-damper relationship between the desired and actual configuration of the robot,

respectively end-effector pose. The stability of impedance control was analyzed in [45].

A similar concept is applied in admittance control [54], where an outer force loop is closed

around the inner motion control loop. Special cases of impedance and admittance control
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consider only the static relationship between the positioning error and the contact forces.

These schemes are referred to as stiffness and compliance control respectively [96].

An intuitive interpretation of IFC is that the user specifies the set-points for a virtual

manipulator to which the physical manipulator is attached via a virtual mechanical

relationship. Therefore, the actual interaction force is a result of how deep the virtual

manipulator “penetrates” the environment (1.1).

The major drawback of poor accuracy, is outplayed by the increased interaction safety and

robustness to environmental uncertainties and unexpected collisions. Also, IFC schemes

do in principle not require measurements of contact forces and moments, which makes

them an effective and cheap approach to compliant control for robots lacking force/torque

sensing.

Virtual Trajectory Generation The major contributions regarding IFC have the

intention to improve the performance of the controller itself or introducing different

variants and extensions [22, 66, 2]. Several investigations have also been made targeting

the construction of compliances, optimized for specific tasks [85, 99].

Considering applications, conventional trajectory planning approaches are often applied

and the IFC is used to compensate for contact uncertainty and unexpected collisions.

The only works explicitly dealing with virtual trajectory generation aim at pure force

tracking or are part of a customized approach to a specific problem. In [8, 49, 50, 59,

104, 108], force tracking in impedance control for industrial applications is treated. The

focus of these works lies on setting proper virtual trajectories to adapt to the unknown

environmental stiffness. In [48, 47], where virtual trajectory generation is referred to

as equilibrium point control, the virtual trajectory of the manipulator is designed to

follow the estimated traversable Cartesian trajectory to open doors and drawers. The

compliance is used to compensate for uncertainties in the constraint estimator and the

applied interaction forces are not explicitly considered.

1.2.2. Task Specification / Task Programming

Early robots were only position controlled and redundant mechanisms were avoided to re-

duce the complexity of the system. Hence, the first robotic tasks were simple positioning

tasks, trajectory following or pick-and-place applications in well structured environments.

Such tasks aim only at positioning and a wide range of specification tools exists and is
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available in commercial robot control software.

The first concept of assembling a mixed components main task from different subtasks

was derived in conjunction with the task frame formalism [74] and further developed in

[26, 27, 15]. A force or positioning subtask is assigned to every direction of the specified

task frame and a hybrid force/position controller is used to track the desired trajectories

or set-points simultaneously. Tasks are denoted as artificial constraints. A survey on

such constrained based task specification formalisms can be looked up in [25].

As the hybrid force/position control scheme is used as the underlying low-level control,

the task geometry has to be known in advance, respectively estimated online as done in

[24, 62].

1.2.3. Contribution of the Present Work

With their robustness to environmental uncertainties and unexpected collisions, IFC’s

represent a very suitable approach to compliant robot control in highly unstructured and

human inhabited environments, like in service robotics. The difficulty of incorporating

conventional task specification and planning schemes has detained robotics researchers

from using this control scheme, except for tasks where only a certain compliance is

required for the sake of safety.

Therefor, IFC has not received much attention in recent years, respectively the only effort

was done towards improvement of the control performance or extend the present schemes

with additional functionalities.

The present work is meant to fill the gap between the low-level control design and ap-

plication programming by introducing an additional control layer, which is called set-

point-generator (SPG). The purpose of the SPG is to provide set-points for the virtual

manipulator according to some higher-level task description. Fig. 1.3 depicts how the

SPG is connected to a typical IFC loop.

The goal is not to introduce another low-level force controller, instead the underlying

IFC is treated as a black box, where only the relation between the configurations of the

virtual and the physical robot is considered. Based on these assumptions, it is possible

to derive an elaborate set-point generation method to track different mixed force and

positioning tasks in joint and Cartesian space simultaneously.

The tasks are defined by the application programmer via a task specification interface,
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SPG

Application

Application

q̇v

q̇v τ

τ

τ ext

τ ext

q, q̇

q, q̇

IFC controlled
Robot

IFC controlled
Robot

Figure 1.3. The SPG connected to a typical IFC loop. The application block is not
necessarily part of the control loop anymore but has the function of parameterizing
the SPG. However, the parameters can still be set in a dynamic way, incorporating
the robots state or other sensory feedback. This potential feedback is indicated by
the dotted line.

where a set of hierarchically ordered force and positioning subtasks on joint- or Cartesian-

level are stated. This concept is similar to the stack-of-tasks framework in [73], where it is

used to combine multiple tasks on a humanoid robot, like balancing, reaching and control

of the field of view. The resulting structure has the following advantageous properties:

• Force and positioning equality and inequality tasks on joint- and Cartesian-level

are captured with one unifying formalism.

• Intuitive, yet powerful task programming without requiring detailed information of

the underlying structure, while the inherent compliance of the IFC is preserved.

• By treating the IFC-robot entity as a general abstraction layer and assuming no
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additional external sensing, the developed approach is basically hardware indepen-

dent as long as the robot features an IFC interface.

• By assuming a simple IFC-like control structure (2.20), this approach is in general

also applicable for position controlled SEA robots, where a physical spring-damper

system is present.

• As neither modification, nor detailed information of the underlying IFC is required,

the proposed formalism is a suitable approach for dealing with so called closed

architectures, where only limited access (i.e. an IFC interface) to the robot is

granted.

1.3. Thesis Outline

The thesis is structured as follows. Chapter 2 covers briefly the related basics of robotics

theory used in this thesis. In Chapter 3 a simplified method of regulating force and

positioning tasks for indirect force controllers is derived and a first approach to execute

several tasks simultaneously, using recursive nullspace mapping is investigated. In Chap-

ter 4 the formalism is extended to support inequality tasks and a passivity based stabi-

lization method is presented. In Chapter 5 the manipulation of constrained mechanisms

with unknown geometry and unknown required interaction forces is treated. Chapter

6 finally summarizes the main results of the thesis and gives a brief outlook on future

research directions.
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Chapter 2

Robotics Background

This chapter gives a concise summary on the main robotics theory, which is required to

follow the derivations in this thesis. For more details, it is referred to the relevant books

instead, e.g. [76, 106].
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2.1. Robot Kinematics

2.1.1. Position and Orientation Representation

The minimum number of coordinates required to locate a body in Euclidean space is

six. Three for the position and three for the orientation. The position and orientation

of a rigid body can be mathematically represented using coordinate reference frames

or simply frames. A frame i consists of an origin Oi and an orthonormal base (three

mutually orthogonal basis vectors in Euclidean space), which is fixed within a particular

body (see Fig. 2.1).

Obase

Oi

xbase
i

Figure 2.1. A rigid body in Euclidean space with associated frame.

The Cartesian pose of a frame can be mathematically represented by

xbase
i =





pbase
i

obase
i



 , (2.1)

where pbase
i ∈ R

3 denotes the position and obase
i the orientation of the frame i in the base

frame. The unit and dimension of o depend on the chosen orientation representation.

Multiple representations of the orientation exist, which are all advantageous in specific

scenarios. As the actual representation is not relevant for the present work, they will not

be covered here. For the sake of clarity, the indexes denoting the base and target frames

are neglected for the most part of the document as it should be clear from the respective
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context.

2.1.2. Kinematic Chains/Trees

A robot can be described as a set of multiple rigid bodies (links), which are connected by

moving joints. If the links are in a serial configuration this is referred to as a kinematic

chain. Different kinematic structures can be composed of kinematic chains. The simplest

is the open kinematic chain, when there is only one end-link and there are no additional

constraints (see Fig. 2.2). This model is usually used to describe a robotic arm or ma-

Obase

O1

O2

On−1

On

xbase
n = xee

q1

q2

q3
qn−1

qn

Figure 2.2. A robotic manipulator, modeled as an open kinematic chain with n joints
and the final link as end-effector.

nipulator in a non-contact state. In this context the final link is often called end-effector

and its pose is denoted as xee. The values determining the geometric relations between

the link frames are called kinematic parameters. The number of joints n defines the

degree of freedom (DoF) of the robot’s configuration, which can be uniquely determined

by a n-dimensional set of generalized coordinates q. For revolute joints, q is a vector of

joint angles. The pose of the end-effector, or in any other target frame with respect to

the chain, can be computed from the generalized coordinates with the so called forward

kinematics (FK) function

x = g(q). (2.2)

Kinematic chains can be combined to a kinematic tree with more than one end-effector

(see Fig. 2.3) and joints which belong to multiple chains at the same time. This means,
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that the motions of the different end-effectors are in general coupled as they (partially)

need the same joints. In Chapter 3, techniques will be discussed, which show how tasks

for different target frames can be decoupled. Such a structure is usually used to model a

humanoid robot. The same formalism can be used to express the pose of multiple frames

on one kinematic chain.

Figure 2.3. A dual arm manipulator, modeled as a kinematic tree with two end-
effectors.

2.1.3. Redundancy

If n > 6 the robot is often denoted as redundant as there exist an infinite number of

possible configurations, which result in the same Cartesian pose of the end-effector (see

Fig. 2.4). A more general definition is, that a robot is redundant with respect to a

m-dimensional task if n > m. For example, considering the task of holding a certain

orientation (3-dimensional) a robot with four joints is redundant.
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Figure 2.4. Redundancy of a planar manipulator with four independent joints. As
the manipulator operates in a three-dimensional manifold it has one redundant DoF,
hence the number of possible configurations for a given end-effector pose is infinite.

2.2. Inverse Kinematics and Motion Regulation

When regulating the robots motion, one is usually interested in controlling the motion

of a particular Cartesian target frame on the robot, i.e. the end-effector. To obtain the

associated joint-level commands one has to solve the inverse kinematics (IK) problem,

which is to find the values of the joint positions, given the position and orientation of

the target frame relative to the base and the kinematic parameters. For dealing with the

infinite solutions due to redundancy, the most common approaches are based on a local

solution to the IK problem, also known as instantaneous inverse kinematics (inst. IK).

See Fig. 2.5 for the conceptual difference between the global and the local approach to

motion regulation.

2.2.1. Jacobian

The common approach to obtain a local solution is to differentiate the FK map (2.2),

which results in the 6× n Jacobian matrix

J(q) =
∂g(q)

∂q
=











∂x1

∂q1
∂x1

∂q2
· · ·

∂x2

∂q1
∂x2

∂q2
· · ·

...
...

. . .











. (2.3)
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Joint
Controller

Joint
Controller

Cartesian
Controller

Robot

Robot

q

q

x

ẋd q̇d

IK

inst.
IK

FK

∫

Figure 2.5. Conceptual difference between global joint space control (upper diagram)
and instantaneous inverse kinematics control (lower diagram). In the global approach,
the joint angles are computed directly from the desired Cartesian pose and fed into
the joint-level controller, which computes the required joint torques or motor currents.
In the local approach two controllers are involved. A Cartesian controller computes a
desired twist ẋd depending on the Cartesian error, which is transformed to a desired
joint velocity q̇d by applying inst. IK. Integration yields the desired joint position qd,
which serves as input for the joint-level controller.

Differentiation with respect to time yields a set of equations of the form

ẋ = Jq̇, (2.4)

with ẋ as a vector representing linear and angular velocity. One recognizes that J

depends not only on the current configuration of the robot but also on the particular

choice for pose representation. If the fixed angle orientation representation is chosen,

then

ẋ =





ṗ

ω



 , (2.5)

with ω as the angular velocity of the target frame and J as the robot’s base Jacobian

with respect to that frame. ẋ is also referred to as twist or spatial velocity.

For a serial chain of six joints, the solution to the inst. IK problem for a six-dimensional

motion command ẋ is then simply

q̇ = J−1ẋ (2.6)

for an invertible J .
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Manipulability The manipulability µ of a robot describes its ability to move freely in

all directions in the workspace. Manipulability measures can be divided into two rough

classes:

1. The ability to reach a certain position or set of positions

2. The ability to change the position or orientation at a given configuration

The first of these measures is directly related to the workspace of a manipulator. The

second class of measures concerns the manipulability of a manipulator around a given

configuration; that is, it is a local property.

To describe the local manipulability quantitatively, the determinant of the manipulator’s

Jacobian can be used:

µ =

√

det(JJT ) (2.7)

General Task Jacobian A Jacobian can be computed for any target frame on the

robot and for any m-dimensional generic task α with respect to that frame, resulting in

the general m× n task Jacobian

A(q) =
∂α

∂q
. (2.8)

A more general solution than (2.6), which is valid for any A, is obtained by applying a

generalized inverse A# to solve

q̇ = A#α̇. (2.9)

Here, often the Moore-Penrose pseudo-inverse A+ is used [10]. For rank(A) > m,

A+ = AT (AAT )−1 (2.10)

obtains the minimum-norm solution of the under-determined problem in the redundant

case. For rank(A) < m,

A+ = (ATA)−1AT (2.11)

obtains the least-squares solution of the over-determined case where the desired differen-

tial task variable can not be achieved.
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Static Wrench Transmission The Jacobian can also be used to describe the rela-

tionship between the contact forces at a target frame and joint torques τ via

JTh = τ (2.12)

JJTh = Jτ (2.13)

h = (JJT )−1Jτ = JT+τ (2.14)

with h denoting the 6-dimensional contact wrench, a vector of forces f and moments m.

Relation (2.14) applies only to non-singular J as forces along singular directions are not

reflected on the joint torques and are simply transfered into the mechanical structure.

2.2.2. Kinematic Singularities

A singular configuration of a robot is a configuration at which it looses the ability to

achieve instantaneous motion in certain directions, called singular directions. A generic

task α is labeled singular if the associated task Jacobian A loses rank. Kinematic

singularities can be classified into:

• Boundary singularities that occur when the manipulator is either outstretched or

retracted. These singularities do not represent a true drawback, since they can

be avoided if the manipulator is not driven to the boundaries of its reachable

workspace. A typical example is the so called elbow-lock, which occurs if a robotic

arm is completely outstretched.

• Internal singularities that occur inside the reachable workspace and are generally

caused by the alignment of two or more axes of motion. Unlike the above, these

singularities constitute a serious problem, as they can be encountered anywhere in

the reachable workspace.

In Sec. 3.2.4 algorithmic singularities will also be discussed, which may occur if multiple

tasks are pursuit in a hierarchical way.

To understand the problem which arises near a singularity, one has to take a closer look

on the computation of the pseudo-inverse used in (2.9). A more efficient method than

(2.10), respectively (2.11) involves the computation of the Singular Value Decomposition

(SVD) of the task Jacobian A = UΣV T , where U is a m×m unitary matrix composed

of column vectors ui and V is a n × n unitary matrix composed of column vectors vi.

Σ is a m×n block matrix with a leading m×m diagonal matrix containing the singular
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values σi ≥ 0 of A with i = 1, . . . ,m in decreasing order (σi > σj for i > j), followed by

n−m zero columns. The pseudo-inverse is computed via

A+ = V Σ+UT =
r

∑

i=1

1

σi
viu

T
i , (2.15)

where r ≤ m is the rank of A. Near singular configurations the task Jacobian becomes ill-

conditioned with the smallest singular value σmin approaching zero and hence 1
σmin
→∞,

hence the pseudo-inverse used in (2.9) will contain very high values, resulting in large

joint velocities.

One way to cope with singularities is to avoid them in advance during task planning. In

cases where this is not possible, as in reactive control schemes, proper measures need to

be taken to traverse a singular configuration robustly. A popular approach to achieve

this is the so called damped pseudo-inverse A+λ based on the approximation

1

σi
≈

σi
σ2
i + λ2

, (2.16)

introducing the damping factor λ. The general approach is also referred to as damped

least squares [77, 114, 71]. Replacing 1
σi

in (2.15) by (2.16) results in

A+λ =
r

∑

i=1

σi
σ2
i + λ2

viu
T
i , (2.17)

and introduces a regulated task error to grant a smooth transition through singular

configurations. There are multiple ways for selecting λ. Usually σmin is used to set λ

dynamically:

λ2 =







0 when σmin ≥ σcrit

(1− σmin

σcrit
)2 λ2

max otherwise
, (2.18)

where σcrit is a threshold, which determines when the damping should start and λmax is

the maximal damping factor, which should be applied. An overview on different damping

approaches can be looked up in [29]. The problem of the introduction of a task error has

been recently tackled in [40].
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2.3. Indirect Force Control

The dynamic equation of a robot controlled by the motor torque τ is

M(q)q̈ + c(q, q̇) + τ g = τ − τ ext (2.19)

with M as the joint inertia matrix, c as the effect of centrifugal and Coriolis forces, τ g

as the torques due to gravity and τ ext as the external torques.

In contrast to motion or direct force control, the goal of IFC is not to regulate the

position or interaction force but the relation between them. It is usually desired to

achieve a compliant behavior by imposing some virtual mechanical relationship either at

joint or Cartesian level. The various implementations depend on the concrete use case

and the available hardware. In the following the two realizations relevant for this thesis

are briefly summarized.

2.3.1. Joint-Level IFC

Assuming a torque interface, a simple stiffness controller can be directly implemented

without any knowledge of the robot dynamics via

τ = K(qv − q)−Dq̇ + τ g. (2.20)

This corresponds basically to a PD controller with compensation of the gravitational

torques. K and D are diagonal, positive definite stiffness and damping matrices.

If the dynamic parameters of the robot are known, (2.20) can be augmented with τ dyn =

Mq̈ + c to compensate for the dynamic effects of the robot’s motion:

τ = K(qv − q)−Dq̇ + τ g + τ dyn, (2.21)

resulting in a perfect impedance relation between position error and output torques.

With (2.20) or (2.21) each joint is emulating a mass-spring-damper system. Figure 2.6

visualizes the relation between set-point qv and physical robot q for one joint. Due to

the impedance-like behavior of the robot (motion in – force out), such schemes are also

referred to as joint space impedance control.

19



Chapter 2 Robotics Background

qv

q

K

D

Figure 2.6. IFC-induced joint behavior for one joint.

2.3.2. Admittance Control

The higher the stiffness in pure impedance control, the smaller the pose error will be.

On the other hand, a high stiffness leads to large contact forces. A solution is to separate

motion control from impedance control as follows. An impedance law in the outer loop

computes the deviation from the desired trajectory xd according to

h = Mx∆ẍ+Dx∆ẋ+Kx∆x, (2.22)

where ∆x = xc − xd, with xc as the compliant trajectory of equilibrium poses which is

fed to an inner motion control loop. The 6× 6 matrices Mx, Dx and Kx = diag(Kp, Ko)

is the Cartesian inertia, damping and stiffness matrix describing the desired target

impedance. They are usually constant and diagonal.

Using the contact force as input, equation (2.22) can be solved for ∆x, ∆ẋ and ∆ẍ and

executed on the manipulator by any motion controller. The impedance part of the control

law modifies the desired trajectory according to the measured wrench, hence it only comes

into effect during contact with the environment. In free space the measured wrench, and

therefore ∆x is zero, so the desired trajectory remains unaffected. This control method

is known as Cartesian position based admittance control, due to the equivalence to a

mechanical admittance with force as input and motion as output quantities. It is straight

forward to formulate and implement an admittance controller in joint space, provided
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joint torque measurements are available.

A force following behavior can be achieved by emulating only a mass-damper system,

thus an admittance with zero stiffness matrix (Kx = 0):

h = Mxẍ+Dxẋ. (2.23)

Fig. 2.7 shows the control scheme of position based admittance control.

xd

ẋd

ẍd

xc

ẋc

ẍc

qc τ
h

q
admittance
relation

position
controller robotIK

Figure 2.7. Position based Cartesian admittance control loop.

Joint- vs. Cartesian Compliance A notable property of IFC’s realizing joint compli-

ance as (2.20) is, that the Cartesian position deviation and the applied interaction forces

are not aligned. This is often neglected by application programmers using joint-level

IFC’s. Fig. 2.8 depicts this misalignment.

f

ẋv

xv

x

f

ẋv

qv

q

τ

Figure 2.8. Comparison between joint- and Cartesian-level IFC. The position differ-
ence xv−x is in general not aligned with the applied interaction wrench for joint-level
IFC’s.
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Set-Point Selection for Force and Position

Regulation

Commanding a set-point to an indirect force controlled robot affects its position as well

as the applied interaction forces. Therefore, decoupling force and position commands is

not trivial for joint space IFC’s. A common example is controlling the contact force and

the orientation of the end-effector simultaneously in a surface tracking task.

In this chapter a possible approach to achieve this is derived. First in Sec. 3.1, force

and positioning tasks in joint and Cartesian space are generalized in the context of IFC.

Simplifying assumptions are defined, which trade accuracy for generalization of force

and position regulation while keeping the inherent compliance of the indirect force con-

trolled robot. Second, standard techniques for executing multiple tasks simultaneously

are applied, using the previously derived formalism from section 3.2. The experiments

are summarized in section 3.3 and section 3.4 concludes the chapter.
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3.1. Generalized Force and Position Regulation in IFC

Context

3.1.1. Task Variables

Consider a pure IFC interface like (2.20). Neither position q nor the full interaction

torque τ can be regulated directly, hence the following replacement task variables are

declared, considering (2.2) and (2.14):

• qv – virtual joint space position

• xv = g(qv) – virtual Cartesian pose (i.e. end-effector)

• τ s = K(qv − q) – static interaction joint torques

• hs = J+Tτ s = J+TK(qv − q) – static interaction wrench

These variables have a close relation to the actual variables of interest (q,x, τ , h) but

in contrast to them, they can be directly related to qv. Naturally, in addition to these

archetypes, any task variable can be defined, which is directly related to qv, e.g. any

point on the robot with it’s given Jacobian Jc. In the following, the impact on the task

error when regulating these replacement variables is discussed.

3.1.1.1. Joint Position Error

For no external torques (τ ext = 0), the manipulators equilibrium configuration qequ is

equal to the specified set-point qv, resulting in the steady state error q̃ = qv − qequ = 0.

If an external torque is present, respectively qv can not be reached due to an obstacle,

the steady state error can be derived from the static relation τ ext = K(qv−qequ), hence

q̃ = qv − qequ = K−1τ ext (3.1)

The tracking performance depends mainly on the actual IFC implementation and its

parameters (mainly K) and is characterized by the well known trade-off between accuracy

and compliance.
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3.1.1.2. Cartesian Error

The steady state Cartesian error x̃ can be directly derived from the joint space error via

the forward kinematics (2.2)

x̃ = g(qv)− g(qequ) (3.2)

and depends, like the joint space error, on the concrete IFC implementation but also on

the actual configuration of the robot.

3.1.1.3. Wrench/torque error

Considering only the static components of interaction torques/wrenches is an acceptable

simplification for low velocities and leads to the steady state errors

τ̃ = 0 (3.3)

h̃ = 0 (3.4)

assuming perfect compensation of the gravitational torques and a static equilibrium con-

figuration. If the robot is moving, the uncompensated robot dynamics and the damping

forces from the IFC lead to a force/torque error, which increases with the motion speed.

The actual error depends mainly on the quality of the IFC and the damping parameter

D in (2.20). However, for moderate speeds the static components of the force dominate

clearly, therefore this error is accepted for the sake of safe and compliant interaction.

3.1.2. Generalized Task Regulation

Robot motion control can be roughly categorized into global and local approaches. Global

approaches are used to obtain a complete trajectory. They are computationally expen-

sive and are usually applied in offline motion planning methods. The advantage is that

the whole trajectory is known in advance. The question of how to treat a dynamic envi-

ronment (i.e. obstacle avoidance) and achieve a reactive behavior is subject of different

research directions, e.g. [89] and the resulting elastic strips framework from Brock et. al.

[14].

Local approaches on the other hand, regard only the current state of the robot and the

eventually sensory input to compute a differential command. They are computationally

far less expensive than the global approaches and are usually applied in online trajectory
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generation schemes, where the evolution of the task variable is continuously adapted

based on sensory feedback information. However, it is a well known fact, that local

approaches have the disadvantage that they might get stuck in certain configurations

(local minima) when navigating through obstacles, although the existence of a valid path.

Nevertheless, they allow an easy integration of multiple prioritized tasks and hence are

the most common approach if the robot is redundant.

Local approaches apply the inversion of the differential relation between the task and the

actuating variable (qv), captured in the so called task Jacobian A. In the following, A

is derived for the four task archetypes.

3.1.2.1. Deriving the Task Jacobians

Joint Position For the joint position qv the task Jacobian is trivial:

q̇v = Inq̇v (3.5)

Aq = In, (3.6)

where In is the n× n identity matrix.

Cartesian Pose For the Cartesian pose, the instantaneous kinematics relation (2.4) is

used to obtain

ẋv = Jvq̇v (3.7)

Ax = Jv, (3.8)

with Jv = J(qv) denoting the Jacobian of the virtual manipulator.

Joint Torque Taking the time derivative of τ s leads to

τ̇ s = K(q̇v − q̇) (3.9)

τ̇ s +Kq̇ = Kq̇v. (3.10)

It can be noted that in this case, the instantaneous relation between the task variable τ s

and qv depends also on the joint velocity of the physical robot q̇. Therefore, to obtain

a plain linear relation, similar to (3.5) and (3.7), the differential task variable has to be
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compensated for the effects of q̇:

β̇τ = τ̇ s +Kq̇ (3.11)

Aτ = K (3.12)

β̇τ = Aτ q̇v, (3.13)

where β̇τ is the compensated differential task variable.

Wrench Taking the time derivative of (2.14) leads to

ḣs = J̇
T+

τ s + JT+τ̇ s. (3.14)

By assuming only moderate joint velocities, the term with the derivative of the Jacobian

is neglected, resulting in the simplified relation

ḣs = JT+τ̇ s = JT+K(q̇v − q̇) (3.15)

ḣs + JT+Kq̇ = JT+Kq̇v (3.16)

With this, the wrench task Jacobian Ah and the compensated differential wrench task

variable β̇h can be stated as

β̇h = ḣs + JT+Kq̇ (3.17)

Ah = JT+K (3.18)

β̇h = Ahq̇v (3.19)

This relation is obviously only valid for Jacobians, which are sufficiently far away from

singularities. Due to the inversion in (3.18), in the proximity of a singular configura-

tion β̇h gets oversensitive to small changes in q̇v − q̇. It has also to be noted, that if

(3.18) is used for redundancy resolution, the resulting torques could contain null-space

components, which would result in an uncontrolled motion and deform the wrench-task.

Therefore, the dynamically consistent pseudo-inverse (JM−1JT )−1JM−1) should be

used instead of J+ to cancel potential null-space torques.

To unify the four task archetypes, a general compensated differential task variable β̇ is

defined, so that together with the general m-dimensional task α and general m× n task
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Jacobian A the following relations can be stated:

β̇ = α̇+ γ(q̇) (3.20)

β̇ = Aq̇v, (3.21)

where γ(q̇) is the respective compensation for q̇.

Table 3.1 summarizes the four basic task types with associated task Jacobian and joint

velocity compensation γ.

Table 3.1. The four basic task types

α qv xv τ s hs

γ 0 0 Kq̇ JT+Kq̇

A In Jv K JT+K

3.1.2.2. Trimmed Task Space

Tasks do not have to be necessarily defined in the full task space. Often only a particular

subspace is relevant, so that the released degrees of freedom can be used to achieve other

tasks, what will be treated in Sec. 3.2. The base of this subspace can be described by

a set of orthonormal vectors, which form the columns of a matrix S. With α being

defined in the subspace coordinates, the basic task Jacobians from table 3.1 have to be

transformed to the subspace coordinates via

A := STA. (3.22)

Examples of tasks, which occupy only a part of the work- respectively joint space are

depicted in Fig. 3.1. S serves two purposes here. First, it can be used as a selection

matrix to determine the relevant directions of the full task space, similar to the selec-

tion matrix in hybrid force and position control [90]. For example, controlling only the
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α̇d = ωd

α̇d = ḟxd

α̇d = [ẏd żd ωee
xd

ωee
zd

]T
α̇d = τ̇7d

Figure 3.1. Some sample tasks which occupy only a part of the Cartesian/joint space,
i.e. keeping a constant orientation (a), apply a certain contact force (b), drawing on a
plain surface while relaxing invariant control directions (c), manipulating a mechanism
while minimizing the torques on a certain joint (d).

rotational degrees of freedom with

Sω =
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



(3.23)

or only the force or motion along the x-direction

Sx = [1 0 0 0 0 0 0]T . (3.24)
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Second, it can be used to formulate the task (partially) in a convenient coordinate sys-

tem, e.g. the end-effector frame. For circle drawing example in Fig. 3.1c, where the

manipulator has to follow a trajectory in the base y−z− plane, while holding a constant

angle around the end-effector x and z axis:

Sωee = diag(03,Ree)





























0 0 0 0

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 0

0 0 0 1





























(3.25)

where Ree is the 3 × 3 rotation matrix of the end-effector. It follows that S is either

6×m or n×m, depending on whether the task is defined in Cartesian or in joint space.

3.1.2.3. Generalized Controller

The goal of the regulation is to bring the task variable α continuously to a desired state

αd. The simplest way to achieve this is by using the task error

α̃ = αd −α (3.26)

to formulate a general proportional task-level controller

α̇d = Λα̃+ α̇ff. (3.27)

α̇ff denotes an optional feedforward term and Λ a diagonal gain matrix, which tunes the

convergence rate of this simple regulation. The main purpose of α̇ff is to allow a direct

specification of the differential task variable, for example when implementing velocity

fields for obstacle avoidance or tracking. The desired compensated task variable is then

β̇d = α̇d + γ(q̇) (3.28)

To obtain the associated velocity input q̇v for the IFC, (3.21) is solved for q̇v by applying

the pseudo-inverse:

q̇v = A+β̇d. (3.29)
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3.2. Simultaneous Force and Position Control for Indirect

Force Controlled Robots

With the generalized task regulation, the original problem of proper task separation

can finally be tackled. Treatment of multiple tasks can be basically approached in two

ways. The first is by assigning different weights to the usually concurring tasks. The

second is strict separation of tasks in a hierarchical way. The weighting strategy requires

additional tuning of the weights and subtasks are not separated cleanly. Therefore the

second method is often preferred. Combining multiple tasks in a hierarchical manner

dates back to [65], where it has been done for kinematic control using nullspace mapping

to resolve the manipulator’s kinematic redundancy. The basic concepts have been used

and expanded since then in many publications e.g. [70, 78, 57, 105, 6, 101]. A survey of

different methods can be found in [79]. The focus lies mainly on redundancy resolution,

without regarding lower dimensional subtasks. Most of the works are limited to kinematic

or force control only.

3.2.1. Nullspace Projection

A linear map L : V →W between two vector spaces V and W represented by an m× n

matrix L gives

w = Lv, (3.30)

where v and w are elements of V and W , in linear algebra and functional analysis, the

nullspace ker(L) or kernel of L is the set of all elements vN of V for which L(vN ) = 0w,

where 0w denotes the zero vector in W . Hence the set of solutions to the equation

Lv = 0 (3.31)

Putting this in the context of instantaneous robot control, the nullspace of the linear map

(3.21) is the set of virtual joint velocity vectors, which have no instantaneous impact on

the differential objective β̇. For n > m the nullspace is not trivial and can be used to

track secondary objectives without violating the main one. To realize this, the orthogonal

projection [64] of a vector into the nullspace of L is defined as

N(L) = In −L+L, (3.32)
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mapping a generic vector in V to ker(L) so that

LN(L)v = 0 (3.33)

Fig. 3.2 depicts this.

V W

ker(L)

L

0w

Figure 3.2. Visualization of a general linear map L between the two vector spaces V
and W with nullspace or kernel ker(L).

3.2.1.1. Adding a Joint Nullspace Task

By applying nullspace projection, (3.29) can be extended to a more general solution to

the instantaneous inverse problem:

q̇v = A+β̇d +N(A)q̇vN , (3.34)

where q̇vN is an arbitrary joint velocity vector to be executed without violating β̇d. Fig.

3.3 depicts this exemplary for the 2 DoF case. In classical redundancy resolution for

n > 6-DoF robots, (3.34) is used with proper design of q̇vN to maximize the distance of

the joint limits or more general, to minimize a position dependent scalar cost function

p(q), like proposed in [64], where an approach to avoid joint limits was demonstrated by

defining

p =

n
∑

i=1

(

qi − q̄i
q̄i − qiM

)2

(3.35)
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q̇v1

q̇v2

ker(A)

A+β̇d
q̇vN

Aq̇v = β̇d

N(A)q̇vN

A+β̇d +N(A)q̇vN

Figure 3.3. Visualization of the solution obtained by (3.34) for 2 degrees of freedom.
The green line represents the set of solutions for a desired β̇d and the green arrow
the associated least norm solution. The green dotted line represents the nullspace of
A and the red arrow the mapping of q̇vN on it. The blue arrow is the sum of the
green and red component and represents the final solution, which fulfills q̇vN as good
as possible without violating β̇d.

and applying

q̇vN = k
∂p

∂q
, (3.36)

where i is the joint index, qim and qiM are the joint limits and q̄i = (qim + qiM )/2 is the

middle of the joint’s range. k serves as a constant positive gain.

3.2.1.2. Generalized Nullspace Tasks

To combine different task types, a generalization of 3.34 is required. For better un-

derstanding of the following, a set of two objectives described by the differential task

variables β̇1 and β̇2 with the associated task Jacobians A1 and A2 and nullspace projec-

tion matrix N1 = N(A1) can be defined. The priorities of the tasks follow the increasing

numerical order.

The straight forward solution is to compute the required joint velocities for the second

task via the pseudo-inverse and map the resulting joint velocities to the nullspace of the
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q̇v1

q̇v2

ker(A1)

β̇1

β̇2

A+
1 β̇1

A+
2 β̇2

N1A
+
2 β̇2

Figure 3.4. Visualization of the solution obtained by (3.37) for 2 degrees of freedom.
The red line represents the set of solutions for a second, lower priority task β̇2 and
the dashed red line, the associated least norm solution. The red arrow represents the
mapping of this solution to the nullspace of the first task β̇1. The resulting solution
(blue arrow) in general does not state the optimal outcome, which is the intersection
between the red and green line.

first task as proposed in [19] for Cartesian velocities.

q̇v = A+
1 β̇1 +N1A

+
2 β̇2 (3.37)

This approach is depicted in Fig. 3.4, where one can immediately see that applying

the nullspace mapping after computing the joint velocities for the second task does not

result in the optimal solution, i.e. the common solution is not determined even though it

exists. The introduced error to the second task depends on its extent of coupling to the

first one. One must admit however, that this solution is robust to so called algorithmic

singularities, which will be treated later in this section.

To obtain the common solution one has to:

1. Postmultiply A2 with N1 to incorporate the nullspace mapping before the inver-

sion.

2. Compensate for effects of β̇1 on β̇2.

35



Chapter 3 Set-Point Selection for Force and Position Regulation

The resulting solution

q̇v1
= A+

1 β̇1 (3.38)

q̇v = q̇v1
+ (A2N1)

+(β̇2 −A2q̇v1
), (3.39)

q̇v1

q̇v2 β̇1

ker(A1)

β̇2

(A2N1)
+β̇2

A+
1 β̇1

q̇v1

q̇v2

ker(A1)

β̇1

β̇2A2q̇v1

β̇2 −A2q̇v1

q̇v1
= A+

1 β̇1

(A2N1)
+(β̇2 −A2q̇v1

)

Figure 3.5. Solution obtained by (3.39). In the upper figure, the nullspace mapping is
incorporated before the inversion of A1, realized by modification of the second task
Jacobian A2. The final solution is depicted in the lower figure, where in addition the
task variable β̇2 is compensated for the effects of the higher priority task β̇1.
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was firstly proposed in [43] to combine two Cartesian positioning tasks. A visualization

is given in Fig. 3.5. This solution however, is vulnerable to algorithmic singularities.

3.2.2. Extension to Multiple Objectives

To discuss the generalization of the approach to multiple tasks, a third objective β̇3 is

introduced, which should be executed together with β̇1 and β̇2. Also the associated

task Jacobian A3 and nullspace projection matrix for the second task N2 = N(A2) are

defined.

To obtain a solution for multiple tasks, a straight forward approach is to compute the

solution for β̇1 and β̇2 using (3.37) as proposed in [19].

q̇v = A+
1 β̇1 +N1(A

+
2 β̇2 +N2A

+
3 β̇3)

= A+
1 β̇1 +N1A

+
2 β̇2 +N1N2A

+
3 β̇3 (3.40)

This approach faces similar problems as (3.37) but in addition it is also not guaranteed

that tasks in the middle, in this case β̇2, will not be violated by lower priority tasks,

since the null space projectors are not commutative.

A correct solution is to use the augmented Jacobian [33], also called the extended Jacobian

[7]:

A12 =





A1

A2



 , N12 = N(A12) (3.41)

q̇v = A+
1 β̇1 + (A2N1)

+β̇2 + (A3N12)
+β̇3 (3.42)

Based on the method proposed for two tasks in [70], a formalism for multiple tasks in

a general framework was the first time presented in [105] for arbitrary priority levels.

This algorithm was further improved in [5], where the nullspace projection matrix was

computed recursively to safe computational time, resulting in the following recursive
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formulation

q̇v0 = 0, N0 = In (3.43)

Âi = AiN i−1 (3.44)

N i = N i−1 − Âi
+
Âi (3.45)

q̇vi = q̇vi−1
+ Âi

+
(β̇i −Aiq̇vi−1

) (3.46)

This is the common formula and it is considered the standard approach for realizing

multiple hierarchical tasks.

A detailed discussion and comparison of successive and augmented projection as well as

stability analysis for velocity controlled systems can be found in [3]. An approach based

on the transposed of the Jacobian is covered in [18], which is neglected here due to its

significantly poorer performance [5].

3.2.3. Joint Limits

A mechanical joint qi is usually bounded to a validity domain qim ≤ qi ≤ qiM . While

general inequality constraints or tasks will be treated in more detail in Chapter 4, it

is important to mention that joint limits are a special case. Since first, they represent

a critical constraint which has to be obeyed rigorously. Second, unlike other inequality

tasks, it can already be easily incorporated into the recursive nullspace mapping approach

(3.43) – (3.46).

A straight forward approach to maintain joint limits is clamping, which is also usually

implemented in low-level to avoid physical damage:

qid :=



















qim , if qid < qim

qiM , if qid > qiM

qid , else

, (3.47)

where qiM and qim are the lower and upper limits of joint qi. In [12] it is shown that

such simple clamping will result in a non optimal final state and Fig. 3.6 visualizes the

occurring problem.

In [80], a trade-off between joint limit avoidance and the motion objective is introduced.

In [17], a weighted least-norm solution is used to damp the joint velocity when a joint
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x

x

y

y

q1

q1

q2

q2

∆x

∆x

∆x

∆x

∆q1

∆q1

∆q2

∆x1 = J∆q1

∆x1 = J∆q1

∆x2 = J∆q2

∆q2 = 0

Figure 3.6. The task is to reach a point on the plane. The drawing indicates the
directions of the instantaneous effector variations induced by joint variations. The
top right corner shows the solution found for the desired variation ∆x. However, as
clamping leads to ignoring the ∆q1 variation, the forearm moves up over the next few
iterations until the ∆q2 contribution is reduced to zero, resulting in convergence to a
non-optimal state (image concept taken from [6]).

is close to its limit. Both solutions behave improperly when motion objective and the

avoidance criteria become incompatible [34].

A simple and effective solution is proposed in [6] within the context of animation trajec-

tory planning. In [6], where joint increments ∆q are computed instead of joint velocities,

it is proposed to check if the new joint position qi + ∆qi exceeds its limits by δq (see

Fig. 3.7). If that is the case, the ith column of all the involved task Jacobians are set

to 0, removing the effect of joint qj and treating it as a fixed connection. The inverse

kinematics computation is performed again until a solution without joint limit violation

is found.
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δq

∆x

← critical joint

Figure 3.7. Treating joint limits as proposed in [6]. As desired positions are com-
manded within an animation trajectory planner, it is checked whether the new desired
command is violating a joint limit. If this is the case, the respective critical joint is
clamped by effectively removing its influence on the final solution.

In order to compute instantaneous velocity commands, the approach from [6] has to

be slightly modified. Instead of checking the new joint position, we define a critical

area near each joint limit (see Fig. 3.8) and check if the computed joint velocity is

driving the joint towards its limit. If this is the case, the joint is clamped by setting the

associated column in A to 0 and repeat the computations (3.44) – (3.46) until a valid

solution is found. This approach is summarized in algorithm C.2 in appendix C. Instead

of instantaneous clamping, the impact of a critical joint could be gradually scaled down

to avoid discontinuities in the joint velocities, as done in [91].

The presented approach fails in the presence of dynamic joint limits, e.g. due to self

collision. The reason for this is, that a critical joint is only clamped without actively

avoiding the limit. A solution to this is to apply artificial potential fields [56], which

states also an approach for general inequality tasks what will be discussed in depth in

Chapter 4.

3.2.4. Algorithmic Singularities

In Chapter 2 kinematic singularities were described. When combining multiple Cartesian

tasks in the way it was done in the previous section, algorithmic singularities need to be
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Figure 3.8. For a velocity interface, a critical threshold before a joint limit is defined.
If this threshold is crossed and the computed joint velocity is pointing towards the
limit, the respective joint is clamped.

taken into account as well. These appear if a lower priority task is not achievable due to

the higher priority tasks. As with kinematic singularities, the problematic configurations

are the ones close to the singularity, which result in excessive joint velocities (see Fig.

3.9).

Applying the nullspace mapping after the computation of the joint velocities for the

second task is robust to algorithmic singularities, what is depicted in Fig. 3.9. In

addition, following the joint limit strategy presented in the previous section increases

the possibility for an algorithmic singularity, since clamping a joint removes one degree

of freedom, which could introduce additional singularities (see Fig. 3.10). As these

singularities are not as easy to avoid as kinematic singularities, proper treatment of such

situations is crucial.

The same damping techniques as reviewed in Sec. 2.2.2 can be applied to tackle algo-

rithmic singularities. Instead of computing A+, the damped inverse A+λ is computed

as for the kinematic case in (2.17). However, it is important to use the undamped

pseudo-inverse for the computation of N(A), since the damped version lacks various

vital properties [5]. A low-cost computation is

N(A) = In −
r

∑

i=1

viv
T
i , (3.48)
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q̇v1

q̇v2

ker(A1)

β̇1

β̇2

β̇2 −A2q̇v1

A+
1 β̇1

A+
2 (β̇2 −A2q̇v1

)

N1A
+
2 (β̇2 −A2q̇v1

)

Figure 3.9. Visualization of an algorithmic singularity for the 2 DoF case and a possi-
ble work-around. Each of the two tasks is perfectly achievable. However, hierarchical
combination via (3.39) results in a configuration close to an algorithmic singularity.
As in the proximity of kinematic singularities, a solution to the problem exists (in-
tersection of the red and green line), albeit it requires high joint velocities. Applying
the nullspace mapping after the computation of the least norm solution (3.37) (blue
arrow) is robust against such algorithmic singularities for the cost of accuracy in the
lower priority tasks.

where vi refers to the ith column of the V matrix in the SVD of A.

3.2.5. Task Specification

With the given assumptions and the so far developed formalism, a task can be specified

by declaring:

• the task type (or task Jacobian A)

• desired task variable αd

• the feedforward differential task variable α̇ff

• the convergence factor Λ
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new singular direction

← critical joint

Figure 3.10. Clamping a joint to react on a potential limit violation as proposed in [6]
introduces additional singularities.

• the subspace matrix S.

• the id of the kinematic chain

The id of the kinematic chain is relevant if more than one target frames are defined. This

is the case if multiple end-effectors are regulated in a kinematic tree or if another point

on the robot is regulated in Cartesian space, e.g. the elbow joint.

3.2.6. Findings

As the regulation problem is stated in the general linear form (3.21), recursive nullspace

mapping approaches can be directly applied, which are commonly used when facing

multiple tasks [103, 61, 31].

To achieve robustness to algorithmic singularities, it was decided to use a slightly altered

version of the recursive nullspace projection method from [6], i.e. the nullspace map was

applied after computing the contribution of the lower priority task while compensating for

the effects of the higher priority task. This is a good compromise between task accuracy
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and robustness. The recursive formulation is

q̇v0 = 0, N0 = In (3.49)

N i = N i−1 −A+
i Ai (3.50)

q̇vi = q̇vi−1
+N i−1A

+
i (β̇i −Aiq̇vi−1

) (3.51)

and a visualization is given in Fig. 3.11. The resulting algorithm C.1 can be found in

appendix C.

q̇v1

q̇v2

ker(A1)

β̇1

β̇2

A2q̇v1

β̇2 −A2q̇v1

A+
1 β̇1

A+
2 (β̇2 −A2q̇v1

)

N1A
+
2 (β̇2 −A2q̇v1

)

Figure 3.11. Nullspace mapping as used in the present work. The effects of the higher
priority tasks are compensated for, but opposed to (3.43) – (3.46), the nullspace
mapping is applied after the computation of the least norm solution for the lower
priority tasks to achieve robustness to algorithmic singularities.

3.3. Experimental Verification

In this section, two implementations are reported. The first is a proof of concept on a

high precision torque controlled manipulator, i.e. the LBR. With this set of experiments

it is intended to test the practical applicability of the derived formulation, investigate

the tracking error due to the simplified assumptions and to demonstrate the versatility of

the resulting task specification interface. The second implementation is conducted on a

conceptually completely different robot. A partially compliant dual arm system without
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Figure 3.12. Example tasks with mixed positioning and force components

direct torque sensing, i.e. the iCub humanoid robot. This implementation should mainly

highlight the general platform independence of the derived formulation.

Details on the robotic hardware can be found in appendix B. For all experiments, Λ was

chosen heuristically and is not explicitly stated for the sake of better readability.

3.3.1. Kuka Lightweight Robot

The following examples have been implemented to show how the presented approach can

be used to program a variety of tasks by combining positioning- and force-type subtasks

in joint and Cartesian space. The experimental setups are depicted in Fig. 3.12.
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Table 3.2. Set of subtasks for surface tracking

task type αd S

1 wrench 8N [1 0 0 0 0 0]T

2 cart. pose







yinit +R cos(2φπt)−R

zinit +R sin(2φπt)

oinit







[

0 0 0 0 0

I5

]

3a joint position 0 I7

3b joint torque 0 I7

Surface Tracking (Fig. 3.12(a)) This is a classical contact task, where the manip-

ulator is supposed to exert a constant force on a surface while moving along a certain

trajectory. Here, a circular trajectory is tracked, starting at pinit with radius R and fre-

quency φ in the y-z-plane, while keeping the constant initial orientation oinit. The task is

summarized in table 3.2. As for the third subtask, one could either choose a positioning

task, keeping the joints away from their limits (qvd = 0) or alternatively minimizing the

joint torques (τ d = 0).

The first trial was conducted on a curved surface with unknown flexibility (see Fig. 3.12(a-

1)). The impacts of execution speed and stiffness K of the IFC are demonstrated with

this example. The tracking errors of the force and positioning subtasks are plotted in

Fig. 3.15 for varying stiffness and in Fig. 3.14 for varying execution speed. As stated

in Sec. 3.1.1, the quality of position tracking increases with higher entries in K and

decreases for faster execution speeds. With progressive execution speed, one observes the

influence of dynamic effects, which are not reflected in τ s. This is the major downside

when using an IFC scheme.

The second experiment was conducted with an unknown obstacle blocking the path of

the manipulator (see Fig. 3.12(a-2)). Here the advantage of IFC shows up. Due to its

capabilities of handling such unexpected collisions, the manipulator remains stable and

gives, for example some high-level application enough time to react to the event. Also,

if the joint torque minimization subtask is specified, the nullspace of the higher priority

subtasks is used to compensate for collisions occurring at the "elbow"-joint.

Table Wiping (Fig. 3.12(b)) This task is similar to the surface tracking and is an

example of a real-world task, where neither very accurate position, nor force tracking is

required. The end-effector is supposed to track a sinusoidal trajectory back and forth in

46



Section 3.3 Experimental Verification

Table 3.3. Set of subtasks for table wiping

task type αd S

1 wrench 8N [1 0 0 0 0 0]T

2 cart. pose







yinit +R1 cos(2φ1πt)−R1

zinit +R2 sin(2φ2πt)

oinit







[

0 0 0 0 0

I5

]

3 joint torque 0 I7

the y-z-plane, determined by the amplitudes R1 and R2 with associated frequencies φ1

and φ2. The task description is summarized in table 3.3.

Circle Drawing (Fig. 3.12(c)) This is also a modification of the surface tracking

task and demonstrates how simple it is to incorporate high-level knowledge by setting an

appropriate subspace matrix S. With the pen being aligned with the end-effector y-axis

yee, the positioning subtask is invariant to rotations around yee. Hence the task is defined

equally to the surface tracking example, despite that the rotational part is described in

terms of rotations around the xee and zee end-effector axes only. This relaxation of

the task constraints, gives the lower priority tasks more freedom, resulting in smaller

joint velocities and a smoother motion due to the successful avoidance of a joint limit,

which is hit if this relaxation is not applied. The resulting discontinuity is depicted in

Fig. 3.13. Here, α2 is defined in the global frame and then expressed in the S2-system

by premultiplication with ST
2 , denoting the transposed of the subspace matrix for the

second subtask. The third subtask is to keep the joints away from their limits. Table 3.4

shows the task parameters.

Table 3.4. Set of subtasks for circle drawing

task type αd S

1 wrench 6N [1 0 0 0 0 0]T

2 cart. pose ST
2













0

yinit +R cos(2fπt)−R

zinit +R sin(2fπt)

oinit













S2 = diag(I3,Ree)























0 0 0 0

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 0

0 0 0 1























3 joint position 0 I7
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Figure 3.13. Norm of the joint velocities for different task specifications for circle draw-
ing. Blue: keeping constant orientation. Green: Rotation around end-effector y-axis
permitted. The additional degree of freedom allows the avoidance of the joint limit,
preventing clamping and the resulting discontinuity in the joint velocities.

Cup-Holding (Fig. 3.12(d)) Highest priority is given to a controller holding some

fixed orientation. Lower priority tasks can now be defined in any way, e.g. to reach

a certain point, react to external sensor information etc. without considering orienta-

tion anymore. Choosing for example minimization of joint torques as secondary task,

making it possible to push the manipulator around manually. See table 3.5 for the task

description.

Table 3.5. Set of subtasks for cup-holding

task type αd S

1 cart. pose oinit

[

03

I3

]

2 joint torque 0 I7
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Figure 3.14. Force and positioning error for varying execution speed and
K = 400Nm/rad during a surface tracking task. The quality of position tracking
decreases for faster execution speeds. Also, with progressive execution speed, one
observes the influence of dynamic effects, which is reflected in increasing force error.
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Figure 3.15. Force and positioning error for varying virtual joint stiffness and ||ṗ|| =
0.05m

s during a surface tracking task. Higher stiffness results in better position track-
ing in trade for reduced compliance. A slightly higher average force error can be
observed for higher stiffness, which is due to an increased sensitivity of h to (qv − q).
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3.3.2. iCub

3.3.2.1. Characteristics of the iCub Platform

The iCub is not equipped with torque sensing in every joint and uses the measurements

of a 6-axis force/torque sensor in its shoulder joint together with the current in the

motors to estimate the joint torques and achieve compliance in some joints. The resulting

impedance controller is less accurate than its counterpart on the LBR. In addition, the

three wrist joints are not compliant, which prohibits regulation of forces as described in

Sec. 3.1 with a contact point at the hands. Nevertheless, the developed task specification

scheme allows easily to implement different workarounds to overcome these issues.

The stiffness and damping values were chosen heuristically as 50Nm
rad and 0.5Nms

rad for

the hip joints and to 5Nm
rad and 0.2Nms

rad for the others. No additional offset torque was

commanded (τ offset = 0).

To account for the stiff joints in the robotic structure, it is defined that force tasks

are executed only with the compliant joints. Therefore, four main kinematic chains are

defined, two for each arm, starting at the hip. For every arm, one chain ends at the wrist

in a predefined contact point, where force tasks can be executed and one at the palm of

the hand, used for pose regulation only (see Fig. B.3).

Another issue arises from the inaccurate impedance rendering and estimation of the

external torques in combination with a higher priority force task. With the weight of the

whole torso on joints 2 and 3, a major drift is likely to occur while trying to compensate

for erroneously estimated external torques in a “bended” posture of the torso. The

simplest solution is to clamp these joints via a high priority positioning task, whenever

force tasks are specified. It has to be mentioned, that while removing these degrees of

freedom avoids the drift issue, it considerably limits the workspace of the robot.

3.3.2.2. Applications

Two contact tasks have been implemented. For the task specification q̄ describes a

desirable configuration, corresponding to the posture in Fig. B.3 right, where most

joints are in the middle of their workspace, the hand is outstretched and the weight of

the torso is compensated by the structure instead of the hip joints.
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a) b) c)

Figure 3.16. Main subtasks for holding a cup while minimizing the static interaction
torques, i.e. holding a constant orientation (a), holding some constant position with
the non-compliant joints (b) and minimizing the joint torques (c).

Compensating External Torques while Holding a Cup The first task is to hold

the orientation of a cup constant, while minimizing the static interaction torques. The

main task is composed of three subtasks. The first is to keep the initial orientation of

the right hand, holding the cup. The second subtask is to keep the non-compliant wrist

joints away from their limits. The third subtask is to minimize the static joint torques.

The second subtask is necessary, since torque tasks are not defined for the non-compliant

joints. The task specification is summarized in table 3.6 and depicted in Fig. 3.16.

Table 3.6. Set of subtasks for cup-holding

task type αd S chain ID

1 cart. pose oinit

[

03

I3

]

RH

2 joint position







q̄8

q̄9

q̄10













07×3

I3

07×3






NA

3 joint torque 0 I17 NA

Wiping a Table The second implementation is keeping the full pose of the right

hand constant, but this time the other arm should be used to wipe a table. The task

specification can be found in table 3.7 and is depicted in Fig. 3.17. The first subtask is

to overcome the drift-issue as described in the previous section. Tasks 2–4 are the table-

wipe subtasks. The orientation and x-position of the left arm should remain constant

while the desired y-position is determined by an offset value, which switches after a

certain amount of time, so that the arm alternates between two points, while applying a
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contact force in z-direction. The right hand should maintain its initial pose, where the

orientation has a higher priority than position (tasks 5 and 6). The final task is to keep

the joints in the convenient configuration q̄.

Table 3.7. Set of subtasks for table-wiping and cup-holding

task type αd S chain ID

1 joint position

[

q̄2

q̄3

]













0 0

1 0

0 1

014×2













NA

2 cart. pose oinit

[

03

I3

]

LH

3 cart. pose

[

xinit

yinit + yoffset(t)

] [

I2

04×2

]

LH

4 wrench −7N [0 0 1 0 0 0]T LW

5 cart. pose oinit

[

03

I3

]

RH

6 cart. pose pinit

[

I3

03

]

RH

7 joint position q̄ I17 NA
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a) b)

c) d)

e) f)

Figure 3.17. Main subtasks for holding a cup with one hand, while wiping a table with
the other. For the hand wiping the table, the following tasks are defined: maintaining
a constant orientation (a), time triggered point-to-point motion (b) and applying a
contact force (c). The subtasks for the other hand are keeping a constant orienta-
tion (d) and position (e). Finally, the robot should stay as close as possible to the
convenient configuration q̄ (f).
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3.4. Concluding Remarks

In this chapter the problem of simultaneous force and positioning regulation for IFC

controlled robots is approached and the resulting task specification formalism for hier-

archical force and positioning tasks on joint- and Cartesian-level is presented. For this

purpose, task variables with associated task Jacobians in the context of IFC are defined

and a generalized task regulation scheme is proposed. Then, recursive nullspace mapping

is applied to combine multiple tasks in a hierarchical way. The underlying simplifying as-

sumptions trade accuracy for generalization of force and position regulation while keeping

the general compliance of the indirect force controlled robot. The practical applicability

and general platform independence was investigated experimentally.

Potential pitfalls of the proposed approach are:

• Wrong computation of the contact wrench near singular configurations due to the

resulting high sensitivity of h to (qv − q).

• Wrong estimation of contact forces if a contact does not occur at the end of the

kinematic chain.

• Bad force tracking for high joint velocities as dynamic effects are not taken into

account.

However, it is believed that these issues are tolerable and still leave a large range of

potential applications. A major drawback however, is that with the formulation presented

so far, only equality tasks can be specified. Therefore the next step is to extend the

scheme to support inequality tasks, what is the main focus of the next chapter.
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Chapter 4

Unified Equality and Inequality Task

Specification and Stable Set-Point

Generation

Inequality constraints or inequality tasks are of particular interest for robot programming,

since they capture inherent limits of the robot like mechanical joint, velocity, acceleration

and torque limits. Also, it is more suitable to define tasks as inequalities, e.g. to prevent

the robot from entering certain areas in the workspace or adding a certain tolerance to

a task variable instead of a specific desired value. In a multiple tasks framework, this

second point is especially useful, as it relaxes the constraints on a task and gives more

freedom to lower priority ones.

The major goal of this chapter is to improve the formulation, derived in the previous

chapter, by integrating inequality tasks and ensure stability of the overall system. In

Sec. 4.1 it is first shown how the robot regulation can be formulated as an optimization

problem and an approach based on state of the art techniques is presented to extend the

task specification scheme from Chapter 3 to support equality and inequality tasks in a

unified way. In Sec. 4.2 the stability of the overall system is analyzed from the perspective

of passivity theory and it is shown how to enforce stability by modulating the set-points

generated by the SPG. Sec. 4.3 validates the derived formalism with different conceptual

applications on the LBR and Sec. 4.4 concludes the chapter.
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4.1. Hierarchical Inequality Tasks

4.1.1. State of the Art

Due to computational limitations, only equality tasks are considered in the classical

redundancy resolution approaches. However, there exist a vast number of resolving joint-

level inequality constraints (see Sec. 3.2.3 for joint position limits). In [4] joint velocity

limits are treated in particular.

In the past, specific inequality constraints, like collision/singularity avoidance, have been

treated via the gradient projection method [64]. Another popular approach to avoid

collisions with external obstacles as well as self collisions is the artificial potential field

method introduced in [55]. Inequality position constraints are transformed to equality

constraints. Therefore this approach is in general not appropriate for top-level constraints

in general. To implement inequality tasks in a higher priority-level, several methods

have been proposed. In [102] repulsive fields are added to the highest priority task-level

with the drawback of suboptimal solutions due to the already mentioned conversion of

inequality tasks to equality tasks. The approach in [84] is similar to [102] and [55]. It

combines the task-priority framework with repulsive fields to avoid obstacles for reaching

motions.

To obey general inequality constraints it was proposed to integrate them into a linear pro-

gram, which encodes the task. This was the fundamental idea in [28, 111, 81]. However,

no hierarchy was imposed among the different inequality tasks, resulting in problems if

the tasks are contradicting (see also Sec. 3.2 for a brief discussion).

Recently, Flacco et. al. introduced an algorithm to incorporate joint angle, velocity and

acceleration limits and exploit them as good as possible to achieve a Cartesian task

by scaling it appropriately [41]. A unified, but computationally expensive approach is

presented in [72], where general inequality tasks are treated on every priority-level in a

stack-of-tasks framework. The first approach to solve hierarchical optimization problems

as a cascade of single-objective optimization problems was proposed in [9]. The general

idea was applied to quadratic problems in [51] and [35], which is a generalization of

the quadratic programming (QP) approach in [36]. All these schemes are defined on the

kinematic-level only and so far, there is no application in the context of IFC.

Due to its generic formulation, the approach proposed in [51] was chosen as the basis

for the solution proposed in this thesis. The main advantage of the QP approach is,
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that it provides a simple and general formalization which captures joint and task space

inequalities in a unified way and can be easily adapted for the case of IFC. The potential

violation of the specified inequalities attached to this approach as noted in [41], is not

critical in the present case, since comparatively relaxed requirements on accuracy are

assumed and also the inherent compliance of the IFC should maintain a certain level of

safety. The core idea is to express the stack-of-tasks as a sequential QP, where every

problem is solved as good as possible without altering the quality of the solution for the

previous tasks.

4.1.2. Instantaneous Robot Control as an Optimization Problem

4.1.2.1. Equality Tasks

An equality task is defined by the linear constraint

β̇d = Aq̇v, (4.1)

where β̇d and A are given and q̇v has to be determined. This objective can be formulated

as a constrained optimization problem, which obligation is to find a q̇v, obeying the

equality constraint (4.1) and minimizing a certain cost-function, e.g. the L2-norm of q̇v.

A possible problem statement is

min. f(q̇v) =
1

2
||q̇v||

2
2 =

1

2
q̇Tv q̇v (4.2)

s.t. r(q̇v) = Aq̇v − β̇d = 0, (4.3)

where f(q̇v) is a cost term, which has to be minimized and r(q̇v) is the equality constraint.

This problem can be solved analytically by deriving the Lagrangian as

L(q̇v,ν) = f + νTr =
1

2
q̇Tv q̇v + νT (Aq̇v − β̇d), (4.4)

with ν as the Lagrange multiplier or dual optimization variable. As (4.2) is a strictly

convex function, applying the Karush-Kuhn-Tucker (KKT) conditions [13] results in

∇L = q̇∗v +ATν∗ = 0 (4.5)

Aq̇∗v = β̇d, (4.6)

60



Section 4.1 Hierarchical Inequality Tasks

q̇v1

q̇v2

f(q̇v)

β̇d

q̇∗v

Figure 4.1. The minimum-norm solution obtained by solving a constrained optimiza-
tion problem.

where q̇∗v and ν∗ are the vectors of the optimal primal and dual variables [13]. Provided

that rank(A) ≥ m or in other words, there exists a q̇v to obey (4.3), AAT is invertible.

Combining (4.5) and (4.6) gives

q̇∗v = AT (AAT )−1β̇. (4.7)

This solution corresponds to the minimum-norm solution obtained by the Moore-Penrose

pseudo-inverse for a fat A:

q̇∗v = A+β̇d (4.8)

Fig. 4.1 depicts this equivalency.

If the task, encoded by the equality constraint (4.3) is not achievable, respectively

rank(A) < m, the problem is over-constrained. A solution can be found by solving

the unconstrained least squares approximation problem

min. f(q̇v) = ||Aq̇v − β̇||22 = q̇Tv A
TAq̇v − 2β̇

T
Aq̇v + β̇

T
β̇, (4.9)
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which can be solved analytically again, by applying the optimality condition

∇f = 2ATAq̇∗v − 2AT β̇ = 0 (4.10)

and solving for q̇∗v, which gives

q̇∗v = (ATA)−1AT β̇. (4.11)

This corresponds to the solution obtained by the Moore Penrose pseudo-inverse (4.8).

4.1.2.2. Inequality Tasks

The appealing advantage of formalizing the regulation task as an optimization problem

is that it allows to introduce inequality constraints (inequality tasks) to solve a problem

like

min.
1

2
||q̇v||

2
2 (4.12)

s.t. β̇m ≤ Aq̇v ≤ β̇M . (4.13)

Instead of having a particular desired value β̇d, the task variable can be specified to stay

in a certain desired range β̇m ≤ β̇ ≤ β̇M . The optimization problem is depicted in Fig.

4.2. There is no analytical way of solving such a problem. However, very fast and robust

numerical methods have been developed, which can find a solution to (4.12)–(4.13) in

finite time and for which powerful software libraries are already implemented, e.g. [39].

An advantage of relaxing a task constraint by specifying a desired range instead of a

particular value is depicted in Fig. 4.3. Given two subtasks with task boundaries β̇1m

and β̇1M for the task with highest priority and β̇2m and β̇2M for the task with lower

priority. The associated task Jacobians are denoted as A1 and A2. The two equality

tasks are ill-conditioned. If one of the tasks is redefined as an inequality, a descent

solution is found.

In a set of k subtasks, every task is defined as an inequality constraint, where with

β̇d = β̇m = β̇M equality constraints can be implemented within (4.13)1. All tasks can

1State of the art solvers recognize this as an equality constraint and take proper measures.

62



Section 4.1 Hierarchical Inequality Tasks

q̇v1

q̇v2 β̇m

q̇∗v

Figure 4.2. Formulating a task as an inequality constraint. The admissible set of
possible solutions, i.e. to realize a secondary task, is increased if compared to 4.1.

be summarized via

min.
1

2
||q̇v||

2
2 (4.14)

s.t. ¯̇
βm ≤ Āq̇v ≤

¯̇
βM (4.15)

where Ā = [A0 . . .Ak]
T and ¯̇

β = [β̇0 . . . β̇k]
T are the augmented task Jacobians and

boundaries for the k tasks. These constraints define the admissible set for the opti-

mization problem and the numerical solver determines a solution within this set, which

minimizes the cost-function. Fig. 4.4 visualizes this.

4.1.2.3. Task Hierarchies

Formulating the problem for multiple tasks as (4.14) – (4.15) shows a good performance if

all tasks are feasible. If one or more tasks are not feasible with respect to the others or in

other words, the problem is over-constrained, the tasks have to be executed following an

order of priority or a weighting strategy has to be applied, trading off the task accuracy

of the different subtasks against each other. The prioritization strategy is pursued in

thesis (see Sec. 3.2 for a discussion on this). An example can be seen in Fig. 4.5, where

two higher priority inequality constraints make a lower priority task infeasible. In such
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q̇v1

q̇v2

q̇∗v

β̇2d

β̇1d

q̇v1

q̇v2

q̇∗v

β̇2d

β̇1m

β̇1M

Figure 4.3. The upper figure shows a classic configuration close to an algorithmic sin-
gularity for two equality tasks. If one of the task constraints is relaxed by specifying
it as an inequality task (lower figure), a valid solution can be found with descent joint
velocities.

a case, the desired solution would be the one that obeys the higher priority tasks and

is as close as possible to the new low priority task. Kanoun et. al. [51] proposed to

achieve this by solving an optimization problem (i.e. QP) for every subtask, respectively

every priority-level separately. For each subtask the inequality constraint is relaxed by
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reformulating the problem via the usage of slack variables [13]. The following example

with two inequality tasks should demonstrate the general approach.

x1

s1

q̇v1

q̇v2

q̇∗v

Figure 4.4. Every task is formulated as an equality or inequality constraint for the
optimization problem.

x1

s1

q̇v1

q̇v2

q̇∗v

Figure 4.5. An unfeasible task is fulfilled as good as possible without violating the
higher priority objectives.
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For task 1 the modified optimization problem is stated as

min.
1

2
||s||22 +

1

2
ρ||q̇v||

2
2 (4.16)

s.t. β̇1m ≤ A1q̇v − s ≤ β̇1M , (4.17)

where s denotes a vector of slack variables, which in fact softens the constraint by al-

lowing, yet trying to minimize, a task error represented by s. In addition, the joint

velocity q̇v still remains in the cost function as a regularization term with tunable factor

ρ, which is important for the numerical stability of the process [77] and is similar to

the damped inverse techniques described in Chapter 3. Fig. 4.6 depicts the effect of ρ

for the described problem. By making ρ also depend on the lowest singular value of A,

high joint velocities due to the proximity to a singularity can be tackled as well. This

formulation is actually a constrained bi-criterion problem, where ρ tunes the solution

on the set of Pareto-optimal values [13]. If the subtask is feasible, the optimal vector

q̇v1

q̇v2

ρ

β̇1m

q̇∗v f. ρ = 0

q̇∗v f. ρ > 0

Figure 4.6. If the slack variable formulation is applied, the regularization parameter ρ
is important for numerical stability. For ρ = 0 every point in the area between the
limits would be an evenly good solution.

of slack variables is s∗1 = 0 and a similar solution q̇∗v1 as for (4.12)–(4.13) is obtained2,

otherwise s∗1 represents the vector of residuals or tolerated errors. Now when formulating

the optimization problem for the second task, the optimal solution of the higher priority
2The regularization term results in a deformation of the task, which is however negligible for small

values of ρ
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task has to be incorporated as an additional constraint.

min.
1

2
||s||22 +

1

2
ρ||q̇v||

2
2 (4.18)

s.t. β̇2m ≤ A2q̇v − s ≤ β̇2M (4.19)

β̇1m + s∗1 ≤ A1q̇v ≤ β̇1M + s∗1, . (4.20)

Note that (4.20) is a hard constraint, not softened up by slack variables. This effectively

shifts the task bounds for task 2 by s∗1 and guarantees that the quality of the higher

priority task is not declined.

A recursive formulation can be done for i = [1 . . . k] and with the initial values

Ā0 = 01×n

¯̇
βm0

= 0

¯̇
βM0

= 0

s̄∗0 = 0.

For every priority-level the following problem has to be solved:

min.
1

2
||s||22 +

1

2
ρ||q̇v||

2
2 (4.21)

s.t. β̇im ≤ Aiq̇v − s ≤ β̇iM (4.22)
¯̇
βi−1m + s̄∗i−1 ≤ Āi−1q̇v ≤

¯̇
βi−1M + s̄∗i−1, (4.23)

where •̄i−1 is the augmented vector/matrix of the previous 0 to i− 1 values.

4.1.3. General Inequality Tasks

In the previous section, only limits on the compensated differential task variable β̇ were

treated. In the following, it will be shown how these differential limits can be used to

implement global limits on the task variable α directly and also how to treat the special

case of joint-level limits.
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4.1.3.1. Inequality Tasks via Velocity Limits

Instead of having one desired value for the task variable αd, lower and upper bounds

(αm and αM ) are specified as a desired range for α. This can be defined as an inequality

task constraint

αm ≤ α ≤ αM . (4.24)

Again, an equality task αd can be specified by setting αm = αM = αd.

To keep α inside the range [αm, αM ], a conceptually similar method as in [36] is applied,

where the velocity towards an obstacle is damped when the distance reaches a certain

threshold. Lower and upper bounds on α̇ are induced, described by

α̇m = Λ(αm −α) + α̇mff
(4.25)

α̇M = Λ(αM −α) + α̇Mff
(4.26)

depending on the distance of α to αm and αM and the convergence factor Λ. As in

(3.27), a feedforward term α̇mff
, respectively α̇Mff

can be optionally specified for both

bounds. Fig. 4.7 depicts this approach. When inside the specified range, the differential

task variable is bounded by (4.26) and (4.25), so that α stays within the limits. When

outside the specified range, α converges towards the nearest limit.

α

α

α̇M

α̇M

α̇m

α̇m

αM

αm

Figure 4.7. To keep the task variable α inside its bounds [αm, αM ], the velocity α̇ is
limited to the range [α̇m, α̇M ].
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From (4.26) and (4.25), the associated limits on β̇ can be computed via

β̇m = α̇m + γ(q̇) (4.27)

β̇M = α̇M + γ(q̇). (4.28)

The main advantage compared to other common approaches, like artificial potential

fields [55], is that a clear inequality constraint is specified, hence no switching or priority

shifting is required. Also the limit can be reached in finite time, hence the full range of

possible motions is exploited.

4.1.3.2. Special Case: Joint-Level Limits

In addition to the joint position limits treated already in Chapter 3, the joints of every

physical manipulator are usually restricted to velocity and acceleration constraints. This

can be expressed as the set of inequalities

qm ≤ qv ≤ qM (4.29)

−vM ≤ q̇v ≤ vM (4.30)

−aM ≤ q̈v ≤ aM (4.31)

where the velocity and acceleration limits are usually symmetric. In general these limits

could be captured with the problem statement (4.21)–(4.23) by implementing them as

the tasks with the highest priority. However, these limits usually state hard constraints,

which should never be exceeded, hence they should not be relaxed using slack variables.

A conventional approach to capture position,velocity and acceleration limits is to use

finite differences and shaping the velocity limits according to the most critical value.

q̇vm = max{qm−q

∆T , −vM , −
√

2aM (q − qm)} (4.32)

q̇vM = min{qM−q

∆T , vM ,
√

2aM (qM − q), } (4.33)

where ∆T is the time interval of the discrete controller and min{•} and max{•} is the

component-wise minimum, respectively maximum of the input vectors. See for example

[41] for more details. These new velocity bounds can be used to limit the optimization

variable in the QP directly, serving effectively as the highest priority joint-level safety

bounds.
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The formulation (4.21)–(4.23) is now augmented with the additional inequality constraint

on the optimization variable

min.
1

2
||s||22 +

1

2
ρ||q̇v||

2
2 (4.34)

s.t. β̇im ≤ Aiq̇v − s ≤ β̇iM (4.35)
¯̇
βi−1m + s̄∗i−1 ≤ Āi−1q̇v ≤

¯̇
βi−1M + s̄∗i−1, (4.36)

q̇vm ≤ q̇v ≤ q̇vM . (4.37)

One should mention an issue which may arise with such box constraints, which is depicted

in Fig. 4.8. A continuously changing task could result in discontinuous joint velocities.

However, as acceleration limits are specified as well, these discontinuities are usually

tolerable.

s1

q̇v1

q̇v2 β̇1d
(T )

Figure 4.8. Potential issues when implementing joint limits as box constraints. A
continuously changing task could result in discontinuous joint velocities.
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4.1.4. Quadratic Programming Problem Formulation

The classic QP problem statement is to find a vector w, that minimizes a quadratic cost

function, subject to linear equality and inequality constraints:

min.
1

2
wTHw + aTw (4.38)

s.t. Cw ≤ b (4.39)

Ew = d, (4.40)

where H,C and E are matrices and a, b and d are vectors of appropriate size.

In robot control, lower and upper bounds on the task variables are usually imposed.

Therefore it is easier to state the inequality constraints as box constraints.

bm ≤ Cw ≤ bM , (4.41)

where bm is the lower and bM the upper bound on Cw. Also, most QP solvers take

directly lower and upper bounds (wm and wM ) on w instead of having to formulate

them as inequality constraints. With this,the equivalent problem can be stated:

min.
1

2
wTHw + aTw (4.42)

s.t. bm ≤ Cw ≤ bM (4.43)

wm ≤ w ≤ wM . (4.44)

This corresponds also to the format, which is accepted by the QP solver used in the

present implementation [38]. However, the different formulations are completely inter-

changeable.

To comply with (4.42) – (4.44), w = [q̇v s]T is defined and the corresponding QP

problem is formulated:

min.
1

2
wTHw (4.45)

s.t. β̇m ≤ [A −Im]w ≤ β̇M (4.46)

wm ≤ w ≤ wM (4.47)
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with

H =





ρIn 0

0 Im



 (4.48)

wm =





q̇vm

−∞



 (4.49)

wM =





q̇vM

∞



 . (4.50)

Here, no bounds on the slack variable are imposed. If a certain task accuracy is required,

these bounds can be adjusted accordingly.

This states a reformulation of (4.34)–(4.37) in standard QP form (4.42) – (4.44) resulting

in the general recursive formulation with i = [1 . . . k]

min.
1

2
wTHw (4.51)

s.t. bim ≤ Ciw ≤ biM (4.52)

wm ≤ w ≤ wM (4.53)

with

bim =





β̇im

b̄i−1m



 (4.54)

biM =





β̇iM

b̄i−1M



 (4.55)

Ci =





Ai −Im

Āi−1 0



 (4.56)

and the initial values

Ā0 = 01×n (4.57)

b̄0m = 0 (4.58)

b̄0M = 0. (4.59)
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For the next iteration

b̄im =





β̇i−1m + s∗i−1

b̄i−1m



 (4.60)

b̄iM =





β̇i−1M + s∗i−1

b̄i−1M



 (4.61)

Āi =





Ai

Āi−1



 (4.62)

This approach is summarized in Algorithm C.3 in appendix C.

4.1.5. General Task Specification and Robot Parameterization

The task specification parameters from Sec. 3.2.5 are extended to support the specifica-

tion of inequality tasks by declaring:

• the task type (or task Jacobian A)

• the lower and upper bounds for the task variable αm and αM (or αd)

• the feedforward differential task variables α̇mff
and α̇Mff

• the convergence factor Λ

• the subspace matrix S

• id of the kinematic chain (for kinematic trees)

In general the same Λ is chosen for the upper and lower limits.

For the robotic platform the following parameters need to be known:

• the kinematic parameters

• optionally the joint position, velocity, acceleration and torque limits

• the IFC joint stiffness K.

This is a very general abstraction, which allows application on a broad range of platforms.
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4.2. Passivity Based Stability Proof

While it was shown in multiple works that the interconnection of an IFC block and a

robot is stable for external generation of set-points (e.g. [45, 112]), this is not necessarily

the case if the SPG block is depending on the IFC or robot state, hence connected via a

feedback loop to the system (see Fig. 1.3).

As the solution of the QP problem can not be stated in a closed form, classic stability

analysis from control theory can not be applied here. To overcome this, solutions from a

domain where similar problems are faced were investigated, namely teleoperation. Here

the command input to the robot can not be formally determined as it is received over a

usually unreliable communication interface (e.g. Internet). Passivity theory has proved

as a useful tool to handle such conditions.

4.2.1. Passivity and Stability

Being a sufficient stability condition, passivity is an intuitive approach to stabilize an

nonlinear, partially unknown system. Instead of relying on a model, passivity theory

makes assumptions on energetic properties to derive stability conditions. More precisely,

if the system dissipates more energy than it generates, it is considered passive, hence

stable [98]. Furthermore, a network of passive systems is also passive, what holds for

direct as well as for feedback connections. Every subsystem in the network is connected

to another by so called power ports, through which energy is exchanged. It is sufficient

to observe the energy flow of a system through these ports to make conclusions about its

stability.

The energy transmitted to a general M -port system (see Fig. 4.9) is the sum of the

individual port energies:

EH =
M
∑

j=1

Ej . (4.63)

The overall energy transmitted to a port-system network is the sum of the individual

subsystem energies:

E =
M
∑

j=1

EHj
. (4.64)

In Fig. 4.10 an arbitrary network with one open port is depicted. One can easily recognize

that when applying (4.64) and assuming a loss-less connection, the energy transmission
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H

EH

H

E1

E2

E3

EM

Figure 4.9. One- and M -port system. By convention, an arrow pointing in corresponds
to a positive energy transmission E.

is fully defined via the open ports. The system is energetically passive if the energy

transmitted to the system is bounded by a constant c ∈ R, which depends on the initial

energy:

E ≥ −c2. (4.65)

A drawback of the passivity approach is that it could result in an overly conservative

controller.

One approach which makes use of the port-model is the passivity observer / passivity

controller or time-domain passivity control concept presented in [94, 95, 44], where the

commanded torque, respectively velocity, is damped once a violation of the passivity

condition is observed. A major drawback of this approach is that it follows a "see-

then-action" policy [60], what may be the cause for the noisy behaviour of this strategy.

Another approach is the energy bounding algorithm [58], which modulates the control

force to comply with the passivity conditions. In [60] a passive set-position modulation

(PSPM) for a Cartesian impedance controlled manipulator is proposed. As this setup

is very similar to the present scenario, the basic concepts are applied to formulate a

stability proof. To make the system passive, Lee et.al. propose to implement a virtual

energy reservoir, which stores the dissipated energy and use it to execute non-passive

actions. This is realized by augmenting the overall system with a virtual energy storage

and modulate the desired set-points to the IFC so that the energy transfered to the

virtual spring is limited by the amount of energy left in the reservoir. The PSPM is

conceptually equal to the usage of the so called energy tanks [16, 37].
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H1

H2

H3

H4

HM

E1

E2

E3

E4

E5 EM

Figure 4.10. An arbitrary network port-systems. The overall energy transmission can
be observed through the open port only.

4.2.2. Passive Set-Point Modulation

4.2.2.1. Energetic System Analysis

Lets analyze the energy flow for the IFC-SPG system of an individual joint:

τ = K∆q −Dq̇ + τg (4.66)

where ∆q = (qv− q) and K and D are the corresponding diagonal entries in the stiffness

and damping matrices from (2.20). Specific joint indexing is omitted in the following for

the sake of readability. The energy flow between the SPG, IFC and the robot is depicted

in Fig. 4.11, where the robot is regarded as a system with n + 1 ports. One for each

joint connected to its IFC and one for the connection of the robot to the environment.

It can be shown that the robot possesses open loop energetic passivity

∫ T

0
(τ − τ ext)

T q̇dt ≥ −
1

2
q̇TMq̇. (4.67)
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K

D

IFC

SPG

ED

E2

E3

En

EK

∑

∆EKE1 =
∫

τq̇

∫

τTextq̇

Figure 4.11. The energy flow between the robot, IFC and SPG. The energy increment
∆EK generated by the SPG is a potentially passivity-violating action.

From Fig. 4.11 and (4.65) it can be recognized that

−

∫ T

0
τ q̇dt ≥ −c2 (4.68)

has to hold for every joint to prove passivity of the SPG-IFC block.

The potential energy stored in the virtual spring is

EK =
1

2
K∆q2 (4.69)

and the energy dissipated by the damper after time T is

ED(t) =

∫ T

0
Dq̇2dt. (4.70)

It is assumed either that the internal IFC controller runs at a high frequency or a physical

spring is installed so that (4.66) is continuous. The SPG on the other hand, is regarded

as a discrete system, which provides set-points with the frequency 1
∆T . Hence the IFC

input q̇v is equivalent to setting a joint position increment δqv with the sampling time

∆T :

δqv = q̇v∆T (4.71)

By taking the difference of the potential energy before and after the position increment,

the energy-increase at the discrete sampling point i due to the set-point setting can be
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computed:

∆EK [i] =
1

2
K((∆q[i] + δqv)

2 −∆q[i]2), (4.72)

where •[i] denotes the respective quantity at the discrete time-step i. The sign of ∆EK [i]

is not determined, hence the set-point increment is a potentially passivity-violating ac-

tion. Besides that, the dissipated energy during the time interval ∆T by the damper can

be written as

∆ED[i] =

∫ ti+∆T

ti

Dq̇2dt (4.73)

where ti is the continuous time at the discrete sample point i.

With EK(t) being the energy stored in the spring at time t, the energy equation can be

stated as

−

∫ T

0
τ q̇dt− ED(T ) +

i
∑

j=1

∆EK [j] = EK(T )− EK(0) (4.74)

and with (4.68) the IFC-SPG block for one joint is passive with respect to the input-

output-pair {τ,−q̇} if

−

∫ T

0
τ q̇dt = EK(T )− EK(0) + ED(T )−

i
∑

j=1

∆EK [j] ≥ −c2 (4.75)

Starting with the energy storage function

Er[i] = Er[i− 1] + ED(ti)−∆EK [i], (4.76)

for practical reasons the following adjustments have to be done according to [60]:

1. ED can not be computed due to missing information on the joint velocity between

the sampling points, therefor the minimum damped energy EDmin
[i] has to be used

instead. By applying the Caushy-Schwartz inequality [1]

∫ t+∆T

t
|q̇|dt ≤

√

∫ t+∆T

t
|q̇|2dt×

∫ t+∆T

t
1dt (4.77)

it can be shown that

∆ED[i] =

∫ ti+1

ti

Dq̇2dt ≥
D

∆T
(qmax[i]− qmin[i])

2 := ∆EDmin
[i] (4.78)
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where qmax[i] = max(q(ti), q(ti+1)) and qmin[i] = min(q(ti), q(ti+1)), assuming a mono-

tonic q̇ during ∆T . Since computing ∆EDmin
[i] requires future information, i.e.

evolution of q̇ during [ti, ti+1] the dissipated energy during the previous time step is

used instead. This is still valid, since as ED(ti) ≥ ED(ti−1). Therefore EDmin
[i−1]

replaces ED(ti) in (4.76).

2. Too extensive energy storage might lead to aggressive behavior while theoretically

still being passive. Therefore a maximum capacity Ermax
for Er is defined, what is

called energy ceiling in [60].

3. For highly dissipative environments it is useful to transfer some energy to the

system. This action also makes sure that the robot does not get stuck when all

the energy in the storage is depleted. This is realized by adding the shuffling term

∆Eshuffle to the energy storage function (4.76).

4. With a depleted energy reservoir at t = 0 no motion would be possible in the

beginning of the task, since any extension of the virtual spring would result in

a violation of the passivity condition. To overcome this “take-off” problem, the

storage is initialized with the energy Er[0] = Erinit
.

The new energy storage function with minimum dissipated energy and shuffling term is

Er[i] =Er[i− 1] + ∆EDmin
[i− 1] + ∆Eshuffle −∆EK(ti) (4.79)

By requesting Er[i] ≥ 0, it is assured that the energy generated by the SPG is not larger

than the energy dissipated in the IFC. This limitation can be directly incorporated into

the existing SPG framework by adjusting the velocity limits on q̇v. From (4.71) and

(4.72), velocity limits can be derived, which have to be obeyed in addition to (4.32) and

(4.33):

q̇pm =
1

∆T
(−

√

2

K
(Er[i− 1] + ∆EDmin

[i− 1] + ∆Eshuffle) + ∆q2 −∆q) f. ∆q ≤ 0

(4.80)

q̇pM =
1

∆T
(

√

2

K
(Er[i− 1] + ∆EDmin

[i− 1] + ∆Eshuffle) + ∆q2 −∆q) f. ∆q ≥ 0

(4.81)

The new energy flow diagram including the energy tank is depicted in Fig. 4.12

79



Chapter 4 Unified Equality and Inequality Task Specification and Stable Set-Point
Generation

K

D

IFC

SPG
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E2

E3
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EK

∑

∆EK
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∆EKE1 =
∫

τq̇

∫

τTextq̇

Eshuffle / ceil

EDmin

∑

ǫD

Er

Figure 4.12. The energy flow with the augmented energy reservoir. By coupling the
energy generation of the SPG to the virtual energy reservoir, the overall system is
guaranteed to be passive, hence stable.

4.2.2.2. Stability Analysis

By assuming that the energy transfered to the system via ∆Eshuffle is bounded by a

positive constant

b2 ≥
N
∑

j=1

∆Eshuffle, (4.82)

the bounding constant is defined as

c2 = EK(0) + Erinit
+ b2. (4.83)

Since ∆Eshuffle is user defined 4.82 is always true. Now using (4.79) and (4.74) it follows

that

−

∫ T

0
τ q̇dt =EK(T )− EK(0) +

i
∑

j=1

[∆EDmin
[j − 1]−∆EK [j] + ǫD[j − 1]] +

∫ T

ti

Dq̇2dt

≥EK(T )− EK(0) +
i

∑

j=1

[Er[j]− Er[j − 1]−∆Eshuffle]

≥EK(T )− EK(0)− Erinit
+ Er[i]−

i
∑

j=1

∆Eshuffle ≥ −c
2, (4.84)
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where ǫD[i] = ∆ED[i] − ∆EDmin
[i − 1] ≥ 0 is the energy leak due to the conservative

estimation of the dissipated energy.

4.3. Experimental Verification

The frequency of the discrete controller is 500Hz and the stiffness is set to K = 200Nm
rad I7

for all experiments if not stated otherwise. The task convergence factors Λ and the

regularization factor ρ = 0.01 where chosen heuristically. The C++ QP library qpOASES

[38] was used to carry out the optimization.

The considered joint-level limits are summarized in table B.1. The limits on qv, q̇v and

q̈v are implemented as explicit constraints on the optimization variable q̇v as shown in

Sec. 4.1.3.2. The limits on the joint torques −τ sM ≤ τ ≤ τ sM are implemented as

an inequality task at the highest priority-level and is not explicitly stated in the task

descriptions of the experiments.

Constrained Trajectory Tracking First, a generic mixed components task is exe-

cuted, which is following a Cartesian trajectory on a table while applying a constant

force on it. In addition, there is an obstacle blocking the way. This task is a placeholder

for different mixed component tasks with uncertain task geometry and the possibility

for uncertain collisions, which are common in service robotics tasks. The setup is de-

picted in Fig. 4.13 and the main subtasks are summarized in table 4.1. Three different

task descriptions were applied to demonstrate some basic properties of the approach and

highlight the simplicity of the task programming interface. According to table 4.1 tasks

2,4 and 5 are the same for all setups, which are:

• maintaining the initial orientation of the end-effector oinit (task 2)

• following a time dependent translational trajectory with the end-effector (task 4)

• maximizing the distance of the joints to their limits (task 5)

First, the force task is implemented as an equality constraint along the x-axis only. Then

the torque limits from table B.1 are lowered to avoid large interaction torques (task 1b).

Finally, the force task is defined as an equality in its x-component and as an inequality

in the y and z components to limit the interaction forces explicitly (task 3a). The results

are depicted in Fig. 4.14.
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Table 4.1. Set of subtasks for constrained trajectory tracking

task type αm αM S

1a joint torque −50Nm17×1 50Nm17×1 I7

1b joint torque −517×1 5Nm17×1 I7

2 cart. pose oinit oinit

[

03

I3

]

3a wrench 10N 10N [1 0 0 0 0 0]T

3b wrench







10

−10

−10






N







10

10

10






N

[

I3

03

]

4 cart. pose pd(t) pd(t)

[

I3

03

]

5 joint position 0 0 I7

fd

pd(t)

Figure 4.13. Experimental setup for constrained trajectory trajectory. A sample mixed
components task with an unexpected obstacle. The main subtasks are to apply a
constant interaction force and follow a circular trajectory. Different strategies to deal
with unexpected obstacles are compared: relying on the IFC compliance, limiting the
joint torques and limiting the end-effector forces.

82



S
e
c
t
io

n
4
.3

E
xperim

ental
V

erification

0 2 4 6 8 10 12

−50

0

50

0 2 4 6 8 10 12
−30

−20

−10

0

10

20

0 2 4 6 8 10 12

−

0

0.4

0 2 4 6 8 10 12

0.4

0.6

0.8

1

I

IV

VII

X

0 5 10 15

−5

0

5

0 5 10 15
−30

−20

−10

0

10

20

0 5 10 15

0

0.4

0 5 10 15

0.4

0.6

0.8

1

II

V

VIII

XI

0 5 10 15

−50

0

50

0 5 10 15
−30

−20

−10

0

10

20

0 5 10 15

0

0.4

0 5 10 15

0.4

0.6

0.8

1

III

VI

IX

XII

Figure 4.14. Each column shows the propagation of the relevant task variables for three different task specifications from Table 4.1.
For the trajectory following task, both the virtual and the physical position of the end effector are plotted. In each graph the dashed
line represents the task constraints (desired value or limits).
Left: the obstacle impedes the motion of the physical end effector along the y-axis (VII). This is compensated by the inherent
compliance of the IFC, leading to additional interaction forces in the y- and z-directions (IV). Forces along y and z are not constrained
by the task specification. This approach corresponds basically to a classical IFC application.
Middle: the torque limits are lowered to ±5Nm in order to avoid large interaction torques (II). This prevents the virtual end effector
from penetrating further into the obstacle (VIII). However, due to friction, in this case the new torque limits are so conservative that
at some point no motion is possible at all while the virtual end-effector penetrates the obstacle (XI).
Right: another possibility is to explicitly limit the interaction forces instead of the torques, making it possible to tune the allowed
forces in Cartesian space, to account for expected resistance, e.g. friction (VI).
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pm/pM

Figure 4.15. Keeping the orientation constant while constraining the end-effector po-
sition to a bounding box while minimizing the joint torques.

Orientation Control with Position Boundaries The next set of tasks demonstrates

different behaviors, which could be achieved in a simple way. The main task is to maintain

the initial orientation of the end-effector while minimizing the torques (see table 4.2, tasks

1 and 3). With these two tasks active, the robot can be pushed around manually, while

keeping the initial orientation and obeying the joint limits from table B.1. This task

corresponds to the cup-holding task from Chapter 3. By inserting an inequality task for

the position (task 2 in table 4.2), the virtual end-effector can be restricted to stay within

a certain bounding box (see Fig. 4.15). The experiment was carried out with low and

high stiffness parameters and the results are plotted in Fig. 4.16.

By making the positioning task an equality constraint and adding an inequality force

task, the end-effector of the robot can be programmed to stay in a certain pose as long

as the force limits are not violated. When the external forces vanish, the end-effector

returns to its initial pose. The associated task description and plots can be found in

table 4.3 and Fig. 4.17.

The next task (table 4.4) is to hold a constant position in all directions besides the

end-effector z-axis. The S matrix is first defined as a selection matrix in end-effector

coordinates and then transformed to the root frame by premultiplication with the block
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diagonal matrix diag(Ree,Ree), where Ree is the rotation matrix of the end-effector.

This S is then used to transform the desired end-effector velocity ẋd = Λx(xinit − xv)

in S-coordinates.

Table 4.2. Set of subtasks for maintaining a constant orientation with optional Carte-
sian inequality constraint

task type αm αM S

1 cart. pose oinit oinit

[

03

I3

]

2 cart. pose







0.2

0.2

0.4






m







0.5

0.5

0.7






m

[

I3

03

]

3 joint torque 0 0 I7
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Figure 4.16. Propagation of the main subtasks for maintaining a constant end-effector
orientation while minimizing the external torques and Cartesian inequality constraint.
While inside the bounding box, the robot can be pushed around manually. Due to
the inherent compliance of the IFC it is also possible to push the physical end-effector
out of the box while increasing the interaction torques. The stiffness parameter of the
IFC determines the amount of force required to push the end-effector out of the box.
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Table 4.3. Keeping the end-effector pose with static wrench constraints

task type αm αM S

1 cart. pose oinit oinit

[

03

I3

]

2 wrench







−10

−10

−10






N







10

10

10






N

[

I3

03

]

3 cart. pose pinit pinit

[

I3

03

]

4 joint torque 0 0 I7

0 5 10 15 20 25

−10
0

10

 

 

0 5 10 15 20 25

0

0.4

 

 

t[s]

fx
fy
fz

f
s
[N

]
p̃
v
[m

] x̃
ỹ
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Figure 4.17. The interaction forces f s and position error p̃v for the task specification
from table 4.3 while applying external forces on the end-effector manually. When the
force limits are reached, the end-effector deviates from its desired position and returns
to it when the external forces vanish.

Table 4.4. Set of subtasks for holding a constant pose while allowing motion along
end-effector z-axis

task type αd α̇ff S

1 cart. pose NA ST
1 ẋd S1 = diag(Ree,Ree)























1 0 0 0 0

0 1 0 0 0

0 0 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1























2 joint torque 0 0 I7
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Stability To demonstrate the effect of the stabilizer, the following position regulator

for joint 5 is considered:

q̇5d = kp(q5d − q5v) + kdq̇5, (4.85)

with kd > 0. For sufficiently large kd, the intrinsic damping of the IFC and the mechanism

are not enough to keep the motion exponentially stable. The velocity limits (4.80) and

(4.81) are used to stabilize the resulting motion. The task specification can be looked up

in table 4.5.

The following numerical parameters were used for the IFC and (4.85):

• K = 200I7

• kp = 100

• kd = 0.8

The resulting plots can be looked up in Fig. 4.18, where the stabilized and the non-

stabilized case are compared.

Table 4.5. Set of subtasks for stability test

task type αd α̇ff S

1 joint position 0 q̇5d [0 0 0 0 1 0 0]T
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−40

−20

0

0 1 2 3 4 5 6
0.4

0.5

 

 

t[s]

q5
q5d

E
r 5
[J
]

q 5
[r
a
d
]

not stabilized

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

−2

0

2

4

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
0.4

0.5

 

 

t[s]

q5
q5d

stabilized

Figure 4.18. Energy stored in the reservoir and position error for an unstable joint
position task specification. Left: without the additional limits (4.80), respectively
(4.81) the energy generation of the SPG is independent from the energy stored in
the reservoir. Right: coupling the energy generation to the energy in the reservoir
stabilizes the task regulation.
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4.4. Concluding Remarks

The main goal of this chapter was to extend the scheme presented so far to support

inequality tasks. Finding the virtual joint velocity, according to a set of hierarchical

inequality task is formulated as a set of QP optimization problems. For every task in the

hierarchy a QP is solved, meeting the specified inequality task as good as possible while

obeying the higher priority tasks. This approach was previously proposed on kinematic-

level by [51] and applied for the IFC case. The functionality was experimentally verified

on a joint impedance controlled robot.

The regulated system was identified as not necessarily stable and a way of enforcing

stability was presented by applying the concept of passive set-point modulation. The

energy transmitted by the SPG of each joint to the IFC and hence to the robot is

coupled to a virtual energy reservoir, which is filled by reharvesting a part of the energy

dissipated in the IFC, enforcing passivity of the system. These stability conditions are

directly incorporated as additional inequality constraints on the virtual joint velocities

without changing the previously derived formalism.
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Chapter 5

Constrained Manipulation Using Indirect

Force Control

In this chapter, the task of manipulating unknown constrained mechanisms is discussed

and a strategy is presented, which accounts for the special nature of the problem is pro-

posed. Three concrete approaches are presented, which have been developed throughout

the work for this thesis and which mark important development stages for the final strat-

egy, which takes advantage of the task specification scheme derived in Chapters 3 and

4.

The motivation behind the presented approach and the related work can be found in Sec.

5.1. The general assumptions underlying the proposed strategy and the basic idea is cov-

ered in Sec. 5.2. Sec. 5.3 presents the original approach, which was originally developed

for an admittance controlled mobile manipulator operating unknown mechanisms. In

Sec. 5.4 this approach is modified for application on a robot with joint space compliance

and the issue of overlapping subtasks, i.e. force and positioning, is discussed. In Sec.

5.5 the task specification scheme proposed in this thesis is used to separately regulate

the force and positioning subtasks involved in the manipulation. Sec. 5.6 concludes the

chapter.

89





Section 5.1 Motivation and Related Work

5.1. Motivation and Related Work

In recent years, robotics research spread out from the specialized area of industrial plants

into everyday human environments, which are designed for human abilities. The integra-

tion of robots into human environments is desirably arranged seamlessly without major

modifications to the environment itself. Many tasks require the manipulation of simple

mechanisms such as doors, drawers or lockers. Robots must be able to operate them

in a general manner like any human can do. Actuating such mechanisms is not always

affordable, and in fact, human-like abilities is one of the key aspects of humanoid robotics.

A major problem arises from the wide range of the devices described above, which make

model-based approaches difficult to apply. There exists a large variety of opening arcs,

handles, and general techniques to operate such mechanisms. Besides, the device to oper-

ate is not always unresisting. Magnets, springs or tight gaskets keep drawers, respectively

doors, closed and require a certain amount of force for operation. The only property all

those devices have in common is their restriction of movement to one–DoF trajectories.

A drawer can only be pulled or pushed along one direction just as a door swings along

a certain arc. A human does not need to know the position of the hinge or the push-

ing/pulling direction. Instead he just tries to push or pull and lets the structure guide

the rest of the motion. Unlike human, very few robotic systems have taken advantage of

this fact.

Many approaches for constrained manipulation in unstructured environments focus on

modeling the constraint and estimate the model parameters as good as possible, e.g.

[86, 92, 87, 25, 75, 93]. Active interaction forces, which are required to move along the

constrained trajectory are often not considered and these approaches are limited by the

underlying model of the constraint. Also, external sensors like vision or laser scanners are

often used, which introduce an additional source of uncertainty and make the complete

system often quite complicated.

Approaches which use simple models and rely only on internal sensing (position- and force

sensors) often assume orthogonal velocity and force subspaces, neglecting potentially

required interaction forces (active forces). Examples of such approaches are [100, 21, 69],

where only little active forces are postulated.

In [83] and [88] a desired force has to be predefined, what can be problematic for changing

required interaction forces, e.g. for latch mechanisms like a microwave door.
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In [48] a compliant manipulator is used to pull open doors and drawers. The control

goal is to follow the constraint trajectory with the manipulators end-effector without

considering the actually applied interaction forces. The compliance is used to compensate

for uncertainties. This method is improved by learning the kinematics of the operated

mechanism in [110].

Karayiannidis et al. proposed a velocity controller with force feedback to open revolute

and prismatic doors and drawers [52, 53]. While stable execution of the task is proved,

the well-known potential risk of contact instability when applying force feedback is not

discussed.

5.2. Underlying Assumptions and Basic Idea

The aim of the present work is to provide a strategy for constrained manipulation, which

should be as general as possible regarding the applied robotic hardware as well as the

operated mechanism. To achieve this, an IFC structure serves as general abstraction

layer for the robot. Besides that, it is avoided to use external sensing or force data and

rely on a minimal model for the constrained mechanism.

The presented approach is inspired by [83], where the concept of following the path of

least resistance is introduced in the context of constraint manipulation to generate direct

force commands for a robotic manipulator.

The underlying idea for indirect force controlled robots follows this basic scheme and can

be divided into three steps:

1. Exploration – Probe the unknown constraint with the virtual manipulator ac-

cording to the current estimation of the direction of possible motion.

2. Estimation – Observe the actual motion of the robot to update the estimation.

3. Canceling Erroneous Forces – Projection of the currently applied forces on

the estimated direction of motion to nullify drift errors, accumulated during the

exploration phase.

In the following the underlying constraint model is presented and the details of step 2 is

covered, since it stays the same for the different versions of the approach.
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5.2.1. Constraint Modeling

As the present work has a strong practical motivation, certain properties of every day

mechanisms and ways of interacting with them are assumed.

• The mechanical system which is operated has only one translational DoF, which

applies for many real world mechanisms like doors, drawers or cranks.

• The contact between the end-effector and the mechanism is taking place at some

known interaction point, which imposes a bilateral constraint on the translational

DoF’s of the end-effector.

• The end-effector orientation is, at least locally, unconstrained.

The last assumption is practically motivated, as with most types of general grippers, it

is difficult to achieve a full mechanical coupling at the interaction point. Some grasping

strategies (e.g. caging grasps [30]) even aim explicitly for relaxing these task constraints.

However, the case of a fixed grasp will also be briefly discussed. Hence, the end-effector

translational motion is restricted to a one-dimensional trajectory Φt in space, which is

determined by the mechanism it is interacting with. The type of the predefined trajectory

(linear, circular) and its characteristics (arc, direction) are unknown. Thus, for stiff

environments, the translational velocity of the end-effector ṗ is always aligned with the

three-dimensional unit vector dp, denoting the single possible direction of motion.

Orthogonal Decomposition of Interaction Forces An important aspect of the

presented approach is, that constraints with dynamic properties are considered, which

practically means, that forces need to be applied along dp to operate the mechanism.

Still, it is desired to avoid explicit modeling of the environmental dynamics, since it is very

difficult to model every potential case. Instead, interaction forces are decomposed into

parallel and perpendicular components with respect to dp. Therefore, the commanded

interaction force f , generated by the IFC, can be orthogonally decomposed according to

dp ‖ f‖ = P pf (5.1)

dp ⊥ f⊥ = (I3 − P p)f (5.2)

f = f⊥ + f‖, (5.3)

where the 3×3 projection matrix P p = dpd
T
p maps any three-dimensional column vector

on dp. Fig. 5.1 depicts this.
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f⊥

f‖

f

dp

Φt

Figure 5.1. Orthogonal decomposition of interaction forces.

5.2.2. First-Order Constraint Estimation

dp corresponds to the first-order constraint parameter, which is the tangent of Φt at

the current interaction point. This local model of the constraint covers a broad range

of human operated mechanisms. Estimating the geometric parameters of a constrained

mechanism is a wide topic of its own and would go beyond the scope of this thesis.

An extensive survey can be found in [63]. Since the focus of this thesis does not lie

on constraint estimation, only one simple approach, which is used throughout the ex-

periments is described here for completeness. However, any other first-order constraint

estimator could be used in the presented manipulation strategy. External sensing as well

as force measurements should be avoided, hence only position data is used to obtain the

estimation d̂p of dp.

As proposed by [83], filtering is applied to obtain d̂p but unlike [83], the translational

Cartesian velocity ṗ is filtered. For this, a simple moving average (SMA) filter is used,

which is the unweighted mean of the previous N measurements, where N denotes the

order of the filter. The considered time window is then determined via N∆T . For a

discrete filter the SMA is

d̂p = norm(
1

N

N
∑

j=0

ṗ[i− j]) (5.4)

where ṗ[i] is the end-effector translational velocity measurement at time step i. As

the normalization is applied after filtering, faster velocities have a bigger impact on the

outcome than slower ones, which is a useful property since slower velocities are usually

more afflicted by noise.

The smaller N is chosen, the faster the estimation will react to changes of the actual
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direction. However, the consequential negative effects on stability and increased volatility

of the estimate require a conservative choice for N .

Fig. 5.2 shows how a noisy velocity signal is smoothened by the filter, but also the lag,

which is introduced in addition. This is a common property of FIR filters as the SMA.
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Figure 5.2. Effect of moving average filtering with a time window of 0.5s. The noise
in the measured signal żmeas is effectively eliminated while a lag in the filtered signal
żSMA is introduced.

5.3. Original Approach on an Admittance Controlled Robot

The original approach [68] was developed for an admittance controlled mobile manipula-

tor (see appendix B for details of the used hardware). The Cartesian compliance of this

control scheme, results in the nice property, that the pose deviation xv−x is aligned with

the applied interaction wrench h1 (see also Fig. 2.8 in Chapter 2). This holds two major

advantages. First, assigning the virtual end-effector position pv results directly in an

interaction force towards pv and second, the orientation can be regulated independently

without affecting the interaction forces.

1static and dynamic components
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5.3.1. Exploration

For Cartesian compliance, the exploration can be realized by

1. inducing an initial translational velocity of the end-effector ṗv = νdp0 ,

2. applying the first-order estimation to obtain a normalized d̂p,

3. continue the exploration along d̂p by setting ṗv = νd̂p,

with dp0 as the initial estimation and ν as desired exploration velocity. This leads to a

build up of interaction forces along d̂p with a slope of Kpν in N
s . The physical constraint

immediately forces the end-effector on the path of least resistance and the admittance

controller compensates for uncertainties.

For practical purposes, the first order constraint estimation (5.4) is extended with a

deadband, having the threshold vth. If ||ṗ|| < vth, the measurement is dropped and

some constant vector is assigned to ṗ, e.g. along some end-effector axis or the last valid

estimate:

ṗ :=







ṗ, for ||ṗ|| ≥ vth

w0d̂p, for ||ṗ|| < vth

, (5.5)

with w0 > 0 as some constant weighting factor. The main purpose of this action is to

reject small, hence noisy velocity measurements from the estimate, but also to initialize

the movement along some known direction when no motion is present. In addition,

without the deadband, the normalization in (5.4) would become ill-conditioned for small

velocities, leading to oscillations and potential failure of the task.

5.3.2. Canceling Erroneous Forces

Many devices in human environments need a certain amount of force to move them or

initialize the movement. As a result, pv may depart from the constraint trajectory in

order to apply the required forces or due to an erroneous dp0 , before the motion direction

can be reliably obtained. Accumulated erroneous forces f⊥ need to be continuously

canceled by projecting pv on the line determined by the direction d̂p and the current

interaction point p by

pv := p+ P̂ p(pv − p), (5.6)

96



Section 5.3 Original Approach on an Admittance Controlled Robot

Kpνd̂

ṗv

d̂

d

f

P̂ pf
d̂

Figure 5.3. Constrained manipulation strategy for Cartesian compliance. The end-
effector explores the constraint along the estimated direction of possible motion d̂

instantaneously. The projection on d̂ cancels accumulated erroneous forces.

where P̂ p = d̂pd̂
T
p . A visualization of the exploration and projection stages is given in

Fig. 5.3.

5.3.3. Orientation Regulation

The applied interaction forces f and rotational motion are decoupled for a Cartesian

admittance controller. Hence orientation can be controlled in any way, e.g. remaining

constant or adjusting the end-effector orientation to d̂p, for the assumed loose grasp at

the interaction point.

Assuming a Fixed Grasp Given the case that a fixed grasp is realized, the required

orientation of the end-effector depends on the evolution of d. A simple strategy within

the admittance control framework with tunable admittance parameters is to set the
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rotational components Ko of the virtual stiffness matrix to 0 and hence achieving a

“force-follow” behavior in the rotational directions.

5.3.4. Experimental Verification

Exemplary operated mechanisms are a cupboard door, a drawer and a microwave door

providing linear (drawer) as well as arced constraint trajectories with different hinge

locations. In addition, the cupboard door and the microwave door have the property

that they require a certain break-away force (20N and 15N , respectively) before they

start moving without any noteworthy resistance. The robot is always placed roughly in

front of the device. The initial movement direction is set to dp0 = (0, sin (−π
4 ), sin (−

π
4 ))

T

resulting in a large initial error angle of approximately 45◦. The desired manipulation

velocity ν is randomly varied between 0.01m
s and 0.05m

s , the moving average window

for the SMA is chosen out of the interval N ∈ [300, 1000]. With a sample frequency

of 1kHz, this results in a time window between 0.3 and 1 second. The admittance

parameters K,D and M are chosen heuristically, so that no contact instability occurred.

Under these conditions all of the performed tests (20 for each device) were successful, see

Fig. 5.8 for snapshots, i.e. a superior success rate of 100% is observed. In the following,

x

x

y

y

z

z

Figure 5.4. Experimental setup. The base coordinate system is plotted on two poten-
tial contact points to visualize the true direction of motion if the robot stands right
in front of the devices.
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the general performance and effects of some of the parameters of the proposed strategy

are examined.

The influence of the SMA filtering can be observed in Fig. 5.5 where estimation process

over time for two different time windows is shown for the opening of the cupboard door.

Note that the estimation converges quickly to the true direction motion. As expected, a

larger window leads to a smoother direction estimation. However, a larger phase lag is

also observed, which potentially may result in increased contact forces especially at high

velocities and/or mechanisms with small curvature radius.
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Figure 5.5. Effect of SMA filter order N for opening of a cupboard door: Improved
noise reduction, but higher phase lag for larger N .
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In order to validate the proposed projection approach, the opening of the drawer with

the initial resisting force is performed. The initial movement direction dp0 is again set to

(0, sin (−π
4 ), sin (−

π
4 ))

T . This results in an increase of f‖ = (0, fy, 0)
T and f⊥ = (0, 0, fz)

T

with approximately the same slope as can be observed from Fig. 5.6. When the break-

away force is reached, f‖ vanishes quickly while f⊥ still remains even though the direction

estimation has converged to the true movement direction d. As a result, the contact force

applied in y-direction remains nearly 20N. The projection in (5.6) leads to disappearance

of the persistent contact forces, as shown in Fig. 5.7.
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Figure 5.6. Direction estimation and contact force for opening drawer with breakaway
force and initialization error of approx. 45◦ without projection approach.
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error of approx. 45◦ with projection approach.
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Figure 5.8. Mobile manipulator operating drawer, cupboard and microwave door using
the proposed control strategy without change of parameters.
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5.4. Extension to Joint-Level Compliance

The next step was to realize the constraint manipulation approach on a manipulator

with compliant joints [67]. Applying the previously presented strategy directly, does not

work in a satisfying way for joint-level compliance due to the misalignment of Cartesian

position deviation pv − p and applied interaction forces f (see Fig. 2.8). The actual

misalignment depends on the manipulator configuration, its kinematics and the joint

controller gains, respectively virtual joint stiffness K. For the kinematics of a KUKA

LBR-IV (see appendix B), this misalignment can be easily larger than 50◦ for equal

stiffness in every joint, even for descent values (> 0.1) of the manipulability µ (see

equation (2.7)). This misalignment is also often neglected by many authors working

with compliant joint controllers, e.g. [48].

5.4.1. Joint Space Exploration and Canceling Erroneous Forces

Having a discrete controller, the set-point is selected incrementally in order to accumulate

a static force along d̂p. As end-effector orientation is assumed locally unconstrained, the

desired, normalized wrench direction is [d̂p 0]T . Due to (2.12) the associated joint space

position increment per time step, leading to the desired force increment κd̂p∆T , is

δqexp = K−1
P JT





κd̂p

0



∆T, (5.7)

where the manipulation velocity is now parametrized by κ, denoting the desired force

slope in N
s . From (5.7), the estimated direction in joint space is obtained with

d̂q = norm(δqexp) (5.8)

and compute the associated n× n projection matrix P̂ q = d̂qd̂
T
q .

The set-point at the discrete time step t[i+ 1] is finally obtained with

qv[i+ 1] = q[i] + P̂ q(qv[i]− q[i]) + δqexp[i], (5.9)

where P̂ q(qv[i]−q[i]) maps the applied static torques on d̂q, effectively canceling out f⊥.

This term is of major importance, since d̂q changes permanently with proceeding esti-

mation of d̂p, but also with changing manipulator configuration, due to the dependency
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∆Tκd̂ d

d̂
δqexp

d̂

qv[i]

qv[i+ 1]

f [i]

f [i+ 1]

Figure 5.9. Constrained manipulation strategy for joint-level compliance. A joint space
instantaneous command is executed to obtain accumulating interaction forces along
the estimated direction of motion d̂. The full configuration is projected so that the
interaction forces are always aligned with d̂.

of (5.7) on J(q).

5.4.2. Orientation Regulation

Due to the joint-level compliance, end-effector forces and rotational motion are not in-

dependent as for the admittance controller. The straight forward approach of adding a

separate differential controller

δqo = J+
v





0

ωd



∆T (5.10)
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to (5.9) leads still to good results, where ωd is the desired rotational velocity. The

associated set-point generation rule is then

qv[i+ 1] = q[i] + P̂ q(qv[i]− q[i]) + δqexp[i] + δqo. (5.11)

The explanation for the good performance is that the projection P̂ q(qv[i]− q[i]) assures

that the applied static interaction forces are aligned with dp and the applied moments

are 0 in every control cycle. So the components of δqo[i] which interfere with these

conditions, are canceled in the next control cycle.

Assuming a Fixed Grasp With a fixed grasp, the update rule (5.9) leads to vanishing

interaction moments and implements the same force-follow behavior as in Sec. 5.3, so

that no extra orientation controller is required.

5.4.3. Experimental Verification

All graphs in this section show the estimation error angle ǫ between dp and d̂p in black,

the norm of the applied erroneous static forces ||f s⊥
|| in red and the norm of the measured

erroneous interaction forces in dashed magenta.

The control frequency was 500Hz and the stiffness was set to K = 40I7Nm/rad to

achieve a high level of compliance. The order of the SMA was N = 500 and the dead-

band threshold is vth = 0.01m/s. The force exploration rate κ and the corresponding

exploration velocity ν were set to 9N/s and 0.05m/s to provide similar performance in

terms of execution time for the operated mechanism. The parameters were chosen heuris-

tically, to obtain satisfactory results in terms of execution time, stability and robustness.

The first set of experiments is a comparison between the approach presented here and the

Cartesian trajectory-following strategy from Sec. 5.3 implemented on the LBR, running

a joint space impedance controller. The task was to pull up a 1.2kg mass for 0.3m.

The motion of the mass was restricted to a linear trajectory. This setup was realized by

a drawer in a vertical configuration (see Fig. 5.10b). The graphs in Fig. 5.11 show the

data for the new approach and the trajectory-following strategy, each with different initial

errors. It can be clearly seen, that for the trajectory-following strategy, where interaction

forces are not considered, erroneous forces remain, even for very small estimation errors.

This is due to the misalignment of the Cartesian position deviation and the applied static

forces for joint space compliance. When applying (5.9) for set-point generation, erroneous

106



Section 5.4 Extension to Joint-Level Compliance

forces build up for large initial estimation errors, until the mechanism starts moving and

a descent estimation is obtained. After this, the erroneous forces vanish rapidly. Note

also, that forces build up linearly for the proposed method according to κ, while in the

Cartesian trajectory tracking approach ν has no relation to the slope of the forces.

For the measurements in Fig. 5.12, the drawer is in a horizontal configuration (see

Fig. 5.10a), imposing a nearly pure kinematic constraint, with only small forces required.

Also, in this case the new approach performs better in terms of applied erroneous forces,

even though not as clearly as in the dynamically constrained case.

To test the new approach also for circular trajectories and evaluate its robustness, an

experiment in turning a crank with varying radius and κ is performed (see Fig. 5.10c).

As can be seen from the left graphs in Fig. 5.13, the new approach was successful, even

for very small radii. However, one observes increasing estimation errors when shorten

the radius. From the right graphs in Fig. 5.13, which show data for turning a crank

with radius 17cm and varying the values for κ, it can be seen, how increased exploration

speed leads to larger estimation errors and erroneous forces. This comes from the delay,

introduced by the filter (5.4), which was also noticed in Sec. 5.3 and highlights the major

(a) kinematic constraint, linear trajectory (b) kinematic and dynamic constraint

(c) circular trajectory (d) switching of required interaction forces

Figure 5.10. Constraint manipulation tasks in unstructured environment.
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Figure 5.11. Pulling up a 1.2kg mass with different initial errors, using the new ap-
proach (left) and a Cartesian trajectory-following approach (right)

disadvantage of the simple filter-based estimation method.

The new approach also proved its robustness when manually disturbing the manipulation

procedure or manipulating devices with changing required forces, e.g. microwave door in

Fig. 5.10d.
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(left) and a Cartesian trajectory-following approach (right)
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5.5. Using the New IFC Task Specification Scheme

While the solution proposed in 5.4 leads to satisfactory results, the need for a cleaner

separation of force and orientation control and extension to a more general usage of a

joint space IFC. In this section, the constraint manipulation task is formulated as a set

of subtasks within the specification scheme, developed in Chapters 3 and 4.

5.5.1. Constraint Exploration and Canceling Erroneous Forces

The exploration regulator (5.9) has to be reformulated as a force task. Hence, the primary

task type is end-effector wrench, which has to be formulated to keep the exploratory

nature of (5.9). The applied force f s needs to be projected on d̂p so that the desired

task variable is

α1d = P̂ pf s (5.12)

Also, in this application there is no specific interaction force but instead the environ-

mental constraint should be explored in a certain direction. Therefore, to make sure the

applied forces level off at the required value, the velocity compensation term in the force

task has to be canceled2.

α̇1ff
= κd̂p − ST

2 J
T+Kq̇ (5.13)

The associated subspace matrix isolates the force components from the wrench:

S1 =





I3

03



 (5.14)

5.5.2. Orientation Regulation and Remaining Degrees of Freedom

Having the constraint exploration on the top-level, regulation of the orientation can be

treated in any desired way, since it will be executed in the nullspace of the exploration

task. It is demonstrated how the developed task specification scheme can be used to

easily adapt to different conditions or a priori knowledge.

2Canceling the velocity compensation term is just done here for formal correctness. In the implemen-
tation the velocity compensation can be switched on and off with a flag variable.

110



Section 5.5 Using the New IFC Task Specification Scheme

Fixed Orientation If the end-effector is supposed to hold its initial orientation oinit,

the second task specification would be

S2 =





03

I3



 (5.15)

α2d = oinit, (5.16)

with task type Cartesian end-effector pose.

Align End-Effector Axis Usually the end-effector orientation is supposed to adjust

itself to the constrained trajectory, e.g. when opening a door, the z-axis of the end-

effector (zee) should be aligned with the movement direction. The end-effector and base

frame of the regarded setup is depicted in Fig. 5.15. Assuming the constraint does

not impose a screw motion on the end-effector (rotation around zee), the orientation

regulation task can be specified to align zee with the current estimation d̂p using two

subtasks:

S2 = diag(I3,Ree)[0 0 0 0 0 1]T (5.17)

α2d = ST
2 xinit (5.18)

S3 = diag(I3,Ree)





























0 0

0 0

0 0

1 0

0 1

0 0





























(5.19)

α̇ff3
= koS

T
3

















0

0

0

−zee × d̂p

















(5.20)

with ko > 0 being a constant gain. diag(I3,Ree) transforms the rotational components of

a Cartesian subspace matrix or vector from end-effector to base coordinates. Here, task
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2 keeps the orientation around zee constant, while task 3 aligns zee with d̂p, assuming

a pulling task3. For convenience, both subtasks are formulated in base coordinates and

then transformed to the target system using ST
2/3. The two in principle independent

orientation tasks are not combined in one single task as the constant orientation around

zee is more crucial than the orientation around xee and yee due to the shape of the

end-effector4 and has higher priority in case the orientation subtask can not be fulfilled

completely.

Release End-Effector Axis Assuming a caging grasp, another possibility for an orien-

tation regulator can be defined, which would permit rotations around yee. This direction

could than be used by lower priority tasks. This orientation task would be specified with

S2 = diag(I3,Ree)[0 0 0 0 0 1]T

α2d = ST
2 xinit

S3 = diag(I3,Ree)[0 0 0 1 0 0]T

α̇3d = Λ3S
T
3

















0

0

0

−zee × d

















what shifts the rotational degree of freedom around yee to the nullspace of the manipu-

lator with respect to that task.

Remaining Degrees of Freedom The rest of the manipulators degrees of freedom

can be used in order to fulfill any standard manipulation nullspace task. For example,

keeping the joints away from their limits (task type: joint position) or minimizing joint

torques (task type: joint torques).

The exemplary task description for the fixed orientation case can be found in table 5.1

and a visualization of the subtasks can be seen in Fig. 5.14

3for pushing, −d̂p has to be used
4In real world applications the used gripper has still some freedom around xee and yee due to slippage.

A screwing motion (rotation around zee) however would directly induce moments at the end-effector
and could lead to its damage.
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(a) exploratory force in x-y-z (b) fix orientation arround zee

(c) align zee with constrained trajectory (d) maximize distance to joint limits

Figure 5.14. Breaking down the constrained manipulation task into 4 subtasks.

5.5.3. Experimental Verification

The task is again to lift a 1.2kg mass to a height of 0.3m, constrained to a linear trajectory

(pulling a drawer in vertical direction, see Fig. 5.15 for the definition of base and end-

effector frames). To compare the previous and the new approach independent from the

constraint estimation, a constant (d̂p = (−1, 0, 0)T ) was induced, which corresponds

basically to the real direction of motion. However, erroneous forces still appear, especially

for faster motions. This is due to unconsidered dynamic effects in combination with a

not perfectly rigid constraint (slippage of grasp, play in the drawer mechanism), which

lead to a deviation of the end-effector from the straight line.

For both approaches, the task is executed nine times with varying stiffness K and varying

exploration rate κ. To quantify the increased performance when using the task specifica-

tion framework compared to the previous approach, the root mean square (RMS) of the

magnitude of the erroneous forces ||f⊥|| are compared against each other. The effects of

different stiffness and exploration rate parameters are discussed in Figs. 5.16 and 5.17.

Both show ||f⊥|| for two samples of each approach. With the orientation task no longer

interfering with the force task, the overall RMS of ||f⊥|| for the experiments with fixed
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Table 5.1. Set of subtasks for constrained manipulation

task type αd α̇ff S

1 wrench P̂ pf s κd̂p − ST
2 J

T+Kq̇ S2 =

[

I3

03

]

2 cart. pose oinit 0

[

03

I3

]

3 joint position 0 0 I7

estimation d̂p, was reduced from 0.58N to 0.17N , which corresponds to a reduction of

70%.

For a more qualitative comparison, six trials using the SMA (5.4) as constraint estimator

are executed. As expected, an even higher performance gain was achieved, as the reduced

erroneous forces lead to a decreased estimation error, what on its part again reduces the

erroneous forces. The RMS was reduced from 11.17N to 1.54N , what corresponds to a

reduction of 86%.

x

xee

y
yee

z
zee

Figure 5.15. The experimental setup with end-effector and base frame. The drawer has
a mass of approximately 1.2 kg, hence requires active interaction forces for successful
manipulation.
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Figure 5.16. Pulling the drawer with fixed exploration speed κ = 10N

s and varying
stiffness K. Left: utilizing the proposed task specification scheme for indirect force
controlled robots. Right: previous approach with conflicting subtasks. For high
compliance (K = 40Nm), the two approaches perform almost equal, as the posi-
tioning task has only minor impact on the force task. With a stiffer manipulator
(K = 200Nm), the sensitivity of the force task to the positioning task is higher, what
leads to increased erroneous forces when using the previous approach. The higher
stiffness results also in a higher execution time, as the motion speed is reduced due
to the higher sensitivity of the force task to q̇v.
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Figure 5.17. Pulling the drawer with fixed stiffness K = 100Nm and varying explo-

ration rate κ. Left: utilizing the proposed task specification scheme for indirect force
controlled robots. Right: previous approach with conflicting subtasks. The improved
performance of the new approach is apparent for lower exploration rates (κ = 5N

s ), as
dynamic effects are almost not existent and the proposed task specification framework
generates effectively no erroneous forces. With a higher exploration rate (κ = 15N

s )
also the effective erroneous forces rise slightly, especially in the beginning, where ac-
celeration is higher. For the previous approach, the induced erroneous forces due
to conflicting subtasks are dominating and are not noticeably increased by a higher
exploration rate.
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5.6. Concluding Remarks

In this chapter, a novel manipulator control strategy for operating unknown constrained

one–DoF mechanisms such as doors or drawers is proposed. Only few very general as-

sumptions are made regarding the operated mechanism as well as the robotic manipula-

tor. The first-order constraint parameter is continuously estimated and proper set-points

for the underlying IFC are generated to explore the constraint trajectory along this di-

rection and cancel erroneous forces. Besides the usage of a minimal model (constraint

tangent), considering active interaction forces and dispense with special hardware devices

(e.g. tactile sensors), the main advantage of the presented approach is, that not another

control architecture is introduced but an application for the well studied IFC scheme is

provided instead, which has proven its robustness for physical interaction tasks.

Three implementations were presented and discussed. The first is the original simple

strategy for an admittance controlled manipulator. Then this strategy was generalized

to robots with joint-level IFC’s. Finally, the performance was improved by using the

previously developed task specification scheme for indirect force controlled robots, i.e.

the erroneous forces were significantly reduced by proper separation of the force and

positioning task.
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Chapter 6

Conclusion and Outlook

In this thesis, different ideas from robot control were combined to develop an additional

layer between the task programming and the low level indirect force controlled robot.

The assumptions on the actual robotic hardware are very general, hence the formulated

methods are applicable on any IFC-like architecture or also SEA type manipulators,

which represent a physical realization of an IFC. The resulting scheme allows the spec-

ification of a hierarchical set of equality and inequality tasks, consisting of force and

positioning components on joint and Cartesian level. With this task specification inter-

face, the application programmer is provided with an intuitive, yet powerful tool for task

programming in a highly unstructured environment.

Based on simplifying assumptions, a set of task archetypes was formulated and a gener-

alized task regulation scheme was derived. The resulting formalism made it possible to

apply state of the art methods for multi-task programming and redundancy resolution

in the context of IFC. A task can be composed of hierarchically ordered equality and

inequality subtasks on joint and Cartesian level, which are provided by the application

programmer. The set-points for the IFC are generated based on this high level task

description as depicted in Fig. 6.1.

During the work for this thesis, a novel approach to operate highly constrained mecha-

nisms was developed. Based on simple first-order estimation, the inherent compliance of

the underlying IFC is exploited to explore the constraint without exact knowledge on its

geometry or on the required interaction forces.

While the proposed approach on programming IFC robots is complete in itself, it leaves

room for extensions and opens up new research directions.

A next step would be to implement the proposed scheme on a robot with physically
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SPG

Task Spec.

task A

task B

task C

task D

q̇v τ
1
s

τ ext

q, q̇

IFC controlled
Robot

Figure 6.1. The IFC-robot block is considered a black box, which returns the robot
state and takes set-point commands for the virtual robot as input. These set-points
are provided by the SPG, depending on the specified hierarchical subtasks in the task
specification block and the robot state.

compliant joints (SEA type robot). It is expected that the results are comparable to the

IFC case, due to the physical equivalence of the problem.

To increase the practical relevance, it would be interesting to see if and how the proposed

approach can be integrated in a planning scheme.

A case that was not considered in this thesis, but which has a high practical relevance,

is the mixture of compliant and stiff joints in one kinematic structure. This applies to

robots which have only partially compliant joints or also mobile manipulators, where

the DOFs controlled by the mobile base can be considered stiff. Problems to solve are

identification and handling of non-compliant (stiff) directions, which are now not identical

to singular directions. In other words, the robot may apply forces in directions, which

are not compliant.
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Experimental Platforms

This appendix describes the robotic platforms used in the experiments for this thesis.
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Section B.1 Kuka LBR-IV

B.1. Kuka LBR-IV

The LBR comes with a sophisticated interface, which provides a variety of different con-

trol modes, i.e. joint position control, Cartesian-/joint-impedance control with tunable

impedance parameters and direct torque input. Nevertheless, only the joint impedance

control mode is used to maintain a high generalization among different platforms.

The controller is formulated as

τ = K(qv − q) + dfri + τ fri + τ dyn(q, q̇, q̈), (B.1)

with dfri as a damping term depending on user defined damping parameters for each

joint and τ dyn(q, q̇, q̈) denoting the compensation for dynamical effects, including gravity.

The optional additional torque τ fri is set to 0 for all the applications in this thesis. This

controller mirrors very accurately a physical mass-spring-damper system on joint-level.

The default joint limits can be looked up in table B.1 and the kinematic structure is

depicted in Fig. B.1.
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q1

q2

q3

q4

q5

q6

q7

Figure B.1. Kinematic structure of the Kuka LBR-IV.

Table B.1. LBR – Default joint level limits

joint ID q[deg] q̇[degs ] q̈[deg
s2

] τ [Nm]

1 [−170, 170] [−20, 20] [−500, 500] [−50, 50]

2 [−120, 120] [−20, 20] [−500, 500] [−50, 50]

3 [−170, 170] [−20, 20] [−500, 500] [−50, 50]

4 [−120, 120] [−20, 20] [−500, 500] [−50, 50]

5 [−170, 170] [−20, 20] [−500, 500] [−50, 50]

6 [−105, 105] [−20, 20] [−500, 500] [−50, 50]

7 [−170, 170] [−20, 20] [−500, 500] [−50, 50]
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Section B.2 ACCREA Dual Arm Mobile Manipulator

B.2. ACCREA Dual Arm Mobile Manipulator

This dual arm system was developed within the scope of a PhD thesis at the Technische

Universität München [109]. It is built from commercially available components com-

bined with aluminum/steel construction elements. The actuation torque is provided by

DC-motors coupled with harmonic drive gears offering zero backlash. The motors are

actuated by PWM-amplifiers supplying a control of the motor current at a bandwidth of

2.5 kHz. In order to permit force feedback control the devices are equipped with a six-

axis force-torque sensor (FTS), each providing a bandwidth of 8 kHz at a comparatively

low noise level. The joint angles are measured by digital MR-encoders with a resolution

of 4096 counts per revolution, resulting in a comparatively high position resolution when

multiplied with the corresponding gear ratio. The position based admittance controller

from Sec. 2.3.2 is implemented. Fig. B.2 depicts the structure and the base frame

coordinate system.

x

y
z

Figure B.2. Accrea Dual arm system. The right figure shows the left arm. All the
planning of the arm movement is done within the depicted frame with origin between
the two arms. Figures are taken from [109].

B.3. iCub Humanoid Robot

The iCub robot is a 94cm tall humanoid robot and was primarily designed to embody a

cognitive system [97]. Therefore the focus was not on accurate position control and the
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first versions, having no force sensing, were very limited in executing contact tasks.

Adding force sensing in the shoulders and hips, together with proper interpretation of

the joint currents, allowed to realize an active compliance controller in the form of an

impedance-like interface [42]. This accepts either position or velocity commands, which

are transformed to desired motor torques according to

τ = K(qv − q)−Dq̇ + τ offset, (B.2)

where τ offset is an additional desired offset torque which can be set by the user. Fig. B.3

depicts the kinematic structure and the location of the FTS’s.

q1
q2
q3

q4
q5

q6

q7

q8

q9
q10

q11q12

q13

q14

q15

q16
q17

FTSFTS

FTS FTS

FTSFTS

LW
LH
RW
RH
LWh

RWh

chain IDs:

Figure B.3. Left: Kinematic structure of the iCub and location of the FTS’s.
Right:Kinematic trees, defined for interaction tasks. For each arm two end points are
defined, one in the wrist and one in the hand. As the hand is not compliant, force
tasks are executed at the wrist only.
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Algorithms

This appendix summarizes the main methodologies presented in this thesis as algorithms

for easy reimplementation.
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Every algorithm is executed iteratively as part of a control loop to obtain a q̇v, which

serves as an input to the IFC. The following functions are defined:

• append(x, i) – adds element i to the vector x

• clear(x) – removes all the elements from the vector x

• isempty(x) – returns true if the vector x is empty, false otherwise

• X(:, i) – selects the rows of the Matrix X, which are defined in the vector of indexes

i

SPG based on Hierarchical Nullspace Mapping is basically the application of the

results of Chapter 3. lq is a vector, which stores the indexes of the joints close to their

limits. In line 7 the task Jacobian depending on the task type is set, while in line 10 the

effect of the physical robot’s joint velocities are compensated for, c.f. table 3.1. In line 8

the joints, which are close to their limits are clamped by setting the associated columns

of the task Jacobian to zero. Line 16 calls algorithm C.2 to check for joints close to their

limits.

checklimits checks if a joint is within the critical threshold ∆lcrit and returns a vector

of indexes of the critical joints.

SPG based on QP implements the method presented in Chapter 4 without the PSPM

stabilizer. The augmented task Jacobian and QP limits are initialized with zeros in line

1. The general optimization variable bounds are defined in line 11. No limits are imposed

on the slack variable. In lines 12 to 14 the parameters for a general QP are defined. After

solving this problem (line 15), the augmented bounds and the augmented task Jacobian

are adjusted for the next subtask (line 19).

PassiveVelLimShaping shapes the velocity limits to enforce passivity. Some high

numerical values are assigned to the joint velocity bounds q̇pm and q̇pM in line 1 of

algorithm C.4. Depending on the sign of ∆q, either the upper or lower velocity limit is

adjusted in line 4 respectively line 7. The original limits q̇vm and q̇vM are replaced with

the limits due to the remaining energy if they are more restrictive in lines 9 to 14.
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SPG based on QP with PSPM This algorithm is the extension of algorithm C.3

with the PSPM stabilizer. For every joint, the passivity condition is incorporated with

algorithm C.4 and the velocity limits are adjusted if necessary in line 12. The energy

reservoir is updated in line 22 and the ceiling operation is applied in lines 23 to 25.

Algorithm C.1 SPG based on Hierarchical Nullspace Mapping
1: append(lq, 1)
2: while not(isempty(lq)) do
3: clear(lq)
4: q̇v ← 0
5: N ← In

6: for i← 1 to k do
7: A← ST

i A(taskTypei)
8: A( : , lq) ← 0
9: α̇d ← Λiα̃i + α̇iff

10: β̇d ← α̇d + γ(taskTypei)
11: β̇d ← β̇d −Aq̇v
12: A← AN

13: q̇v ← q̇v +A+β̇d

14: N ←N −A+A

15: end for
16: lq ← checklimits(qv, q̇v)
17: end while
18: return q̇v

Algorithm C.2 checklimits(qv, q̇v)
1: clear(lq)
2: for i← 1 to n do
3: if qiM − qiv < ∆lcrit and q̇iv > 0 then
4: append(lq, i)
5: end if
6: if qiv − qim < ∆lcrit and q̇iv < 0 then
7: append(lq, i)
8: end if
9: end for

10: return lq
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Algorithm C.3 SPG based on QP
1: Ā← 01×n, b̄m ← 0, b̄M ← 0

2: for i← 1 to k do

3: m← dim(αi)

4: A← ST
i A(taskTypei)

5: α̇m ← Λi(αim −αi) + α̇imff

6: α̇M ← Λi(αiM −αi) + α̇iMff

7: α̇m ← α̇m + γ(taskTypei)

8: α̇M ← α̇M + γ(taskTypei)

9: q̇vm ← max{qm−q

T , −vM , −
√

2aM (q − qm)}

10: q̇vM ← min{qM−q

T , vM ,
√

2aM (qM − q), }

11: wm ←

[

q̇vm
−∞

]

, wM ←

[

q̇vM
∞

]

12: H ←

[

ρIn 0

0 Im

]

13: C ←

[

A −Im

Ā 0

]

14: bm ←

[

α̇m

b̄m

]

, bM ←

[

α̇M

b̄M

]

15: w∗ ←

[

q̇∗v

s∗

]

← solveQP()

16: b̄m ←

[

α̇m + s∗

b̄m

]

, b̄M ←

[

α̇M + s∗

b̄M

]

, Ā←

[

A

Ā

]

17: end for

18: return q̇∗v
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Algorithm C.4 PassiveVelLimShaping
1: q̇pm ← −1e

10, q̇pM ← 1e10

2: EDmin
← D

∆T (qmax(N − 1)− qmin(N − 1))2

3: if ∆q ≥ 0 then

4: q̇pM ←
1

∆T (
√

2
K (Er + EDmin

+∆Eshuffle) + ∆q2 −∆q)

5: end if

6: if ∆q ≤ 0 then

7: q̇pm ←
1

∆T (−
√

2
K (Er + EDmin

+∆Eshuffle) + ∆q2 −∆q)

8: end if

9: if q̇vm < q̇pm then

10: q̇vm ← q̇pm

11: end if

12: if q̇vM > q̇pM then

13: q̇vM ← q̇pM

14: end if

15: return EDmin
, q̇vm , q̇vM
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Algorithm C.5 SPG based on QP with PSPM
1: Ā← 01×n, b̄m ← 0, b̄M ← 0

2: for i← 1 to k do

3: m← dim(αi)

4: A← ST
i A(taskTypei)

5: α̇m ← Λi(αim −αi) + α̇miff

6: α̇M ← Λi(αiM −αi) + α̇Miff

7: α̇m ← α̇m + γ(taskTypei)

8: α̇M ← α̇M + γ(taskTypei)

9: q̇vm ← max{qm−q

T , −vM , −
√

2aM (q − qm)}

10: q̇vM ← min{qM−q

T , vM ,
√

2aM (qM − q), }

11: for j ← 0 to n do

12: [EDminj
, q̇jvm , q̇jvM ]← PassiveVelLimShaping()

13: end for

14: wm ←

[

q̇vm
−∞

]

, wM ←

[

q̇vM
∞

]

15: H ←

[

ρIn 0

0 Im

]

16: C ←

[

A −Im

Ā 0

]

17: bm ←

[

α̇m

b̄m

]

, bM ←

[

α̇M

b̄M

]

18: w∗ ←

[

q̇∗v

s∗

]

← solveQP()

19: b̄m ←

[

α̇m + s∗

b̄m

]

, b̄M ←

[

α̇M + s∗

b̄M

]

, Ā←

[

A

Ā

]

20: end for

21: for j ← 0 to n do

22: Ejr ← Ejr +∆Eshuffle + EjDmin
− 1

2Kj [(∆qj +∆T q̇jv)
2 −∆q2j ]

23: if Ejr > Ermax
then

24: Ejr ← Ermax

25: end if

26: end for

27: return q̇∗v
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