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Abstract

This thesis develops a new approximation method for the transfer operator of a mo-
mentum-averaged Langevin equation. This transfer operator can be used to detect
metastable sets and thus occurs in classical molecular conformation dynamics. It
is shown to possess a generator-like analytic structure despite not forming a time-
semigroup. This is exploited to discretize the operator without the computationally
expensive time—-integration and momentum-averaging steps of established methods.
The performance of the new method is evaluated both analytically and by numerical
examples.

Zusammenfassung

Diese Arbeit entwickelt ein neues Approximationsverfahren fiir den Transferopera-
tor einer impulsgemittelten Langevin-Gleichung. Dieser Transferoperator kann zum
Auffinden metastabilier Mengen verwendet werden, weshalb er in der klassischen
molekularen Konformationsdynamik vorkommt. Thm wird eine generator-artige an-
alytische Struktur nachgewiesen, obwohl er keine Zeit-Halbgruppe bildet. Dies wird
benutzt um den Operator ohne die rechnerisch aufwendigen Zeitintegrations- und Im-
pulsmittelungsschritte etablierter Methoden zu diskretisieren. Die Leistung der neuen
Methode wird analytisch und anhand von numerischen Beispielen bewertet.






Introduction

Motivation. Transitions between metastable states of dynamical processes are an
often-observed and important phenomenon in a great number of chemical disciplines,
most prominently in the field of molecular conformation dynamics. While the micro-
scopic state of a bonded molecule is described by its configuration, i.e. the atoms’
positions relative to each other, a conformation is the molecule’s global state or shape
that is largely conserved under small-scale atom vibrations.

The macroscopic properties that a molecular system exhibits are often greatly influ-
enced by the conformation it currently resides in. An example for a small molecule is
1,2-dichloroethylene, whose boiling point changes from 333.5 °K for the cis isomer to
320.7 °K for the trans isomer [32]. This phenomenon can be explained by the differing
polarity of the two isomers, resulting from the conformational alignment of the two
chlorine atoms. In molecular biochemistry, the most prominent example for a system
undergoing conformational transitions is the multi-step folding process of polypep-
tide chains into their biologically functional protein form. The knowledge about the
intermediate steps (the folding pathway), the transition rates between them and the sta-
bility of the end product is of use in countless applications in the biological, chemical
and pharmaceutical sciences [18| 183, 23] 52| 49], and motivates the development of
efficient and robust computational methods for analyzing metastable processes.

Rare event dynamics. Classical molecular dynamics can be modeled as a Hamilto-
nian mechanical system, i.e. an ordinary differential equation describing the change
of the molecule’s configuration and of its momenta. However, it is physically soundE]
(and computationally useful) to consider a stochastically perturbed Hamiltonian model.
A common model is the Langevin dynamics, modeled by a stochastic differential equa-
tion. The evolution of the configuration can then be viewed as a randomly perturbed
path on the potential enerqy surface (PES). Metastable conformations then correspond
to the (main) minima of the PES, and conformational changes correspond to the over-
coming of potential energy barriers.

To illustrate this, consider a butane molecule, whose three conformations can be de-
scribed by the dihedral angle around the central carbon-carbon bond (Figure [0.1). For

IStochastic perturbations can mimic collisions of the molecule of interest with solvent particles without
having to explicitly model them. This can serve to equilibrate the system’s internal energy around a
given target temperature. This procedure is known as thermostated molecular dynamics.
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Figure 0.1.: Left: The potential energy landscape of n-butane, projected onto the cen-
tral dihedral angle. The metastable conformations can be seen as the sub-
sets of the configuration space around the minima. Right: The molecular
configuration at the minima of the conformations A and B, distinguished
by the central dihedral angle. The molecular data was obtained from [27,
Chapter 5.2], [4].

a transition from the central trans conformation B to the gauche transformation A, an
energy barrier AV ~ 12.35m]/mol has to be overcome. As a first quantifier of the
overall metastability of a conformation, the escape rate k can be calculated by the Van't
Hoff-Arrehius law [29] to

k=vexp(—BAV),

where B = 1/(kgT) is the inverse temperature, with kg Boltzmann’s constant, and v is
a constant prefactor. The escape rate decays exponentially in the height of the energy
barrier AV.

Conformational changes across high energy barriers can therefore be considered as
rare events. In big molecules like proteins, the major transitions take place on time
scales typically ranging from micro- to milliseconds, while the basic frequencies, such
as bond vibrations, are in the order of femtoseconds. A direct numerical simulation of
these events by integrating the Langevin equations of motion would thus have to span
9 to 12 orders of magnitude relative to the basic time scale, a task infeasible for all but
the most specialized [68] of today’s high-performance computers.

It is therefore highly desirable to avoid microscopic simulations, and still obtain an
adequate insight into a system’s large—scale and long-time behavior. Thus, beyond es-
tablished model-reduction techniqueﬂ much effort has recently been put into build-

2For example, using averaging techniques from the Mori-Zwanzig formalism to eliminate the fastest
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ing reduced-order models on the level of the conformations [7, 18, 33, 53, 158, 63, [78].
However, to effectively build those Markov state models, the conformations and their
transition rates have to be known beforehand. As identifying them by analyzing a
long-time microscopic numerical simulation would run counter to the reduced—order
modeling idea, alternative methods have to be used.

Transfer operator-based metastability analysis. In their seminal works, Deufl-
hard, Dellnitz and coworkers [13} 162} [12] exploited that metastable structures in dy-
namical systems can be identified via the eigenfunctions of the system’s transfer op-
erator P!. This time-parametrized family of linear operators is the push—forward for
densities under the dynamics.

To compute its eigenfunctions, P! is commonly discretized by a stochastic matrix,
whose elements contain the transition probabilities from some subset of state space
to another. The transition probabilities in turn are computed using many relatively
short numerical trajectories that were sampled over the domain of the flow. While
it seems that we have only replaced the long—time simulation by multiple short-time
simulations, the transfer operator approach is advantageous. It offers a systematic
and robust way to map the flow on the whole state space, as opposed to only the
high—probability regions visited by a single long trajectory. Moreover, the number of
sampling points can be often kept low [77,39], and their numerical integration is easy
to parallelize.

For molecular Langevin systems, a state consists of both position and momentum
parts. Yet, metastable conformations are a feature of position space only. One way
to model molecular dynamics on position space only is via the Smoluchowski dynam-
icsE] [69] 40]. It is comparable to the Langevin dynamics only in a high—friction and
time-rescaled limit (the Kramers—Smoluchowski limit), which makes it initially unclear
whether it accurately models conformation dynamics, in particular the transition rates.
Schiitte [61] thus introduced the spatial dynamics (or Langevin dynamics with randomized
momenta), and with it the spatial transfer operator S' which propagates positional densi-
ties in a physically justifiable manner. It can be seen as a momentum-averaged version
of the full transfer operator. Unfortunately, when computing the spatial transition
probabilities in order to discretize S!, the momentum averaging has to be performed
explicitly, which increases computational cost.

Simulation-free and generator-based methods. Analyzing the transfer operator
instead of long—time trajectories can be seen as stepping away from single-system
dynamics and towards solving the underlying density transport equations. Lately,
techniques have been proposed that complete this step, by working directly with the

degrees of freedom [19] or considering course-grained molecular models [51].
31t is also known as overdamped Langevin dynamics, Brownian dynamics or Kramer’s equation.
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transport equations [25, 39, 78], albeit only for a special class of dynamical systems. If
the system exhibits the Markov property and other regularity conditions, the system’s
density transport can be described by an abstract Cauchy problem of the form o;f =
Lf. The operator L is called the infinitesimal generator, and is a linear partial differential
operator. L is deeply connected to the transfer operator (it can be seen as the formal
time derivative of P'), and their eigenfunctions coincide.

This last property can again be exploited for metastability analysis. Analyzing the
generator is advantageous, as its discretization requires no numerical trajectory inte-
gration. Also, spectral collocation methods can be used for the discretization, which
converge with spectral accuracy under further regularity assumptions.

Unfortunately, Schiitte’s spatially projected dynamics does not exhibit the Markov
property; its transport equations cannot even be set up in a momentum—free form.
Clearly, the generator approach is not applicable here.

This thesis. The main goal of this thesis is to extend the efficient generator-based
methods to spatial dynamics in order to

1. avoid numerical trajectory integration,
2. eliminate explicit momentum averaging.

The central idea is that, formally, (higher) time-derivatives of the spatial transfer op-
erator can still be defined. We hypothesized that these pseudogenerators contain the
relevant information about the density transport to perform metastability analysis.

In the present work, this hypothesis is thoroughly tested and both analytically and nu-
merically confirmed. We develop a Taylor-like approximation scheme that accurately
restores the eigenfunctions and the spectrum of the spatial transfer operator S for
small lag times t. We give asymptotic error estimates and validate them numerically.

We show that the pseudogenerators up to order 3 exhibit a very simple and regular
structure that is accessible for collocation methods. This structure is largely retained
under the projection onto one-dimensional reaction coordinates. This represents a po-
tential tool for further model reduction and is an important step towards the applica-
tion to chemically relevant high—dimensional systems.

Moreover, we found a surprising and previously unknown connection to the generator
of the aforementioned Smoluchowski dynamics. This connection is independent of the
damping. This provides new insights into the approximation quality of Smoluchowski
dynamics to spatially projected Langevin dynamics in the low—damping setting.

While we demonstrate the efficacy of pseudogenerator-based methods for identifying
spatial metastable sets and their short-time degree of metastability, the conformation-
ally important long-time transition rates could not yet be reconstructed. There are,
however, advancements in that regard: for increasing lag times spatial dynamics is

12
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observed to converge to a Markov process. We discuss first results on the analysis of
this limiting process.

Outline. This thesis is organized as follows:

Chapter [I| introduces the dynamical systems used for modeling molecular dynamics,
with a special focus on different coordinate descriptions for molecular degrees of
freedom.

Chapter 2| provides the operator theoretical framework of density dynamics. The (spa-
tial) transfer operators are introduced, as well as the density transport equa-
tions and infinitesimal generators. Finally, we describe established numerical
discretization schemes, including the collocation method.

Chapter [3| introduces the concept of pseudogenerators of spatial transfer operators.
After the definition and the derivation of some basic properties, we derive an
explicit coordinate expression for the first three pseudogenerators. We draw the
connection to Smoluchowski dynamics and interpret our findings. Also the pro-
jection of pseudogenerators onto one-dimensional reaction coordinates is pre-
sented.

Chapter ] presents the development of pseudogenerator-based approximation schemes
for the spatial transfer operator and discusses their asymptotic error estimates.
The chapter concludes with numerical examples that demonstrate the usefulness
of the approximation schemes for short-time metastability analysis.

Chapter | evaluates the approximation quality for the reconstruction methods for ex-
tended time scales. Also, the long—term limit of the spatial dynamics is explored.

Chapter[6] contains the conclusions and discusses possible future work.
Two appendices are given:

Appendix [A] presents the proof of self-adjointness of the spatial transfer operator,
as well as a formal derivation of Smoluchowski dynamics from high—friction
Langevin dynamics.

Appendix [B] contains technical vector-analytic proofs regarding the coordinate ex-
pression of pseudogenerators. Also, for the special case of a one-dimensional
position space, we present code for a computer-assisted automated derivation of
the first three pseudogenerators.

Contributions. A large part of the work presented in this thesis has been developed
in cooperation with coworkers, and is already published [6, 5]. Of the main Chapters

and [ the results from Sections (and the attached Appendix [B), and
can be attributed primarily to the author.
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1. Classical molecular dynamics

1.1. Representation of molecules

When speaking of a molecule, we mean a collection of n atomic particles in R3, whose
movement is governed by laws derived from classical Hamiltonian mechanics. The
particles may be individual atoms, atomic groups according to a united-atom model
[43] or even whole chemical functional groups that stem from coarse-grained molecu-
lar mechanics [51]]. In any case we see these particles as zero-dimensional point masses
and simply call them atoms from now on. The mass of the i-th atom is denoted by m;.

Cartesian coordinates. The most straight-forward description of a molecular con-
figuration is as a point q = (q1,...,qs)T € Q = R¥, with q; € Q; = R? the position
of the i-th atom. Note that we do not impose any explicit bounds on the positions. We
refer to Q as the Cartesian position space.

Generalized coordinates. We will, however, define our various dynamical systems
on more general coordinate spaces. They are motivated by internal coordinate repre-
sentation, which is frequently used in computational chemistry. A more comprehen-
sive description can be found in molecular simulation and computational chemistry
literature, for example [27] [11].

In internal, intrinsic or inner coordinates, the atoms’ positions are described relative to
one another via the use of bond lengths, valence angles and torsion angles, accordingly
also called the BAT-representation.

e The bond lengths r;; € R* are the euclidean distances between two bonded
atoms q; and q;.

e Given three atoms q;, q;, qx bonded in sequence, the valence angle ¢;x € [0, 77)
describes the angle between the two bond vectors (q; — q;) and (qx — q;)-

e Given four atoms q;, q;, 9k, q; bonded in sequence, the torsion (or dihedral) angle
Pij € [0,27) is the angle between the two bond vectors (q; — q;) and (q; — qx)
projected into the plane orthogonal to (qx — q;).

A geometric illustration of the internal coordinates can be seen in Figure

15



Chapter 1. Classical molecular dynamics
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Figure 1.1.: Illustration of the degrees of freedom of inner coordinates: bond lengths,
valence angles and torsion angles.

It can easily be seen that at most 3n — 6 internal coordinates are necessary to provide a
complete description of a molecule’s internal configuration. Also, it is clear that from
a given set of Cartesian coordinates, the BAT-representation can be compute and
the conversion is smooth, i.e. a C* map. However the reverse is not true; there is
no single set of Cartesian coordinates corresponding to a set of internal coordinates,
as the latter retains no information about the absolute position and orientation of the
overall molecule in three-dimensional space.

Meaningful molecular dynamics in internal coordinates still can be performed, albeit
due to the “lack of information”, certain restrictions have to be imposed on the orig-
inal Cartesian molecular system. For example, Koltai in [39] worked with molecular
systems in inner coordinates with zero translational and rotational momentum, and
encoded this restriction in a transformed mass matrix. A systematic approach would
lead to discussing molecular dynamics under holomorphic constraints [2], thus lead-
ing into the field of classical mechanics on Riemannian manifolds [1].

Alternatively, one could to complement the internal coordinates with information
about the overall position and orientation, in such a way that the conversion to Carte-
sian coordinates is possible and smooth, for example by means of the center of mass
and the mass variance, or with the global positions of certain “reference atoms”.

Thus, with internal coordinates in mind, but not restricted to them, we broaden our
notion of what a valid representation of a molecule looks like. For d € N* let Q C R¥
be a Lipschitz domain with respect to the Euclidean norm. We call Q the generalized
position space, and any point q € Q a (generalized) position coordinate.

Remark. We still work under the assumption that the generalized coordinates are
somehow derived from Cartesian coordinates, and thus still speak of a “molecular
system”. Also, for the important special case of Q being the pre-image of Q under a
diffeomorphism &, i.e. Q = O(Q), we will see in Section how to explicitly derive

For the specific maps to convert Cartesian to inner coordinates, see [11].

16



1.2. Dynamical models

the coordinate expressions for our dynamical models in generalized coordinates.

1.2. Dynamical models

So far, we only had a static description of the molecular system. In order to make the
molecule move, we need to introduce time-dependency of the positions, and with it
the useful concepts of velocity, momentum and generally what is known as molecular
dynamics.

1.2.1. General It6 dynamics

Broadly speaking, we will be studying continuous time stochastic dynamical systems
on a phase space X C R?. They are described by time—parametrized random variables
x¢ ,t > 0 that take values in X'. For most of the systems relevant for us, the evolution
of x; over time is governed by a stochastic differential equation (SDE) of the form

dxt

dt
Here b : X — R? will be called the drift coefficient and o : X — R¥*? the diffusion
coefficient or -matrix, and we assume b and ¢ to be Lipschitz-continuous. The symbol w;
denotes a R%-valued, zero-mean uncorrelated Gaussian “white noise” process, that can

be formally seen as the (generalized) derivative of the standard Brownian motion B;.
Under these conditions, the SDE is called It6 diffusion equation.

As a stochastic differential equation, (1.1) has to be interpreted in the context of Itd
integrals, which are thoroughly covered in [50]. As a short primer, the solution of (1.1)
is the stochastic process

= b(xt) + U<xt)wt ’ (11)

t t
Xt = X —I—/ b(xs) ds —|—/ o(xs) dBs,
0 0

where the stochastic part is induced by the underlined It6 integral with respect to the
Brownian motion process Bs.

We will begin to discuss molecular dynamics in a purely stochastic context very soon,
but still briefly require the notion of a deterministic dynamical system. It arises as a
special case from (1.1), when setting

dxt
dt
and the solving stochastic process {x;};>0 can be interpreted as a deterministic trajec-

tory in X. We will use this “overloaded” notation in the following without further
comment.

= b(xt) , (1.2)

17



Chapter 1. Classical molecular dynamics

1.2.2. Hamilton dynamics

Potential energy. Molecular dynamics is now induced by quantum-mechanical in-
teractions between the atoms. These position-dependent forces are combined into
the force field F : Q — R?, which in our case is the negative gradient of a potential
V:Q—=R:

F(q) =-VV(q).

The potential energy terms often can be expressed as functions in internal coordinates
or in the atoms” distances [11, Section 2.2]. However, as we work in generalized and
not necessarily internal coordinates, we do not want to dictate the specific shape of
V, but only demand that V' is at least twice continuously differentiable, polynomially
growing at infinity and bounded from below. We will impose further restrictions on V
if the need arises.

Equations of motion. The most basic law to describe the movement of the dynami-
cal system is now given by the (deterministic) ordinary differential equation

dZ
M(qe) - 72490 = F(q1) (1.3)

where M : @ — R%* is the mass matrix, from now on assumed to be symmetric and
positive-definite. Introducing p; := M(q:)4; € R? as the system’s momenta, and the
Hamiltonian

1 -
H(q,p) = V() +5p™™ (q)p, (14)
equation can be written as
d
% = VPH(th Pt) s
; (1.5)
% = —VyH(q:, pt) -

This defines a dynamical system on Q) := Q x P (called the (generalized) phase space),
with P := R? the (generalized) momentum space. In , V is also called potential energy
and Eyin(q, p) := 5pTM1(q)p is called kinetic energy, giving the Hamiltonian H(g, p)
the interpretation of the total energy.

Coordinate transformations. We now discuss the special case where generalized
coordinates are the result of a coordinate transformation from Cartesian coordinates:
g := & 1q, with ® : @ — Q a C3-diffeomorphism. The purpose of these detailed
formulations is to retain the connection to the original atomic description, which in

18



1.2. Dynamical models

particular provides the atoms” masses, while the potential energy is often given as a
function in generalized coordinates.

To write the Hamilton ODE in the new generalized coordinate system, the Carte-
sian potential V and mass matrix M have to be converted accordingly. By the principle
of objectivity, we demand the potential and kinetic energy to be independent under
coordinate transformation. The new potential V(g) := V(®(g)) obviously fulfills that
requirement.

The mass matrix in Cartesian coordinates consists of the physical masses of the atoms,

M := , Wwhere M; := m; .
M, m;i

For Ey, to be independent under coordinate transformation, we demand

|

pIM ™ (q)pr = pIM " 'p: . (1.6)
We have q; = 4£®(q;) = V®(q;) - 41, and thus the right hand side of can be
written as

= pI M~ (q) (V(9) MY (q:) ) M~ (g1 )

By setting M(q) := V®(q)TMV®(q), the two sides coincide and we have an expres-
sion for the generalized mass matrix. Clearly M(q) is symmetric and positive definite,
if m; > 0 for all i.

In addition, this defines a momentum conversion map, analogous to the position con-
version map &1
_ d
pt=Mq:r =M- - &(q1)
= qu) (q)il (qt))Mil ((Dil (qt)) Pt .
Multiplying from left by V& (®~1(q;))" gives
Ve (@ (qr) pr = VO(2 ' (qr)) MVP (S (1)) M~ (O} () pr

=M (o (q)))
= pt .

Thus, a given set (q, p) of Cartesian coordinates can be converted to generalized coor-
dinates via

¥ (ap) = (@7 (q), VO(P(q)"p) = (4.p) - (17)
In a differential geometric interpretation, this is the pullback between Q and Q (inter-
preted as manifolds). Note that as ® is a C3-diffeomorphism, Y e CZ( Q,0).

19



Chapter 1. Classical molecular dynamics

1.2.3. Langevin dynamics

Hamiltonian dynamics describe the motion of a molecule in vacuum, without any
external influence. Of more physical interest, however, are systems which are stochas-
tically coupled to their surroundings, physically motivated by the presence of a heat
bath or implicit solvent not modeled explicitly. A prominent way of doing this is via a
stochastic perturbation of (1.5), known as the Langevin equations of motion [41], 66} [74].
In generalized coordinates, the system is described by the following SDE:

—qr = V,H(qt, pt)
dt ’ (1.8)

d
giPt = — Vel pr) =)V H(qe pr) + o (ge)wr -

Here, v : Q — R9*? is called the friction or damping matrix, o : Q — R9*? is called
the noise matrix, and w; is a white noise process on P. We demand 7 and ¢ to be
symmetric positive definite with uniformly bounded inverse.

In (1.8), ¥ mimics the drag of (not explicitly modeled) solvent atoms on the molecule’s
degrees of freedom g, thus decreasing its acceleration. Likewise, the term cw; stands
for random collisions with said solvent, causing random Brownian fluctuations in the
momentum variable p.

The interplay of 7y and ¢ is what determines the stochastic system’s average internal
energy. Setting § := 1/ (kgT), with kg the Boltzmann constant, in order for the system
to remain at constant temperature T, y and ¢ have to fulfill

29(q) = Bo(q)o(q)T forallge Q. (1.9)

Equation (1.9) is called the fluctuation-dissipation relation, and we demand 7 and ¢ to
fulfill it for all our systems.

Equation is an It6 SDE on ) and can be brought to the general form by
setting x¢ := (q¢, p+) and

_ VyH(qt,qt) (0 0
oG pr) = <—VqH(%Pt)p—’Y(Clt)VpH(ﬂlt/Pt)> o EGup) = <0 U(lﬁ)) , (110)

where 0 in X is the d-dimensional zero matrix.

As mentioned in the introduction, the Langevin system can be formally derived from
a larger deterministic Hamiltonian system that explicitly models the solvent degrees
of freedom. This is done via averaging and homogenization techniques, also known as
the Mori-Zwanzig formalism (see e.g. [55]). However, we omit a rigorous derivation
of and settle for the intuitive friction/noise interpretation instead.

20



1.2. Dynamical models

Coordinate transformation. In Cartesian coordinates, the Langevin SDE reads

2= M 'p,
d
Pt = —VqV(q) — AM " p; + ow;,

(1.11)

where now v,0 > 0 are real numbers fulfilling 2y = [3(72, and w; is a white noise
process on R>".

Applying the coordinate transformation ¥ from to (1.11) by setting (q¢, pt) =
¥ (q¢, pt), one then gets the following SDE for (g;, p:):

d
1= MY (qi)pe

d 1
i —Vq(EPIM "a1)pt) = VoV (@)

— V& (q:)TyVP(q:) M(q)pt + VO(qt)ow,

(1.12)

were we already inserted the transformed potential V = V o ® and mass matrix M =
VOTMV O.

With the Hamiltonian in generalized coordinates,
1 _
H(q,p) = 5p™ Hq)p+V(q) ,
and the new friction and noise coefficients
v(q) == VO(q)"YV(q:), 0(q):=VP(qi)o,
(1.12) takes exactly the form of (1.8).

Due to Itdés formula [50, Theorem 4.2.1], the transformed Langevin equation again
is an Itd diffusion. Also, the new drag and noise coefficients 7y, ¢ again satisfy the
fluctuation-dissipation relation.

Remark. An analogue of equation (1.8) for dynamics on Riemannian manifolds has
been derived by Hartmann in [5].

1.2.4. Smoluchowski dynamics

Smoluchowski dynamics, also called Brownian dynamics or overdamped Langevin dynamics,
is another Itd process that will play an important role throughout this thesis. It is
described by an SDE on Q only:

d
’Y(Qt)ﬁqt = —=VV(q:) +o(qe)w:, (1.13)
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Chapter 1. Classical molecular dynamics

with 7, ¢ and w; having the same interpretations and properties as in (1.8).

Conceptually, the equation can be derived by rescaling the friction parameter ¢y —
¢ 1y for small ¢, and simultaneously rescaling the time frame to compensate for the
now increasingly slow dynamics: ¢ — et. The limit ¢ — 0, called the Smoluchowski-
Kramers or shortly Smoluchowski limit, then yields (1.13).

For a precise derivation of (1.13) on the SDE level, see [48]. We will come back to
discussing (and then interpreting) the Smoluchowski limit in Section and Ap-
pendix in the context of density transport equations.
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2. Statistical mechanics and metastability

2.1. Density transport under Ité6 dynamics

As pointed out in the introduction, our task is metastability analysis. A rigorous
definition of metastability will follow soon, but for now, have in mind the following
intuition: for the general It6 process (1.1), a set A C X’ can be called metastable, if all
paths of the process x; starting in xo € A remain in A with high probability. We thus
have to track the time evolution of this uncountable number of systems (also called
an ensemble). This shift from single system dynamics to ensemble dynamics is what is
generally known as statistical mechanics, and will lead to the definition of our central
objects of interest, the transfer operators.

2.1.1. Transfer operators

Let f € LY (X )EI be a probability density function with respect to the Lebesgue mea-
sure m. We are now interested in the time evolution of f under the dynamics, or rather
that of an ensemble distributed according to f: Given that xg ~ fy := f, what is f;
such that x; ~ f;, assuming that xy evolves under ?

For this, consider the stochastic transition function p : R>o x X x B(X') — [0,1],
p(t,x, B) = Prob [x; € B|xp = x]. (2.1)

We then have that x; ~ f; with

/Bft(x) dm(x):/ng(x)p(t,x,B)dm(x), VB € B(X). 2.2)

Under mild Conditionsﬂ satisfied by the Langevin and the Smoluchowski equation, f;
is uniquely defined by (2.2). This in turn defines the transfer operator with respect to m
with lag time ¢ via

P'f(x) := fi(x) (2.3)

n the literature, £ sometimes denotes the “pre-Lebesgue space”, i.e. the Lebesgue space before
equivalence class formation, and L? usually denotes the actual Lebesgue space. Due to clash of
notation, however, we call the actual Lebesgue space L? and use || - ||, to denote the standard p-norm.

2See the discussion about existence and uniqueness of solutions of the associated Fokker—Planck equa-
tion in Section2.1.2}
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Chapter 2. Statistical mechanics and metastability

where P! : £1(X) — L£!(X) and we extend the definition of P! from densities to
arbitrary £! (X)-integrable functions using the linearity of in fo.

In the deterministic case (1.2) with solution x; = &f(xp), E' : X — X the flow of the
ODE, P! is the well-known Perron—Frobenius operator [41]):

Pf(x) = F(E(x)) - [VaE ()]

Invariant densities and the weighted transfer operator. Invariant densities will
play an important role, primarily as reference for other “sub-densities”. Let fy €
L' (X) be such that P'fy = fy forall t >0, and let u : X — R be such that u - fy €
L' (X). With the measure py defined via duy = fydm, this means u € L, (X). The
function u can be considered a “portion” of the invariant density fx.

The transport of u can again be expressed via a transfer operator. Applying (2.2) to
fo := uofx allows us to track the evolution of u;:

/B (%) dyie(x) = /B s (%) fe (x) dm(x)

o /X uo(x) f (x)p(t, x, B) dm(x) (2.4)

:/Xuo(x)p(t,x,B) dpx(x),

where for (x) the invariance of fy and was used. Again, under suitable condi-
tions, including the non-singularity of uy, this uniquely defines u;. Written in operator
form,

Pluy == uy, (2.5)

where P! : L, (X) — L, (X) is called the transfer operator with respect to py or the
ux-weighted transfer operator. However, in the following we will more often use P!
instead of P!, and thus usually omit the reference to yy. The definition of P! of course
depends on the specific choice of fy, but the relevant systems possess exactly one
invariant density.

The conversion between P! and P! is a simple reweighting:

Pt”:ﬁ(fu){){)/ P'f =P'(f/fx)fx - (2.6)

Properties

We state some useful and defining properties of Pt. Because of 1 , all of them
hold for P! as well, as has been show in [6]. Thus, working with P! instead of P! is
only a matter of convenience, as this will simplify some calculations in Section
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2.1. Density transport under It6 dynamics

Additionally, “transporting portions of the invariant density” will fit our intuition in
metastability analysis.

It will however be necessary to distinguish between the transfer operators of the gen-
eral It diffusion, and the special cases of the Langevin and Smoluchowski dynamics.
They will be referred to as P, P, and P{_ , respectively. The corresponding transi-
tion functions are denoted p, pran and psmol. Of course, statements concerning P! will

hold for P and P{_  as well.

Domain and spectrum. While a stochastic interpretation makes sense only in the
preceding setting (i.e. on £, (X)), the formal extension of P! to the spaces E;‘l L+ (X)),
1 <k < oo, is well defined for proper choices of y y:

Corollary 2.1.1 ([3, Corollary to Lemma 1]). Let T be a transfer operator associated with
a transition function having an invariant measure . Then T' is a well-defined contraction on
U;, forevery 1 < k < co.

and P!

Smo

We will see in Section m that for P!

Lan | the existence of a unique invariant
measure is always ensured.

Due to being a contraction, P! possesses a spectrum inside the complex unit circle,
on every EﬁX(X). Moreover, on the subspace {u € E;X (X) | u > 0}, P! is norm-
preserving, i.e. P! maps densities onto densities.

Semigroup properties. One of the most characteristic features of P! is the semigroup
property (also called the Chapman-Kolmogorov property) [41, Corollary 11.8.1]:

(i) Pt‘tzof:f’
(i) PI*5f = PS(P'f) forall s, ¢ > 0.

The second point follows from the identity

p(t+s,x,B) = /Qp(t,x,y)r?(sfy,B) dy, (27)

where p(t, x,y) is the Radon-Nikodym derivative [41} Definition 3.1.4] of p(t,y, B), i.e.
forye X, BC X,

p(t,y,B) = /BP(S/%X) dx .
Equation is known as the Markov property, which holds for any autonomous Ito

diffusion process [50, Theorem 7.1.2]. Stochastic processes which satisfy (2.7) are called
Markov processes. In the deterministic case this simply reads Z*5(x) = E°(Z!(x)).
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Chapter 2. Statistical mechanics and metastability

Under the right regularity conditionsﬂ on b, o in (1.1), the transfer operator P! satisfies
the stronger Co—semigroupﬁ] property

(') im0 P'f = f,
(i) P'5f = P5(P'f) forall's, t > 0.

We assume from now on that for Langevin and Smoluchowski dynamics b and o, i.e.
V, v and ¢ in (1.8) and (1.13), satisfy these conditions.

Reversibility and self-adjointness. In general, the transfer operator of a general Itd
diffusion process is not self-adjoint on Ei L (X) [84) p. 41], ie.

(P'F,8)e # (P with (f,8) = [ fg dp.

In particular, the Langevin transfer operator P! _  is not self-adjoint on ﬁ%, , (Q), thus its
spectrum is not necessarily real. As we will see in Section[2.1.4] this makes interpreting
eigenvalues of P! in the context of metastability analysis difficult. However, it has been
shown by Schiitte and Sarich [64, Theorem 4.12] that the restriction of P[ to the space
spanned by its dominant eigenfunctions is self-adjoint, thus at least the dominant
eigenvalues of P} are real.

The Smoluchowski transfer operator on the other hand is self adjoint on Ei ,(Q), as
has been shown in [34, Proposition 2.2].

Geometric ergodicity. The notion of geometric ergodicity helps to understand the
long-time ensemble dynamics, to be precise the convergence of the stochastic transition
function towards the invariant measure:

Definition 2.1.2. Let x;, where t denotes either discrete or continuous time, be a
Markov process with transition function p(t,-,-) and unique invariant measure i y.
Then x; is called geometrically ergodic if for every state x € X and time ¢

Ip(t,x,-) — pxllrv < M(x)p'

holds for some M € E; (&) and p < 1. Here, || - [[tv denotes the total variation norm
for signed measures.

Geometric ergodicity has been shown in [34, Proposition 6.3] for Langevin dynamics
in Cartesian coordinates. As its proof is a direct consequence of [45, Theorem 3.2] (see
also [46]), which can also be applied to Langevin dynamics in generalized coordinates,
we have

3The conditions have to ensure that the associated Fokker-Planck equation with initial value fy
possesses a classical solution f; for which holds f; — fy (f — 0). P! is then the solution operator of
the equation and thus satisfies (i’). Also see [41, Definition 11.7.2].

4read: “continuous semigroup”
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2.1. Density transport under It6 dynamics

Proposition 2.1.3. Let x; denote the Langevin process in generalized coordinates. Fix some
lag time t > 0, and let z,, := x,; be the sampled time process. In either of the following
cases, z, has the unique invariant measure i and is geometrically ergodic.

(i) The state space Q is periodic and the potential V : Q — R is smooth.

(ii) The state space Q = RY, the potential V : Q — R is smooth and V(q) is growing at
infinity as ||q||?' for some positive integer 1.

We assume from now on that either condition (i) or (ii) of Proposition is satisfied.
This means, in particular, that for a fixed t > 0 there is a function M € ﬁ}l o () and a
constant p < 1 such that for every g € Q and p € P holds

|PLan(nt, (9,p),-) — palltv < M(q, p)o" . (2.8)

2.1.2. Infinitesimal generators and the Fokker—Planck equation

The C%-semigroup property can be interpreted as “memorylessness” of P!. The crucial
identity P! = (P'/")" suggests that all information about the density transport is
contained in PT for arbitrarily small T.

This suggests to study the operator L : D (L) — £¥ (X') given by

N
Lf :=lim ———— 2.
f Tlir(l) T ’ ( 9)
where D (L) C £F (X) is the linear subspace of £ (X') where the above limit exists. L
is called the infinitesimal generator (or short generator) of the semigroup P'. The power
of the generator lies in the fact that all the relevant information about P* for all times
t > 0 is already encoded in L. This will be formalized below.

Definition (2.9) also appears when constructing a differential equation for the transport
of some density f; under the dynamics:

i Jee ) — fi) e PUA(Y) — fi(x) s
9 fi(x) = lim 2 - = lim = Lfi(x). (2.10)

7—0 7—0 T

Thus, L can be understood as the differential operator of the Cauchy problem
oift = Lfi, ft‘t:():fo- (2.11)

Under the right conditions on b, 7, possesses a classical solution and P! is its
solution operator [56, Theorem 4.1.4]. Further discussion on existence and uniqueness
of solutions for the general Itd case can also be found in literature on Brownian motion
and diffusion processes, see for example [48, 38].
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Chapter 2. Statistical mechanics and metastability

Equation (2.11) is called the Fokker—Planck equation or Kolmogorov forward equation of
the diffusion process and is a linear homogeneous partial differential equation. In
coordinates, it reads [41, Theorem 11.6.1]

00 = 3 ey B0 - D (st e

=Lfi(x)

Langevin Fokker—Planck equation. We are mostly interested in the Langevin ver-
sion of this equation, i.e.

9fi(q,p) = Lianfi(q,p)  fil,_g=fo - (2.13)

Grouping the terms on the right hand side of according to

VyH(q,p) ) (0 0 )
b 7 — p 7 Z 7 —
9= (e b)) =000 g
and inserting them into (2.12), one can write
iLan = fJHam + fJOU (214)

with
Litamf := VgHTV ,f — V,HTV,f ,
1 (2.15)
Louf := 500T: Vif + (YM™'p)TV,f + (v: MT)f .

Here, V£ denotes the gradient of f, assumed to be a column vector, and V?f is the
Hessian of f. Moreover, we denote by VT{ the divergence of f.

To express the results as compactly as possible, we also make use of the generalized
Frobenius product for tensors (also known as tensor contraction). Define for tensors
A c Rnlx...xndll B c ]Rn1><...><nd2 and dl S dZ

ndl

Z Z A]l, . r]d1 (jl,...,jd],i,...,l) (216)

= Ja =1

where arguments in A and B represent indices and a colon in the argument means all
values in the respective dimension. The result is a (d, — dj)-tensor. For dy < d, the
definition is analogous.

Equation (2.14) can be seen as application of the Lie-Trotter splitting method for evo-
lution equations [73]. The two components then have individual interpretations:
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2.1. Density transport under It6 dynamics

e Lim is the generator of the deterministic Hamilton process

at‘]t = VpH(qt/ Pt), atpt = —VqH(Qt, Pt) ’

whose associated Fokker-Planck equation is known as the Liouville equation.

e Loy is the generator of an Ornstein-Uhlenbeck process [38] in p:

apr = —y(q) M (q)pt + o (q)wr , (2.17)

in which g appears only as a parameter.

Weighted Langevin Fokker-Planck equation. As P, the transfer operator with re-
spect to the invariant measure y y, is also a C’-semigroup, all the statements about P*
from the beginning of this section hold for P! as well. Thus, for the density transport
with respect to the invariant measure py, i.e. uy = Plug, ug € E;‘l . (&), the definition
of an infinitesimal generator L : D(L) — E;j L (X)), D(L) C E,’j . (X) is completely
analogous. Define

Ty —
L lim D" (2.18)
=0 T
which again induces a Cauchy problem:
otuy = Luy, u,_y = tho. (2.19)

We want to derive a coordinate expression for L for Langevin dynamics, analogous to
(2.15). For that, we will need to specify the invariant densities on the basis of which
the weighted transfer operator P! is defined. Set

falq,p) == folq) - fr(a,p), (2.20)

folq) := 219 exp (=pV(a)),  frlap):= Zpl(q) exp (- §PTM_1(¢7)P),

with the normalizing factors

Zp(q) :z/PeXP(—gPTM(q)lp)dP/ Zg = /Qexp(—ﬁV(q))dq-

The existence of fg and fq requires the integrability of exp(—pBV), which follows from
the assumption that V is at most polynomially growing at infinity, see Section [1.2.2]

The densities fn and fg, are then the unique invariant densities for the Langevin- and
Smoluchowski processes, respectively:

p{aan:fQ' PémolfQ:fQ’
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Chapter 2. Statistical mechanics and metastability

and describe the Boltzmann (or Gibbs) distribution of the respective dynamics.

An explicit expression for Li,, can now be derived by applying Lian to u;fo:

at(utf()) = iLan(uth) = EHam(uth) + EOU(Mt‘fQ) . (2-21)

Expanding the two summands and applying the product rule for gradients yields

iHam(uth) = VqH : vp(utfﬂ) - VPH ' Vq(”tfﬂ)
= qu . (vputh + Mth<—ﬂva)) — va . (untfg + Mth<—ﬂqu))
= (VqH . V,,uf — va . unt)fQ, (222)

and
Lov(ifa) = 3007 - Va(usfa) + (vM ' p) TV, (ufo) + (v : M) (usfo)
= %WT | (V1) fo + 29 i (=pM~p)
+ (=M ) fo + ufA(M ) (M7 p) o
+ (M) (Vpuefa + (=M~ p) fa) + (v: M Duefa,

where we used the identities V,fo = (=M 'p)fq and V% fo = (-BM Y fa +
B2(M~1p)(M~1p)T fq. With 2y = BooT, this reduces to

i, 1
Lou(utfa) = (Emﬂ : V?]ut — ('yM’lp)TVput)fQ. (2.23)
As fq is independent of ¢, the left hand side of (2.21) reads
dr(ufa) = (9sur) for. (2.24)

Combining (2.22)-(2.24) finally gives the p-weighted Fokker-Planck equation for Lan-
gevin dynamics:
ditty = Lyanttt = Lyamit + Lout (2.25)

with
1 -
Lam := VqH -V, =V,H-Vy, Loy := 5007 Vi—(yM'p)V, .  (226)
Remark. The expression of the weighted Fokker-Planck equation strongly resembles

another type of transport equation; for ¢; : (O — R, the Kolmogorov backward equation
reads

atqot = ALan(Pt = AHamq’t + AOUq’t (227)
with

At = VpH Vg~ ViH ¥y, Aoyi= 2007 : V3~ (yM ')V, (228)
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2.1. Density transport under It6 dynamics

i.e. it only differs from the forward equation in the sign of the Hamilton generator. It
can be derived from its general Itd process form [59, p. 83]

3 1 02 0
t1pi(x) = 5 Zzij(x)mq’t(x) + Zbi(x)afxift(x) .

=:A

Equation (2.27) governs the evolution of observables. For any ¢p : O — R and x; =
(gt, pt) the solution of the SDE , for the solution ¢; of (2.27) holds

pr(x) = E[go(xt) | xo = x] .

The solution operator of (2.27), the Koopman operator, can be interpreted as the dual of
the transfer operator [50, Section 7.3].

Weighted Smoluchowski Fokker-Planck equation. For Smoluchowski dynamics,
the associated Fokker-Planck equations can be compiled the same way as for Langevin
dynamics: Identify the It6 parameters b = b(g) and X = X(g) in (1.13) and insert them
in (2.12). The po-weighted Smoluchowski generator can then be cast as

Lsmol = B 1A—-VV -V, (2.29)

where

Vu=9"1Vu and A= ! V. (\/detyfy’qu) . (2.30)

\/dety

The operator A is known as the Laplace-Beltrami operator.

Equation can also be derived by taking the high-friction limit in the Langevin
Fokker-Planck equation (2.25). To help the interested reader understand the deeper
connection the between density transport under Langevin and Smoluchowski dynam-
ics, we have formulated the derivation in Appendix The connection can be sum-
marized as follows:

Lemma 2.1.4. Let w be the solution of the ug—weighted Smoluchowski transport equation
ow(+,t) = Lsmarw(- 1) , (2.31)

and u® be the solution of the ygo—weighted Langevin transport equation with damping
matrix vy /¢e. Then
[uf (- t7€) = (-, 1)y, =0 (€= 0). (2:32)

Note that the solutions u® and w are compared to each other on different time scales.
We have thus no reason to expect that transition rates from the Smoluchowski process
approximate in any way the rates of the non-rescaled Langevin process. This will be
confirmed later in numerical experiments.
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Chapter 2. Statistical mechanics and metastability

2.1.3. The spectral mapping theorem

General semigroup theory provides more insight into the relationship between transfer
operators and their generators. Let M be a Banach space, T! : M — M be a Cy-
semigroup of operators and A be its infinitesimal generator.

Under additional assumptions, T can easily be computed from A:

Theorem 2.1.5 ([56], Corollary 1.4). Let A, T* be as above, and A additionally be bounded.
Then

_ (A

!
= K

The boundedness of A ensures the global existence of the right-hand series. It is in
this case equivalent to T' being a uniformly continuous semigroup of bounded linear
operators, i.e. lim;_ [|T* = 1d || = 0.

Unfortunately, the [to transfer operators P! and P! are not uniformly continuous semi-
groups in general. Thus, for our intents and purposes, the principal connection be-
tween a semigroup of operators and their generator is given by the following, slightly
weaker, spectral mapping theorem:

Theorem 2.1.6 (Spectral mapping theorem [56]]). Let M be a Banach space, T' : M — M,
t > 0, a Cy semigroup of bounded linear operators and let A be its infinitesimal generator. Then

') g, (T C et U {0},
with o, denoting the point spectrum. The corresponding eigenfunctions are identical.

We can immediately deduce the following assertions.
Corollary 2.1.7. A function u is an invariant density of P! for all t > 0, if and only if Lu = 0.

Corollary 2.1.8. Since P! is a contraction in E’;L o (Q), the eigenvalues of L lie in the left
complex half-plane.

While the intuition “P! = Y7, %Lk” is false in general, P! can be approximated by a
truncated “Taylor series”, at least pointwise, in the space

VW@Q) :={uecl®™(Q)|LueL; (Q) Vn=0,... N} (2.33)

Think of VN (Q) as an analog to the Sobolev space W?2N(Q)), with L" taking the role
of the differential operator D*, |a| = n. We require u to be 2N-times continuously
differentiable, as this is the highest derivative occurring in LV, see (2.12).

The following convergence result also holds true if choosing ﬁ’;, o, (Q) instead of C%, . (Q)
in the definition of VN (Q), and correspondingly regarding the norm || - [|y.,,,. How-
ever, we state it for Ei , (Q) only, as this is the space we are ultimately operating
in.
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2.1. Density transport under It6 dynamics

Proposition 2.1.9 ([6, Proposition 2.5]). Let u € VN*1(Q). Then

N in

t
Plu—Y —L"u
H ,;) n!

=O(tNTY) fort — 0.

’2,]40

Proof. Let u € VN1 (Q). Then, P'u : t — L, (Q)is N+ 1 times differentiable
in t because akpf| o = L¥f, k < N +1 exist as per choice of u. A Taylor series
expansion for Banach space valued functions can for example be found in [82) Section
4.5]. Application to P'u as a function in t yields
t S n ' NAN+1 pst N+1
Pu:,;)mLu+</() m(l—s) 0, Puds)t .

We estimate the remainder:

Pty — L"
P32

As we are interested in the limit t — 0 we can assume t < 1. In that case, st < s, and
therefore

N N+1 pst N+1
- aN+1psty 4 H N+
2;40 H/ N‘ s 2,10

1
su aNJrlPs
R ] B

<t
SN

P'u is the solution of the Fokker-Planck equation (2.19), and thus 9;P°u = LP®u and,
by extension, 0N t1Psu = LNT1P%y. 1t is easy to see from the definition of the gener-
ator (2.18) that the transfer operator and its generator commute, thus LP*u = P°Lu.
Therefore,

il sup HBNHPSuH _ sup HPSLNHuH
N scion 2o N scion o
< sup [P, V]
TN o e 2o
1

In the last line, PSH 20 < 1 holds because P! is a contraction (Corollary 2.1.1). As

LN e L5 (Q) by the choice of u € VN1 (Q), ||[LN*1u]| is finite and independent
of t. This completes the proof. ]

2.1.4. Metastability

Based on the stochastic transition function we define by

Pux(t, A, B) := Prob,, [x; € B|xg € A] (2.34)
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Chapter 2. Statistical mechanics and metastability

the transition probability between two uy-measurable sets A, B C X, where Prob,, in-
dicates that xo ~ py; i.e. the initial condition is distributed according to py. In the
case of our physically motivated systems, i.e. assuming the existence of a unique in-
variant measure yy with density fy, the transition probabilities can then be expressed
via the transfer operator P':

<PtXAIXB>}4X

. (2.35
<XA/XA>HX ( )

1 1
t,A,Bzi/Pt d :7/# duy =
Pz ( ) v (A) Jy P xadix = | Pxaxs dp

Here, (-, ), is the standard scalar product on EIZJ . () and y is the indicator function.
A set A C X is now called metastabltﬂ if py,(t,A, A) = 1. The value p,,(t, A, A) is
called the degree of metastability of A.

Equation (2.35) hints at the role of dominant eigenfunctions of P! for metastability

analysis: If x4 were an eigenfunction at eigenvalue A ~ 1, then

(P'x A, XA)2,10 _ AXAr XA
<XA/XA>ﬂX <XA/XA>VX

so the degree of metastability of A would be high.

p},X(t,A,A): =A=x1,

The precise connection is a little more subtle, however, as P! is integral-preserving on
ﬁ%, (&) for u > 0, and so for all eigenfunctions v at eigenvalues A # 1 must hold
f v ¢ duy = 0. The result was first formalized in [13], and a reformulation for our
setting reads:

Proposition 2.1.10 ([13, Proposition 5.7]). Let v € 5%1 . (X) be an eigenfunction of P'
at eigenvalue A, and let v be normed so that [, |v| duy = 1. Let A C X be a set with
Jrvdux = %,andletB =X \ A. Then

Puy(t, A, A) 4+ pyu,(t,B,B) =1+ A

We call
Suy(t, A,B) := pu,(t, A, A) + pu,(t,B,B) (2.36)

the combined degree of metastability of the decomposition AU B = X, which is bounded
from above by 2 (indicating invariance of A and B).

2.2. Spatial dynamics

In order to analyze the behavior of molecular systems in regard of configurational
stability, we have to restrict our view to the dynamics on position space Q. For this

5Tn other works concerning conformational metastability analysis, such a set is be called almost invariant,
while the corresponding chemical conformation is called metastable. We do not make this distinction
and call both the set and structure metastable.
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2.2. Spatial dynamics

purpose, Schiitte in [61] proposed a reduction of the classical Hamiltonian dynamics,
called Hamiltonian dynamics with randomized momenta, while Weber [78] proposed the
corresponding generalized version for a stochastic evolution. Following Schiitte and
Weber, we formulate the extension to Langevin dynamics in generalized coordinates
and state the appropriate definition of metastability.

We will find that the dynamics can no longer be described by an It6 diffusion equation
of form (1.I). Thus, many of the properties and regularities derived in the preceding
sections no longer apply, as we will see shortly. Still, there are good reasons for
the introduction of this new dynamics, as the extraction of the relevant metastability
information from the full Langevin dynamics is neither fully possible nor practical:

1. The original and most evident justification for spatial dynamics came from its
creator Schiitte [61], but is only partially applicable to our extended case.

The transfer operator for the deterministic Hamiltonian dynamics has uncount-
ably many invariant densities, corresponding to individual level sets of the Hamil-
tonian H. As a result, the spectrum of the operator lies on the unit circle, and
thus identification of metastable sets via subdominant eigenvalues in the style of

Proposition 2.1.10]is not possible.

However, this argumentation doesn’t (fully) hold for the stochastically perturbed
Langevin dynamics. While the spectrum of its transfer operator in general still
isn’t purely real, Schiitte and Sarich show in [64, Theorem 4.12] that, at least for
small temperatures, P{an has a real dominant spectrum.

Theorem 2.2.1 ([64, Theorem 4.12]). Define on L3, (Q) the bilinear form

(u,0)R := (R, 0) g, ,

where R is the momentum reversion map R(q,p) = (q, —p). Let €, be the subspace of
E%,Q (Q) spanned by the n dominant eigenfunctions of Pl .

Then, for small enough temperature, P} is self-adjoint with respect to (u,v)g, which
is a scalar product on E,. Consequently, the dominant n eigenvalues of P} must be
real-valued.

For the example systems considered in Section P! . had a real dominant
spectrum whenever metastability in Q could be observed. This suggests that
the constraint to “small temperatures” is rather mild. Still, in other systems it
might pose a practical hurdle. Furthermore, the question of how to interpret the
non-dominant, potentially imaginary spectrum remains.

2. Conformations in the chemical sense are understood to correspond to the regions
of minima on the potential energy surface, i.e. are metastable sets in position
space Q only. However, the eigenfunctions of P! reveal metastable sets on the
whole phase space (), whether they correspond to minima of V' or not.
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Chapter 2. Statistical mechanics and metastability

As an example, consider the Cartesian Langevin system on Q = T! (the one-
dimensional unit circle), P = R!, with zero potential V = 0 and identity mass

matrix, i.e.
d2

d
ﬁ% = —’Ya% + ow.

The associated Fokker-Planck equation (with respect to the Lebesgue measure)

reads

% fi(q,p) = (gAp —p- Vgt p- V4 7)filap), (2.37)

from which it can easily be seen that its infinitesimal generator has the eigen-
value —vy with eigenfunction g(q,p) = p- fa(q,p). For o small enough, this
eigenpair is subdominant.

Now, sign analysis of g on () = Q x P reveals the two sets

A={(qp)eQ|p>0}, B={(gp) cQ|p<0},

with degrees of metastability
pm(t, A, A) = pu(t,B,B) = e,

which are high if 7y is small. Numerical investigation even reveals a spectral gap
after the fifth eigenvalue (see Figure 2.1).

However, the system does not contain metastable configurations in the chemical
(and thus our) sense, as the potential energy surface is completely flat. Thus de-
ducing the existence of spatial metastable sets from the existence of a dominant
spectrum of the Langevin transfer operator is, in general, not possible.
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Figure 2.1.: Dominant eigenvalues of a discretization of P}, for the zero potential sys-
tem for small . The first five eigenvalues appear to be isolated.
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2.2. Spatial dynamics

3. Finally, having to deal with the dynamics only on Q vastly reduces the numerical
effort. As we will see in Section the classical numerical analysis methods
require a discretization of the respective phase space. As dim(Q) = dim(P) =4,
and for simplicity assuming a resolution of N in each (position and momentum)
dimension, the number of required discretization elements reduces from N2
to N¥.

2.2.1. The spatial transfer operator

Consider an ensemble of molecules, modeled by in thermodynamic equilibrium,
i.e. identically and independently distributed according to fn. To determine which
portion of the ensemble undergoes a certain configurational change, e.g. leaves some
set A C Q, we have to track the evolution of all paths (g, p;) under Langevin dynamics
with position coordinate g; starting in g0 € A. We therefore have qo ~ fafo, where
Xa = xa/mo(A) is the pg-normed indicator function.

Due to the product structure of fq, the initial momenta py are distributed ac-
cording to fp and so (g0, po) ~ Xafa. This full phase space density now evolves
under the action of the Langevin transfer operator P}__, but as we are only interested
in the positional portion of the evolving density, we form the marginal distribution of
Pl . X afa with respect to q.

The evolution of ¥ can again be expressed in transfer operator form, defining the
spatial transfer operator

S'xalg) == fglw) /Ppian (%a(@) falq,p)) dp (2.38)

which can be recast in terms of the y g-weighted transfer operator, using (2.6):

S'%a(q) = /Ppﬁan (%) (,p) dpp - (2.39)

Note that the position g appears in up as a parameter, as dup(p) = fp(q, p)dm(p).
Due to Corollary applied to the operator P! and the invariant measure iq, the
spatial transfer operator S! can formally be extended to L";, o (Q) with g defined by
dug := fodm. Intuitively, one can think of S'u with u € ﬁ’;, o (Q) as transporting a
positional portion of the canonical density under the full phase space dynamics.

S' induces a new stochastic dynamical process, called spatial dynamics or Langevin
dynamics with randomized momenta [61]. We will see below that this is no longer an Ito
process, and thus cannot be described by an SDE of form (I.1). Instead, we characterize
it purely by its stochastic transition function, which reads for measurable sets B C Q

ps(t,q,B) = f;(q) [ prn(t, (3., B x P)fala,p) dp . (2.40)
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Chapter 2. Statistical mechanics and metastability

The spatial transition probability then is for yg—measurable A, B C Q defined by

Psno(t; A B) =~ B) dpo(q)- (2:41)

Properties

In the following we state some important properties of the spatial transfer operator.
The central properties regarding self-adjointness, geometric ergodicity and the spec-
trum of S’ have been shown by Koltai in [6].

Semigroup property. The spatial transfer operator lacks the semi-group property
that fundamentally characterizes the Itd transfer operators: S/ # S° o S!. With the
projection and extension operators

o: £1(Q) =+ £,(Q),  (Mef)):= s [ flap)dp
To: L}, (Q) ~LH(Q),  (Tau)qp):= (q)fn(q, )

this can be seen easily, as

S = TP T = TP}, Pl..Ta

Lan
S0 St =T1gP, . TalloP},.Tq
and as I'nllg # id, the two expressions differ.

As a consequence, St cannot be the solution operator of an autonomous PDE, such as
the Fokker—Planck equation. This is equivalent to spatial dynamics not being induced
by an Ité diffusion process, and it thus has no infinitesimal generator in the sense

of (2.19).

Reversibility and self-adjointness. S' is a self-adjoint operator on £, (Q), i.e.
(S'u,v)uy = (1, 8'0) 4 (2.42)

for u,v € Ei o (Q). This has been shown in [6] for the special case of Cartesian coor-
dinates with mass matrix M = I, but the proof has to be adapted only slightly to suit
our more general setting. It can be found in Appendix

Equivalent to the self-adjointness of S’ is the notion that the underlying dynamical pro-
cess is reversible. While for deterministic dynamics, this corresponds to the invertibility
of the flow Zt, for stochastic spatial dynamics with transition probability ps ., (t, -, -)
(compare (2.34)), reversibility can be defined as

Psuo(t, A, B) = psuo(t, B, A) .
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2.2. Spatial dynamics

Geometric ergodicity. Geometric ergodicity of the spatial dynamics can easily be
reduced to geometric ergodicity of the Langevin dynamics. We repeat the short argu-
ment that was first stated in [6].

Proposition 2.2.2 ([6, Appendix B]). Under the prerequisites of Proposition on the
configuration space Q and the potential V, spatial dynamics has the unique invariant measure
1o and is geometrically ergodic.

Proof. Note that j1g = (- x P). With the description (2.40) for the spatial transition
function ps, we have

lps(nt,q,-) = pollry = Hfgl(q) /p pan(nt, (4,9), % P) fa(q,p) dp — par(- x P)|

= Hfgl/ [pLan (nt, (q,p), - X P) = pa(- x P)] falq, p) deTV

/ U8 || pyon (1t (4, p), - % P) — (- X P)| gy dp

By the supremum definition of the total variation norm, one sees that the norm of a
measure projected onto a subspace of the original phase space is not greater then the
norm of the unprojected measure:

lulltv = sup Y |u(A)| > sup Y (A xP)| = [lu(-xP)llrv,

7T partition Ac sy 7t partition At
of O of Q

as for all A C Q the sets A x P are contained in partitions of (). Thus we continue
(1) < | B HPLan(”t (@p),) = ()l dp

<p/ 1) M(q, p)dp .

M(q)

In the last line M(q,p) and p are the ergodicity factor and constant for Langevin
dynamics, which exist due to Proposition (2 , and M € El o, (@ x P) implies
M € L’}l o (Q). Thus spatial dynamics is geometrlcally ergodic, w1th prefactor M and
ergodicity constant p O

Spectrum. Using the dynamical properties of reversibility and geometric ergodicity
of spatial dynamics, Koltai in [6] has shown some desirable spectral properties of the
associated spatial transfer operator.

Consider the following assumption for some transfer operator P':
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Chapter 2. Statistical mechanics and metastability

Assumption 2.2.3 ([35], Assumption S). The operator P! : Ei (X) — £f, (&) is self-
adjoint and exhibits n eigenvalues

A< <A <A =1,
counted according to their multiplicity. Furthermore, the spectrum o (T') satisfies
(P C [a,b)U{Ay, ..., A1}
for some constants a,b € (—1,1) satisfying a < b < A,,.

[34, Theorem 4.31], re-stated for our purposes gives

Theorem 2.2.4. Let P : ﬁ% (X) — Ei (X) be a transfer operator associated with the re-
versible stochastic transition function p. Then P satisfies Assumption if and only if p is
u-irreducible and (yu-a.e.) geometrically ergodic. The latter two conditions on p are satisfied, in
particular, if p is geometrically ergodic.

Thus, we have

Corollary 2.2.5 ([6, Corollary B.7]). If the potential V satisfies either conditions in Propo-
sition then the spatial transfer operator S' : L3, (Q) — L3, (Q) is self-adjoint and

satisfies Assumption
2.2.2. Spatial metastability
Considering S' as an operator on [,;24 ,(Q) and using the standard associated scalar

product (u,v),, gives us access to the spatial transition probabilities on Q. For A C Q
we call

I[(A):={(gp)eQ|qge A} (2.43)

the slice of phase space corresponding to A. It is easy to see that for the spatial
transition probability holds

pS,yQ(t/ A, B) = pLan,yQ (t,F(A),F(B)) .

The spatial transition probabilities between slices A and B can now again be expressed

40



2.2. Spatial dynamics

in terms of St

PS,yg(t/ A,B) = PLan,uq (t,T(A),T(B))
£33 (P{ anXT(A) XT(B) 1o
(XT(A) XT(A)) 10

1

= ) sy Plonkrin) @7)

- ygl(A) /B/P (Plan(xaxP))(q,P)fa(q,p) dp dq
- Vgl(A) /B (StXA)(Q) dig

— <StXA/ XB>[1Q
<XA/XA>,HQ

This defines our task for metastability analysis motivated by spatial conformation dy-
namics: find a disjoint decomposition {A;,..., A, } of position space Q, so that

pS,HQ (t/A]/A]) ~ 1, ]: 1,...,1’[

Connection to the spectrum of S. The connection between eigenvalues close to
one of arbitrary transfer operators and metastable sets was first formalized in [13] (see
Proposition and applied to conformation dynamics in [14]. However, we will
primarily use a result from Huisinga and Schmidt [35], developed for the special class
of transfer operators satisfying Assumption [2.2.3]

For the n dominant eigenvalues Ay,...,A, of S' let the corresponding set of pg-
orthonormal eigenfunctions be denoted by {vy,...,v,}. We then have

Theorem 2.2.6 (Application of [35, Theorem 2]). Let { A, ..., A, } be a measurable decom-
position of Q and I1T : Eig (Q) — L;%Q (Q) be the orthogonal projection onto span(x a,, - --,XA,)

ie.
" (o, XA
Z XA -
j=1 XA /XA >

The combined degree of metastability of the decomposition can then be bounded from above by
Psug (AL, A1) + oo+ Pspug (B An, An) ST+ A2+ ...+ Ay,
while it is bounded from below by
T+ p2A2 + .o+ pnAn + ¢ < pspg (E AL Ar) + oo+ Ps g (B Ans An) -

Here, pj = || 110} ||2,u, € [0,1] and ¢ = a(1 — p2 + ...+ 1 — py) (a the left interval bound in
Assumption .
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Chapter 2. Statistical mechanics and metastability

We see that, the lower the projection error of ITvj, i.e. the more the eigenfunctions
resemble step functions over the sets Ay, ..., A;, the better the bounds coincide. As a
first heuristics when aiming to construct a metastable decomposition, one can choose
A1, ..., Ay in accordance to the the sign structure of vy, ...,v, (i.e. we treat the eigen-
functions as approximate one-step functions of the form x4 — xp).

Note that the focus of this work is the approximation and computation of the eigen-
functions and the spectrum of St, and not the extraction of the individual metastable
sets from the eigenfunctions. Sophisticated schemes, such as the spectral clustering-
based PCCA algorithm [15,60], have been developed for this purpose, and they can in
principle be applied as a post-processing step to the eigenfunctions computed by our
methods.

2.3. Operator discretization methods

We have seen the connection between metastable sets and eigenfunctions of the trans-
fer operator and generator , for our purposes formalized by Theorem and Theo-
rem For numerical metastability analysis, the operators have to be discretized in
order to compute their eigenvectors. We present two established discretization strate-
gies, one for the transfer operator and one for the generator.

2.3.1. Transfer operator-based analysis

Assume Q satisfies the conditions in Proposition and let, for this section only, P!
denote

(i) either the transfer operator of some It6 diffusion of form (1.1) on Q (for example
Smoluchowski dynamics)

(ii) or the spatial transfer operator S'.

In accordance with the notation from section P! denotes the weighted transfer
operator with respect to the unique invariant density fo and the according invariant
measure } o, which we assume to exist in case (i) above.

Ulam’s method. Let U/, denote some n-dimensional subspace of L’%, o (Q), with or-
thogonal basis {¢1,...,¢,}. The orthogonal projection onto U, is called the Galerkin
projection, denoted by IT, : L3 (Q) — Uy, and given by

L .
I = ZCiqoi , with ¢ = M )

(2.44)
i=1 <q)i/ §0i>HQ

42



2.3. Operator discretization methods

This lets us define the projected transfer operator P, := I1,P'. Restricted to U,, P} can be
represented by a matrixﬂ with entries

to: o
(Pa)ij = P9i filng (2.45)
{91/ Pido

Ulam [75] suggested to use indicator functions over a partition of Q as basis for U,.
This was also the first approach used in numerical transfer operator based metasta-
bility analysis [13] [15], as the resulting propagator matrix has a nice stochas-
tic interpretation. Let D = {D;,...,D,} denote a disjoint decomposition of Q into
jg-measurable sets with positive finite measure and U, := span (xp,,..., xp,). The
matrix representation of P! then has entries

<PtX'Di/ X'D]'>VQ

1
Pty = - /pf duo
B = o xoine 1oy Jo, AP e

which can be seen as the transition probabilities of the underlying system,
= pyg(t/ D;, D]) = PI‘ObyQ [xt € D] ‘ X0 € Dz] . (2.46)

P! is a (row) stochastic matrix [24], i.e.
t AN
1. (pn)i,jzo, 2. ;(pn)i/j_l,

which by the Perron-Frobenius Theorem implies that all its eigenvalues satisfy |A| < 1
and A = 1 is a single eigenvalue of P! with eigenvector v = (1,...,1)T.

We now solve the projected eigenvalue problem on U, instead of ﬁ%, o, (Q), ie. solve
Plu = Au for u € Uy,. Under which conditions (A, u) then converges to an eigenpair of

P! has been investigated for example in [61].

Monte Carlo integration. The interpretation of the entries of P! as transition prob-
abilities is key to the algorithmic strategy for numerically computing them. Equation
can be interpreted as the portion of the canonical ensemble which, after time t,
ends up in D; after starting from D;. Thus sampling the canonical ensemble on D; and
counting the transitions to D; should give an approximation to (P});;, with an error
depending on the number of sampling points.

This intuitive strategy can be made precise under the notion of Monte Carlo quadra-
ture, for a thorough introduction see [36]. With the density fp, := % fo, ie. the
restriction of the canonical density fg to D;, we can write

246) = E[xp,(9:) | 90 ~ fp,] =t Jum -

®For the sake of notational simplicity, we denote both the operator on U, and the matrix in R"*" by P}.
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Chapter 2. Statistical mechanics and metastability

By the law of large numbers, this conditional expectation can be approximated by

1 M (m) R
~ap o an(a(a)) = Tm, (2.47)
m=1

(m)

where the g;(q, ') are independent realizations of the underlying stochastic process
at time t, starting at different qO ~ fp,- The approximation error is typically given
in terms of the standard deviation E[(Jy — J M)Z]l/2 which can be shown to be of

order O(1/+/M), independent of the system’s dimension [22].

Stochastic trajectories. For It6 processes on Q, the realizations qﬁ’”) can be com-

puted by numerically integrating the associated SDE (1.1), using stochastic symplectic
integrators such as the Stormer-Verlet method with Langevin thermostat [28].

For spatial dynamics, however, a small intermediate step is necessary, as it is not de-
scribed by an SDE but we rather rely on the momentum-averaged Langevin transition
function (2.34) to describe it. We have

pslyg<t, Di, D]) = pLan,yQ(t; Dl' X 73, D] X P)

which can be approximated as in (2.47) by

~— Y Xxp (ﬂqxt(xo )),
M m=1 !
where 71, is the restriction to the g-component and

xi(x§")) = (a: (" p6"™), pr(a6™, p3"))

are independent realizations of the full phase space Langevin process at time t, starting

at randomly drawn q ~ fp., Po ~ fp(q(()m), -). It is helpful to split the above sum
into individual Monte Carlo quadrature sums over D; and P:

1 Ml m mq,m
st D02) = g - 3 1 o (s ),

so for every sample q(()ml) ~ fp, we draw M, samples péml’m) ~ fp(q(()ml), -). Thus,

although spatial density dynamics takes place in position space Q, the momentum
averaging requires the sampling of P as well.

The curse of dimensionality. In the case where Q is bounded or periodic, a straight-
forward choice for the decomposition of Q is a regular rectangular grid. Consider for
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simplicity Q@ = [0,1]¢, the d-dimensional unit cube, and some dynamical system on it
with periodic boundary conditions. Dividing each edge of Q into n intervals of the
same length 1/ yields a decomposition of Q into a total of n? congruent hypercubes
(“boxes”), denoted by D;, i =1, ..., nd.

Using the approximation space U« = {Ds, ..., D}, itis a standard result from Finite
elements theory that the approximation error for £!-integrable Lipschitz-continuous
functions f : @ — R can be estimated by || f — ILf| = O(n~!). Thus, to achieve a
given approximation error ¢, in the order of e~ boxes are needed.

This exponential growth in the number of ansatz functions, known as the curse of
dimensionality, quickly represents prohibitive computational costs, and makes this box-
based Galerkin discretization infeasible in dimensions as low as d = 4.

Related approaches

There are of course other options in choosing the ansatz space U/,;, and standard ap-
proximation spaces as well as specifically tailored ansatz functions have been consid-
ered in transfer operator analysis, some of which are presented below.

e In [37], Junge and Koltai used a hierarchical Haar basis to combat the curse of
dimensionality. They reduced the number of basis functions required to achieve
a given Galerkin discretization error ¢ from O(e~9) for basis functions based on
a regular grid of boxes, to O((log, e~ 1)**~2¢™1) for their sparse-grid basis.

o Weber [77] diverted from the point of view of each point in configuration space
lying inside of exactly one metastable set, and instead characterized their affili-
ation to conformations by membership functions, one for each conformation. The
Galerkin projection onto the space spanned by these membership functions leads
to a meshfree algorithm, which also aims to break the curse of dimensionality.

e In the core set approach, Schiitte and coworkers [63} 65] use a Galerkin projection
onto so-called commitor functions. For sets D1, ..., D, C Q, the commitor function
c; is defined by the probability of hitting D; next if starting in g, i.e. with the
hitting time 7,(D;) = inf{t > 0 | g0 = g A q: € D;},

¢ci(q) = Prob[1;(D;) < 15(D1) A... A1(D;) < 17(D)] -
In case of a full partition Q = |J; D;, we again have ¢; = xp,. However the

idea is to choose the D; to cover only regions in phase space of high interest
for conformation dynamicsﬂ The resulting transition matrix can be interpreted

"Typical choices for the D; are the (assumed) metastable sets themselves or “milestones” along the
transition paths. The information about the location of these sets has to be supplied, for example by
preceding computations or chemical intuition.
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as a Markov jump process on n states which approximates the original high-
dimensional (spatial) molecular dynamics. This model reduction technique has
been implemented in form of the software package EMMA [67].

All these transfer operator-based discretization methods have in common that they
implement the underlying dynamical system by computing numerical trajectories to
approximate transition probabilities between certain subsets of phase space. While by
meshfree approaches, the number of these sets may be kept low, the cost for accurately
approximating the individual transition probabilities is still dependent on the system
dimension.

Thus, the integration of these trajectories typically is the computationally most expen-
sive step in operator-based Ulam-like methods. It is this step we are aiming to avoid
by looking directly at the infinitesimal generator instead.

2.3.2. Generator-based analysis

According to the spectral mapping theorem [2.1.5, the spectra of transfer operator semi-
groups P! and their corresponding infinitesimal generator L are equivalent in the con-
text of metastability analysis: given the dominant eigenvalues {A1,...,A,} of Lian,
the dominant eigenvalues of P! can be computed to {e“l,. ..,e”‘"}. The respective
eigenvectors are the same.

Froyland et. al. [25] used this equivalence to perform metastability analysis com-
pletely without the costly numerical simulations that the Galerkin discretization for
the transfer operator is based on. They did so by discretizing the generator instead,
using spectral collocation methods.

Spectral collocation

Collocation is a well-known interpolation-based technique for the numerical solution
of ordinary and partial differential equations. For our abridged notion of this method,
we refer directly to [25]; for a more general introduction, see, for example, [71].

Consider a set of—not necessarily orthogonal—basis functions {¢,...,¢,} on Q,
spanning the approximation space U,, and call some Q, := {q1,...,qx} C Q the
set of collocation nodes. Now let U be some function space and Z, : U — U, be the
interpolation operator corresponding to U,,. For f € U, Z,,f thus denotes the function
in U, for which holds

Lnf(qi) = f(q:), i=1,...,n.

In order to guarantee existence and uniqueness of the interpolant Z, f, the collocation
nodes have to be chosen in accordance with the basis functions. We present two
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popular choices of pairs (U, Q,), suitable for the two different assumptions on our
phase space Q from Proposition 2.1.3}

1. For Q periodic, first consider Q = T!, the one-dimensional unit circle. Define
for n odd the finite dimensional approximation space U, of trigonometric poly-
nomials with basis of Fourier modes

(o} g o) =&, (248)
as well as the corresponding collocation nodes Q, := {0,1/n,...,(n —1)/n}.
These basis functions possess inherent periodic boundary conditions.

For systems on differing periodic intervals [a, b], a shifted-and-stretched Fourier
basis can be used, together with correspondingly shifted nodes. Multidimen-
sional periodic phase spaces then can be discretized using a corresponding prod-
uct basis.

2. For the unbounded state space Q@ = RRY, a grid-based ansatz space does not
seem appropriate at first. However, as the potential V' grows at least quadratic
at infinity (due to the requirement in Proposition , the canonical density
fo decreases as (’)(e‘ﬁ”quz) for ||q|| — co. Thus, we can always find a bounded
region @ C Q that the canonical ensemble concentrates in, i.e. ug(Q) ~ 1.
Placing the collocation nodes on a grid that covers Q then captures the essential
dynamics.

Again we start with a one-dimensional case. For Q = [~1,1] we place the
collocation nodes on the Chebyshev grid Q, := { —cos (2tk/(n —1)), k =
0,...,n—1} and use Chebyshev polynomials as basis functions:

{q)k}ogkgn—l , ¢x(g) = cos (karccos(q)) . (2.49)

For any other interval [a, b], grid and basis functions can be shifted and stretched
as in the periodic case. Multidimensional Q are covered by tensor products of
polynomials.

We can then write the interpolant 7, f as a linear combination of the ¢;:

T.f(q) = icmq) ,

where the c; solve the linear system

f(%‘) = ici%’(q}') , j=1...,n.
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Operator approximation For an operator A : U — U, we define the discretized
operator A, : U, — U, by

A?’l . Z/{n — Z/{n, Anf = InAf. (2.50)
The operator A, has a matrix representation (which again is also denoted by A,):

Ap = (A(Pi(qj))i]' ’

Suppose now that U = L’%, ,(Q) and A = L, the generator of some Ito diffusion,
i.e. a second-order differential operator. The entries (qui(qj))l.]. are now computed by
analytically applying the differential operator to the basis functions and evaluating at

the collocation nodes.

We are interested in parts of the spectrum and the associated eigenspaces of L. So
instead of solving Lv = Av on ﬁf, (Q), we solve L,v = Av on U,,. In matrix form, using
the weight matri W, = (goi(qj))i]., this becomes a generalized eigenvalue problem
on C™":

Anc=AWyc or (L, —AW,)c =0, (2.51)

where Y}, cx¢x then is the approximated eigenfunction of L at eigenvalue A in Laplace
space.

Convergence of the spectrum. [25, Theorem 4.9] states that the eigenvalues A and
eigenfunctions v of L can be approximated by the corresponding eigenfunctions and
eigenvalues of 7, L with spectral accuracy, provided that the v are C* smooth.

In Cartesian coordinates, the eigenfunctions of the transfer operator of the Smolu-
chowski and spatial dynamics P§_ | and S’ have been shown to be C* under the
assumption that the potential V : RY — R is C* and all its derivatives of order greater
or equal two are bounded.

The proof was first performed by Koltai in [6], and the author suspects that it can
be directly transferred to generalized coordinates. However, since the proof was not
performed rigorously, we restrain from claiming spectral convergence.

Applicability to spatial dynamics. Of course, this discretization method relies on
the existence of an infinitesimal generator for the respective dynamics. Unfortunately,
spatial dynamics does not possess a generator in the sense that its density flow can
be described by a PDE. Spectral collocation for the generator is thus not applicable to
spatial dynamics.

8In the literature, this matrix is commonly called mass matrix. To not confuse it with the system mass
matrix, we adapt our notation.
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An alternative generator discretization. Weber [78] argued that under certain con-
ditionﬂ the spatial transfer operator S' “almost” behaves like a semigroup of opera-
tors, so the existence of a generator-like object Ls can be assumed. Weber went on and
constructed a Galerkin-like discretization of Lg.

Let P! be the Ulam discretization of P! on the disjoint decomposition D = {Dy, ..., D, }
of 9, and define

- d

Li,]' = E(P )i,]' .
Using Gauf’ theorem, one sees that the entries of L can be computed by a surface
integral of the form

N

Lij =, p @0, (0) 45 @52)

where dD;D; is the common edge between D; and D; (if it exists), and z(g) can be
interpreted as the average (with respect to the momenta) flow rate of the system. (2.52)
can be approximated by Monte Carlo quadrature, effectively counting transitions of
sampled trajectories over the respective edges.

By using a (meshfree) Voronoi tessellation for the the decomposition D, Weber de-
veloped an adaptive algorithm, whose complexity depends the number of metastable
sets instead of the system dimension. However, again numerical trajectory simulation
lies at the heart of this method, which is what we are aiming to avoid.

9These conditions will be explored in Section
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3. The generating structure of
spatial dynamics

3.1. Pseudogenerators: definition and properties

We have seen in the previous section that the generator approach offers great benefits
in form of numerical complexity reduction, but that it is unfortunately not applicable
to spatial dynamics. Thus, in this chapter, we describe the discovery of a generator-
like object for spatial dynamics and its numerical exploitation. The main idea is that
formally, the time-derivatives of the spatial transfer operator S’ can still be defined, in
analogy to ([2.9). We will see in Chapter [4) how the resulting operators can play roles
similar to the infinitesimal generator in the context of metastability analysis.

We first define time derivatives for general time-parametrized operators:

Definition 3.1.1. Let X be a Banach space, TH: X - X, t>0bea time-parametrized
family of bounded linear operators. We define the operator o;T* : D (9;T") — X

t+h,, _ Tt
atTfu — hmu
h—0 h

and refer to it as the time-derivative of Tt. D (atTt) here is the subspace of X where the
above limit exists. Iteratively, we define by 9/ T' := 9;(9} ' T*) the n-th time-derivative
on D (a’; T! ) Finally,

G, = B?Tt‘tzo
is called the n-th pseudogenerator of T".

As explained in Section the generator of a semigroup induces the associated
Fokker-Planck equation (2.19). As T* does not necessarily have a Fokker-Planck equa-
tion (it is not necessarily a semigroup), we refer to the G, as pseudogenerators instead.

For T! = P!, the transfer operator of an Itd process, the pseudogenerators are simply
powers of the infinitesimal generator:

Lemma 3.1.2. On D(L"), the n-th pseudogenerator G, of P* takes the form
G, =1L",

with L the infinitesimal generator of the respective dynamics.
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Chapter 3. The generating structure of spatial dynamics

Proof. G1 = L follows directly from the definition of the generator (2.9).

By repeated application of the Fokker-Planck equation (2.19) and using the commuta-
tivity of P! and L, we have
0y P'u = L"P'u .

Evaluating at t = 0 now gives the result. O

To investigate pseudogenerators for the spatial transfer operator, we will first specify
its domain. Let

WH(Q) == {u € C*(Q) | Lityu € L, (Q) ALl u € L (Q) VO<m<n}. (31)

Note that, while similar in notation, W*" (Q) is not the usual Sobolev space. Also
note that u is defined on O, but Lfanu is defined on (), and thus integrability over ()
is required. The requirement is motivated in the following Proposition :

Proposition 3.1.3. On W*" (Q), the n-th pseudogenerator G, of the spatial transfer operator
St takes the form

Gnu = / (LLan)”u d;l/l’p
P

Proof. For this proof, let u; denote the time-evolution of an E}l o (Q)-function under
the full Langevin dynamics starting at ug := u, i.e. u; = P{anu and 9d;u; = Lyants .
Then

9:Stu = 9, / P! dup .
P

Asu e L‘%, , (), and P, is a contraction, P{, u is absolutely integrable. So

an an

0;S'u = / 0P udup = / Liantts dpp = / LianP o u dup .
P P P
As L, and P{an commute and Ljnu € L’; a (Q)), the iteration of this argument yields

a?sfu|t20 = </P(LLan)”ut dﬂp))

By the same argument as above, L{,
tion can be swapped:

0S'ul,_y = [ ((Lian)"e)] g dip = [ (Lian)" dip. =

=0

u; is absolutely integrable, and limit and integra-

From now on, when speaking of pseudogenerators, we always mean pseudogenerators
of S'. Note that, in general, G, is not simply a power of Gy, as

/P(LLan)n” dup # </PLLan dyp>nu.
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3.2. A coordinate expression for pseudogenerators

3.2. A coordinate expression for pseudogenerators

In this section, we derive explicit expressions for the first couple of pseudogenerators.
The derivation will be based on the representation from Proposition and per-
forming the rigorous vector-analytic calculations therein. Due to the length of said
calculations, most proofs of this section are relegated to Appendix B} Section

We begin with the main result, which expresses G as a partial differential operator:

Theorem 3.2.1. Let S! be the spatial transfer operator for the Langevin dynamical process in
generalized coordinates on W52 (Q). The first three pseudogenerators of S* take the form

0. Go=1,
1. G =0,

2. Gu——
2 ,3\/ det M

Proof. See Appendix O

VT<\/det MM~V ) =V, VTM™ Vg

Remark. The proof of the one-dimensional formulation of Theorem is easily
automatable using a computer algebra system such as Wolfram Mathematica [81].
Program code is provided in Appendix B, Section

In the important special case of Cartesian coordinates, the term V,M~!(g) vanishes,
and we can slightly extend the technique of this proof to derive Gg:

Corollary 3.2.2. Consider the spatial transfer operator for the Langevin dynamical process in
Cartesian coordinates on W3 (Q). Its first pseudogenerators take the form

0. Go=1

1. G =0
2. Gou = ;v;(M—lvqu) — V,VIM 'Vu
— 1 T -1)2 T —1\2
3. Gau = —’y[ﬁvq((M )V ) = VoV (M) Vu]
Proof. See Appendix B} Section [B.1} O
Remarks.

1. For the special case M = I, Corollary has been proven in [6, Proposition 4.4].

2. The subsequent pseudogenerators (G, Gs, . ..) do, in general, not display an anal-
ogous structure. This can be seen by an automated derivation of G4 for the
one-dimensional case (see Appendix B} Section B.2).
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Chapter 3. The generating structure of spatial dynamics

Connection to Smoluchowski dynamics. Upon inspecting G, in Theorem [3.2.1}
one discovers an interesting connection:

Corollary 3.2.3. In the setting of Theorem[3.2.1]
Gy = LSmol(M) ’

where Lsmo1 (M) is the infinitesimal generator of Smoluchowski dynamics with damping ma-
trix M (i.e. the former mass matrix).

Proof. As stated in section the Smoluchowski infinitesimal generator reads

Lsmott = B 1Au—VV -V

= 5*1Lv- (Vdetyy 'Vu) = VV -y 'Vu.

\/dety

Replacing 7y by the mass matrix M gives the result. O

For Cartesian coordinates we additionally have

Corollary 3.2.4. In the setting of Corollary
Gs = —YLgmol (M?)

where Lemoi (M?) is the infinitesimal generators of Smoluchowski dynamics with damping
matrix M2,

The emergence of Smoluchowski dynamics in the second time derivative of spatial
dynamics came as a surprise, and, to the best knowledge of the author, cannot be
explained fully by established theory. Recall that Smoluchowski dynamics normally
arises from the limit of infinite damping and subsequent time rescaling (see Lemma
and Appendix [A.2), and no such procedure is applied for deriving spatial dy-
namics. Moreover, in the emerging Smoluchowski generator, the original mass matrix
takes the place of a damping matrix, which so far has not been interpreted yet.

To the author’s knowledge, the connection between spatial dynamics and Smolu-
chowski dynamics was previously unknown.

3.3. Application of Dyson’s formula

We derived the connection between pseudogenerators and the Smoluchowski dynam-
ics by technical, purely vector-analytical calculations. A dynamical and physical un-
derstanding of this connection is thus still lacking. Further, expressing the pseudogen-
erators in a closed form without having to manually conduct the complicated vector-
arithmetical calculations would be highly desirable.
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3.3. Application of Dyson’s formula

While, until now, a closed form for the pseudogenerators could not be derived yet, the
most successful approach to explaining the generating structure of S' and the role of
G, was the application of the Mori-Zwanzig theory to our problem. The idea was first
presented by Koltai in [5], and is expanded in the following.

Central to this approach is the concept of spatial density dynamics as a projection of
the phase space density dynamics. Define the projection operator IT : E;j 0 () —

£k (Q)as

Ko

Mu(q,p) :==E[u(q,p) | 9] = W = /Pu(q,p) dup . (3.2)

Moreover, let IT+ = Id —IT denote the complimentary projection on L";l o (Q). The
spatial transfer operator and its pseudogenerators can then be expressed as

S'=T1IP,,, Gy=TILf,, . (3.3)

Lan

Combined with Theorem this leads to
Lemma 3.3.1. Let u € W*? (Q) (i.e. u is a function independent of p). Then the following
holds:

(@) (u-x(p)) = u, and IT+(u- x(p)) =0,

(b) TLLan =0,

(c) 1—ILLanl—ILLLan = LSmol(M) ’
where Lgmol (M) is the Smoluchowski generator with damping matrix M.

Proof. (a) As fp dup =1, the identities follow directly from the definition of IT.
(b) By Proposition 1L an = Gy, which is 0 by Theorem [3.2.1]
(c) The left hand side reads

1L and T Liantt = TIL2, 1t — T1Lpan I Lpantt 2 TIL2. 1.

Lan

By Proposition this is the second pseudogenerator G,, which equals Lge (M)

due to Corollary O
Let A and B be arbitrary operators for which the operator exponentials e'4, e'B exist
in a sensible wa Then ¢'(4+B) exists, and
t
PH(A+B) _ ptA / eTABR(-T)(A+B) 4o (3.4)
0

1For unbounded operators A, exp(A) can be defined by the so-called Yosida-approximation, which we
will introduce in Section
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Chapter 3. The generating structure of spatial dynamics

This equation is called Dyson’s formula, in a formulation following [19].

We can formally write S* = ITefl1an, and thus

d d

5= %HetLLa“ = TILygne't .

Now, setting A := IILi.n, B 1= [T+ Lian, thus A+ B = Lian, and applying li to
etlian we obtain

d t
aSt = L [etmh‘" + / eMhian L1, ot~ T)Ltan d’r}.
0
Note that for eI Lin to exist, we have to assume that the orthogonal dynamics is
well-defined, i.e. that IT* L1 ,, again generates a semigroup of propagators, see [26] for
details. When applied to a function u = u(g), together with Lemma one gets
d

t
2t = L4y / eMMhan T L STy d,
0

This integral can be approximated via fot h(t) dt = th(0) + O(#?) (t — 0):

d
—S'u = tTIL oI T Ly anStu + O(£2)

dat
which is by Lemma [3.3.7]
= tLgmoiS'u + O(12).

We have thus derived an approximate differential equation for the density transport
under spatial dynamics in the sense of the Fokker-Planck equation:

Proposition 3.3.2. Let ug € W*?2 (Q), and consider the transport of ug under spatial dynam-
ics, i.e. uy = Stug. Then, with error O(t?) (t — 0), u; follows the differential equation

ot = tLsmollt - (3.5)

Remark. In [26], an alternative formulation of Dyson’s formula (3.4) was used:
ot (A+B) — otB | /te(tr)(A+B)AerB . (3.6)
0
With this, in the same setting and definitions for A, B as above,
t
etLLar\ = etHLLLan _|_/ e(t_T)LLanHLLaHETHLLLan dt. (37)
0
and so now we get

t
ddtHetLLan — HLLan |:€tHLLLan +/ e(t*T)LLanHLLaneTHLLLan dT ,
0
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3.4. Pseudogenerators in reaction coordinates

Applying this to u = u(q) yields, due to Lemma[3.3.1}

t
;tStu =T1Lan /0 et Dhan 1L, o dT.

Again we approximate the integral, this time by the integrand’s end point: fot h(t)dt =
th(t) + O(t?) (t — 0). This gives
d o 2
ES = tITLgnI I Ly anut + O(t )
= tLgmol¥ + O(tz)'

Note that Sfu no longer appears on the right hand side. We can thus integrate over ¢
and get

t2
Stu=u+ o Lsmottt + O(t3). (3.8)

We will re-encounter this approximation for S’ in Section

3.4. Pseudogenerators in reaction coordinates

We introduced spatial dynamics as a projection onto a specific part of the Langevin
phase space, namely the position space. This procedure can be extended by averaging
over additional positional degrees of freedom, thus ultimately projecting onto a subset
of position space. We will see that the previously found generating structure will be
largely retained.

This approach is of particular interest in the molecular dynamical context. Given some
molecule in internal coordinates, i.e. bond lengths, valence- and dihedral angles, the
conformational behavior is often determined by only a few of these coordinatesﬂ for
example certain collections of dihedral angles, acting as hinges in a protein backbone.
Physically relevant observables, even one-dimensional, are also used as reaction co-
ordinates, see for example [79], where the root mean square distance between the
functional groups of a receptor and its ligand described the relevant conformational
dynamics. We will discuss solely this case of one-dimensional reaction coordinates,
but the concept seems transferable to higher dimensions as well (see the remarks at
the end of this section). The results have been published in [5].

Let ¢: Q — Z C R be a smooth map with the property that for every z € Z the level
sets

M;={q€Q:¢(qg) =z} CQ

2The existence of these so-called essential degrees of freedom requires of course prior knowledge.
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Chapter 3. The generating structure of spatial dynamics

are smooth submanifolds of Q with codimension 1, i.e. hypersurfaces. ¢ is then called
the essential or reaction coordinate. Assume that ¢ is smooth enough for M, to form
a foliation of Q. The M, take the role of the slices I'(g) (see (2.43)). The unessential
coordinates now are given implicitly, in that they parametrize the leaves M for every
value z of ¢.

We now want to compute, for a given z, the average value of some quantity u €
cy o (Q) over the leaf M:, i.e. the expected value (with respect to yig) of u conditional

on¢(q) =z |
By [u(e) | &(0) =2] = [ u(a) dp: 39

z

To derive an expression for the probability measure y, on the leaf M, consider

L@ drole) = [ u@fola)dg ™ [ ([ wfolvel™ do)dz.  (10)

(x) is the coarea formula [21, Sect. 3.2] and o is the Riemannian volume element on
M. With the law of total expectation, one gets

([, wans) 4z = B[, [u(g) | €(0) =]
o [14(7)]

=F
= ud

:/Z(/Mzufgyvgrl do ) dz .

Thus we have

1 . _
dy, = wde(ﬂ_l do,, with Ng(z) = /Mz folVE|tdo,, (3.11)

where Ng(z) is a normalization factor. This now allows us to define a projection
operator I1; : L;jg (Q) = Lk (2):

(ILu)(z) = NQl(z) /MZ udy;, (3.12)

with which we can define the essential spatial transfer operator Slg:

St(3) = (1S @o ) @) = [ [ Ran@od)@p) dppdpz.  (313)
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3.4. Pseudogenerators in reaction coordinates

Projected pseudogenerators
The according essential pseudogenerators are now defined analogous to Definition [3.1.1}

G = 0)'s!

ess ‘ t=0 *

(3.14)

From (3.13) in conjunction with Proposition it follows directly that, for w = w(z)
and w o ¢ sufficiently smooth,

Gw(z) = (LG (wo ))(z) , (3.15)

thus G§* = I, G{* = 0. Moreover, it has been shown by Hartmann in [5], that for
Cartesian coordinates, G5* again admits the form of an infinitesimal generator for an
It6 diffusion. We extend this result to generalized coordinates in the following

Lemma 3.4.1. For sufficiently smooth functions w = w(z), the second essential pseudogener-
ator reads
9?

Gy = pla(z) =

d
+b(z)$ ,

with the noise and drift coefficients

a(z) = TL[vTeMve]

Proof. By Corollary the second pseudogenerator is givenby G, = B71A—VV -V,
with A and V defined in (2.30) with <y replaced by the mass matrix M. Applied to wo ¢,
using the matrix calculus version of the chain rule, give

Awo2)(g) = <=V - (VAtMM ' Tu(E(s) )
_ ditM tr [VAetMVTE(q) M1 VE ()" (2(9))

+(Vilg) : V(Vdet MM ™) + (Vdet M(V?E(q))M ") )’ (2(9))] ,

V(wog)(q) = M 'Vuw(&(q)) = M'VE(q)w' (£(q)) -

Application of IT, with ILw'({(q)) = w'(z) and IL,w" ((g)) = w"(z) yields the asser-
tion. O
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Chapter 3. The generating structure of spatial dynamics

Remarks.

60

1. The second essential pseudogenerator G5** can be interpreted as the infinitesimal

generator of the diffusion

d

d—j =b(z) + /2 o (z)wy, (3.16)
with 0(z) = y/a(z) and w; being a one-dimensional uncorrelated Gaussian white
noise process. For Cartesian coordinates and mass matrix M = I, equation
(3.16) has been derived by Legoll and Lelievre [42] using first-order (Markovian)
optimal prediction.

. In order to use G5* in metastability analysis, it has to be discretized. Collocation

methods require the evaluation of G5*°¢;(z;) for ansatz functions ¢; at colloca-
tions points z; (see Section , which in turn requires the evaluation of the
noise and drift-coefficients a(z;), b(z;) in Lemma As this involves (poten-
tially high-dimensional) integrals that represent averages over the non-essential
degrees of freedom, this could be challenging.

. Though we suspect Lemma to be generalizable to reaction coordinates of

higher dimension, it is unclear whether the resulting projected second pseudo-
generator can again be interpreted as the infinitesimal generator of a diffusion
of form (3.16).



4. Pseudogenerator-based metastability
analysis

4.1. Restoration of the spatial transfer operator

In this section we aim to reconstruct the spatial transfer operator S' from its pseu-
dogenerators, with the final goal to numerically discretize this reconstruction instead
of St. For Cartesian coordinates, these reconstruction schemes have first been derived
in [6].

The premise for this approach to yield an efficient numerical strategy is of course
that the pseudogenerators (more precise: their discretization via collocation methods)
can be computed with reasonable numerical effort. If the system at hand is given in
Cartesian coordinates, this is indeed the case for its first three pseudogenerators (see

Corollary [3.2.2):

e The potential and force field V and VV have to be evaluable even for a simple
trajectory-based analysis. Thus, we assume that they are readily available and
can be evaluated at the collocation points with little numerical effort.

e As we aim for a collocation-like discretization, the complexity of computing the
derivatives Vu and V2u depends on the ansatz space we operate on. If chosen
sensibly, both derivatives can be compiled analytically and evaluated cheaply.
Both Fourier— and Chebyshev ansatz functions—and the ansatz functions of the
corresponding product spaces—can be differentiated analytically.

Unfortunately, in generalized coordinates, the additional term VM~1in G, (see Theo-
rem [3.2.1) poses some challenges:

o Its computation represents real additional cost over simulation-based methods,
as it is not needed there.

e VM~1(g) is a tensor of order 3, which, when compiled naively, takes up signifi-
cant storage space in higher dimensions.

o In the case where the generalized Langevin dynamics is constructed from atom-
based Langevin dynamics via a diffeomorphism @ (see Section , we have
M(gq) = V®(q)TMV®(q). Thus, for the evaluation of V,M~1(g), the first and
second derivatives of ® are required. As we assume P to be known analytically
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Chapter 4. Pseudogenerator-based metastability analysis

and consist only of simple geometric transformation this could be automated
using a symbolic computer algebra system or automated differentiation, but it is
unclear how this scales to higher dimensions. Again, V2® is a 3-tensor, and can
become unwieldy when stored explicitly.

Thus we expect that in generalized coordinates, the discretization of G, can be com-
puted only for low-dimensional systems. However, as Gy = Lgn1, the following pseu-
dogenerator based restoration methods are applicable whenever generator-based col-
location methods for the Smoluchowski dynamics are.

4.1.1. Taylor reconstruction

As the Gy correspond to time-derivatives of S for t = 0, a straight-forward idea for
approximating S’ is via an operator-valued Taylor-like sum.

We first prove the spatial analogue to Proposition 2.1.9;
Proposition 4.1.1. Let u € W*" (Q). Then,

Jstu= % iG], = 0w, =0,

Proof. By definition of S! and Lemma we can write

Jstu— 3 G
_ l' ! k,]/lQ
th1 ]
- Hf / PLan d‘uP Z <l|f / L (Ll) d‘uP) ko
tl
= fQ / HPLan n (U)Hk,‘uQ d‘up
However, the integrand is of order (’)(tK“) by Proposition 2.1.9] O
We define on W*" (Q) the n-th Taylor reconstruction of S:
; noyl
T,u:= g EG;u . (4.1)

As described in the last section, the G, for n > 3 are not readily available, and Gz only
is available in the Cartesian case. Thus T4 and T} respectively will be used primarily.
We then get quartic and cubic convergence for the density propagation:

IRemember that the generalized coordinates were originally motivated by internal coordinates, so imag-
ine @ to describe the computation of bond lengths, valence- and dihedral angles from the atoms’
positions.
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4.1. Restoration of the spatial transfer operator

Corollary 4.1.2. Let u € W*3(Q), St the spatial transfer operator for Langevin dynamics in
Cartesian coordinates and T} its third Taylor reconstruction. Then

ISt~ Thull, .. = O(F), (-~ 0).

Let u € W*2(Q), S' the spatial transfer operator for Langevin dynamics in generalized
coordinates, th its second Taylor reconstruction. Then

|Sfu — thqu/HQ =0(#), (t—0).

In the special case of Cartesian coordinates with identity mass matrix, Té assumes a
particularly simple form:

Corollary 4.1.3. Let T} be the Taylor reconstruction for Langevin dynamics in Cartesian
coordinates with M = I. Then T}, is defined on W*? (Q) and for u € W*? (Q),

L 2 B\ [1

Proof. Using M = I in the equation for G, and G3 in Corollary gives Gz = —7Ga.
As for Cartesian coordinates the Smoluchowski generator takes the form Lgy,o = %A —

VV -V, and Gy = Lgp,, the Taylor reconstruction T3t takes the asserted form. O

We expect that T} and T} approximate S’ well (for + — 0) and can be computed cheaply,
under the assumptions described at the beginning of this section. However, unlike S,
T/ is neither norm-preserving nor positive for densities with respect to fq, i.e.

Lug 7& HM

Therefore, when transporting u, we lose the interpretation of (Tiu) fo as a physical

densityﬂ

Moreover, for t sufficiently large, T:u is not even a contraction on W2 (Q), as can be
seen easily for the Cartesian coordinate case. Here, with A € 0(Gz), A #0,

I T

1uo foru>0.

t2 ,yt?)
1+52-T20] 5w, (1o o)
—_—
eo(Tt)

-

and so || Tj|laue — , (t — o0). We will see in the numerical experiments that
this quickly (i.e. already for small to moderate t) destroys the interpretation of the
eigenvalues of T} as metastability quantifiers.

2While this limits the usefulness of T} for pure density transport, it is actually irrelevant for the detection
of metastable sets, as the eigenfunctions of T,ﬂ are constant in t.
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Chapter 4. Pseudogenerator-based metastability analysis

Remark. In equation (3.8), a third-order approximation for the density transport

under St was given:
2

t
Stu=u+ ELSmolu —|—(9(t3).
Tiu

As the operator on the right hand side is the second Taylor reconstruction T, this can
be seen as an alternative proof of its third-order approximation quality.

4.1.2. Exponential reconstruction

To avoid the structural disadvantages of T}, an alternative approximation to S can be
defined, which we will call the exponential reconstruction E'. It will indeed be norm-
preserving and positive for densities, further contractive on W2 (Q). Let

2
E'u := exp (;G2> u. (4.2)

One has to be careful with notation, however. As a differential operator, G, is un-
bounded on W¥?2 (Q), and thus the above operator exponential cannot be defined by
an infinite series. However, considerations of e.g. Pazy [56] allow us to define E! over
a bounded operator approximating G, the so-called Yosida approximation:

Gy = AGy(AI — Gp) ™! for A € Rsg .
Lemma 4.1.4. G} is a bounded linear operator on W'? (Q), and

lim G} = G,.
A—o0

Proof. As G, is the infinitesimal generator of the Smoluchowski dynamics, it fulfills
the assumptions of [56, Chapter 1, Theorem 3.1]. Thus, the convergence holds due to
[56, Chapter 1, Lemma 3.3]. O

The operator exponential in (4.2) is now defined as

ﬁG u = lim ﬁGA u
exp ( 3Gz | u:= lim exp ( G3 | u.
The operator family E' now indeed maps densities (with respect to o) onto densities:

Proposition 4.1.5. Let u € £}, (Q), u > 0. Then
E'u>0 and |E'u|iyu, = |[ull1u, forallt>0.

Moreover, for each t, E! is a contraction on ﬁ’;, 0 (Q).
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4.1. Restoration of the spatial transfer operator

Proof. The Smoluchowski transfer operator P | possesses all of the described prop-
erties due to being the solution operator to the Smoluchowski Fokker-Planck equa-
tion (2.31).

Due to Corollary and Lemma E! simply is a time-scaled version of the
transfer operator of the Smoluchowski dynamics:

Et — PtZ/Z

Smol*

As such, it inherits the desired properties from P! O

Smol*

The following statements describe the approximation quality of E' in the limit t — 0,
analogously to the Taylor reconstruction:

Lemma 4.1.6. Let u € W*N (Q). Then for t — 0,

N (2ca)"
Ety — Z (ZGZ) ”

n=0

— O(t2N+l).
kuo

e(t) := ’

n!

Proof. E'u, as the smoothly time-rescaled Smoluchowski transfer operator, is N + 1
times differentiable in t. Thus we can apply the Taylor expansion for Banach space
valued functions to E' (see [82, Section 4.5]):

2N tn

1o
t, nrs _ &)2N2N~+1 st 2N+1
Etu = 2:0 —(LE | _oJu+ (/0 (2N)!(1 s)2NgNHLEsty, ds)t . 43)

It can be shown iteratively that the n-th derivative of E° is

15 | oh—2j

n:s
anEs — Es Z
s =

n—j

2l (n—2j)1 % 7

L2l g2 "
so with the operator A, := ];:) WG2 ] we have O'ES = ESA,,.

Evaluation at s = 0 yields

e , n odd,
sk }5:0 - nt G% n even
2240 2 '
and so
2N 4n N 2n N 2n
t 21 (2n)! t
~ (9"E® — ( n) — n
n;)n!< PE o) n;) @)\t ©2)¥ n;)znn'GZ”
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Chapter 4. Pseudogenerator-based metastability analysis

Thus, the remainder is only the integral in (4.3):

¥ (56G)"

Eu—Y_

— HtZN—H /1 (221\])'(1 _ §)PNgNHLEsty, dSH
0 .

n=0 n! 2ug 2po
(2N)! | [OI;]H Hz,yg
tZNJrl H H
= Sup E A2N+1 5
f2N+1
S su Es HAZN 1MH2, .
(2N)! se[Fi H szg + Ho
<1
As u € WEN (Q), we have || Aoy 11|24, < o0. This completes the proof. O
Corollary 4.1.7. Let u € W2 (Q). Then
| Efu — StquyQ = O(t) fort—0.
Proof.
t t t 2, ¢ 2, ¢ t
Bl < B = (0 5G], + (2 56— ']
et S'ul < e (X S0, + (5 Rou-s,
1 ﬁG 2 tn
- B (5 Seu- s,
n=0 2o n=0""" 240

Both summands decline like O(#%) (t — 0), the first due to Lemma [4.1.6, the second
due to Theorem O

Remarks.

1. E'is exactly the solution operator of the (approximate) differential equation for
the spatial dynamics which we derived in Proposition For u € W2 (Q),

at(exp (tzsz) u) = tGyexp (tzsz) u,

so E'u solves (3.5).

2. In the Cartesian setting, where Gj3 takes a simple form similar to G, an approxi-
mation order of O(#*) can be achieved by including G; into E/, i.e. setting

2 3
E}:=exp <2G2 + 6G3> .
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4.1. Restoration of the spatial transfer operator

E! again is a time-rescaled transfer operator of the Smoluchowski dynamics.
However, it is not contractive for all ¢, as ¢(G3) C [0,00). This follows from
0(Lsmo1) C (—00,0] and Gz = —7Lgmel- We thus stick to the lower-order approx-
imation to retain the correct qualitative behavior for larger ¢.

3. In contrast to the operator T!, which is only defined on the domain of the associ-
ated pseudogenerators, the operator E' can be defined for every u € Ellj ,(9Q). We
conjecture that Corollary holds also for this class of functions, although our
proof is not extendable to this case—it uses the Taylor reconstruction to estimate
the error. More advanced techniques from semigroup theory are needed, hence
this will be subject of future studies.

4.1.3. Reconstruction of the spectrum

The previous section deals with the pointwise convergence of T, and E' to S'. For
conformation analysis, however, the approximation to the spectrum of S’ has to be
examined. We perform the following analysis exemplarily for Ef, but it holds for th
analogously.

For some operator A, the set
0e(A) = {A € C | ||Au— Au|| < e for some u € D(A)} (4.4)

is called the e-pseudospectrum of A, the theory of which is covered extensively in [72].

From Corollary (respectively Proposition for T3) it follows that if u is an
eigenfunction of Ef at eigenvalue Ag, then

|Sfu — )‘E”Hz,yg = ||S'u — Et“”zug =0O(#).
Likewise, for u an eigenfunction of S! at eigenvalue A,

| Efu — AquM = ||E'u — StquM = 0(#).
Thus we can always find a small ¢(t) > 0 with ¢(t) = O(#?) so that

(Tp(st) C Ue(t)(Et) and Up(Et) - ae(t)(St) .

Since S' is self-adjoint, thus normal, for each A € Ug(t)(St) there exists an eigen-
value A € 0,(S") with [A — A| < &(t). Likewise, E' is self-adjoint as a time-rescaled
Smoluchowski transfer operator, so for each Af € o) (E') there exists Ap € 0y(T")
with |)\E — )\E| < E(t).

Together we have

67



Chapter 4. Pseudogenerator-based metastability analysis

Proposition 4.1.8. Let B;(A) denote the e-neighborhood of a set A C R and 0,,(S"), 0,(E")
denote the point spectra of the spatial transfer operator S' and its exponential restoration E'.
Then

ap(St) C Bs(t) (Up(Et)) ,
with e(t) = O(#).

Remarks.

1. In Corollary it suffices to consider the absolute approximation error as

A(E), Ar(£), AE(t) — 1 (£ — 0) .

2. The result can be extended to the n-th Taylor restoration T}, thus giving an
approximation error of O(#"*1) for the spectrum, provided T} is self-adjoint (or
at least normal). For Cartesian coordinates and n = 3, that is the case.

4.2. Numerical experiments

In this section we numerically demonstrate the pseudogenerator— and collocation—
based restoration methods from Section £.1] by means of two academic examples. As
the theoretical results concerning pseudogenerators for Langevin dynamics in gener-
alized coordinates are relatively new, only Langevin systems in Cartesian coordinates
are considered. The experiments were first published in [6].

4.2.1. One-dimensional double-well potential

To accurately test the approximation quality of the third order Taylor approximation T}
and the exponential approximation E’ to S!, we first analyze a simple one-dimensional
Cartesian Langevin system on the unit circle, which can be discretized to high resolu-
tion by the classical Ulam method. It has the 1-periodic double-well potential

V(q) =1+ 3cos(27tq) + 3 cos?(271q) — cos®(271q).

We consider the system with constant mass matrix M = 1, inverse temperature f =1,
Langevin damping constant 7 = 1 and corresponding noise constant o = /2. As
even for this simple system neither eigenvalues nor -vectors can be computed analyt-
ically, we first compute a classic Ulam discretization (see Section to S' with a
large number of discretization boxes and sampling points, denoted by S'. Spectra and
eigenvectors of 5! then serve as a reference point for the error analysis. A resolution
of 210 boxes and 10* sampling points produce sufficiently accurate spectral data, as a
further increase does not alter the results considerably.
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4.2. Numerical experiments

1

0.8 .
= 0.6
= S
=~ 0.4
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Figure 4.1.: The two wells of the periodic double well potential indicate two metastable
regions in configuration space. A trajectory gq; of the according Langevin
dynamics with appropriate temperature shows the characteristic jumping
pattern between the wells.

As our goal is metastability analysis, we analyze the error in the portion of the sub-
dominant spectrum and the associated eigenvectors. Table 4.2 shows a distinct spectral
gap after the second eigenvalue of St so analyzing A1, A and v1, v, should reveal the
main metastable sets.

I I T
100% ot =0.5
- ; ot = 2.5
| ° |
<107} g
= ) .
L O O [ ] PY ]
| o @ i
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1072 = \ \ \ \ \ \ \ Afln
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n

Figure 4.2.: The dominant eigenvalues of S' for different lag times . A spectral gap
after A, is observable (more noticeable for larger lag times).

For the discretization G, of the pseudogenerator G, we use 33 Fourier ansatz functions
of form (2.48) and the same number of collocation points on a equidistant grid. The
Fourier modes possess inherent periodic boundary conditions that match the periodic
domain.
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Chapter 4. Pseudogenerator-based metastability analysis

103 *‘ ‘;aT(t‘) - B |
100 :
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10767‘”‘ L L .
1072 107! 10°
t

Figure 4.3.: Eigenvalue errors for the Taylor and Exponential approximation for small
t. The error “bottoming out” on the left side of the plot is due to the fact
that computing the Ulam discretization S* to high accuracy for very small
values of t requires increasingly large numbers of sampling points, as the
box transitions get very rare.

Eigenvalue comparison

The absolute error in the subdominant eigenvalues is now measured by
€T(t) = ‘)\z(gt) — )\z(Té) , SE(t) = ‘)\z(gt) — )\z(Et)’
3

where A5(5"),A2(TL), A2(E?) is the subdominant eigenvalue of S, T} and Ef, respec-
tively.

Figure 4.3| shows e7(t) and eg(t) for small lag times. The suspected convergence rate
er(t) = O(t') for t — 0 for the Taylor approximation is confirmed. Also, while
Corollary depicted a rate of convergence of only O(#3) for eg(t), this rate seems
to be exceeded for this particular example system.

In Figure 4.4/ the 8 largest eigenvalues for increasing lag times are shown. We see that
for small t (up to t ~ 0.1), a qualitative agreement of the eigenvalues of S/, E' and
T can be observed. However, for increasing t, the spectrum of T} becomes negative,
while the spectrum of Ef at least shows the right qualitative behavior

sup{A € 0,(E"), A #1} =0, (t— ).

Added for comparison, the spectrum of the discretized Smoluchowski transfer oper-
ator P{_ |, representing dynamics on a completely different time scale, inadequately

approximates the spectrum of S'.

Eigenvector comparison. Before considering the eigenvectors of T} and E!, note
that all but the first eigenvector of S! (and S) are in general time-dependent. In
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Figure 4.4.: The 8 dominant eigenvalues of the various discretized operators in depen-
dence of the lag time t.
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ond eigenvector of St, unweighted 2nd eigenvector of G, unweighted.
T T
—1t=0.1
—t=0.3

q q

Figure 4.5.: Comparison of the second largest eigenvectors of S* and G,. We see that
for S!, the eigenvector is strongly time-dependent in the unweighted case.

contrast, the eigenvectors of any semi-group transfer operator coincide with those of
its infinitesimal generator for all times, see Theorem m

In our example, while the first eigenvector of St remains constant (v1 = 1), the second
eigenvector starts out as almost a step function, but gets more and more concentrated
in the potential wells for increased lag times and even repeatedly changes signs at
some positions (Figure left). The eigenvectors of Té and E! (see Figure, however,
are time-invariant, and coincide with those of G, by construction. For small lag times,
the second eigenvector w; of Gy compares well to the second eigenvector v, of St
(Figure [£.5). For larger t, there is a clear difference.

As we understand S', E' and T} to be defined on L7, | (Q), their physical interpretation
is to transport functions with respect to fg. It is therefore appropriate to weight their
eigenvectors with fo, as this gives their representation with respect to the Lebesgue
measure. Weighted with fo, the time-dependence of v, becomes insignificant, as the
parts of Q where v, and w; differ are sets of small yg-measure. Consequently, our
restoration provides a very good approximation of the fo-weighted eigenvectors (see
Figures [4.6). It has to be investigated whether this phenomenon hints at some under-
lying regularity or is just a singular fluke.

The sign structure of w, can now be used (see the comment after Theorem [2.2.6) to
identifies the following pair of presumably metastable sets:

Al = {wz > 0} = (0, 0.5], Ay = {ZUZ < 0} = (0.5,1].

It can be easily verified that A;, A, form the maximally metastable decomposition of
the system, as they correspond to the areas between the two energy barriers of the
potential.
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ond eigenvector of St, weighted with fo 2nd eigenvector of G, weighted with fo.

—1=0.1
—1=0.3
t=1

wa fo

Figure 4.6.: Comparison of the second largest eigenvectors of 5* and Gy, weighted with
fo- The time-dependency for ! decreases significantly.

Transition probabilities. Theorem now provides bounds for the transition prob-
abilities between those metastable sets. Recall that the combined degree of metastabil-

ity
s(t, A1, A2) = p(t, A1, A1) + p(t, Az, Ay)

can be bounded from above and below by
1+ 02(5")A2(S") 4 ¢(S") <s(t, A1, Az) <1+ A5(SY),

where
e Ay(S') is the subdominant eigenvalue of S',
o 02(S") = (v2(S"), x4, — X4,), With v2(S") the subdominant eigenvector of S,
e ¢(S") =a(S") (1 —p2(S")) with a(S") the lower bound of the spectrum of S'.

We want to verify these bounds numerically and examine whether they can be ap-
proximated by the restored operator E/, i.e. whether the respective bounds based on
E! hold:

? ?
1+ p2(ENAR(EY) + c(EY) < s(t, Ay, Ax) < 1+ A(EY,

We first compute an estimate for s(t, A1, A2) by a simple Monte Carlo algorithm:

1. Randomly draw two sets of starting points, with density xa,fo/1o(A1) and
Xa,fo/1no(Az) (ie. sample fg in Aj and Ay).
2. Numerically integrate those samples to time t.

3. Count the portion of the endpoints that are located in A; and A», respectively.
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Chapter 4. Pseudogenerator-based metastability analysis

For sufficiently many samples, this provides an accurate estimate for p(t, A1, A1)
and p(t, Az, AQ).

The left portion of Figure confirms that the bounds hold when based on A,(5)
and vz(gt). They do, however, provide a significant margin of error, and diverge for
increasing lag time. The right portion of Figure 4.8 shows that only for small lag times
(again up to about t ~ 0.1, s(t, A1, Az) is contained within the bounds based on the
restored eigenvalue A, (E") and its eigenvector v, (E?).

We can thus conclude that, while the sign structure of the eigenfunctions w, of G,
correctly identifies the maximally metastable decomposition A, Ay, the eigenvalue
A2 (E") of the exponential reconstruction contains information about the combined de-
gree of metastability (hence indirectly the transition rates between A; and Aj;) only for
small . The same conclusions can be drawn for the Taylor reconstruction T}

— X4, fo —— X4, fo
— A — Ay

0 0.5 1 0 0.5 1
q q

Figure 4.7.: The metastable sets with the corresponding portion of the canonical den-
Sity fQ.

—— 1+ X —— 14+ A2
1*71+p2/\2+c 1 1771+p2)\2+c 1
%S(t, Al,AQ) %S(t,Al,Az)
I I
0 0.25 0.5 0 0.25 0.5
t t

Figure 4.8.: Metastability of the partition A, A, and comparison to the bounds of The-
orem calculated based on the spectral information of S (left) and
E! (right).
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q2

. - ‘
0 1
q1

Figure 4.9.: The quad-well potential in the region [0, 1]2.

4.2.2. Two-dimensional quad-well potential

The discretization and restoration methods perform similarly on higher-dimensional
domains. Again using grid-based spectral collocation, we will demonstrate how to
reconstruct the spatial transfer operator for a periodic two-dimensional quad-well po-
tential of the form

V(q1,92) = 1+ 3cos(27tq1) + 3 cos?(27tq1) — cos® (271
U (4.5)

414 3cos(271g2) + 3 cos?(271q2) — cos®(271q2) + cos(27qy — 5),

visualized in Figure

This potential is of interest, as the four local minima of different depth form multiple
hierarchies of metastable sets. A similar (albeit non-periodic) potential was consid-
ered in [14]. The potential is periodic on the torus T?, so for discretization we use
(products of) Fourier modes. As for this example we do not perform rigorous error
analysis, a resolution of 31 per dimension is sufficient for both the Ulam and colloca-
tion discretizations, resulting in a total of 961 boxes and ansatz functions, respectively.
We use heat and damping parameters § = 1, v = 1 and mass matrix M = (}9)

The spectrum of the (Ulam-approximated) spatial transfer operator shows a gap after
the fourth eigenvalue (Figure 4.10). We thus expect to identify three pairs of metastable
decompositions of Q, ultimately separating the four potential wells.

For the subdominant eigenvectors vy, v3,v4 of St we observe a similar behavior as
in the one-dimensional case: For longer lag times, the relevant eigenvectors become
more concentrated in the regions of the potential wells (Figure £.11). Also, in regions
where fg is small, sign structure fluctuations occur for larger lag times. While again
the subdominant eigenvectors wy, w3, wy of Gy provide a good approximation for
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Figure 4.10.: The dominant eigenvalues of S' for short and intermediate lag times t.
There is a spectral gap after A4.

small lag times, the dynamic behavior of v;, v3, v4 for larger lag times cannot be
reconstructed.

Transition probabilities. The sign structure of the eigenvectors wy, w3, wy of G,
decomposes Q into three pairs of metastable sets, each with a different combined
degree of metastability (Figure f.12). Clearly the decompositions correspond to the
potential wells, and are thus metastable in an intuitive sense.

The portion of fg on the respective metastable sets now is

Xa.fo XxB.fo Xc.fo -
= A = L= = L=, i=1,2.
= eAay T ueBy 74T we(@)

We again deploy the sampling-based algorithm from Section [#.2.T|to estimate the com-
bined degrees of metastability s(¢, A1, Az), s(t,B1,B2), s(t,C1,Cz) and demonstrate
the bounds from Theorem Again E' provides accurate bounds only for short lag
times (Figure [4.13).
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Figure 4.11.: The three most significant eigenvectors of G, (top row) and S for different
lag times (second and third row), unweighted.
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A1 (blue), Ag (red) By (blue), By (red) Cy (blue), Cy (red)

0 0.5 1 0 0.5 1 0 0.5 1
q1 q1 q1

Figure 4.12.: The three tiers of invariant sets, identified via G». The artifacts on the left
border of By ,, Cy/, can be attributed to the ill-conditioned sign structure
analysis.
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Figure 4.13.: Combined degrees of metastability of the identified pairs of sets and com-
parison to the bounds of Theorem based on both S’ and E'.
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5. Long-time spatial dynamics

5.1. Extended pseudogenerator approximation

In Section {4.1| we discussed strategies for restoring the spatial transfer operator S* for
small lag times and showed convergence results for t — 0. The numerical experiments
in Section confirmed that there is indeed a limit to how long the spectrum and
eigenfunctions of T} and E' provide a reasonable approximation to S'.

The damping constant 7y seems to somewhat influence this limit. Figure |5.1| suggests
that the higher the damping constant, the closer the dominant eigenfunctions of P |
and G, match for a fixed lag time f. In this section, we repeat the ideas of Koltai from
[5] to explain this phenomenon.

— |ua(S) — ua(G2)

1071 |

1071.5 |

L1l Ll Lol Ll
10° 10! 107 10°
Y

Figure 5.1.: L?>-distance between approximations of the subdominant eigenfunctions of
S' and G; in the double-well system for fixed + = 0.5 and variable 7. Note
that we do not wish to imply any convergence rate yet.

Perturbation expansion For simplicity, assume that the system at hand is given
in Cartesian coordinates with identity mass matrix at inverse temperature f = 1.
Similar to the perturbation expansion used to derive Smoluchowski dynamics (see
Appendix |A.2), we begin by looking at the Langevin dynamics with rescaled friction
and noise-coefficients. However, we do not use the scaling 7 — /¢, but set ¢ := ¢!
instead. The according infinitesimal generator can then be written as Lian = Lyam +
Loy with

« Lou wit
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Chapter 5. Long-time spatial dynamics

and the associated Smoluchowski generator reads Lo = A5 — V4V - V.

To counter the increasingly slow dynamics, we re-scale time t — ¢t =: 7. Via

Liamii(et, ) = Lu(et, ) = en(et, )

dt
we see that density transport on the new time scale is governed by the new generator
Lian = 5_1LLan-

The connection between the eigenfunctions of Lgno and Lf is then given by

Theorem 5.1.1 ([64, Theorem 4.13]). Assume there is an isolated eigenvalue A. of Lj | with
associated eigenfunction u, and assume that the asymptotic expansions

u€:u0—|—8u1—|—82u2+...
/\g:/\o+8A1+82A2+...

hold. Then the eigenvalues and eigenfunctions of L] can be approximated up to O(e) by the

Lan
eigenvalues and eigenfunctions of Lgme): we have

Lsmoitto = Agig
ue = g + e pVyiig +0(e?).
~——

=uq

This explains the convergence of the rescaled Langevin- to the Smoluchowski eigen-
functions in the high friction limit. However, remember that we are interested in 1 as
an approximative eigenfunction of the spatial transfer operator S! on the original time
scale. For this, we have to take a look at the system’s decay rates.

Decay rates. As metastability information is encoded in the dominant eigenfunc-
tions to non-zero eigenvalues, we restrict ourselves to that case, i.e. assume that
Ae # 0 # Ag and A, Ag are dominant. Lgy is self-adjoint on Ei , (Q), and thus
its eigenfunctions are orthogonal. As x¢ is an eigenfunction of Lg,, at eigenvalue 0,
we have

<XQ/ u0>]40 = /QXQ(Q, P)Mo(q) dyn
= /QXQ(‘?)MO(‘?) dpio = (X, U)o = 0.

Moreover, i, is also the eigenfunction of the Langevin transfer operator P} (at eigen-
value efef), P{an is self-adjoint in the space spanned by the dominant eigenfunctions
(see the properties part in Section and possesses the eigenfunction xq (at eigen-
value 1). Thus we also have (xq, ), = 0.
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5.1. Extended pseudogenerator approximation

€

Define the decay rate of L by

e :=max { ReAe | 0 £ Ae € 0(Li,,)} -

Under the assumption that Lj . has a (real) dominant spectrum, 7. is simply its

second-largest eigenvalue. Both uy and u, lie in the space orthogonal to xq, and
thus decay exponentially under the action of P}, . Let u L x. Then

HP{anuH = Hexp(tLLan)uH = H exp(teLian)uH
< exp(tene)||u|| = O(e*) fort —0.

With this, we can now analyze the action of the spatial propagator S' on the Smolu-
chowski eigenfunction uy:

S'uo(q) = [ (Planto) (9. p) dpp

= [ (Plan (e = (e = 10))) (9, p) dper

ue is an eigenfunction of Pﬁan and u, — ug is orthogonal to xn. Moreover, u, —uy =
eur +e*up + ..., and so P! (ue — ug) decays with rate O (ee'’).

= et [ w(q,p) dup + O(ecr)

= efthe /P (uo(q) + eur(q, p) + O(%)) dup + O(ee'")
Using that u; is antisymmetric with respect to p (see Theorem [5.1.1) finally yields

— ets)\guo(q) + O(gzetg/\g) + O(setsﬂe) fore —=0
= M FOE) y (g) 4 O (2N HOE)Y 1 O(gete)  fore — 0.

In order for ug to represent a good approximative eigenfunctiorﬂ of §, the last two
summands must be small in comparison to the first one, i.eE]

|etsA0| > |826t£/\0| , |€ts)\0| > |£€f€17s’ )

The first condition is always fulfilled whenever ¢ is small. The second condition can

be recast as 1
< —— ¢ 1 loge| . 5.1

This allows for the following interpretation:

ISee the pseudospectrum discussion in Section
2x > y here means “greater than up to some additive constant”.
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1. Lemma allows the (positional) density transport under Langevin dynam-
ics to be approximated by Smoluchowski dynamics on a time scale t = ¢~
O(e!) (e — 0). Our analysis suggests that with respect to metastability analysis,
this time scale can be stretched by a factor |loge|.

T =

2. The more dominant an eigenvalue, i.e. the smaller [Ag — 7|, the longer the time
scale is on which the Smoluchowski eigenfunction, and thus the eigenfunction of
the restored operators E' and T}, approximates the corresponding eigenfunction
of the spatial transfer operator well. For the first subdominant eigenfunction,
where A, = 7, and hence Ao — 17. = O(¢), the estimate reads t < 2| loge|.

Numerical validation. In order to validate the estimate (5.1) numerically, we per-
form the following experiment: Consider the Langevin system induced by the one-
dimensional periodic potential discussed in Section with constant mass matrix
M =1 at temperature g = 1.

For varying ¢ = 7~!, we compute the largest lag time t = f,(¢) such that the eigen-
functions u, = u? at the subdominant eigenvalue A, = A2 of S' and P{  , differ by less
than a given threshold v, i.e. we compute

ty(e) :=inf {t > 0: |luf(S") — u (Pl > v} -

Figure shows ¢ — t,(¢) for v = 0.05, and for comparison, the graph of ¢ —
c1log(e)e 2 + ¢ (where we obtained the constants ¢; and c; by a least squares fit on
the given data). Clearly, on the chosen domain for t,, there is an excellent agreement
with the estimate.

Although these first estimates allow merely a slight quantitative extension of the time
scale on which the Smoluchowski dynamics approximates the spatial component of
the Langevin dynamics well, it suggests that the consideration of further structural
information from the perturbation expansion may allow for an extension of approxi-
mation time scales beyond the current, or inspire corrections terms to do so.

5.2. Almost Markovian behavior

For small t, the non-Markovianity of spatial dynamics is an important feature which
characterizes the density transport and thus the metastable behavior. We have seen
that an eigenvalue A of S’ satisfies A — 1 as t — 0 with a rate of O(exp (—«t?/2)) (for
some x > 0), in contrast to the rate for semigroups of operators, which is O(exp (—«t)).

However, for increasing t, St exhibits a more regular, almost Markovian behavior [9,
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0.25 : :
——maximal lag time tg g5(¢)
— c1log(e)e™2 + ¢
0.2
0.15 |
0.1} | | 8
0.05 0.1 0.15 0.2

Figure 5.2.: e-dependence of the maximal lag time. The blue graph shows the largest
lag time such that ||ul(S!) — ul(P¢ )HL; < 0.05. The black graph is
0

Smol
the prediction c; log(e)e™2 + ¢ with ¢; ~ —1.04-107%, ¢ ~ 1.07-107!
obtained from least-squares fitting. The eigenfunctions were computed by
an Ulam discretization of S' and P{__, with resolution 256.

70]. We explore how this could be exploited for efficient, trajectory-free metastability
analysis in this time region.

In this section, we will settle for less precise arguments than for the rest of the thesis,
and the justifications will mainly aim at the reader’s intuition. It can be seen as a
collection of ideas (partially published in [5]) justified by numerical experiments and
will conclude with some conjectures from current work in progress.

5.2.1. An extrapolation algorithm

Langevin dynamics, the underlying model of S, is a time-continuous ergodic Markov
process [45]. Due to ergodicity, we observe the convergence of any density to the
canonical density fn. Moreover, for sufficiently large damping, the relaxation of the
momentum coordinates is significantly faster than that of the position coordinates,
which can be seen by considering the associated Fokker-Planck equation (with respect
to the Lebesgue measure). For simplicity and a compact presentation, we consider a
system in Cartesian coordinates.

de_ 1 ; L 1 .
aft = (LHam +YLou)f, with Loug = BApg+vp, (gM 1;9) '
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Chapter 5. Long-time spatial dynamics

Thus, higher friction < implies that the Ornstein-Uhlenbeck-part dominates the time
evolution. The solution of the Ornstein—Uhlenbeck Fokker-Planck equation is

s(p )= [ K(t,p,g(r, 00y 62)
with the Green’s function
-1 —1/2 ﬁ —9N\T -1 —t
K(t,p,r) = (det(Zrcﬁ C(t))) exp | -5 (p—re7™) C(tH)" (p—re™ ) ).
and the covariance matrix
C(t)y=M (id - e*ZWM*”) .

Observe that the time variable ¢ appears in K always multiplied by v. Thus, the larger
the damping <y, the more rapidly g(¢, -) tends towards the stationary solutiorﬂ

lim K(t, p,7) = fp(p) -

This suggests that we can find a relaxation lag time 7., such that for all t > 7, and for
all f: X - R

Planf (. p) = hi(9) fa(q, p)
for some I; : Q@ — R.

We use this to argue in favor of “almost-Markovianity” of S'. In the following let
t > 1. Foru: Q — R thereis an u; : @ — R such that

Plon(u(9) fa(q, p)) = ut(q) falq, p)-

Using this and the semi-group property of P!, we get

an’

Sug) = 5 |, P (u(@)fola,p))dp

~ Ql(q) /P Pl an () for(g, p))dp
= S'uy(q)

= sf(@ﬁut(q)ffz(w)dp)

~ sf(fgl(q)/PP{an(u(q)fo(q,P))dp)

= (")?u(q).

3Remember that in Cartesian coordinates, fp does not depend on g.
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5.2. Almost Markovian behavior

Inductively, it follows that S" ~ (S')" for t > 17, so in this sense, S’ is almost a
semigroup for big enough f. As the relaxation rate in (5.2) scales with 1/, we expect
the relaxation lag time to do the same.

Now assume that the relaxation lag time 7, is small enough so that the pseudogenerator-
restored operators T,y or E™ are a reasonable approximation to S7. Then we have,

exemplary for Ef,
S(kr,) ~ (S”[})k ~ <Err)k.

We investigate this with a simple numerical experiment. Using the one-dimensional
periodic double-well potential (see Section 4.2.1) with M =1, § = 1 and ¢ = 5, we
want to compute the second largest eigenvalue A,(S') < A1(S') = 1.

With damping v = 5, a choice of T, = 1/ = 0.2 seems reasonable, as by visual inspec-
tion, A2(S') in this region begins to show exponential decay. Note that A,(E") does not
provide a good approximation for t significantly larger than 7,, as the error asymp-
totics of Proposition only hold for + — 0. However, T,” and E™ still approximate
S well enough:

1A2(S™) — A2(T57)| = 0.15,  [A2(S™) — AL(E™)| = 0.12.
Figurecompares Ao (S') with Ay (STf)n, /\2(T2T“)n and A, (ET’)n forn=1,...,10.

1 I
_ /\2(515)
08| o N(sT)" |1
wf el ||
o o X2 (ET)
0.4 : ° .
0.2} -
\ \ \ D - g
0O 0.5 1 1.5 2
t

Figure 5.3.: The subdominant eigenvalue of S! and its approximations via extrapola-
tion.

As an error estimate for the eigenvalues, we get, again exemplary for E',
[A(S™™) = ALET))] < [A(S™) = A((S™)) [+ [A((5™)") = A(E™)")]
< A(S") = A(S™)"| + [A(ST) = A(ET)[",

with using the binomial formula to obtain the second inequality. The first term on
the right hand side depends on the relaxation of the underlying process after lag time
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Chapter 5. Long-time spatial dynamics

T, and (for fixed n) decreases with increasing 7,. The second term depends on the
approximation error of E” on S and increases with increasing 7,. A balance between
these two error sources must thus be found. Typically, the relaxed lag time lies in the
approximation region of E' and T} only for high damping y. This may or may not
correspond to the physical model at hand.

5.2.2. Towards a spatial Ito process.

For lag times t > T, the almost-Markovianity described in Section along with the
geometric ergodicity of the spatial process (Theorem implies an exponential de-
cay of the subdominant eigenfunctions in time. This suggests that for t > T, statistical
mechanics under spatial dynamics is approximately governed by an Itd process on Q,
at least on the subspace of Ei o (Q) spanned by the dominant eigenvalues.

Conjecture 5.2.1. Let &, be the space spanned by the n dominant eigenfunctions of S'. Then
there exists an Ito diffusion process on Q that is the long time limit of spatial dynamics on
En, in the following sense: let Lyt be the generator of this dynamics, and Pl; := exp(—tLyr).
Then, for u € &,,

'~ Plyul

HStMH —0 (f— o0)

in some suitable norm.

On &,, the transport under this hypothetical transfer operator P} is determined by
the decay rates of the dominant eigenfunctions spanning &, i.e. the corresponding
eigenvalues of Li1. As these decay rates correspond to the decay rates of the dominant
eigenfunctions of S’ for large t, they can be found experimentally by least squares
fitting a p-parametrized function e~ to the individual eigenvalues of S! (or intuitively
by reading their slope in a logarithmic plot). This process is demonstrated in Figure
for the three subdominant eigenvalues of the two-dimensional quad-well potential
from Section

The rate apparently depends on the friction parameter 7, and for ¢ > 1 can be ex-
plained by the Kramers-Smoluchowski limit. However, this relaxation is observed
across the whole friction regime. For small to moderate <y, the rate could not be con-
nected to a known diffusion process yet.
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5.2. Almost Markovian behavior

0.4 1 —— 2y (8h e 1l o ——dX\a(SY)/dt
—— A3(SH) ——d\3(S")/dt
Aa(S? —1.5 d (S /dt |
0.2 4(\ ) | L | : 15/
0 1 2 3 0 10 20 30
t Y

Figure 5.4.: Left: the three subdominant eigenvalues of the quad-well system (for
small ). The slope of the dotted lines illustrates the decay rate on the
respective eigenspace. Right: the decay rates in dependence of the friction
parameter 7.
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6. Conclusion and outlook

We investigated the transport of momentum-averaged probability densities under the
Langevin equation with the goal of metastability analysis. Even though this transport
cannot be expressed without explicit momentum averaging, we could show that the
associated transfer operator can (for t — 0) be approximated up to third order by a
t— % scaled Smoluchowski transfer operator that involves no momentum averaging.

We have seen that this approximation to the spatial transfer operator can be discretized
efficiently by collocation methods. As the information about the underlying flow is
obtained directly from the transport equation, the discretization requires no numerical
trajectory integration of any kind. This represents a major conceptual advantage over
established Ulam-type discretization methods. We have proven error estimates for the
asymptotic regime t — 0 for both the transport of densities and for the spectrum of
the spatial transfer operator. These estimates could be confirmed numerically.

Our goal of a simulation—free approach to conformation analysis could therefore be
partially accomplished. The numerical experiments confirm that the eigenfunctions of
the restored spatial transfer operator can be used to identify metastable sets. However,
the chemically important long-time transition rates could not be restored yet, as they
lie beyond the regime of our convergence results. Still, we have shown that this regime
can be slightly expanded with respect to what classical results predict.

Future work. The main goal of future studies should be to show the applicabil-
ity of the pseudogenerator-based methods to biochemically relevant, possibly high—
dimensional systems.

This thesis already represents progress in that regard, as it expands the applicability
from systems in Cartesian coordinates (as considered in the original publication [6]) to
systems in generalized coordinates. However, there still are multiple issues that have
to be addressed:

e In order to build meaningful Markov State Models based on the metastable sets
discovered by transfer operator analysis, these sets’ long-time stable behavior
has to be estimated.

In Section we argued in favor for the existence of a relaxation lag time T,
after which the spatial dynamics exhibits almost Markovian behavior. This is
indicated by exponentially decaying subdominant eigenvalues. We thus hope
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Chapter 6. Conclusion and outlook

to discover a closed (i.e. momentum-independent) stochastic Itd process on po-
sition space that describes the long-time density transport of spatial dynamics.
Provided the generator of this process can be applied to the collocation basis
functions from Section with reasonable numerical effort, this would again
allow the simulation—free treatment of long—time spatial dynamics.

The Fourier mode and Chebyshev polynomial collocation bases considered in
this thesis both require a grid covering of configuration space, which is suscepti-
ble for the curse of dimensionality. For higher dimensions, we intend to employ
meshfree methods based on radial basis function [80, 20]. Recent results from
transition path theory [16} 17, [76] raise the hope that the essential density dy-
namics can be captured by placing collocation nodes along so—called transition
pathways, low—dimensional structures in configuration space along which the
majority of transitions occur.

While the collocation basis is typically chosen to allow the analytical differentia-
tion of the basis element the evaluation of the potential, the mass matrix and
the friction and noise matrices at the collocation points may prove costly in more
complex systems (see the discussion at the beginning of Section [2.2).

This problem intensifies when the projected pseudogenerator G5* in essential
coordinates is considered (see Lemma [3.4.1). The projected drift- and diffusion-
coefficients a(z),b(z) involve averaging over non-essential degrees of freedom,
which, unlike the well-structured momentum averaging, appears infeasible to be
carried out analytically; sampling-based quadrature methods [10, 30| 44] seem
to be a natural choice here.

It is still unclear how the emergence of the Smoluchowski generator in the second
derivative of the spatial transfer operator can be interpreted physically. Also,
the structure of pseudogenerators higher than three has not yet been exam-
ined. To avoid intransparent technical vector-analytic calculations, the analysis
should be performed in a coordinate—free manner. Understanding the struc-
ture of higher pseudogenerators would by Proposition allow Taylor-based
restoration schemes of higher order. Ideally the higher pseudogenerators would
involve the friction parameter 7y, to provide precise quantitative estimates of the
quantities of interest. For the interpretation, a continuation of the techniques
from the Mori-Zwanzig formalism (as initialized by using Dyson’s formula in
Section [3.3) seems promising.

I This also holds for typical choices of radial basis functions, such as Gaussians or Wendland functions.
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A. Auxiliary statements

A.1. Reversibility and self-adjointness of the spatial transfer
operator

Koltai in [6] showed that S’ is self-adjoint on ﬁi ,(Q), for the Cartesian coordinate
space Q. While the procedure is largely analogous, we will adapt the proof to gener-
alized coordinates for completeness’ sake.

Self-adjointness of the transfer operator is equivalent with reversibility of the corre-
sponding dynamical process: the following result is from [34, Proposition 1.1], re-
stated for our purposes.

Proposition A.1.1. Fix t > 0. Let S': L3 (Q) C L, (Q) — L3,,(Q) denote the transfer
operator of the spatial dynamics for lag time t. Let the associated (discrete time) Markov process
be denoted by g, n € IN. Then S' is self-adjoint with respect to the scalar product (-,-)
(S'u,v)uy = (u,8'0) g forall u,v € E%Q(Q), if and only if q, is reversible.

tor 1.e.

Reversibility in this case is equivalent with ps ,,(t, A, B) = ps,(t, B, A) for any mea-
surable A, B C Q. Here, ps o (t, A, B) describes the transition probability of the spatial
process, with pg(t,q, B) its transition function (see . Indeed, one way to define
the reversed process is by setting ps reou,(t, A, B) := ps o (t, B, A) for any measurable
A,B C Q. In order to show reversibility let us start with a property of the Langevin

processEI

Lemma A.1.2. Let pranrev denote the transition function of the reversed Langevin process,
and let A C Q x P be a measurable set which is symmetric in the momentum coordinate, i.e.

A={(a,-p)|(ap) €A}
Then pran(t, (4, 1), A) = Pranses (t, (9, —p), A) forany g € Q, p € P.

Proof. Let x; C X be an Itd process described by , and ¥; := x_; its time-reversed
process. According to [31] (see also [47]), &; is again an It6 process and described by

01X = b(x;) + o (x;)wy,

IThe property described in Lemma is also known as extended detailed balance condition, see [64,
Lemma 4.10].
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Appendix A. Auxiliary statements

with b taking the form
2
fa(x)

where £ = 1007, fy is the unique canonical density (which we assume to exist), and
div is applied row wise.

b(x) = —b(x) +

div (Z(x) fa(x)) ,

Applied to the Langevin process in generalized coordinates (1.8), we get

B —V,H(q,p) 2 0
Pap) = (VqH(q,p) Jf'r(q)VpH(q,P)> " Falap) <—zlﬁ‘7<”7>‘7(‘7)TM1(‘7)Pf0(‘7"’)> '

which becomes, using the fluctuation-dissipation relation,

_ ( —V,pH(q,p) )
VH(q,p) —v(@)V,H(q,p))

The reversed Langevin process thus follows

017t = —VpH(gy, pr)
opr = VeH(qr, pr) — v(q0)VpH(qe, i) + o (Gr)ws -
On the other hand, applying the substitution = —p for the original Langevin process

in forward time, and using that w; and —w; are stochastically equivalent in the sense
that their distributions coincide, we obtain

0iqr = —VH(qs, Pr)
o = qu<qt1 pt) — ’Y(qt)VpH(qt/ pr) +o(qe)we .
Note that this is the same SDE as for the reversed process. Thus, the reversed process

starting at (g, —p) has the same distribution as (g:, —p¢), where (g;, p;) is the forward
time process starting at (g, p).

O]

In [6, Lemma B.3], a formula for the transition probabilities of the reversed spatial
process has been derived. Its derivation holds for generalized coordinates as well, so
it will not be restated.

Lemma A.1.3 ([6]Lemma B.3). It holds

1
no(A)

for any measurable A, B C Q.

Ps,reopg(t, A,/ B) = Axpfg(q)fp(q,P)Pim,rev((w%B x P)d(q,p)
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A.2. Derivation of the Smoluchowski transport equation

To complete the proof of the self-adjointness of S, we transform ps (¢, A, B):

1
t,A,B ,0)ph..((g,p),B xP)d(q,
Psualt: A B) = a5 | (@ fP (@ P)PLa((4,) )d(q,p)

L / Fo@)f>(a,~P)Phan (0, —P), B x P) d(g, )

~ ual(A) Jax—p
1

= an p),BxP)d(q,p),
2o(A) Jap @IP @ =P)Phan (0, =P) )d(q,p)
where in the first line we used the integral substitution 7 = —p, and in the second line

the symmetry of P, such that flipping the integration bounds only introduces change
of sign. From this and Lemma applied to the p-symmetric set B x P, we obtain

1
Ho(A) Jaxp

by exploiting that fp(q, —p) = fp(q,P). (A.1) coincides with the right hand side of
Lemma[A.1.3] which shows reversibility of the spatial process and thus self-adjointness
of the spatial transfer operator.

pS,VQ(t/A/ B) = fo(q)fr(q,p )pLanrev( ,(9,P),B x 7)) d(q,p), (A1)

A.2. Derivation of the Smoluchowski transport equation

In this section we show how to derive the density transport equation for Smoluchowski
dynamics in generalized coordinates. We expand the main idea of Hartmann in [5].
The purpose of the detailed derivation of this standard result (see for example [48]) is
for the reader to become familiar with the connection between Langevin- and Smolu-
chowski dynamics, especially in which way the solution of the Smoluchowski Fokker—
Planck equation is a good approximation to the solution of the Langevin Fokker—
Planck equation. Also, we will re-encounter the technique used herein in Section

The approach is also described in [54, 55] and is based on a technique known as
perturbation expansion: Given a small problem parameter ¢ (in our case the inverse
damping constant), formally expand the property of interest (in our case the solution
of the Langevin Fokker-Planck equation), and use the expansion to find a law for the
limit e — 0.

To begin, let us scale the original (in general position-dependent) drag and noise coef-
ficients according to

Y yle, o 0/\e

where ¢ > 0 is assumed to be small. Clearly, the scaling preserves the fluctuation-
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dissipation relation. Then the re-scaled Langevin equation reads

d
737t = VpH(qr p)
d 7(qt) o (q:) (A.2)
Pt = —VoH(qe pt) — . VpH(q:, pr) + e Wy .
Let the associated yn-weighted Fokker—Planck equation be denoted by
9 (q, p,t) = Lianu*(q,p,t) . u(q,p,0) = uo(q, p) - (A3)

where, for this section only, we write the solution as ut(-,-,t) instead of uj. Assume
that for this solution, there exists an asymptotic expansion in ¢ of the form

u (g, p,T+t) = uf(q,p.t) +eui(qpt) +ui(qpt)+... . (A4)

Applying to L{, the same decomposition as in (2.26) yields

Lan

1
Lian = Lygam + ELOU/

where

1
Ltiam = V¢H -V, = V,H-V,, Loy = Emﬂ: Vi—(yM7'p)-V, .

Inserting the expansion (A.4) into the backward equation and equating powers of ¢,
we obtain a hierarchy of equations, the first three of which read

LOU“S =0 (A5)
LOU“} = at”g - LHamua (A.6)
LOUM-ZF = atuf — LHamu{ . (A7)

Note that Loy is a second-order differential operator in p with g appearing only as
a parameter. By the assumption that 7 is symmetric positive definite with uniformly
bounded inverse, implies that u§ is constant in p. Using a closure argument
known as the centering condition, it follows that d;uj = 0.

Equation (A.7) reads
0117 = Lyamt] + Lout;.
Combined with (A.6) and d;uj = 0, we get

9ttt} = —LttamLou™ ' Liamug + Louti3. (A.8)
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A.2. Derivation of the Smoluchowski transport equation

Let ¢, be the solution to L0, = 0, with L, being the formal £? adjoint of Loy.
Multiplying (A.8) by ¢, and integrating gets us

T _ —1 T
/'P a“’ll Qq dp - /77 (LHamLOU LHam”Q) Qq dp (A9)

Now, taking the time-derivative of (A.6) and using J;uj = 0, we see that d;uj €
ker LOUI

LOUBtuf = —LHamatI/lg =0.

As 7y(-) is symmetric positive definite with uniformly bounded inverse, ker Loy con-
sists only of constant functions (in p). Thus d;u{ is independent of p, and (A.9) be-
comes

ai‘u-lr = - /77 <LHamLOU_1LHamu6) Qq(P)dp (A.10)

We will see later that the right hand side, seen as an operator applied to uj, is the
familiar Smoluchowski generator, shortly denoted by Lgp,o1. Thus

T T
a151/11 = LSmoluO

The evolution of the full density u® can then be described by

0 (q,p, T +1t) = ol (q) +edui(q, p,t) +e*ul(q, p,t) + ...
—_—— N——

=0 :LSmolug

= eLgmoltty (9) + €203 (q, p,t) + ...

We observe that for ¢ — 0, the dynamic is increasingly slow-moving, and thus switch
to a faster time scale: T+t — (T +1)/e. The evolution of u®(q, p, (t+1)/¢) for t € O(¢)
is then described by the following approximative PDE:

%us (q' b (T + t)/g) - agus(q, pr U) o=(T+t) /¢ ' %
= Lomotiy’<(q) +edul/(q,p,t/€) + ... (A.11)
= LSmol(uS/s(q) +eul’(q,p,t/e) +uy (q,p,t/e) + .. ) + O(e)
(A.12)
= Lmoltt* (4, p, (T + 1) /) + Oe). (A.13)

The step from 1i to 1} only holds for t € O(e), as u?/*(-,t/e) € O((t/¢)') (this

can be shown by Taylor expansion of u(u,v, (T + t)/¢)). Thus in the limit (¢ — 0),
(A.13) only holds for t = 0, and we get an assertion about the evolution of u*(-, (T +
1)/e)|,_y=u (-, T/e):

~—

t=
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Lemma A.2.1. Let w be the solution of the Smoluchowski transport equation
drw(+, T) = Lsmorw(+, ) ,
and u® be the solution of the e-rescaled Langevin transport equation (A.3). Then

[uf (- /e) —w(-, D], =0, (&= 0). (A.14)

A coordinate expression for the backward Smoluchowski equatiorﬂ has been derived in
[5], where the same considerations were performed regarding the transport of observ-
ables instead of densities. However, as already pointed out (see 2.27), the weighted
Fokker-Planck equation and the Kolmogorov backward equation for Langevin dy-
namics are strongly connectedﬂ and thus ultimately the expressions for the forward
Smoluchowski generator Lgp, and backward Smoluchowski generator Agy,o coincide.
It has been formally shown by Hartmann in [5], that

Agmol = BTA—-VV -V, (A.15)

where

V-1V and A= V-(x/det’yy_lV),

\/dety

denote gradient and Laplace-Beltrami operator with respect to y. Hence we have

Lsmoi = B 1A—-VV -V, (A.16)

Note that Lgpyo no longer depends on the mass matrix M.

%j.e. the backward Kolmogorov equation associated with the Smoluchowski dynamics.
3They differ only by a sign in front of Lij,m, which cancels out in 1)
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B. Pseudogenerators: technical proofs

B.1. Vector analytic proofs

In this section the various results from Section 3.2| will be proven by vector-arithmetic

calculations.
To prove the main Theorem the following lemma is needed:

Lemma B.1.1. Let A € R™" be a symmetric, positive definite matrix. Then

, 1 (2m)"
T —
(i) /]R" exp( 2x Ax) dx dot A’

1
1 . — —xT =
(ii) /R1 X exp( ¥ Ax) dx =0,

1 (2m)r 4
. I — -
(iii) /]R” XiXj exp( 2x Ax) dx detAAl] ,

. 1
(iv) /]R” XXXy exp ( — 5xTAx> dx = 0.

Proof. (i) The formula for this standard Gaussian integral can for example be found
in [57].
(ii) It can easily be seen that the integrand is antisymmetrical with respect to x;, thus
the integral vanishes.
1 ifk=iANl=]j

(iii) First note that we can write x;x; = xTBx, with B € R"", By = )
0 otherwise

As A is s.p.d., there exists a factorization A = QTAQ, Q € R"*" orthogonal and
A € R"™" diagonal. With the transformation

Y= A%Qx, thus x = QTA_%y,
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(iv)

98

we get

1 1
/Rn X;iXjexp < - ExTAx) dx = /n xTBx exp ( - ExTAx> dx
1
= /IR” (QTA"2y)TB(QTA 2y) exp ( — EyTy) | det (A’%QH dy

= [ v (A taigi A ) yexp (- STy) dy Vet AT,

=:R

where g is the k-th column of Q. Also it was used that det (A_% Q) = VdetA-1
and that it is positive due to A being s.p.d.. Writing out the matrix-vector mul-
tiplication yTRy, the integral reduces to

/” XiXjexp ( - %xTAx) dx =) Ry /]R” veyrexp (— %yTy) dy - Vdet A1
kI=1

L 1
= 3 Ru [ vEexp (— puTy) dy- Vet AT
k=1

as the mixed integrals [ yxy; exp (— 2yTy) dy vanish due to antisymmetry. With
the one-dimensional integrals

/oo exp(—%zz) dz =2 = /_o:ozzexp(—;zz) dz

—00

we finally get
1 - @ _ 1, 27"
e T — = A
e (= o) = (£ w7 =4

Y R =Y A'quqp = (QTA—1Q> (A
=1 =1

i

as

It can easily be seen that the integrand is antisymmetrical with respect to at least
one of the integration variables x;, x;, xj.
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B.1. Vector analytic proofs

Proof of Theorem 3.2.1
Proof. Let u € W52 (Q). By Proposition m
Gnu = / (Lpan)"u dup.
P

We can calculate G, by calculating L¥_ u, n € {1,2} and taking the momentum inte-

gral afterwards. These two steps are done by hand in the following, i.e. by multivariate
vector— and matrix calculus.

By element-wise inspection, it can be seen that for vectors v,w and matrices A of
matching dimensions holds
vTAw =owT 1 A,

with : the generalized Frobenius product defined in (2.16).

The following derivatives of H will also prove helpful for compiling the L
VypH(q,p) = M7 (q)p,

V4H(q,p) = %mﬂ VM TH(g) + VaV(g),
with the tensor V,M~!(g) = <8qk(M*1(q))i].>

k

Lan:

4
ijk

V3H(q,p) =M '(q),

VVeH(q,p) = VoV,H(q,p) = p: VM (q) -

Here it was already used that M is symmetric.

We now show the three statements from Theorem
0. Go = I follows directly from L9 =1.

Lan

1. We again use the operator splitting Lian = Lyam + Lou (see (2.14)) with

1
Litam = VgHTV, = V,HTV,, Loy = 5007 Vo= (™ )V,

and H(q,p) = 3p™M ! (q)p + V(q).
As u is a function of g only, we have Loyu = 0 and V,u = 0, and thus

Giu(q) = /P (Lantt) (g, p) dup = /7> (Ltam) (4, ) fp (3, p) dp
B /p —VpH(q,p)"Vqu(q)fp(q,p) dp

_ /P p™™ Y (q)Vu(q)fr(q,p) dp .

This integral is simply a linear combination of the integrals fp pifp(q,p) dp. As

fr(q,p) = #(q) exp (— ngM*1 (9)p), those integrals vanish due to Lemma|B.1.1

and we get G; = 0.

99



Appendix B. Pseudogenerators: technical proofs

2. For G,, we first calculate
L%anu = (LHam + LOU)ZM
= Lfam# + Lttam Lout +Lou Lout +LouLuam
| S— N’
=0 =0
= LoyLygamu + L%Iamu .

The first summand is
(LouLramt) (4, p) = Lou( = VpH(q,p)"Vqu(q)) = Lou( = p™M (q) V,u(q))
= 00T V3 (pTM () V()
+ (M) ) 'V, (M )TV u(9)).
The second p-derivative of the linear term vanishes, so all that remains is
=9 (M‘l(q))zvqu(q)-

The integral of this term with respect to yp will again vanish due to Lemma|[B.1.1}

The second summand of L?_ u(q) is
(Liam) (9, P) = Ltam (= p™M ™' (q) Vqu(q))
= VyH(g,p)T V| = p™™M " (q) Vyu(q)]
—~ V,H(g,p)T V| — p"™™M " (q) Vyu(q)|.

Using V,(pTM(q)) = (p : VsM(q))" and V,(0TV4u(q)) = Viu(q)o for
some v € R”, this becomes

(Bt (0,9) = (M7 @)p) " [(p: VoM () Vqu(q) + V2u(q)M ()]
- (%PPT VM () + Y,V () [MNg) Vyu(o)]
= M) (p: VoM 9)) Vgu(a)
+ pTM ™ (q) Viu(q)M ' (q)p
— 2 (p7 VM) M) V()
— VoV(g)T M7 (q)Vqu(q) .
To simplify the notation, define the 3-tensor N with Nij(q) := 95, M; ' (q). It can

be seen as the gradient of the mass matrix M, transposed with respect to the
second and third tensor index. Note the identities
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T T
« p"M7q) (p: VeM () Vyula) = [(pp™™M(9)) : N(9)| Vqu(q),
T

which follows from (p : Vqul(q)> = (p :N(g ) and wT(v: B) = (vwT) : B

forv,w € R" and B € R,
o pTM (@) Vau(@M(q)p = M~ (q) : (pp™M ' (q) Vu(a)),

which follows from vTABv = A : (v(Bv)T) = A : (vaB) for v € R" and

A,B € R™"

With this, L% __u transforms to

Ham

Lamtt = [ [(pp™M 1 (9)) - N(q)] = %(PPT VM 0)) Ml(q)] Vou(q)

+ M7 (q) : (pp™™M ™ (9) VEu(q) = V4V(9) Vqu(q)T).

Now, integrating L?__u with respect to up gives

Lan

GZ”(Q) = / ( Lan¥ )(ql p) d]/lp = /"P (L%-Iamu) (ql p) d]/lp + /73 (LOULHamu) (EI/ p) d#P

=0

- %(PPT : VqM‘l(q))TM‘l(q)] Vau(q) fr(q,p) dp

T

—/[ (Pp™M\(9)) : N(g)|

:=(1)
£ [ (M7 ) (pr M7 () Vulg) ~ V4V () Vqu(@)) ) folg,p) dp-
=(2)

For the two integrals we will use that, with v a vector, A a matrix and B a 3-tensor
with matching dimensions,

/(AUUT):de:(/AvadU):B:(A/vadv):B,

ie. the integrals of a linear combination of v;v; is the linear combination of
integrals [ v;v; dv. Here, [0vT dv is a matrix containing the component-wise
integrals.
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102

The two integrals then finally calculate to
1= (( [ PP fr(a,p) dpMA(g) ) : N(g)

[ [, pr e p) dp) : VoM @) M‘l(q)> Vu(q)
8

[1:N(g) - 3 (M) : VoM7) M7 (9)] " yu(e)

| =

@ =M q): [( [ o7 fr(ap) dp) M7 (@) Viulg) — VoV (9) Vgu()T]
M) - [(GM0) M q)V2ulg) T4V () Vyulg)T]

=M 1(q): [—Vﬁu(q) - VqV(Q)VCI”(q)T}

For (x) it was used that the matrix-valued integral [, pp™fp(q, p) dp computes

to %M(q), due to Lemma The sum of (1) and (2) then yields the fully

expanded form of Gy:

Gau(q) = M~'(q) : [;Vﬁu(q) - VqV(q)un(q)T}
) (B.1)
+5 (1 M@ - 3 (M) : VM7 ) M )] ()

In a last step, we apply Jacobi’s formula to show that matches the pro-
claimed form of G, in Theorem As there is no more p-dependence in (B.1),
we simplify the remaining expressions by omitting the g-arguments. With the
chain- and product rule for the divergence,

1
B e V) (VMM 1)
11 1 ) )
- 5\/detM[2\/detM(quetM)TM Vgt Vet MV (M V) |
= 55 (Vgdet )M Vu+ S VT (M7'V0) )

With Jacobi’s formula (A some t-dependent matrix, t € R)

drdet A(t) = det A(t) tr (A1 (1)3:A(1)) ,
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applied to 9, M, we get for the first summand of (x)

i(vq det M)TM 'V u = L Y tr (M™19,, M) (M 'Vau);
28 2 =
1 _ _\T
:—2[3<(M VMM )

For the last equation the identity A(t)9;A(t) = —9;A(t)A~!(t) and the symmetry
of M were used.

By element-wise inspection, the second summand of () can be written as

;V}(M_lvqu) — ;((1 EN)TVgu+ M7 Vi)

Thus, together we have

1 1 T -1
Ve (Vdet MM~V u)
1 1
- —zﬁ((M VM M) gt ﬁ(u IN)TVqu+ M7 Vi)

This matches (B.1) up to the summand

We thus obtain

_1 1 T -1 _ TAas—1
qu_ﬁqu(\/detMM Vyu) = VoVTM V.

Proof of Corollary [3.2.2,

Proof. In Cartesian coordinates, M~ is a constant diagonal matrix, and 7y and ¢ are

constant scalars. The two parts of L., in the decomposition Li,n = LHam + Lou read
A1 T o? ML

0. & 1. follow directly from Theorem 3.2.1}
2. Using V,M1(g) = 0 in Theorem one sees that G, takes the stated form.

103



Appendix B. Pseudogenerators: technical proofs

3. For Gz, consider Lfanu. From the proof of Theorem we have L%an = L%{am +
LouLyam, thus

L%an = L%—Iam + LyamLouLnam + LOUL%{am + L%)ULHam- (%)

Again from the proof of Theorem we use that with V,M~(q) =0,
Liamtt = pTM ™ V3u(q)M™'p = VgV (q)TM ™'V u(q)
LouLuamtt = vpT(M™1)2V,u(g).
The first summand in () extends to
Liiam(7) = VqH(q, )TV Litam1t(9) = VpH(4, p)TV g Lizam14(9)
= V,V(q)T [2M7 V2u(q)M |

—pTMV, [pTM TV 2u(g) M p — Y,V (g) MV u(q) |

This expression is antisymmetrical in p and will vanish after integration with
respect to jp, due to Lemma [B.1.1]

Likewise, the fourth summand in

_ 132
LouLnamu(q) = yp™™ 'y (M) V,u(q)
is antisymmetrical in p and will vanish after integration.

The second summand in () is
132
LHamLOULHamu(Q) = VqH(q/ P)Tvp [’)’]9 (M 1) vqu(q)}
_1h2
— VpH(,p) "V [rp (M) Vu(g)|
132 _ C132
= VgV (@) (M) Vu(q) — yp™ ' Viu(q) (M) p
132 132 _
= 7(VgV(@)T (M) Vu(g) - p" (M) V2u(g)Mp) .
In the last line we used pTABp = pTBAp for symmetrical matrices A, B.
Finally, the third summand in (x) is
2
o _ _ _ - _
LouLbumit(9) = 58 [pTMT'V2u(q)M ™' p| = yp™™M 'V, [pTM 7 V2u(g) M p)
C132 C132 -
= (VI [(M)Vu(g)]) = 27p (M) V2u(q)M'p

:27{1

SV V()] - pT (M) V()M p]
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Summing up the non-vanishing terms gives

2
p
VeV ()T (M) Vyu(p)),

(LHamLOULHam + LOUL%{am)u(q) = ’Y( vt}- [(Mﬁl)zvqu(q)] - 3pT (Mil)

in which p only occurs in the second summand. The third pseudogenerator thus
is

Gsu(q) = /7> (Liantt) (q,p) dpp

= 7(GVILM ) Vulq)] =3 [ 7 (M) Fulg)M iy

(1)
+VaV(g) (M) Vyu(e))

The integral calculates to, with Lemma

(1) = (M) Vulg)M ] = [ ppT dpp
= (M)’ V2u(g)M ] : ;M

which is, as M, M~! are diagonal matrices,

_ ;vg((M—l)zvqu(q)) .

Overall, we have

1

ﬁvg((m—lquu) — U VT(MT) Vgu).

Gzu = —'y{

B.2. Computer-assisted proofs

For one-dimensional systems, the vector-analytic proofs of the statements in Section
can be automated. The computer algebra system Wolfram Mathematica [81] allows
the declaration of a wide class of differential operators (for functions on IR) and the
computation of improper integrals, which together allows the automated computation
of the pseudogenerators G by Proposition [3.1.3]

105



Appendix B. Pseudogenerators: technical proofs

Computation of the first and second pseudogenerator. First define the Boltzmann
density fp, the Hamiltonian H and declare the fluctuation-dissipation relation. V, M, y
and B are hereby regarded as parameters of the system. The normalizing factor Zp(q)
has to be applied to fp separately (due to technical reasons).

fP[q-, p-1 := Exp[—betax(1/2+xpM[q]"—1xp)]

ZP[q-] := Integrate[fP[q, p], {p, —Infinity , Infinity},
Assumptions —> Re[betasM[q]"—1] > 0]

1/2%psM[q]"—1xp + V[q]

Sqrt[2+gamma[q]/ beta]

H[q-, p-]
sigma[q_]

The Hamilton-, Ornstein—Uhlenbeck and Langevin generator can then be defined as
follows:

Lham[q_, p_-] := (D[H[q,p], q]+D[#, p] —
D[H[q,p], pl«D[#, q]) &

Lou[q., p-] := (1/2«sigma[q]"2«D[#, {p, 2}] —
gamma[q]+xpM[q]"—1«D[#, p]) &

Llan[q-, p-] := (Lham[q,p][#] + Lou[q,pl[#]) &

Applying L., to some density u and integrating with respect to fp then gives G;:

Gl1[q-] := Integrate[Simplify[Llan[q,p][ulqll]l*fP[q,p],
{p, —Infinity , Infinity},
Assumptions —> Re[betasM[q]"—1] > 0
1 / ZP[q]

As expected, this computes to 0.
Applying L., twice and integrating with respect to fp yields Go:

G2[q-] := FullSimplify|[
Integrate [ Simplify[Llan[q,p][Llan[q,p][ulq]]l]*fP[q,pll,
{p, —Infinity , Infinity},
Assumptions —> Re[betasM[q]"—1] > 0
1 / ZP[q] ]

The output

—u/[q](M'[q]+2beta M[q]V'[q])+2M[q]u"[q]
2beta M?

matches Theorem from the main text.

Out =

Comparison to the Smoluchowski generator. Definition of the Laplace-Beltrami
operator A and the associated gradient V :
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LapBel[q-] := (1/Sqrt[M[q]"—1]«D[Sqrt[M[q]" —1]-M[q]«D[#, q], q]) &
GradBel[q_] := D[#, q]:M[q] &

As of Equation the Smoluchowski generator reads
Lsmol[q_] := (LapBel[q][#]/beta — V'[q]+xGradBel[q][#]) &
FullSimplify [Lsmol[q][u[q]]]

The output reads
—u'[q](M'[q]+2beta M[q]V'[q])+2M][q]u”[q]

Out = >
2beta M

which matches G2 above.

Special case: Cartesian coordinates. For Cartesian coordinates, i.e. constant M, v, o,
define

fP[q-, p-1 = Exp[—betax(1/2xpM —1xp)]

ZP[q-] := Integrate[fP[q, p], {p, —Infinity , Infinity},
Assumptions —> Re[betasM —1] > 0]

H[q., p-] := 1/2%xp:M—1xp + V[q]

sigma := Sqrt[2+gamma/beta]

and Lham, Lou, Llan as above. For the third pseudogenerator, we then get

G3[q-] := FullSimplify]|
Integrate [ Simplify|
Llan[q,p][Llan[q,p][Llan[q,p][ulq]]l]l]*fP[q,p]],
{p, —Infinity , Infinity},
Assumptions —> Re[betasM —1] > 0
| / zP[q] |

and receive

gamma(beta u’[q]V'[q]—u"[q])
beta M?

which matches Corollary

Higher pseudogenerators do not retain this simple structure. For Cartesian coordi-
nates, G4 is computed by

G4[q-] := FullSimplify|
Integrate [ Simplify|
Llan[q,p][Llan[q,p][Llan[q,p][Llan[q,p][ulq]]]]]*fP[q,pl],
{p, —Infinity , Infinity},
Assumptions —> Re[betasM —1] > 0
1 / ZP[q] ]

Out =
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The output does not show any obvious structure:

Out = (beta?M?)!(beta u”[q](gamma?+3beta M V'[q]>*—4M V”[q])
—beta u'[q](beta V'[q](gamma®—M V" [q])+M V)[q])
+3M(—2beta V'[q]u®[q]+u®[q])
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