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Doktorvater Prof. Dr.-Ing. Thomas Sattelmayer für sein entgegengebrachtes Vertrauen
bedanken. Ich habe mich stets wertgeschätzt und hervorragend betreut gefühlt. Ich
wünsche Prof. Sattelmayer alles Gute.
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Zweitbegutachtung meiner Dissertation bedanken. Mit Prof. Oschwald verbinde ich
nicht nur angenehme und konstruktive Besprechungen im Rahmen des DFG SFB Trans-
regio 40, sondern auch viele interessante Diskussionen in zahlreichen Treffen der Rocket
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Abstract
The linear high frequency stability of DLR’s cryogenic H2/O2 BKD test chamber is

assessed using a hybrid Computational Fluid Dynamic/Computational Aeroacoustic
methodology, which is based on single flame considerations for the generation of an
adequate mean flow and for the calibration of feedback models as well as on frequency
space transformed linearized Euler equations. Successful validation on the basis of non-
reactive conditions reveals high suitability for the description of acoustic propagation
in three-dimensional space comprising nozzle, chamber, propellant domes and absorber
rings. It is found that resonating cavities may significantly alter the mode shape such
that the risk of thermo-mechanical engine failures due to unbearable acoustic pressure
and temperature loads rises. The application of a realistic mean flow field including
combustion and real gas effects explains the spatial separation of transverse modes into
a near face plate mode, which is found linearly unstable under certain operation conditi-
ons for the first transverse, and a rear part mode. The axial mode shape length as well as
eigenfrequencies are affected by propellant injection specifications and, in consequence,
decisively influence pressure and transverse velocity sensitive dynamic flame response.
Lorentzian fitting and a parameter extraction method are employed to extract linear
damping rates from experimental pressure recordings, which are subsequently used to
validate the CFD/CAA results.

Zusammenfassung
Die lineare Stabilität für den Hochfrequenzbereich der kryogenen H2/O2 DLR Test-

kammer BKD wird untersucht. Dazu wird ein hybrider Ansatz verwendet, der aus der
getrennten Auswertung von Strömungsmechanik zur Berechnung eines adäquaten mitt-
leren Strömungsfeldes sowie für die Kalibrierung von Rückkopplungsmodellen in Einzel-
flammensimulationen und aus einer Beschreibung der Aeroakustik mithilfe von lineari-
sierten Eulergleichungen besteht. Die erfolgreiche Validierung unter nicht-reagierenden
Bedingungen verdeutlicht die Eignung des Verfahrens zur Simulation dreidimensiona-
ler Wellenausbreitung in der Düse und Kammer sowie in den Treibstoffdomen und
Absorberringen. Es wird gezeigt, dass resonante Kavitäten die Modenform beträchtlich
beeinflussen können, so dass das Risiko eines thermomechanischen Versagens des Mo-
tors aufgrund von untragbaren akustischen Druck- und Temperaturlasten steigt. Die
Berücksichtigung eines realistischen reagierenden Strömungsfeldes mit Realgaseffekten
bewirkt eine räumliche Trennung der transversalen Moden in eine einspritzkopfnahe
Mode, die unter bestimmten Lastpunktspezifikationen instabiles Verhalten der ersten
Transversalen erzeugt, sowie einer zweiten Mode, die hauptsächlich im hinteren Bereich
der Kammer auftritt. Die Einspritzbedingungen der Treibstoffe beeinflussen die axia-
le Länge der Moden und damit die druck- und transversal geschwindigkeitssensitive
Flammendynamik. Lorentzfits sowie eine Parameter Extraktionsmethode werden an-
gewendet, um lineare Dämpfungs- und Wachstumsraten aus experimentell gemessenen
dynamischen Druckaufzeichnungen für die Validierung des numerischen Verfahrens zu
bestimmen.
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Nomenclature

Latin letters
İ momentum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .[(kg m)/s2]
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W molar mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kg/kmol]
C prefactor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
D source term . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [W/m3]
F ,G Riemann invariants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m/s]
H finite element size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
R gas constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [J/(kg K)]
R universal gas constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [J/(mol K)]
s shape function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
ωa acentric factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
M delay multiplicator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
W weighting function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
A,B,C convective matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
D reactive matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
E assembly matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
I identity matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
K stiffness matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
L boundary condition matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
P matrix of pressure measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Pa]
Q feedback matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
a empirical coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
a0 empirical factor of real gas equation . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
A1, A2, B1, B2 amplitudes of circumferential pressure distribution . . . . . . . . . . . [−]
Ae amplitude of excitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Pa]
ak, bk filter coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
aq strain rate at extinction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [1/s]
AEDM EDM model constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
AFR Finite rate model constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]
b co-volume. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m3]
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1 Introduction

1.1. Combustion Instabilities in Rocket Engines

Efficient and profitable commercial space transportation systems demand enormous
thrust to weight ratios. Depending on the targeted orbit, a payload of only 10-20 tons
already requires a Ariane 5 total lift-off weight of approximately 780 tons. The necessa-
ry thrust is conventionally generated through the chemical conversion of fuel into hot
products establishing tremendous volumetric power densities in the combustion cham-
ber. In fact, the Ariane 5 Vulcain II main stage engine provides 3 GW of power while
facing extreme thermal loads on highly weight optimized walls of up to 100 MW/m2.
Operating pressures of several MPa and temperatures of approximatively 3600 K bring
technical feasibilities to absolute limits and give rocket science and development rise to
one of the most ambitious disciplines in engineering.

The Vulcain II engine is shown in Fig. 1.1. It consists of two main systems. The feed
and injection system, which delivers the oxygen and hydrogen propellants at suitable
temperature and pressure to the combustion and thrust system. Oxygen is provided by
the feed lines from the tanks and fed first into the oxygen dome. In this confinement,
the splitter plate homogenizes the oxygen flow and hence leads to an equal pressure
distribution on the face plate. Subsequently, oxygen is injected into the combustion
chamber through a high number of small injectors. Hydrogen is delivered by cooling
channels in the combustion chamber wall to the face plate and finally injected co-
axially to the oxygen. Thrust is generated by volume expansion of the burned gas in
the cylindrical combustion chamber and its acceleration in the convergent - divergent
nozzle.

By nature, combustion in rocket engines such as shown in Fig. 1.1 are permanently
subjected to disturbances originating from a variety of possible sources. Therefore, a cer-
tain level of combustion noise is always present in the chamber. For peak-to-peak values
below 5 % of the mean chamber pressure, steady state engine operation is characterized
to be smooth (Sutton and Biblarz 2001). If higher sound pressure levels with several
bar peak-to-peak amplitude at a discrete frequency occur, critical thermo-mechanical
loads might arise and the integrity of the solid walls might be endangered. Further-
more, control systems and payload cargo could potentially be exposed to unbearable
vibrational loads. In consequence, the engine operation might either be restricted to
lower power output or, at the worst, the engine could be destroyed leading to a mission
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Fig. 1.1.: Vulcain II rocket engine configuration, adapted from (Kathan 2013).

failure and the loss of valuable payload.
Such high energy acoustic motion is often associated with a high-frequency (HF)

combustion instability. Due to the enormous damping effect on axially oriented acou-
stic modes through convective transport in the thrust nozzle, longitudinal modes are
usually irrelevant. In turn, high frequency motions associated with transverse modes are
most destructive for rocket engines, see Fig. 1.1. Conventional chamber diameters and
combustion temperatures lead to typical oscillation frequencies in the range of 3000 to
10,000 Hz. The acoustic propagation is usually not limited to the combustion chamber,
but the entire feed and injection system may alter the system dynamics, which makes
the understanding of HF instabilities highly challenging.

The fundamental mechanism of acoustic amplitude amplification is based on an in-
ternal feedback loop, which contains the interaction of fluctuating pressure and velo-
city with combustion including several sub-processes. Under unfavorable conditions,
acoustically modulated unsteady heat release feeds energy back into critical oscillation
frequencies and natural damping capabilities inherently present in the system can be
exceeded. At high amplitudes, reduced feedback and enhanced damping simultaneously
balance amplification and damping, limiting further growth. Stable engine operation
can either be reached by establishing a weak modulability of the heat release rate or
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1.1 Combustion Instabilities in Rocket Engines

by increasing the system damping by passive or active means (Culick 2006).
Acoustic absorbers are widely used as additional damping devices, which influence

acoustic propagation in multiple ways (Culick 1988; Culick and Yang 1995). A typical
absorber device is shown in Fig. 1.1. Different absorber cavity configurations exist, e.g.
λ/4 absorbers (Oschwald et al. 2008b) and Helmholtz resonators (Keller and Zauner
1995). Another type of auxiliary damping devices are so-called baffles, which are loca-
ted directly at the face plate (Culick and Yang 1995). Due to the complex interaction of
absorbers with the acoustic field in the chamber and the combustion process, an effec-
tive design is difficult to achieve and the development process is usually accompanied
with extensive testing. Furthermore, their numerical evaluation in terms of damping
capabilities as well as their incorporation into stability assessment tools is especially
challenging, since dissipation of acoustic energy is partially based on small-scaled shear-
layer - acoustic interactions, which promote the occurrence of numerical instabilities
(Richter et al. 2007).

Unexpected combustion instabilities during the development of rocket thrust systems
put due-dates at risk and became apparent as critical cost driver since the 1930s (Harr-
je and Reardon 1972). For instance, a number of 2000 full scale, hot fire tests were
necessary to establish stable operation conditions for the Rocketdyne F-1 liquid engine.
In 1980 a combustion instability in one of the four Viking engines powering the Ariane
1 led to the automatic self-destruction of the rocket due to the loss of maneuverability
(Leitenberger 2013). As a counter measure the injection system was redesigned and a
more stable propellant combination was introduced during a one-year phase without
any take-off. Recently, unstable operation of a cryogenic liquid oxygen/liquid methane
engine occurred during the start sequence of NASA’s planetary vehicle Morpheus (Mel-
cher and Morehead 2014). Chug instabilities at low frequencies as well as HF (screech)
instabilities were both prevented by an elevated pressure start sequence and modified
fuel injection temperatures.

The necessity of reliable and efficient assessment tools for combustion instabilities
in rocket engines becomes further evident with the trend towards the usage of the
thermoacoustically more critical methane propellant as well as with the reduction of
pressure drop over the injectors in order to improve thrust efficiency.

Understanding the thermoacoustic processes in rocket engines is demanding due to
multiple reasons: (1) Interactions between turbulent fluid dynamics, combustion kine-
matics, heat transfer, acoustics, viscosity and further physical phenomena indicate their
multidisciplinary complexity. (2) It is unlikely that a unique mechanism is responsible
for the appearance of high acoustic amplitudes in unstable systems. Instead, the in-
terplay of different mechanisms plays a role and may differ in strength and relevance
for each system leading to different types of instabilities. (3) Full-scale experiments are
required, which are critical in terms of costs and limited in diagnostic accessibility re-
stricting the available data for analysis. (4) The presence of different physical processes
creates a huge dispersity of scales both in time and space which needs to be resolved.
Numerical approaches available today are not yet able to capture all relevant processes
to a sufficient degree.
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Nevertheless, pursuing the understanding for unstable engine operation continues to
be worthwhile as the benefit of each new insight brings scientists closer to the ultimate
goal of an a priori predictive engineering level tool. Therefore, concentrated research
activities are found in countries launching rockets on a regular basis.

The development of numerical methods to assess HF combustion stability is still an
unfulfilled task (Culick and Yang 1995). However, the necessity of such prediction tools
has not changed. Especially the trend towards alternative fuels such as methane (Mel-
cher and Morehead 2014) requires reliable predictions since the wealth of experience
in this field is less than for conventional propellants like hydrogen/oxygen. Methods
for assessing the potential of thermoacoustic instabilities need to be applied from the
beginning of a new engine design and reused in an iterative process during the entire
development providing reliable stability assessments. At the same time, these methods
are supposed to be lean in terms of computational time and effort.

Different numerical methods for the prediction of thermoacoustic stability have been
developed. Analytical derivations allow for the calculation of nozzle admittances and
the system damping without flame response (Köglmeier et al. 2010). Furthermore, fla-
me response models can be applied to include the effect of the acoustically modulated
heat release fluctuations on the dynamic amplitude behavior (Frezzotti et al. 2014). On
the contrary, high quality but time consuming LES (Large Eddy Simulation) compu-
tations were conducted to reproduce a self-excited thermoacoustic loop (Urbano et al.
2014, 2015). As a compromise, the decomposition of the governing fluid-dynamic quan-
tities into a mean flow state including combustion and the acoustic propagation was
applied to benefit from separation of scales. Such methods are commonly referred to
as CFD/CAA (Computational Fluid Dynamics/Computational Aeroacoustics) hybrid
approaches (Köglmeier et al. 2014a; Morgenweck 2013; Pieringer 2008; Schulze et al.
2012, 2013b; Schulze and Sattelmayer 2014). However, the recently held 3rd modeling
workshop on combustion instabilities1 in the framework of the French-German research
initiative REST evidently showed that a predictive level is not yet reached by any type
of simulation.

1.2. Modeling Approach

Due to the lack of availability of predictive HF stability assessment tools for rocket
engines, the CFD/CAA approach is further developed in this thesis. The essential
ingredient to reduce computational effort is to exploit separation of small scale effects
such as turbulent combustion from considerably bigger scales of acoustic propagation.
The scale separation is motivated by the geometrical arrangements of typical industrial
rocket engine configurations as shown in Fig. 1.1. Different numerical environments are
applied to establish the most suitable techniques for the description of the different
scales. Therefore, high quality results can be achieved in each computation including
all relevant effects. Especially for the determination of dynamic response models in
terms of Flame Transfer Functions (FTF), a significant reduction of computational

1Held in Vernon, France, 2014
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effort is achieved when their determination is separated from the stability assessment
procedure using CAA. The links between the CFD and CAA computations are shaped
into transfer functions which include the essential mechanisms of the thermoacoustic
feedback phenomena.

For the description of acoustic propagation, linearized governing equations are espe-
cially suitable. On a basic level the convective wave equation describes the acoustic
propagation without considering spatial mean flow gradients and is therefore not app-
licable for stratified flow as well as nozzle flows. Therefore, linearized Euler equations
(LEE) are used to describe the acoustic propagation in three-dimensional space in order
to account for higher-order modes and relevant mean flow effects.

Linearized Euler equations describe the conservations of mass, momentum and energy
in time and space. In the linear regime acoustic modes are orthogonal and therefore
independent of each other. An alternative description of the same physics is hence
achieved by the transformation of the time (t) dependence of the LEE into a complex
frequency (Ω) dependency, viz.

∂( )
∂t
→ iΩ( ), (1.1)

where i denotes the imaginary unit. Time domain and frequency space based equations
are used in this thesis in order to highlight their strengths, differences and potential
advantages for the assessment of combustion instabilities in rocket engines.

1.3. Thesis Scope and Structure

The goal is the development and implementation of a CFD/CAA hybrid stability
assessment procedure into a modular environment, which allows for the determination of
combustion stability margins of a rocket engine system. The thesis focus is on cryogenic
rocket engines, since supercritical combustion is better suited for model development
purposes due to the absence of complex droplet atomization and evaporation processes.
Studies on combustion dynamics for liquid driven engines on the basis of the same
numerical methodology can be found in (Sattelmayer et al. 2015a,b; Schulze et al.
2016b).

Since longitudinal acoustic modes are usually uncritical, the stability assessment pro-
cedure is implemented such that higher-order modes can be simulated. The procedure
is explained and validated on the basis of the first transverse mode, cf. Fig. 1.1. Fur-
thermore, the developed method is capable of describing the system dynamics at low
amplitudes, i.e. in the linear regime. Specifically, eigenfrequencies and damping rates
can be calculated. The damping rates are employed to assess the linear stability of the
combustion system.

In contrast, it is not intended to determine limit cycle amplitudes. Such simulations
require the incorporation of non-linear saturation effects. However, procedures to incor-
porate non-linearity on the basis of the presented stability assessment procedure will
be depicted.
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Basically, this thesis covers four essential steps for the development of an extended
hybrid CFD/CAA stability assessment procedure:

1. The presentation of suitable governing equations for the usage of CFD/CAA in
rocket engines and the implementation of high-fidelity techniques for their nume-
rical solution.

2. The validation of the methods on the basis of non-reactive conditions supported
by comprehensive experimental procedures for the generation of validation data.
The non-reactive setup allows for comparably simple pre- and post-processing
procedures.

3. An investigation of dynamic flame processes under artificially excitation using
CFD together with the calibration of suitable dynamic feedback models.

4. The validation of the assessment tool for linear stability using a representative
rocket engine configuration.

Consequently, the thesis is structured as follows:
In Chapter 2, the fundamental acoustic equations in different forms are introduced

together with the modeling of the dynamic heat release response and suitable boundary
conditions for the incorporation of the nozzle, absorbers and the oxidizer dome into the
stability assessment.

Chapter 3 presents the numerical techniques for the simulation of the LEE in time
domain and frequency space as well as the discussion of advantages and disadvantages
of the respective methodology.

Subsequently, Chapter 4 is concerned with the validation of the LEE in time domain
and frequency space on the basis of non-reactive conditions. Experimental results are
used for full verification of the suitability of the chosen solution techniques.

In Chapter 5, the reactive BKD test chamber is presented and its main characteristics
are explained. Additionally, Lorentzian fitting and parameter extraction procedures are
employed to extract linear damping rates from dynamic pressure measurements.

Chapter 6 introduces the stability assessment procedure. This concerns the presenta-
tion of the CFD model including the governing equations for the simulation of cryogenic
H2/O2 combustion, the methodology for the determination of scattering matrices for
the acoustic coupling of the chamber with the oxidizer dome, the numerical setup for
the acoustic simulations under reactive conditions as well as the modeling strategy of
the flame feedback and its incorporation into the acoustic simulations.

Finally, Chapter 7 deals with the validation of the stability assessment procedure.
The validation is conducted on different levels. First the mean flow results for the BKD
is validated on the basis of combustion temperatures and pressures. Afterwards, the
dome coupling scattering matrices for the BKD test chamber are presented. Subse-
quently, the eigenfrequencies of the BKD test chamber are determined numerically and
compared to experimental findings. Furthermore, the mode shapes are intensively ana-
lyzed and discussed. In the next step, the dependency of eigenfrequencies and mode
shapes on injection conditions is studied revealing the numerical accuracy necessary for
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meaningful stability predictions. The subsequent subsection is concerned with the ana-
lysis of dynamic flame behavior. Fundamental coupling mechanisms between acoustics
and combustion are identified and suitable transfer functions are determined. Finally,
the linear stability of the BKD test chamber is determined on the basis of the deve-
loped stability assessment procedure. The calculated damping rates are compared to
experimental findings presented in Chapter 6.

Chapter 8 concludes the thesis and explains further development and validation pos-
sibilities in the future.
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2 Rocket Engine Acoustics

In this Chapter the fundamental equations for the description of rocket engine acou-
stics are introduced. First, the general equations are presented and subsequently con-
verted into their linearized form for the simulation of acoustic propagation for small
amplitudes. Afterwards, analytical solutions for the wave propagation in uniform flow
are presented. Additionally, boundary conditions are introduced. Special attention is
paid to the acoustic coupling of combustion chamber and oxidizer dome. In the last
section, the modeling strategy for the dynamic flame response is described.

2.1. General Form of Governing Equations

The general description of the unsteady dynamic fluid field including acoustic pro-
pagation within a rocket thrust system is given by the Navier-Stokes equations. The
spatiotemporal behavior (xi,t) of a reactive multi-component Newtonian fluid neglec-
ting volumetric force terms is governed by the conservation of mass, momentum and
energy:

∂ρ

∂t
+ ∂(ρui)

∂xi
= 0, (2.1)

∂(ρuj)
∂t

+ ∂(ρuiuj)
∂xi

+ ∂p

∂xj
= ∂τij
∂xj

, (2.2)

∂(ρe)
∂t

+ ∂(ρuie)
∂xi

= ∂

∂xi

(
σ
∂T

∂xi
+

N∑
k

Γkhk
∂Yk
∂xi

)
+ (τij − pδij)

∂ui
∂xj

+ q̇, (2.3)

with the definition of the viscous stress tensor

τij = µ

(
∂ui
∂xj

+ ∂uj
∂xi
− 2

3
∂uk
∂xk

δij

)
, (2.4)

where ρ denotes density, ui the velocity components, p pressure, e internal energy, Yk
the mass fraction of the k-th species, Γ the molecular diffusion coefficient and N the
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number of species involved. Heat conductivity σ and dynamic viscosity µ are mass
averaged, i.e.

σ =
N∑
k

Ykσk ; µ =
N∑
k

Ykµk. (2.5)

The dynamic viscosity is related to the kinematic viscosity ν by

µ = νρ. (2.6)

Additionally, the species transport equation reads

∂(ρYk)
∂t

+ ∂(ρuiYk)
∂xi

= ∂

∂xi

(
Γk
∂Yk
∂xi

)
+ ω̇k, (2.7)

where ω̇k states the reaction rate due to combustion.
Closure of the system of equations is provided by a thermal equation of state relating

pressure, density and temperature, i.e.

p = p(ρ, T ), (2.8)

where the detailed form depends on the considered temperature and pressure conditions
and will be introduced when appropriate.

2.2. Fundamentals of Linear Acoustics

If the acoustic fluctuations ()′ are assumed to be small compared to the mean flow
state (̄ ), i.e.

ρ′<<ρ̄, u′i << c, p′ << p̄ and q̇′ << ¯̇q, (2.9)

the general equations (2.1)-(2.8) can be evaluated in their linearized form for the de-
scription of acoustic propagation. For small amplitudes, heat conduction and viscous
effects can be neglected in rocket engines (Culick 2006). Also, for the description of
linear acoustic propagation, the variation of species composition due to diffusion and
chemical reaction is not accounted for. In consequence, the species transport equation
is excluded. Assuming the validity of the ideal gas relation, i.e.

p̄ = ρ̄RT̄ , (2.10)

where R denotes the gas constant, the linearized set of the Euler equations (LEE) can
be derived (Gikadi 2014; Schulze 2012):

∂ρ′

∂t
+ ūi

∂ρ′

∂xi
+ ρ̄

∂u′i
∂xi

+ u′i
∂ρ̄

∂xi
+ ρ′

∂ūi
∂xi

= S ′ρ, (2.11)
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∂u′i
∂t

+ ūj
∂u′i
∂xj

+ u′j
∂ūi
∂xj

+ 1
ρ̄

∂p′

∂xi
− ρ′

ρ̄2
∂p̄

∂xi
=
S ′ui ,
ρ̄

(2.12)

∂p′

∂t
+ ūi

∂p′

∂xi
+ u′i

∂p̄

∂xi
+ κ

(
p̄
∂u′i
∂xi

+ p′
∂ūi
∂xi

)
−
(
p̄u′i + p′ūi
κ− 1

)
∂κ

∂xi
=

(κ− 1) q̇′ + S ′p, (2.13)

where S ′ denotes force terms potentially applicable for external acoustic excitation.
In Eq. (2.13) the spatial variation of the isentropic exponent κ is included. This is

necessary to account for its dependency on temperature and species composition in re-
active fields. In case of single species dynamics and only weak temperature dependence,
κ may be set constant simplifying Eq. (2.13) to

∂p′

∂t
+ ūi

∂p′

∂xi
+ u′i

∂p̄

∂xi
+ κ

(
p̄
∂u′i
∂xi

+ p′
∂ūi
∂xi

)
= (κ− 1) q̇′ + S ′p. (2.14)

The perturbed energy term q̇′ in Eq. (2.13) and Eq. (2.14), respectively, accounts for a
fluctuating heat release source. In the context of combustion instabilities, heat release
is modulated by acoustic perturbation.

In general, the mean flow quantities (̄ ) can be determined analytically, numerically or
experimentally. For complex mean flows, numerical evaluations are preferable. For this
purpose, Eq. (2.1)-(2.8) are evaluated using appropriate CFD tools. Euler Equations
(laminar), Reynolds Averaged Navier-Stokes (RANS), Large Eddy Simulation (LES) or
Direct Numerical Simulations (DNS) can be used.

The fluctuating fields are composed of three general types of fluctuations. Firstly, the
acoustic fluctuations, which are further subdivided into different modes. The acoustic
modes propagate with speed of sound superimposed by the mean flow velocity. In
consequence, the acoustic modes are able to propagate against the mean flow only for
Mach numbers below unity. Changes of thermodynamic state due to the acoustic modes
are isentropic. Secondly, the vorticity fluctuations are transported convectively with the
mean flow altering only the fluctuating velocity field. Finally, the entropy fluctuations
describe non-acoustic fluctuations of density, i.e. its non-isentropic changes, and also
propagate with the mean flow.

Combustion instabilities are associated with the impact of the acoustic modes on
the system. However, vorticity fluctuations and entropy fluctuations may intrinsically
modulate the feedback mechanism or attribute to enhanced damping (Föller and Polifke
2012; Gikadi et al. 2012; Shipley et al. 2014).

The LEE are capable of describing the interaction of the different types of fluctuations.
Shaping the LEE into a different form by a decomposition of variables, the main effects
can be highlighted and discussed. The transformation of the equations was suggested
in (Ewert and Schröder 2003; Ewert et al. 2002a,b), applied to thermoacoustics in
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(Pankiewitz 2004; Pieringer 2008) and is extended in terms of the spatial dependence
of κ in this thesis.

Density fluctuations are decomposed into an isentropic part, which is attributed to the
acoustic fluctuations (a), and a non-isentropic part, attributed to entropy fluctuations
(e), viz.

ρ′ = ρa + ρe. (2.15)

Isentropically relating the acoustic density with the pressure fluctuations yields

p′ = c2ρa, (2.16)

as pressure is purely acoustic. Finally, the vorticity fluctuations (v) are identified with
the rotational flow component of the fluctuating velocity field, while the irrotational
(acoustic) part is given as gradient field of a scalar potential Φ, viz.

u′i = ∇Φ + uvi . (2.17)

Furthermore, a relation between Φ and p′ is employed (Pankiewitz 2004; Pieringer
2008):

p′ = −ρ̄DΦ
Dt

, (2.18)

where the material derivative is used for the sake of simplicity, viz.
D()
Dt

= ∂()
∂t

+ ūi
∂()
∂xi

. (2.19)

Inserting Eq. (2.15)-(2.19) into the LEE (2.11)-(2.13) and rearranging yields transport
equations for the acoustic potential, the rotational velocity component and the non-
isentropic density fluctuation:

ρ̄
D

Dt

(
1
c

DΦ
Dt

)
− ∂

∂xi

(
ρ̄
∂Φ
∂xi

)
= Sa(uvi , ρe), (2.20)

Duvk
Dt

+ uvi
∂ūk
∂xi

= Sv(Φ, ρe), (2.21)

Dρe

Dt
+ ρe

∂ūi
∂xi

= Se(Φ, uvi , q̇′). (2.22)

The source terms are given by

Sa(uvi , ρe) = ∂ρe

∂t
+ ūi

∂ρe

∂xi
+ ρe

∂ūi
∂xi

+ ∂

∂xi
(uvi ρ̄), (2.23)

Sv(Φ, ρe) = εijkξ̄i
∂Φ
∂xj

+ ρe

ρ̄2
∂p̄

∂xk
+ 1
ρ̄

DΦ
Dt

(
∂ρ̄

∂xk
− 1
c2
∂p̄

∂xk

)
, (2.24)

Se(Φ, uvi , q̇′) =
(

1
c2
∂p̄

∂xi
− ∂ρ̄

∂xi
+ p̄

c2(κ− 1)
∂κ

∂xi

)(
∂Φ
∂xi

+ uvi

)
+ (2.25)

− ρ̄

c2

(
(κ− 1)∂ūi

∂xi
+ 2ūi

c

∂c

∂xi
+ ūi
κ− 1

∂κ

∂xi

)
DΦ
Dt
− (κ− 1)

c2 q̇′,
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and highlight the interaction mechanisms: The acoustic fluctuations exchange energy
with the fluctuating vorticity and the non-isentropic density fluctuations through the
mean flow velocity as well as through the density field and corresponding gradients.
The vorticity fluctuations are coupled with the acoustic fluctuations on the basis of the
mean flow vorticity ξ̄ and the gradients of the mean density and pressure. Furthermore,
the entropy fluctuations also interact with the vorticity fluctuations depending on the
mean flow pressure gradient. The source term of the entropy fluctuations shows the
most complex behavior: Gradients of mean flow pressure, density, velocity, speed of
sound and κ interact with the acoustic fluctuations yielding a variety of possible energy
transfer mechanisms between those types of fluctuations. A rather complex interaction
with the vorticity fluctuations are present as well. Lastly, a fluctuating heat release
source provides an energy transfer from combustion into the strongly coupled fluctua-
ting components. In fact, the entropy fluctuations are primarily driven by dynamic heat
release fluctuations. The acoustic fluctuations and vorticity fluctuations are coupled to
combustion indirectly via source terms.

2.3. LEE in Frequency Space

By definition, linear acoustics allow for a decomposition of the fluctuating variables
into space and time dependency. Assuming harmonicity in time leads in complex nota-
tion to

ρ′(xi, t) = Re
[
ρ̂(xi)eiΩt

]
, u′i(xk, t) = Re

[
ûi(xk)eiΩt

]
, (2.26)

p′(xi, t) = Re
[
p̂(xi)eiΩt

]
, q̇′(xi, t) = Re

[
ˆ̇q(xi)eiΩt

]
,

where (̂ ) denotes the complex amplitude and Ω the complex frequency containing the
frequency of harmonic oscillation ω as well as the damping rate λ, viz.

Ω = ω + iλ. (2.27)

For instance, pressure fluctuations are given by

p′(xi, t) = Re
[
p̂(xi)eiΩt

]
= Re

[
p̂(xi)eiωt−λt

]
. (2.28)

Velocity, density and heat release fluctuations behave equally. Eq. (2.28) shows that
acoustic amplitudes decay exponentially if the damping rate is positive. In contrast, for
a negative damping rate, acoustic amplitudes grow exponentially in time. Hence, the
linear stability of a combustion system can be characterized as follows:
• λ > 0:

The combustion system operates stable.
• λ < 0:

The linear system is unstable and high acoustic amplitudes must be expected.
• λ = 0:

Quasi steady state oscillations and constant amplitudes. This state is referred to
as limit cycle.
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Negative damping rates are often referred to as growth rates. However, in this thesis
λ is only referred to as damping rate. Its sign determines if amplitudes decay or grow
in time. Furthermore, the frequency of harmonic oscillation is regularly given in [Hz],
i.e.

f = ω

2π . (2.29)

Inserting Eq. (2.26) into the LEE (2.11)-(2.13) and using the time derivative according
to Eq. (1.1) yields the equivalent set of equations in frequency space

iΩρ̂+ ūi
∂ρ̂

∂xi
+ ρ̄

∂ûi
∂xi

+ ûi
∂ρ̄

∂xi
+ ρ̂

∂ūi
∂xi

= Ŝρ, (2.30)

iΩûi + ūj
∂ûi
∂xj

+ ûj
∂ūi
∂xj

+ 1
ρ̄

∂p̂

∂xi
− ρ̂

ρ̄2
∂p̄

∂xi
= Ŝui

ρ̄
, (2.31)

iΩp̂+ ūi
∂p̂

∂xi
+ ûi

∂p̄

∂xi
+ κ

(
p̄
∂ûi
∂xi

+ p̂
∂ūi
∂xi

)
−
(
p̄ûi + p̂ūi
κ− 1

)
∂κ

∂xi
=

(κ− 1) ˆ̇q + Ŝp. (2.32)

In matrix-vector notation the LEE can be written in a compact form. For future refe-
rence, this form is introduced as well:

R = L(φ̂)− Ŝ = iΩφ̂+ A
∂φ̂

∂x
+B

∂φ̂

∂y
+ C

∂φ̂

∂z
+D φ̂−Q φ̂− Ŝ = 0, (2.33)

where R denotes the residuum, L the LEE operator on φ̂, and φ̂ itself the vector of
unknowns, viz.

φ̂ = (ρ̂, û, v̂, ŵ, p̂)T , (2.34)

in a three-dimensional space. Due to their physical meaning, the matrices A-C are
referred to as convective matrices, D as reactive matrix and Q as feedback matrix. The
matrices A-D and Q as well as the vector Ŝ are given in App. A.

Solving the frequency space transformed LEE for the complex frequency Ω on the ba-
sis of an eigenvalue problem formulation accounting for adequate boundary conditions
without external excitation, i.e. Ŝ = 0, yields the system’s eigenfrequencies, damping
rates as well as the associated acoustic mode shapes. In time domain, corresponding
results are determined by exciting the system acoustically via external or volumetric
impulse forcing and analyzing e.g. the pressure signal using different post-processing
techniques (Oppenheim et al. 1999; Schulze et al. 2014a). Generating the frequency
response at zero damping rate requires harmonic forcing in frequency space, which can
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also be established through external excitation or with volumetric source terms. How-
ever, in time domain, the frequency response can be generated on the basis of impulse
forcing and harmonic excitation (Morgenweck 2013).

Fluctuating temperature and entropy are given by

T̂

T̄
= p̂

p̄
− ρ̂

ρ̄
, (2.35)

and

ŝ = cv
p̂

p̄
− cp

ρ̂

ρ̄
, (2.36)

where cp and cv denote the isobaric and isochoric specific heat capacities. If only isen-
tropic variations are present, the entropy is set to zero, ŝ = 0, and Eq. (2.36) reduces
to

p̂ = c2ρ̂, (2.37)

which can be used to reduce the number of equations in (2.30)-(2.32) to only four.

2.4. Acoustic Propagation in Uniform Mean Flow

While the impact of vorticity and entropy complicates the analysis of the fluctuating
fields, uniform mean flow considerations are most appropriate to establish profound
knowledge about the acoustic mode propagation. Since it is of substantial relevance for
rocket engine acoustics, a cylindrical configuration is considered. Assuming constant
mean flow velocity in axial direction in a cylindrical frame of reference (ūx = ū, ūr =
ūθ = 0), uniformly distributed mean density and speed of sound as well as in the
absence of a fluctuating heat release source, the LEE reduce to

−k2p̂+ i2kMc
∂p̂

∂x
+M2 ∂p̂

∂x
= ∂2p̂

∂r2 + 1
r

∂p̂

∂r
+ 1
r2
∂2p̂

∂θ2 + ∂2p̂

∂x2 . (2.38)

Eq. (2.38) is referred to as Helmholtz equation. In Eq. (2.38), k denotes the wave
number given by

k = ω

c
, (2.39)

and M the Mach number, viz.

M = ū

c
. (2.40)

The general solution of Eq. (2.38) reads

p̂ (x, r, θ) =
∞∑
m=0

∞∑
n=0

p̂mn (x, r, θ) =
∞∑
m=0

∞∑
n=0

Pmn (x)Rmn (r) Θmn (θ) , (2.41)
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and states the multiplication of the ansatz functions in axial, radial and circumferential
direction. Furthermore, m denotes the transversal order and n the radial order. Higher-
order acoustic modes are defined by m > 0 and/or n > 0.

Eq. (2.41) shows that the acoustic fluctuations are composed of an infinite number of
different modes, which are subcategorized into the mn-th class. For instance, the class of
the first transverse mode, generally denoted with T1Lx, is given by the pressure field p̂10
and is influenced by the x-th longitudinal structure. However, this does not implicate
that the T1L0 mode amplitude is independent of axial direction. In fact, both the mean
flow and the boundary conditions influence the axial distribution of p̂10 (Schmid 2014).

The axial pressure ansatz function is given by (Ehrenfried 2003; Kathan 2013)

Pmn (x) = ρ̄c
(
F̂mne−ikx+

mn(x−x0) + Ĝmne−ikx−
mn(x−x0)

)
, (2.42)

where ρ̄c = Z denotes the characteristic (field) impedance of the medium and x0 a refe-
rence position. The quantities F̂mn and Ĝmn are referred to as the complex amplitudes
of the waves propagating in positive and negative x-direction, respectively (Kathan
2013).

The axial wave numbers in Eq. (2.42) are defined by

kx±
mn = k

1−M2

−M ±
√√√√1−

(
kr
mn

k

)2

(1−M2)

 , (2.43)

where the radial wave number is given by

kr
mn = smn

Rcc
. (2.44)

In Eq. (2.44), smn denotes the n-th root of the m-th derivative Bessel function Jm (see
App. B.1) and Rcc the radius of the combustion chamber.

The radial pressure distribution in cylindrical geometries with solid casing reads

Rmn (r) = Jm (kr
mnr) . (2.45)

In azimuthal direction different forms are used. Each provides certain advantages in
terms of interpretation. In general, the distribution can be given by

Θm(θ) = A1e
imθ +B1e

−imθ, (2.46)

or alternatively by

Θm(θ) = A cos(mθ) + iB sin(mθ), (2.47)

with

A = A1 +B1 and B = A1 −B1, (2.48)
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where A1, A2, B1, B2 denote the amplitudes of circumferential pressure distribution. A
third alternative is given if a standing transverse mode pattern is assumed. In this case
the circumferential pressure distribution reads

Θm(θ) = sin(mθ + δm), (2.49)

where δm describes the difference between a pressure nodal line and the frame of refe-
rence.

According to Eq. (2.47) two solutions in azimuthal direction exist. However, due
to circumferential periodicity, these solutions are shifted by π/2 and may differ in
amplitude.

The velocity distributions ûi are related to pressure and read:

û (x, r, θ) =
∞∑
m=0

∞∑
n=0

ûmn (x, r, θ) =
∞∑
m=0

∞∑
n=0

Umn (x)Rmn (r) Θmn (θ) , (2.50)

v̂ (x, r, θ) =
∞∑
m=0

∞∑
n=0

v̂mn (x, r, θ) =
∞∑
m=0

∞∑
n=0

Vmn (x) dRmn (r)
dr Θmn (θ) , (2.51)

ŵ (x, r, θ) =
∞∑
m=0

∞∑
n=0

ŵmn (x, r, θ) =
∞∑
m=0

∞∑
n=0

Wmn (x) Rmn(r)
r

dΘmn (θ)
dθ , (2.52)

with

Umn (x) = κ+
mnF̂mn e−ikx+

mn(x−x0) + κ−mnĜmn e−ikx−
mn(x−x0), (2.53)

Vmn (x) = µ+
mnF̂mn e−ikx+

mn(x−x0) + µ−mnĜmn e−ikx−
mn(x−x0), (2.54)

Wmn (x) = µ+
mnF̂mn e−ikx+

mn(x−x0) + µ−mnĜmn e−ikx−
mn(x−x0). (2.55)

Furthermore, the axial ratio of wave numbers κ±mn and the radial ratio of wave numbers
µ±mn are given by

κ±mn = kx±mn
k −Mkx±mn

, (2.56)

µ±mn = ±i
k −Mkx±mn

. (2.57)

2.5. Propagation and Evanescence of Higher-Order Modes

The propagation of higher-order modes in cylindrical confinements is restricted by
the so-called cut-on condition. If the wavelength is larger than the confinement, the
mode cannot freely propagate in space. This can be explained by the wave number
according to Eq. (2.43). Essentially, the wave number becomes complex valued, if(

kr
mn

k

)2 (
1−M2

)
> 1. (2.58)
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Fig. 2.1.: Amplitudes and phases of F̂10 and Ĝ10 in axial direction for different fre-
quencies.

For complex valued wave numbers, the axial pressure distribution according to Eq.
(2.42) depends on the exponential terms

e−Im(kx+)(x−x0) and e−Im(kx−)(x−x0), (2.59)

which indicate an exponential decay of amplitudes in space. In consequence, unrestric-
tive propagation of an acoustic mode requires real-valued axial wave numbers kx±

mn. In
turn, a decay of amplitudes of a specific mode occurs if the mode frequency is below
the cut-on frequency ωcomn

ω < ωcomn = c smn
Rcc

√
1−M2, (2.60)

cf. Eq. (2.58).
The effect of the cut-on condition on the wave propagation is visualized in Fig. 2.1

for the first transverse mode, i.e. mn = 10. The plots show the amplitude and phase
of the complex amplitudes F̂10 and Ĝ10 in axial direction for different frequencies. The
reference location is x0 = 0 m. Typical combustion chamber conditions in the burned
gas region are applied, i.e. ρ̄ = 4 kg/m3, c = 1500 m/s and M = 0.225. Furthermore, a
chamber radius of Rcc = 0.04 m is assumed.

The axial decay of the F̂10 amplitude is given by the imaginary part of the wave
number Im(kx+). For a frequency below the cut-on frequency of ω = 0.9 ·ωco, Im(kx+)
yields

Im(kx+) ≈ 20.6 1/m. (2.61)

In consequence, the F̂10 amplitude reduces over a distance of 0.1 m, by∣∣∣∣∣ F̂10(x = 0.1)
F̂10(x = 0)

∣∣∣∣∣ ≈ e−20.6·0.1 ≈ 0.127, (2.62)
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cf. Fig. 2.1 (left). Therefore, the amplitude reduces by almost 90 %.
If the frequency is only 5 % below the cut-on frequency, the reduction is still signifi-

cant, cf. Fig. 2.1 (center). The amplitude reduces by almost 80 %. For a frequency equal
to the cut-on frequency, Im(kx+) is zero and, in consequence, the amplitude of F̂10 does
not decay. The same behavior holds true for the amplitudes of the Riemann invariant
Ĝ10. The phase distributions of F̂10 and of Ĝ10 are similar for all frequencies considered.
Therefore, the cut-off condition primarily leads to a reduction of the amplitudes only.

Higher-order modes which are cut-off are referred to as evanescent modes. In rocket
combustion chambers, evanescent modes may occur due to the increase of temperature
and hence of speed of sound in axial direction. For example, a transverse mode may
be cut-on in the region of injection, where temperatures are still low, but cut-off in the
region further downstream. The mode shape may then be dominated by a strong axial
decay of amplitudes, cf. Fig. 2.1.

2.6. Fluctuating Energy and Intensity Flux

The fluctuating field energy is difficult to analyze due to its dependence on second
order terms, which are neglected in the LEE. However, (Myers 1991) and (Brear et al.
2012) show that the disturbance energy density E can be derived on the basis of first
order quantities and balanced with a disturbance intensity flux vector Ii across the
boundaries as well as a source term D:

∂E

∂t
+ ∂Ii
∂xi

= D. (2.63)

The individual terms in Eq. (2.63) are given in first order quantities exclusively by

E = p′2

2ρ̄c2 + 1
2 ρ̄u

′2
i + ρ′ūiu

′
i + ρ̄T̄ s′2

2cp
, (2.64)

Ii = p′u′i + ūi
p′ρ′

ρ̄
+ ρ̄ūju

′
ju
′
i + ρ′ūju

′
jūi + ρ̄ūiT

′s′, (2.65)

D = ρ̄ūi εijkξ
′
ju
′
k + ρ′u′i εijkξ̄jūk − s′(ρ̄u′i + ρ′ūi)

∂T̄

∂xi
+ s′ρ̄ūi

∂T ′

∂xi
+ q̇′T ′

T̄
−

¯̇qT ′2

T̄ 2
, (2.66)

where ξi is given by

ξi = εijk
∂uk
∂xj

. (2.67)

and denotes the vorticity, i.e. the rotation of the velocity field.
The source term D describes both dissipation and amplification of the energy E.

The first two terms in Eq. (2.66) describe the generation of disturbance energy due to
the interaction of the mean flow field with fluctuating vorticity as well as due to the
interplay of fluctuating velocity and density with the mean vorticity. These interaction
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processes are often present in situations where acoustic fluctuations modulate shear
layer instabilities (Föller and Polifke 2012; Gikadi et al. 2012, 2013; Schulze 2012). The
third and fourth terms reflect the influence of entropy fluctuations and their interac-
tion with gradients of mean temperature and fluctuating temperature as well as with
velocity and density disturbances. The last two terms represent the effect of mean he-
at release and fluctuating heat release on the disturbance energy and are therefore of
major interest for thermoacoustic considerations. Especially the fifth term is directly
related to the so-called Rayleigh criterion, which indicates the potential of the feedback
system to amplify disturbance energy, see Sec. 2.8.

For a quiescent and isothermal flow, the source term D vanishes. Consequently, for
the generation of a source term, a mean flow with heat release needs to be present.

It is convenient to consider only the energy balance of the acoustic fluctuations. The
set of equations (2.63)-(2.66) then reduces to

∂Ea

∂t
+ ∂Iai
∂xi

= 0, (2.68)

where the energy density and intensity flux are given in acoustic quantities exclusively:

Ea = p′2

2ρ̄c2 + 1
2 ρ̄u

′a
i u
′a
i + ρ′ūiu

′a
i , (2.69)

Iai = p′u′ai + ūi
p′2

ρ̄c2 + ρ̄ūju
′a
j u
′a
i + p′

c2 ūju
′a
j ūi. (2.70)

Eq. (2.68) - Eq. (2.70) show that for a homentropic, irrotational flow the change of
acoustic energy density depends only on the flux of acoustic intensity across the boun-
daries.

Fluctuating energy considerations are most feasible for periodically averaged quan-
tities. The average of the product of two harmonic quantities φ̂1 and φ̂2 (φ′1 and φ′2)
reads (Pieringer et al. 2005)

< φ̂1 · φ̂2 >= 1
Ts

∫ Ts

0
φ′1 · φ′2 dt = 1

2Re
(
φ̂1 · φ̂∗2

)
, (2.71)

where Re denotes the real part, Ts the acoustic period and (∗) complex conjugation.
Eq. (2.71) can directly be applied to Eq. (2.69) and Eq. (2.70).

2.7. Boundary Conditions

Evaluating the particular solution of the LEE system of partial differential equations,
analytically or numerically, requires the definition of adequate boundary conditions.
In time domain initial conditions have to be imposed. Choosing adequate, physically
motivated boundary descriptions is of substantial importance for meaningful stability
assessments, since often additional damping, energy preserving time lags, which influ-
ence the frequency ω and the distribution of amplitudes, and possibly even amplifying
effects are attributed to the boundary conditions.
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2.7 Boundary Conditions

Different types of boundary conditions are required with the frequency dependency
being the most important source of numerical difficulties and inaccuracies. Furthermore,
for time domain and frequency space simulations, respectively, different techniques
in terms of boundary treatment need to be applied. In the following, the boundary
conditions are presented in order of increasing complexity. The definitions are given in
terms of complex amplitudes for reasons of simplicity. A technique for the application
of the boundary conditions in time domain is presented in Sec. 3.3.2.

2.7.1. Slip Wall

Basically, the solid walls represent the only frequency independent boundaries, since
viscous boundary layer effects are neglected in the LEE. This slip condition reads in
frequency space

ûi ni = 0, (2.72)

and restricts the acoustic velocity direction to be perpendicular to the wall normal
vector ni.

As neither mass nor energy is transported across the walls, zero gradient boundary
conditions are applied for ρ̂ and p̂:

∂ρ̂

∂xi
ni = 0 (2.73)

and
∂p̂

∂xi
ni = 0. (2.74)

Applying Eq. (2.72)-(2.74) to the LEE (2.30)-(2.32) allows to determine a unique
solution at the corresponding wall boundaries.

2.7.2. Reflection Coefficient, Admittance and Impedance

The remaining boundary conditions are described on the basis of a reflection coeffi-
cient R, which generally depends on complex frequency, viz.

R = R(Ω) = R(ω + iλ), (2.75)

The reflection coefficient according to Eq. (2.75) relates reflected and incident acoustic
waves to each other in terms of amplitude and phase at the boundary and is therefore
a complex-valued quantity. The reflection coefficient inherently contains absorption
properties and time lags generated by the modeled acoustic component.

It was shown that the reflection coefficient may be determined by (Fiala 2010; Kathan
2013)

R◦mn = F̂mn

Ĝmn

. (2.76)
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However, this representation is not sufficient for higher-order modes. In general, the
reflection coefficient is given by the ratio of the Riemann invariants F̂mn and Ĝmn,
which describe the waves propagating in positive and negative x-direction. In contrast
to the complex amplitudes used in Eq. (2.42), the Riemann invariants take the non-
parallel alignment of the boundary surface and the wave front into account. In terms
of acoustic pressure and velocity, F̂mn and Ĝmn are given for longitudinal modes in
(Polifke et al. 1997). For higher-order modes, the Riemann invariants can be written as

F̂mn = p̂mn
ρ̄c
− ûi,mnni, (2.77)

Ĝmn = p̂mn
ρ̄c

+ ûi,mnni. (2.78)

Based on the Riemann invariants, the reflection coefficient reads

Rmn = F̂mn
Ĝmn

= p̂mn − ρ̄c ûi,mnni
p̂mn + ρ̄c ûi,mnni

. (2.79)

Restricting the definition to the axial direction, i.e. ûi = ûx, evaluating conveniently at
x = x0 and inserting Eq. (2.41) and Eq. (2.53)-(2.55), yields for an inlet (ni = n = −1)

Rmn = F̂mn + Ĝmn + (κ+
mnF̂mn + κ−mnĜmn)

F̂mn + Ĝmn − (κ+
mnF̂mn + κ−mnĜmn)

. (2.80)

For a longitudinal mode, i.e. mn = 00, it holds that κ+
00 = 1 and κ−00 = −1. In this

case, Eq. (2.80) yields

R00 = F̂00

Ĝ00
, (2.81)

which is equal to Eq. (2.76). Furthermore, for longitudinal modes holds that

F̂00 = F̂00, (2.82)
Ĝ00 = Ĝ00. (2.83)

For higher-order modes, e.g. mn = 10, Eq. (2.80) implies that

R10 = (1 + κ+
10)R◦10 + (1 + κ−10)

(1− κ+
10)R◦10 + (1− κ−10) , (2.84)

and for an outlet

R10 = (1− κ−10)R◦10 + (1− κ+
10)

(1 + κ−10)R◦10 + (1 + κ+
10) . (2.85)
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However, according to Eq. (2.76), the reflection coefficient would read

R◦10 = F̂10

Ĝ10
. (2.86)

Ultimately, this is not the same as Eq. (2.85), since

F̂10 6= F̂10, (2.87)
Ĝ10 6= Ĝ10. (2.88)

In consequence, for the usage of the reflection coefficient as boundary condition as well
as for its determination in experimental or numerical studies, it is necessary to apply
Eq. (2.79) instead of Eq. (2.76) for higher-order modes.

Instead of a reflection coefficient, acoustic boundary characteristics may be described
in terms of the acoustic impedance Z reading in non-dimensional form

Zmn = p̂mn
ûi,mnni

1
ρ̄c
, (2.89)

or by the admittance, which is given by Y = Z−1, i.e.

Ymn = ûi,mnni
p̂mn

ρ̄c. (2.90)

Both impedance and admittance can be defined on the basis of Riemann invariants,
see App. B.2.1. Furthermore, Rmn, Ymn and Zmn can be converted into each other, see
App. B.2.2.

2.7.3. Nozzle

It might appear consequentially to model the nozzle acoustics in form of a reflection
coefficient. For reasons however discussed in Sec. 4.1.5, the nozzle volume is included
into the computational LEE domain.

The LEE allow to account for a representative mean nozzle flow. In the divergent part
of the nozzle, supersonic flow conditions prevent acoustic fluctuation from propagating
back upstream, establishing natural non-reflectivity. For a well-defined supersonic flow
to be present, a sufficient axial extend of the supersonic nozzle part is incorporated.
Since the outlet boundary condition does not influence the acoustic propagation inside
the combustion chamber, its description is somewhat arbitrary. However, the optimal
solution procedure could be achieved if non-reflectivity is applied. Consequently, the
reflection coefficient is set to zero at the outlet of the nozzle, i.e. Rmn = 0, see also Sec.
2.7.6.2.

2.7.4. Absorbers

Accounting for absorber cavities such as shown in Fig. 1.1 in terms of reflection
coefficients in the acoustic simulations is complicated due to two reasons:
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1. In comparison to the geometric scale of the chamber, cavity inlet sections are
rather small, potentially leading to excessively refined computational grids in these
regions.

However, the cavity diameter is small compared to the acoustic wavelength in the
chamber. The compactness of the cavity is used to keep the minimal resolution necessary
in a reasonable limit. The absorber reflection coefficient is not imposed on the cavity
mouth in accordance with the true geometrical arrangement, but it is mapped onto
the corresponding cylindrical shell surface and an equivalent coefficient RAR is defined
accordingly. This procedure is explained in more detail for a specific test configuration
in Sec. 4.3.2.2.

2. Depending on the geometrical arrangement, absorber cavities are potentially sub-
jected to grazing flow. In this situation, acoustic fluctuations at the cavity mouth
interact with the emerging shear layer leading to the generation of vorticity, which
in turn may scatter energy back into the acoustic modes establishing a feedback
loop. Due to the absence of non-linear saturation terms limiting the growth of
these hydrodynamic instabilities, the acoustic fields predicted by the LEE might
be rapidly overlaid by unphysical contributions, which drastically reduce the cor-
rectness and usability of the results.

As discussed in (Morgenweck 2013), an efficient stabilization can be achieved through
the implementation of spatial low-pass filter techniques when time domain simulations
are performed. In frequency space in turn the unbounded temporal growth of hydro-
dynamic instabilities is naturally prevented. (Gikadi et al. 2013; Schulze et al. 2013a;
Zahn et al. 2015) show the great potential of frequency space transformed LEE for the
description of the interaction of acoustic fluctuations with a free shear layer flow. In
(Gikadi et al. 2014), a T-junction configuration was characterized using the frequency
space transformed LEE and good agreement with experimental findings in terms of
reflection and transmission of acoustic waves was found.

The shear layer across the absorber cavity mouth is not resolved in the simulations.
However, as pointed out in (Myers 1980), incident waves are partially reflected at the
shear layer and are therefore not completely subjected to attenuation by the absorbers.
Furthermore, transmission through the shear layer is accompanied by refraction effects
altering the velocity component relevant for the interaction with the absorber and the
boundary condition, respectively. To account for these scattering effects, (Myers 1980)
suggested a modified impedance boundary condition:

niûiρ̄c = p̄

Z
+ ūi

iΩ
∂

∂xi

(
p̂

Z

)
− 1

iΩ
p̂

Z
ni

(
nj
∂ūi
∂xj

)
. (2.91)

The modified condition includes the classical impedance definition (first term on the
r.h.s), but furthermore accounts for effects of convection (second term) and streamline
curvature (third term). As shown in (Morgenweck 2013), the Myers boundary condition
relates the normal acoustic velocity component in the mean flow, with the corresponding
normal velocity directly at the boundary, while acoustic pressure is not affected.

Two test configurations for longitudinal and transverse modes with absorbers under
grazing flow conditions will be investigated and used to validate the LEE in Sec. 4.3.
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2.7.5. Dome Coupling

In order to include the dynamics of the feed and injection system into the computa-
tion, unfeasible fine grid resolutions would be needed to solve the acoustic propagation
within each small injectors, cf. Fig. 1.1. It might appear obvious to model the feed
and injection system as reflection coefficient, which could be imposed directly at the
interface between combustion chamber and face plate. However, the three-dimensional
acoustic field in the oxidizer dome provides wave propagation across the injectors viola-
ting the requirement of local reactivity for classical boundary conditions. To circumvent
this issue, a different approach is chosen in this thesis.

First, the complex acoustic coupling behavior between combustion chamber and oxi-
dizer dome is illustrated for a simplified face plate configuration in Fig. 2.2. Ignition
tube elements possibly located in the center of the face plate are not shown and the
dome is assumed to be of cylindrical shape. For illustrative purposes, the acoustic pro-
pagation path of only incident wave initiated at an arbitrarily chosen injector on the
combustion chamber side is considered.

The three-dimensional acoustic field in the combustion chamber initiates longitudinal
wave propagation inside the injector domain, locally affecting pressure and velocity on
the dome side. Higher-order modes, denoted by F̂umn and Ĝumn, provide a cross transfer
of acoustic energy to the other injectors, which in turn feed energy back into the com-
bustion chamber. Incident and reflected waves are therefore no longer locally related.

The reflection and transmission properties of the dome coupling depend on the area
ratios between combustion chamber and the injectors as well as oxidizer dome and the
injectors, respectively. Small injector diameters and a low number of injection elements
reduce the intensity of the coupling. Furthermore, the injector interior itself consists of
area changes, which provide further scattering of acoustic waves. As shown in Fig. 2.2,
the incident wave already gets reflected at the pressure loss element, which consists of
an orifice configuration and is conventionally mounted into the injector at the dome
side. The scattering properties of a typical pressure loss element will be analyzed in
more detail in Sec. 7.2.

Besides geometrical effects, the influence of the oxidizer mean flow in the injectors
has to be taken into account. Due to the area changes and accompanied streamline
curvatures as well as shear layer effects, especially in the region of the pressure loss
element, reductions of 15-25 % of the mean chamber pressure are realized across the
face plate to avoid the propagation of acoustic waves into the dome.

To include the dome coupling into the acoustic simulations without resolving each
single injector, a combined approach is applied, consisting of a low-order model of the
face plate and the incorporation of the oxidizer volume into the CAA. The frequency
dependent scattering properties of the face plate are lumped into a scattering matrix
relating the acoustic pressure and velocity on dome and chamber side to each other.
Using the representation in form of reflection Ru/d and transmission coefficients Tu/d,
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Fig. 2.2.: Illustration of dome coupling with complex acoustic scattering processes
involved.

the scattering matrix SM reads(
F̂d,mn
Ĝu,mn

)
=
(
Tu(Ω) Rd(Ω)
Ru(Ω) Td(Ω)

)
︸ ︷︷ ︸

SM(Ω)

(
F̂u,mn
Ĝd,mn

)
, (2.92)

where ()u denotes the upstream dome side and ()d the downstream chamber side.
In the CAA code the scattering matrix is used to realize a one-dimensional point-

to-point coupling in axial direction between the boundary at the dome side and the
boundary at the chamber side in terms of amplitude and phase differences, see Fig.
2.3. The detailed injector contours on the boundaries are not resolved, but the entire
surface is assumed to be acoustically active2. The corresponding area changes between
the injector tubes and the chamber and dome, respectively, are directly mapped into
the scattering matrix in order to account for the solid wall regions at the face plate.

The application of a point-to-point relation of acoustic quantities is only justified as
long as the wave propagation inside the injectors is longitudinal. Considering the small
diameter of the injector tubes and the high cut-on frequencies of higher-order modes,
see Eq. (2.60), acoustics are effectively one-dimensional for a sufficiently wide frequency
range containing relevant higher-order mode propagation only in the chamber and the
dome, respectively.

A more stringent restriction for the validity of the scattering matrix approach is given
by the fact that the radial wavelength of the chamber mode and dome mode, respec-
tively, needs to be sufficiently large in comparison to the injector diameter. If this is
fulfilled, the distributions of acoustic pressure and axial velocity in the immediate vi-
cinity of the injector are constant. Otherwise, detailed profiles of pressure and velocity

2In this context, active does not mean an introduction of additional energy, as it is the case for active acoustic
elements.

26



2.7 Boundary Conditions

p̂

v̂
F̂umn
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Fig. 2.3.: Illustration of the scattering matrix (SM) approach.

across a single injector inlet and outlet area would be required during the characteriza-
tion process of the reflection and transmission coefficients. Such profiles are, however,
not unique and the scattering matrix would become dependent on injector location
making this approach inefficient and probably inaccurate. Furthermore, as long as the
injector inlets and outlets are acoustically compact, the scattering matrix does not de-
pend on the chamber mode and dome mode, respectively, but only on frequency. The
independence of the SM on the mode shape will be shown in Sec. 4.2.1.

In Fig. 2.2, pressure p̂ (red) and velocity v̂ (blue) center line profiles of the first trans-
verse mode are depicted. It can be seen that the injector tube diameter is reasonably
compact in comparison to the T1 wavelength and that the changes of p̂ and v̂ in verti-
cal direction are sufficiently small across a single injector section. Furthermore, realistic
engines are equipped with an even higher number of injectors than sketched in Fig. 2.2,
justifying the validity of the acoustic compactness assumption further, cf. Fig. 1.1. In
this situation, the scattering matrix approach becomes more and more beneficial while
injector resolving methods become grossly ineffective.

Inherently, the scattering matrix approach assumes that all injectors are equal in
terms of geometrical configuration and fluid dynamical behavior. In consequence, the
mass flow of oxidizer and therefore pressure drop are the same for all injectors. Fur-
thermore, it is assumed that heat transfer to or from the environment equally affects
the oxidizer temperature in the injectors. In typical rocket engines, the splitter plate
within the oxidizer dome ensures a homogeneous distribution of propellant across the
injectors (Sutton and Biblarz 2001), which reasonably justifies the assumption, cf. Fig.
1.1. Equivalent acoustic scattering properties of each injector induce locally equal am-
plitude and phase ratios of F̂u/dmn and Ĝu/dmn between dome side and chamber side at each
surface location.

For the characterization of coefficients for reflection Ru/d and transmission Tu/d, ex-
perimental, numerical and analytical methods are applicable. Experimental procedures
allow for the direct determination of the coefficients for the entire face plate configu-
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ration using e.g. the two-source location method (Åbom 1992; Åbom and H. Bodén
1988; Lung and Doige 1983; Munjal and Doige 1990; Paschereit et al. 2002). Numerical
methods in turn are most efficient when evaluated on the basis of single injector con-
figurations. As explained before, the consideration of only one injector is justified by
its acoustic compactness with respect to the chamber mode and dome mode. Followi-
ng the reasoning of homogeneously distributed pressure and velocity in the vicinity of
the injector given before, adequate excitation routines can be derived. The frequency
dependent acoustic fields can then be computed using URANS (Unsteady Reynolds
Averaged Navier-Stokes Simulations) or LES methods applying broadband excitation
(Föller et al. 2010).

To reduce computational efforts, LEE can be used for the determination of the scat-
tering matrix elements. Several studies show that the unidirectional coupling between
the steady state mean flow and the acoustic perturbation provided by the isentropic
LEE approach accurately describes acoustically modulated shear layer mechanisms in
case of isentropic, single species systems (Gikadi et al. 2012, 2014; Schulze 2012). The
application of the LEE for rocket engine injectors requires their extension towards a
real gas description, if non-isentropic variations are relevant. In this case, the isentropic
relation between acoustic fluctuations of pressure and density according to Eq. (2.37) is
no longer valid. In consequence, the energy equation takes a different form than shown
in Eq. (2.32), since the ideal gas law cannot be applied, see also Sec. 6.2.2. In this
thesis only isentropic variations are assumed within the dome and the injectors. The
assumption is motivated by the fact that only small amplitudes are considered and that
the temperature is approximately constant within the injectors and oxidizer dome.

Finally, the injector scattering matrix may be determined using a low-order, acoustic
network model. Herein, the injector is decomposed into its components. Each of the
components provide certain scattering properties. At the intersecting connections, the
continuity of pressure and acoustic mass flow ensures consistency. Elementary scattering
matrices are given analytically and depend only on geometric dimensions and mean flow
conditions, which can be evaluated from experimental measurements or steady state
CFD results. For the treatment of conventional injectors, area change elements with
acoustic losses, straight duct elements and impedance change elements are used and
assembled by multiplication into the injector scattering matrix, viz.

SM(Ω) =
J∏
k=1

SMJ−k(Ω), (2.93)

where J denotes the total number of acoustic elements. The order of multiplication is
not arbitrary but reflects the arrangement in the injector configuration. The analytical
representation of the k-th element is shown in App. B.3. The network model of a typical
rocket engine injector configuration is presented in Sec. 6.3.

2.7.6. Further Boundary Conditions

To study numerically single components of a rocket engine configuration, additional
types of boundary conditions are required, which are introduced in this section.
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2.7 Boundary Conditions

2.7.6.1. Energetically Neutral Boundary with Flow

In order to investigate the impact of single components on the acoustic fields, it is
often advantageous to set boundaries energetically neutral in terms of acoustic intensity
flux, i.e. Iai = 0, cf. Eq. (2.70). Under the assumption that entropy fluctuations are zero
at the boundary, i.e.

ŝ = 0, (2.94)

algebraic manipulation of Eq. (2.70) reveals that the acoustic intensity flux consists of
a fluctuating mass flow rate per unit area ṁ′i and a fluctuating stagnation enthalpy ĥ0:

Iai = (ρ̄ûai + ρ̂aūi)︸ ︷︷ ︸
ṁ′i

(
p̂

ρ̄
+ ūjû

a
j

)
︸ ︷︷ ︸

ĥ0

. (2.95)

Eq. (2.95) shows that a zero acoustic intensity flux requires vanishing fluctuating mass
flow rate or fluctuating stagnation enthalpy. Setting ṁ′i to zero yields

(ρ̄ûai + ρ̂aūi)ni = 0. (2.96)

A zero mass flow condition can also be derived by the linearization of the continuity
equation, see App. B.4.

Inserting Eq. (2.96) into Eq. (2.79) yields the representation of an energetically neu-
tral boundary condition in terms of a reflection coefficient:

Rmn = 1−M
1 +M

. (2.97)

Eq. (2.97) shows that a vanishing mass flow condition is independent of the acoustic
mode.

The application of energetically neutral conditions to the chamber inlet on the basis
of the reflection coefficient can conveniently be used to decouple acoustically the com-
bustion chamber from the feed and injection system. This procedure allows to evaluate
the influence of the feed and injection system on eigenfrequencies and damping rates.
The corresponding dome coupling scattering matrix yields:

SM =
(

0 1−M
1+M

0 0

)
, (2.98)

and is independent of frequency.

2.7.6.2. Non-Reflective Boundary Condition

Non-reflective boundary conditions are advantageous for the determination of scatte-
ring matrices in experimental and numerical procedures. The system under considerati-
on is then not influenced by reflected waves and can conveniently be analyzed. Although

29



Rocket Engine Acoustics

not ultimately necessary, the determination of scattering matrices of acoustic elements
is often based on anechoic conditions at inlet and outlet. Non-reflective conditions are
given by

Rmn = 0, (2.99)

and by

Ymn = Zmn = 1, (2.100)

respectively. Non-reflecting conditions are energetically not neutral.

2.8. Dynamic Flame Modeling

For the simulation of the wave propagation inside the combustion chamber, the in-
teraction of acoustic fluctuations with combustion needs to be described. As the com-
bustion process is nonlinear, the interaction cannot directly be described by the LEE.
Instead, a general fluctuating heat release source term q̇′ is included into the energy Eq.
(2.13) and ˆ̇q in Eq. (2.32), respectively. In the following, the general modeling approach
of this source term is presented.

As already explained in Sec. 1, the interplay of acoustic fluctuations in the chamber
and combustion can be described in form of a feedback loop, see Fig. 2.4. Specifically,
the dynamic heat release rate may act as driver of the acoustic amplitudes. However,
the dynamic heat release rate itself is modulated by the influence of acoustic fluctua-
tions and hence a self-sustained feedback cycle is established. In consequence, for the
modeling of the dynamic heat release rate, q̇′ needs to be formulated as a function of
the acoustic fluctuations, which are in turn described by the LEE.

In general, the dynamic heat release rate is sensitive to fluctuations of density ρ′,
velocity u′i and pressure p′, see Fig. 2.4. The response of heat release to these acoustic
fluctuations in terms of amplitude and phase is expressed in form of a frequency-
dependent Flame Transfer Function, which is given in frequency space by

ˆ̇q = FTF(Ω, p̂, ρ̂, ûi). (2.101)

In the linear regime of small acoustic amplitudes, it is assumed that the FTF can be
decomposed in terms of its dependency on each acoustic fluctuation and subsequently
superimposed. Furthermore, it is assumed that the individual FTF relate linearly the
acoustic fluctuation to the dynamic heat release rate. The dynamic heat release source
term is hence given in non-dimensionalized form by

ˆ̇q
¯̇q = FTFρ(Ω) ρ̂

ρ̄
+ FTFp(Ω) p̂

p̄
+ FTFv(Ω) ûi

ūi
. (2.102)

According to Eq. (2.102), the heat release rate can generally be modulated by density,
velocity and pressure fluctuations. However, it is assumed that only acoustic fluctuati-
ons lead to a modulation of heat release. As acoustic pressure and density are related

30



2.8 Dynamic Flame Modeling

+ chamber acoustics
LEE

heat release fluc.
ˆ̇q

p̂, ρ̂, ûi

Fig. 2.4.: Interplay between wave propagation inside the chamber and dynamic heat
releaser rate.

by the isentropic relation, cf. Eq. (2.37), their individual FTF can be combined into
a single term. In consequence, the fluctuating heat release is modeled to be sensitive
towards pressure and velocity modulation. Eq. (2.102) reduces hence to

ˆ̇q
¯̇q = FTFp(Ω) p̂

p̄
+ FTFv(Ω) ûi

ūi
. (2.103)

The decomposition allows for the characterization of each dependency individually.
Nevertheless, a variety of feedback mechanisms may be attributed to each single FTF.

For the determination of the FTF, both experimental and numerical procedures could
be used. However, the measurement of dynamic heat release under typical rocket engine
chamber pressure and temperature conditions is extremely challenging. (Fiala 2015)
suggests a radiation-based methodology. Its application requires a wide optical access
to the chamber. Due to the extreme pressure and temperature conditions, sufficient
optical access can usually not be provided. Hence, for the generation of the FTF, CFD
simulations are conducted in this thesis. The applied methodology is explained in detail
in Sec. 6.5.

For the occurrence of an energy transfer from the dynamic heat release into the
feedback loop, the phase difference between the fluctuations of the dynamic heat release
rate ˆ̇q and pressure p̂ is decisive. (Rayleigh 1896) shows that energy is fed into the
feedback loop over one acoustic period if the Rayleigh integral Ra is larger than zero,
i.e.

Ra = 1
Ts

∫ Ts

0

∫
V
q̇′ · p′ dV dt > 0, (2.104)

which is given in frequency space by

Ra = 1
2Re

∫
V

ˆ̇q · p̂∗ dV > 0, (2.105)

where V denotes the combustion chamber volume, see also Eq. (2.71). The necessary
condition of Ra > 0 is also referred to as Rayleigh criterion.

Rewriting Eq. (2.105) into amplitude - phase form yields

Ra = 1
2Re

∫
V
|ˆ̇q| · |p̂| · ei(ϕ ˆ̇q−ϕp̂) dV = 1

2

∫
V
|ˆ̇q| · |p̂| · cos

(
ϕˆ̇q − ϕp̂

)
dV > 0. (2.106)
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Eq. (2.106) shows that the integrand of the Rayleigh integral is positive if

cos
(
ϕˆ̇q − ϕp̂

)
> 0 (2.107)

and hence

|ϕˆ̇q − ϕp̂| <
π

2 . (2.108)

In consequence, the energy contained in the feedback loop is increased over one acoustic
period if the fluctuations of heat release and pressure are in phase. In contrast, if the
Rayleigh integral is negative, heat release rate and pressure fluctuate out of phase
and the combustion dynamics cannot amplify acoustic amplitudes. Instead energy is
extracted from the feedback loop increasing the overall damping.

It is important to realize that the pressure coupling quantity in Eq. (2.103) is not
necessarily the same as the pressure fluctuation in the Rayleigh integral according to Eq.
(2.105). The FTFp relates p̂ to ˆ̇q on the basis of a coupling mechanism. This mechanism
might be influenced by convective transport, spatially separating the initiation at a
position x1, i.e. p̂(x1), from the actual location of the heat release at x2, i.e. ˆ̇q(x2). The
FTFp model for the heat release rate is then given by

ˆ̇q(x2)
¯̇q = FTFp p̂(x1)

p̄
, (2.109)

if it is assumed that only pressure fluctuation are relevant. In contrast, the Rayleigh
integral relates dynamic heat release and pressure fluctuation locally, i.e.

Ra = 1
2Re

∫
V

ˆ̇q(x2) p̂∗(x2)dV. (2.110)

Inserting Eq. (2.109) into Eq. (2.110) yields

Ra = 1
2Re

∫
V

FTFpp̂(x1)
¯̇q
p̄
p̂∗(x2) dV. (2.111)

Eq. (2.111) indeed shows that the pressure fluctuation for the modeling of the dynamic
heat release rate using a FTF and the pressure fluctuations for the calculation of the
Rayleigh integral are not the same.

If the processes of the coupling mechanism occur in an acoustically compact region
or if convective transport of perturbations is negligible, it can be assumed that p̂(x1) =
p̂(x2). In this case, the Rayleigh criterion for the coupling of heat release with pressure
can be reformulated. In fact, since FTFp then locally relates the dynamic heat release
rate to the pressure fluctuation, energy is fed into the feedback loop if

|ϕFTFp| < π

2 , (2.112)

or alternatively if

Re(FTFp) > 0. (2.113)
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As the real part of the FTFp is crucial for the feedback in case of an acoustically
compact coupling mechanism, it is referred to as response factor (RF), i.e.

RF = Re(FTFp). (2.114)

The response factor can be used as a first indicator of the potential amplification of
acoustic amplitudes by the flame.

Since the dynamic flame response may be the active driver for combustion instabili-
ties, its comprehensive understanding, adequate modeling and accurate characterization
is crucial for the realization of reliable stability assessment procedures. Sec. 6.5 and Sec.
7.5 are thus dedicated to present and discuss these aspects in more detail on the basis
of a realistic test configuration.
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3 Solution of LEE in Time Domain
and Frequency Space

The LEE in time domain and frequency space describe the same physical processes.
However, differences must be expected as soon as different numerical discretization
schemes and resolutions in terms of space and time or frequency are applied. While in
the time domain, the temporal evolution of the primary variables have to be calculated,
in frequency space the acoustic field is either solved for a given complex frequency Ω
or an eigenvalue problem is formulated in order to determine the eigenfrequency and
corresponding mode shape.

Adequate solution techniques are very different leading to additional discrepancies
in terms of numerical damping or amplification, respectively. This section summarizes
and compares the solution procedures for time domain and frequency space indicating
advantages and disadvantages of each methodology. Since the usage of LEE in frequency
space is a new methodology in the field of rocket engine thermoacoustics its application
is explained in detail within this thesis. Special focus is on the applicability of frequency
dependent boundary conditions in time domain and frequency space.

3.1. Time Domain Solver PIANO

The time domain solver PIANO3 used in this thesis solves the LEE (2.11)-(2.13) on
the basis of a Dispersion Relation Preserving (DRP), 7-point stencil finite difference
spatial discretization scheme (Delfs et al. 2008). The computational grid requires a
block-structured topology. In the interior of each block, centered schemes are used.
However, at the boundaries of the blocks as well as of the computational domain cen-
tered schemes are not applicable. Here, unsymmetrical stencils increase the dispersion
leading to enhanced damping or amplification of unresolved wavelength. Explicit time
integration is based on a standard Runge-Kutta procedure. Both discretization schemes
in time and space provide 4th order accuracy (Delfs et al. 2008; Morgenweck 2013).

Spatially and temporally unresolved wavelengths may destabilize the solution pro-
cess. Furthermore, the absence of non-linear saturation terms lead to the unlimited
growth of hydrodynamic modes, which additionally obscure the acoustic fields. Effecti-

3PIANO is provided by the DLR Braunschweig, Prof. Delfs
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ve stabilization can be achieved by spatially low-pass filtering the acoustic fields during
the computation, e.g. on the basis of a Padé-filter design (Lele 1992). As shown in
(Morgenweck 2013; Pieringer 2008), this type of filter introduces additional numerical
damping due to its permanent influence for a high number of necessary time integration
steps. Typically, numerical dissipation and physical damping are of the same order of
magnitude, which reduces the accuracy of determined damping or amplification rates
significantly. An improved stabilization procedure based on implicit filters was imple-
mented into PIANO by (Morgenweck 2013).

Further information about the time solver PIANO and implemented extensions for
thermoacoustic purposes can be found in (Delfs et al. 2008; Morgenweck 2013; Pieringer
2008).

3.2. Solution Technique in Frequency Space

Solving the LEE for the acoustic field in frequency space is fundamentally different
from the time domain solution technique. Since time dependence is a priori assumed
to be of harmonic character, the spatial distribution of the acoustic variables has to be
solved exclusively.

3.2.1. Stabilized Finite Element Method

The frequency space transformed LEE are discretized on the basis of a stabilized
Finite Element Method (SFEM), which was proven to be very effective for aeroacoustic
(Gikadi et al. 2012; Schulze et al. 2013a; Ullrich et al. 2014; Zahn et al. 2015) and
thermoacoustic problems (Gikadi 2014; Schulze and Sattelmayer 2015a). To briefly
illustrate the basic principle, the governing Eq. (2.33) is first formulated in standard
weak Galerkin form. Herein, Eq. (2.33) is multiplied by a weighting function W for
mass, momentum and energy equation individually, i.e.

W = (Wρ,Wu,Wv,Ww,Wp), (3.1)

and integrated over the entire computational domain, which reads in compact matrix
notation

∫
V
W

iΩφ̂+ A
∂φ̂

∂x
+B

∂φ̂

∂y
+ C

∂φ̂

∂z
+D φ̂−Q φ̂− Ŝ

 dV (3.2)

=
∫
V
W R dV = 0.

Therefore, the FEM satisfies the equations in integral sense. The discretized system is
obtained by replacing the continuous variables by their discrete approximations, viz.

φ̂→ φ̂
H
, (3.3)
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which are defined as sum of shape functions NA and nodal values φ̂A, viz.

φ̂
H =

DOF∑
A=1

NAφ̂A, (3.4)

and equivalently for the weighting functions

Wh =
DOF∑
B=1

NBWB, (3.5)

where DOF denotes the degrees of freedom, which depends on the number of volume
elements and boundary elements. In this thesis, Lagrange polynomials of order one are
used as shape functions, viz.

NA/B = L1(xi)A/B. (3.6)

The nodal values φ̂A state the results of the computation.
Solving the LEE in frequency space inherently describes the propagation of hydro-

dynamic modes. However, as time dependence is a priorly defined to be harmonic, see
Eq. (2.26), the unbounded temporal growth of hydrodynamic modes is naturally pre-
vented. Nevertheless, stabilization is still required to eliminate spurious oscillations in
the solution due to unresolved scales and unlimited growth of hydrodynamic modes in
space.

Essentially, unstable discretization schemes originate from the introduction of nega-
tive numerical diffusion, see (Donea and Huerta 2003) and the examples given therein.
A necessary condition to guaranteed non oscillating solutions reads

PeE < 1, (3.7)

where PeE denotes the Péclet number based on the finite element size H, viz.

PeE = ūH
2ν . (3.8)

The Péclet number shows that the stability criterion depends on the ratio between
convection (ū) and diffusion (ν). If the effect of convection dominates the problem,
numerical instability issues arise.

The absence of viscous dissipation in the LEE, i.e. ν = 0, leads to

PeE →∞, (3.9)

indicating that advanced numerical schemes are absolutely necessary. The stabilization
of the FEM formulation can be achieved in different ways. A comprehensive illustration
is given in (Donea and Huerta 2003; Gikadi 2014).

Introducing viscosity on a physically motivated order of magnitude increases compu-
tational efforts for two reasons. On the one hand, the viscous term has to be incorpo-
rated into the governing equations leading to the linearized Navier-Stokes Equations
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(LNSEs). On the other hand, to fulfill condition (3.7) requires additionally fine element
dimensions leading to a significant increase of the number of degrees of freedom.

The compensation of negative diffusion by artificially increased viscosity is somewhat
obvious. However, combustion stability prediction tools fundamentally depend on the
accurate balance between physical amplification and damping. Artificially introduced
viscosity tends to stabilize the thermoacoustic system. In consequence, stability reserves
might be overrated leading to incorrect stability predictions.

Motivated by the fact that stabilization needs to be introduced only if convection is
present, streamline upwind weighting functions were defined. Numerical dissipation is
therefore incorporated only in streamline direction and not in transversal, which signi-
ficantly reduces the overall added dissipation. Consistent stabilization is then achieved
by introducing an extra term into the weak Galerkin form of the LEE, which is a func-
tion of the residuum. For an exact solution, defined by a residuum of zero, the influence
of the stabilization term vanishes. In this thesis the so-called Galerkin/Least-squares
(GLS) method is utilized for stabilization. It features additional stability advantages
in contrast to the Streamline-Upwind/Petrov-Galerkin formulation (Donea and Huerta
2003).

The Galerkin/Least-squares method minimizes the residuum norm ||R||2, viz.

d
dR

∫
V
R2 dV = 2

∫
V
R δR dV = 0 (3.10)

Variations δR are given by L(δφ̂), which corresponds to L(W) (Gikadi 2014).
The stabilized FEM form finally reads∫

V
WH L(φ̂H) dV +

∫
VH|∂VH

τ L(φ̂H) L(WH)dV H︸ ︷︷ ︸
GLS term

= 0, (3.11)

where the GLS term is symmetrical, which contributes to robust solution procedures
(Hughes et al. 1989). The GLS term is evaluated element-wise and integrated only over
its interior (i.e. over V H|∂V H), since the modified weighting function is discontinuous
along the element boundaries. To control the influence of GLS, a stabilization matrix τ
is added, which plays a crucial role for robust and accurate stabilization. The stabiliza-
tion matrix is of diagonal form imposing a scalar value to each individual equation. For
simple one- and two-dimensional convection-diffusion problems, τ can be derived ana-
lytically yielding nodally exact results. However, for three-dimensional LEE problems,
analytical definitions do not exist. Optimal stabilization parameters therefore have to
be empirically optimized on the basis of existing definitions. For instance, (Hughes et al.
1989) derive an analytical expression for the stabilization parameter according to

diag(τ) = ατ,φ
H

2||ūi||2
I, (3.12)

where I denotes the identity matrix and ατ,φ a certain stabilization coefficient, which
depends on the problem. It was shown that ατ,φ might be varied over a wide range with
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only minor influence on the results for aeroacoustic scattering problems involving shear
layer interactions (Schulze 2012).

In (Beau et al. 1993; Rao and Morris 2006) a more advanced definition for the sta-
bilization parameter is proposed. It is derived analytically and takes into account the
three-dimensionality of the problem yielding

τ = max
(
ατ,φ
Hi

λi

)
I. (3.13)

In Eq. (3.13) Hi states the finite element size in i-th direction and λi the spectral
radius of the convection matrices A-C, see Sec. 2.3 and App. A. The spectral radius
can be directly evaluated yielding an explicit formulation of the stabilization parameter
(Ullrich and Sattelmayer 2015):

τ = ατ,φ max
(
Hi

|ūi|+ c

)
I. (3.14)

The acoustic simulations conducted in this thesis are based on definition (3.14).
The stabilization coefficient ατ,φ can be chosen differently for each equation, which

brings a certain flexibility. Nevertheless, ατ,φ is restricted to be equal for all equations
in this thesis, viz.

ατ,φ → ατ, (3.15)
for reasons of simplicity.

Nevertheless, the stabilization coefficient ατ remains a factor of uncertainty. Although
lower limits can be found empirically (Gikadi 2014; Hughes et al. 1986), ατ still needs to
be calibrated for each problem. Inevitably, stabilization adds a certain (small) amount
of numerical damping to the computation, which, as already discussed, might decisively
influence the stability predictions. It is therefore essential to apply the best approxi-
mation for ατ as possible.

In this thesis an optimal value of ατ is determined on the basis of non-reactive rocket-
engine-like configurations involving choked nozzle flow, transverse chamber modes and
frequency dependent boundary conditions at the face plate and for absorbers under
grazing flow situations. For non-reactive conditions, mode frequencies and damping
rates can accurately be determined (Kathan 2013) and serve as a validation base. A
sensitivity analysis is performed to show the influence of ατ on the complex frequency
Ω, i.e. on the damping rate λ and frequency ω. Furthermore, empirically determined
rules for finding an optimal value are proposed. For reactive conditions, where damping
measurements are considerably more difficult to perform, the optimized ατ is used for
stability predictions and further investigations. Furthermore, the adequateness of the
chosen value of ατ is again investigated.

3.2.2. Solution Procedures

On the basis of a SFEM discretization, different scenarios can be investigated. If
the equations are solved for a given complex or real-valued frequency of excitation, its
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spatial response can be analyzed in terms of density, velocity and pressure fluctuations.
Such procedures are used to characterize the frequency response of acoustic elements,
e.g. in form of reflection coefficients or scattering matrices, but are also applicable for the
approximative determination of eigenfrequencies (Haimerl 2013). The approximative
character stems from the fact that the excitation itself influences the system yielding
potentially different eigenfrequencies and mode shapes. A consistent way to determine
the true eigenfrequencies is to formulate and solve the equations in form of an eigenvalue
problem. In the following, both scenarios are discussed in more detail.

3.2.2.1. Frequency Response

For a given frequency of excitation Ω the discretized system (3.11) can directly be
integrated element-wise and assembled into a linear system of equations:(

K L
L 0

)(
φ̂
A

Λ

)
=
(
ŜA
h

)
, (3.16)

where K denotes the so-called stiffness matrix, L the boundary condition matrix, Λ
a vector of Lagrange multipliers, Ŝh the nodal values of the load vector and h a vec-
tor, which lists the imposed constraints on the system. The boundary condition matrix
L and the vector h are used to impose directly the essential boundary constraints as
known values of φ̂H at the Dirichlet boundary or linear combinations of different degrees
of freedom. Essentially, reflection coefficients and scattering matrices are of the latter
type stating a linear combination of velocity ûHi and pressure p̂H. The Lagragian multi-
plier technique requires the boundary constraints to be fulfilled and provides therefore
an elegant and flexible procedure of incorporating boundary conditions into the system
(Donea and Huerta 2003). However, depending on the number of constraint relations
to be imposed, the order of the system increases accordingly and higher computational
efforts are necessary. Furthermore, the resulting matrix might lose its predominantly
banded structure typically attributed to Finite Element discretization, which extends
simulation times further. Nevertheless, frequency space solution procedures provide
generally short turnaround times, which makes Lagrange multipliers affordable.

The linear system of equations (3.16) is solved for (φ̂
A
,Λ)T using either direct or

iterative methods. After the solution is obtained, the Lagrange multipliers Λ are deleted,
as they do not fullfill any further purpose. In this thesis only direct solution techniques
are applied. For a comprehensive overview of iterative methods for the solution of the
LEE it is referred to (Gikadi 2014) and the references therein.

Direct solvers for linear system of equations are widely explained and studied in li-
terature (Schenk and Gärtner 2004). A detailed introduction is therefore not given in
this thesis. For the solution of the LEE the direct solver MUMPS (MUltifrontal Mas-
sively Parallel sparse direct Solver) is used in the readily available simulation platform
COMSOL. MUMPS is based on the Gaussian LU (lower-upper) factorization providing
efficient solution procedure for huge sparse systems (Amestoy et al. 2001; Enseeiht
2015). Other algorithms, such as SPOOLES (Ashcraft 1999) and PARADISO (Schenk
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and Gärtner 2004), were tested and found equally suitable for the problems dealt with
in this thesis.

3.2.2.2. Eigenvalue Problem

The eigenvalue solution delivers both the complex eigenfrequencies as well as the
eigenvectors, which correspond to the spatial distributions of the acoustic modes in
terms of pressure, velocity and density. Therefore, it is not possible to formulate a
linear system of equations according to (3.16), which can directly be solved. Instead,
the system to be solved reads(

iΩI + E −Q L

L 0

)(
φ̂
A

Λ

)
=
(

0
h

)
, (3.17)

where Ω is the eigenvalue and the feedback matrix Q is explicitly shown. Convection
matrices and reaction matrix are assembled into the matrix E. Furthermore, Lagrange
multipliers are again used to impose boundary conditions. As explained before, external
forcing is not present for eigenvalue studies and, consequently, volumetric source terms
ŜA are set to zero. The solution procedure finally reads:

Find Ω ε C and φ̂
A
6= 0 such that Eq. (3.17) is fullfilled.

The process can, in principle, be conducted on the basis of the well-known QR-
Algorithm (Demmel 1997) or Arnoldi procedure (Lehoucq et al. 1997). To generate
meaningful results, such algorithms require that the matrices E, Q and L are indepen-
dent of the eigenvalue, i.e. independent of the eigenfrequency. The matrix E contains
only mean flow values and is therefore uncritical. However, the frequency response of
the modeled subcomponents such as absorbers or the dome coupling, represented by
boundary conditions in L, as well as the Flame Transfer Function contained in Q, de-
pend in fact non-linearly on Ω. According to (Nicoud et al. 2007), a suitable algorithm
to directly account for such dependencies does not exist.

An iterative procedure to circumvent the deficiencies of the eigenvalue solution algo-
rithm is proposed in (Nicoud et al. 2007; Schulze and Sattelmayer 2015a) and illustrated
in Fig. 3.1. Starting with a guess of ω, which can e.g. be generated by evaluating the
cut-on condition for higher-order acoustic modes, a solution is found iteratively. Her-
ein, the frequency dependency of L and Q is eliminated in each eigenvalue solution by
describing directly the last known frequency. The prescribed frequency is corrected in
the subsequent eigenvalue solution step. This is repeated until the change of frequency
is within a defined threshold and convergence is reached. The final solution reveals the
complex frequency Ω and the corresponding mode shape φ̂

A
for the considered problem,

accounting for frequency dependent flame dynamics and boundary conditions of any
kind. If several acoustic modes are of interest, the procedure has to be applied repea-
tedly. Unfortunately, due to significantly different mode structures, converged results
for an acoustic mode cannot be used as initial solution for another mode. However, (Ni-
coud et al. 2007) and (Gikadi 2014) report that a low number of iterations is necessary
to reach sufficient convergence for longitudinal modes.
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determine initial guess analytically
real-valued frequency Ω0 = ω0, Eq. (2.60)

evaluate L(Ω0) and Q(Ω0), set k = 0

solve Eq. (3.17) for Ωk+1 and φ̂
A,k+1

check convergence: |Ωk+1−Ωk|
Ωk < ε ?

evaluate L(Ωk+1) and Q(Ωk+1)

set
k = k + 1

no

yes solution found
Ω, φ̂

A

Fig. 3.1.: Procedure for the iterative determination of the eigenfrequency and the cor-
responding mode shape.

3.3. Frequency Dependent Boundary Conditions

The application of frequency dependent boundary conditions for rocket engine appli-
cations is not straight-forward, especially for higher-order modes. Conveniently, boun-
dary conditions are usually given in terms of frequency ω, which already indicates that
frequency space considerations provide certain advantages in terms of boundary mode-
ling. This section discusses general modeling issues and introduces modeling strategies
both in frequency space and time domain.

3.3.1. General Considerations and Application to Frequency Space

As comprehensively discussed in the previous section, boundary conditions generally
depend on the complex frequency Ω. To perform the iterative procedure for frequency
dependent boundary conditions and Flame Transfer Functions, the acoustic properties
of each component must be available, i.e. L(Ωk) has to be evaluable, see Fig. 3.1. In
particular, it is necessary to provide a meaningful description of L(Ωk) for each iterative
step. If inadequate values are used for the k-th intermediate solution, the convergence
process is prone to be slowed down or might even fail entirely. Furthermore, if different
acoustic modes are analyzed, L has to be provided for a wider range of frequencies and,
as shown in Eq. (2.75), (2.89), (2.90), and (2.92), L is then mode dependent.

Difficult circumstances arise: As a rule, reflection coefficients are characterized for
frequencies ω employing experimental (Kathan 2013; Wagner et al. 2013a), numerical
(Föller and Polifke 2010; Gikadi et al. 2012; Kierkegaard et al. 2010) or analytical
methods (Bade 2014) and λ dependent characterizations are usually not available.
While experimental procedures cannot be conducted for arbitrary damping rates, but
only for the inherently present system damping, numerical and analytical methods allow

42



3.3 Frequency Dependent Boundary Conditions

for the systematic characterization of an acoustic element for any pair of frequency ω
and damping rate λ by solving e.g. Eq. (3.16) for Ω. However, theoretical procedures
are not always applicable. Moreover, despite the immense progress, the state of the
art CFD methods are not capable to simulate complicated geometries and complex
physical processes with sufficient accuracy within reasonable turnaround times by all
means. Experimental data is therefore still indispensable.

Experimentally determined reflection coefficients are usually only given in terms of ω.
However, it can be shown that the knowledge of the reflection coefficient for frequencies
ω is sufficient to evaluate its amplitude and phase at complex frequency Ω: For a given
frequency response of an acoustic element, i.e. Rmn(ω), the impulse response h(t) in
time domain is calculated by applying the inverse Fourier-Transform (F−1) (Oppenheim
et al. 1999):

rmn(t) = F−1(Rmn(ω)) = 1
2π

∫ ∞
0

Rmn(ω)eiωtdω. (3.18)

For linear time-invariant (LTI) systems, the impulse response r(t) is an equivalent
representation of the acoustic properties of the acoustic element. Subsequently, the
impulse response is Laplace transformed for complex frequencies Ω, viz.

Rmn(Ω) =
∫ ∞

0
rmn(t)eiΩtdt. (3.19)

The two-folded transformation shows conclusively that the real-valued frequency depen-
dence of Rmn(ω) contains the essential acoustic properties necessary for the application
to damped and amplified systems, respectively. In fact, frequency ω and complex fre-
quency Ω can simply be interchanged:

Rmn(ω)→ Rmn(Ω) (3.20)

However, a direct evaluation of Rmn(Ω) is, strictly speaking, only allowed when the
transformations (3.18), (3.19) are finite, which ultimately requires the knowledge of
Rmn(ω) over the entire frequency range.

In practice, reflection coefficients are typically not available for the entire frequency
range and only determinable for distinct frequencies. This is especially obvious for
higher-order modes, which are present merely at and beyond their cut-on frequency,
cf Eq. (2.60). For lower frequencies, information about scattering properties cannot be
obtained. Therefore, methods are necessary allow for the determination of amplitude
and phase of the reflection coefficients although only discrete frequency response data
in a limited frequency range is available.

(Schmid 2014; Schmid et al. 2013a,b) reported that a certain circle of confidence can
be established for a given data set of R on the basis of frequencies ω: Fig. 3.2 shows
point-wise data of R (real part only) in the complex ω, λ-plane. This point-wise data
can be obtained from experiments or numerical procedures. To make R continuously
available for the covered real-valued frequency range and therefore feasible for Eq.
(3.20), a polynomial fit of the order Kf with complex-valued coefficient ck is generated,
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ω

λλ

Re(R)
Re(Rf )

Ωs

ωco

Fig. 3.2.: Point-wise data of R (real part) for frequencies ω and confidence circle in
the ω, λ-plane, adapted from (Schmid 2014). Furthermore, a exemplary con-
tinuous fit is shown in red.

viz.

Rf (iω) =
Kf∑
k=1

ck(ω)k, (3.21)

which is highlighted in Fig. 3.2 in red. The error of Rf (Ω), if evaluated at arbitrary com-
plex frequency Ω within this circle, depends on the error introduced on the real-valued
frequency axis (Schmid 2014). Consequently, the quality of the fit in (ω) influences the
accuracy of Rf (Ω). The fit quality can be improved by increasing the density of given
data points on the ω axis and a higher polynomial order.

Large polynomial orders tend by using to generate strong oscillations for frequencies
outside of the circle of confidence. For simulations in frequency space, the behavior of
Rf (Ω) in the exterior is irrelevant. However, in time domain simulations such oscillatory
behavior may immensely alter the accuracy of the results.

For meaningful stability predictions, the circle of confidence for each modeled compo-
nent and the Flame Transfer Function necessarily needs to cover the system’s complex
eigenfrequency Ωs. A sufficient dimension of the circle is therefore crucial, which de-
pends on the available data range of R in terms of ω.

For the determination of an adequate circle radius, indicative values for the eigen-
frequency and damping rate are necessary. Based on the CPIA rules (Priem 1997),
(Schmid 2014) determined typical values of λ for unstable rocket engine operation of

−500 rad/s < λ < −200 rad/s (3.22)

at approximately 3000 Hz.
For frequencies close to the cut-on frequency, viz.

ω → ωco, (3.23)
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the confidence spread in λ direction significantly reduces, which requires a large circle
radius to ensure accuracy. In fact, if the eigenfrequency coincides with the cut-on fre-
quency, a singularity is present and the confidence spread is lost. The resulting inaccu-
racies can potentially be unacceptable large.

Under certain conditions, acceptable results can be expected for frequencies close to
the cut-on frequency:

1. The system is dominated by higher-order modes at high frequency. Variations of
R in terms of ω occur at a higher scale than for λ, i.e.

ω >> λ→ R(ω + iλ) ≈ R(ω). (3.24)

2. R(iω) ≈ constant for a sufficient frequency range starting from the cut-on fre-
quency. The change of R with respect to ω is then

∂R

∂ω
≈ 0, (3.25)

and the Cauchy-Riemann operation (Schmid et al. 2013b) indicates that the
change with respect to λ accordingly reads

∂R

∂iλ = 0. (3.26)

R(Ω) can then confidently be evaluated at the real-valued cut-on frequency, viz.

R(Ω) = R(ωco), (3.27)

as long as |λ| is not too large.
3. If the derivatives cannot be set to zero, the Cauchy-Riemann operation enables

the expansion of R in a Taylor-Series around the cut-on frequency both in ω and
λ direction (Schmid et al. 2013b) and R(Ω) can be estimated:

Re{R(λ, ω)} = Re{R(0, ω)}+ ∂Re{R(0, ω)}
∂(iλ) (iλ) + ∂2Re{R(0, ω)}

2∂(iλ)2 (iλ)2 +O((iλ)3)

= Re{R(0, ω)} − ∂Im{R(0, ω)}
∂ω

(iλ) + ∂2Re{R(0, ω)}
2∂ω2 (iλ)2 +O((iλ)3)

(3.28)

4. The system oscillates at limit cycle, which is defined by

λ→ 0, (3.29)

i.e. quasi steady state conditions are present, which again yields

R(ω + iλ) ≈ R(ω). (3.30)
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The conditions need to be equally valid for Re(R) and Im(R).
If none of the described conditions are valid, the determination of R(ω) needs to be

performed on the basis of a modified configuration, which allows for the excitation of
frequencies below the cut-on frequency of the original configuration. The circle can then
be extended towards lower frequencies shifting Ωs into the confidence region. According
to the cut-on condition (2.60), a higher chamber radius, for example, is feasible. How-
ever, this technique is only applicable if the acoustic element under consideration can
be assumed as acoustically compact, so that the modified mode shape due to the change
of frequency and geometry alters the acoustic response only marginally. Absorbers are
of this type due to their small diameter, see Fig. 1.1.

Finally, if the acoustic element depends on mode shape, it ultimately needs to be
incorporated into the three-dimensional discretization to fully account for its depen-
dency on the complex frequency. Thrust nozzles typically fall into that category. Its
relevant acoustic length scale is obviously equivalent to the chamber radius. A complete
discussion about the nozzle acoustics is given in Sec. 4.1.

The presented consideration are generally valid. The joint application of the iterative
algorithm, see Fig. 3.1, Eq. (3.20) and (3.21) for the generation of boundary conditions
and for Flame Transfer Functions at complex frequency Ωk, together with a suitable
assumption from (3.24)-(3.30), if necessary, forms a consistent boundary conditions
treatment for frequency space simulations. For time domain computations, in contrast,
additional modeling is necessary to provide efficient and stable procedures, which will
be explained in the next section.

3.3.2. Digital Filters in Time Domain

For the usage of frequency dependent boundary conditions in time domain, a trans-
formation of these into their time dependent representation is required. Such Time-
Domain Impedance Boundary Conditions (TDIBC) are widely discussed in literature
and different approaches are proposed. If an analytical description of the boundary
condition is available, the inverse Fourier transformation is applied according to Eq.
(3.18) to directly obtain the impulse response, (Richter et al. 2007). For absorbers a
variety of models exist, which are applicable for a direct usage, see (Cárdenas 2014)
and the references therein.

However, as discussed before other boundaries or the flame description are given
at discrete frequencies for a limited range only. An approach to use this data in ti-
me domain was proposed in (Özyörük and Long 1996, 2000; Özyörük et al. 1998),
extended and applied in (Huber and Polifke 2007; Kaess et al. 2008) for considerati-
ons of longitudinal wave propagation in gas turbines and adapted for the usage for
three-dimensional acoustic fields in rocket engine configurations in (Morgenweck 2013).
Furthermore, (Schmid 2014) proposes the application of the same approach for the de-
scription of flame models. The method is based on digital filters, which are commonly
used in signal processing theory (Oppenheim et al. 1999; Proakis and Manolakis 1996).

Digital filters represent a class of transfer functions, which can conveniently be trans-
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formed between frequency space and time domain, providing modeling flexibility for
given frequency response functions. The transfer behavior to be captured is shaped into
the form of an Infinite Impulse Response filter (IIR), which reads in discrete frequency
space (ω → z)

H(z) =

M∑
k=0

bkz
−k

1 +
N∑
k=1

akz−k
. (3.31)

The rational structure of Eq. (3.31) allows to define different polynomial orders M and
N. In general, H(z) is interpreted as ratio between input and output signal.

Using the definition of the reflection coefficient according to Eq. (2.75), incoming and
outgoing waves are related to each other through the IIR filter representation of R

F̂mn(z) =

M∑
k=0

bk,Rz
−k

1 +
N∑
k=1

ak,Rz−k︸ ︷︷ ︸
H(z)=Rmn(z)

Ĝmn(z), (3.32)

where the filter coefficients bk,R and ak,R are calibrated such that the frequency response
of Rmn is adequately reproduced. Applying the convolution theorem (Oppenheim et al.
1999; Proakis and Manolakis 1996) to Eq. (3.32) yields the corresponding transforma-
tion in discrete time domain (t→ n)

F ′mn[n] = −
N∑
k=1

ak,R F ′mn[n− k] +
M∑
k=0

bk,R G ′mn[n− k], (3.33)

where n denotes the discrete time step. The filter coefficients are conserved, which makes
this transformation very feasible to apply. The polynomial order M,N in frequency space
representation translates into time delayed responses in time domain. Higher-order
polynomials therefore require a larger amount of stored data during the simulation for
reference. Furthermore, the delayed responses are weighted by the filter coefficients ak,R
and bk,R.

The representation (3.33) can readily be incorporated in time domain simulations.
Assuming that accurately determined data is provided for the filter generation, the
correctness of the acoustic scattering depends on the chosen filter coefficients and on
the adequateness of a rational structure for the representation of the respective acoustic
transfer behavior. Therefore, the filter has to be carefully designed.

Instead of a reflection coefficient, the impedance or admittance can be used as well.
However, (Rienstra 2006) and (Morgenweck 2013) report difficulties arising from pos-
sible violations of causality. Although causality can be achieved through further modi-
fication, (Morgenweck 2013) suggests to use a reflection coefficient.

As indicated in Eq. (3.32) and Eq. (3.33), the IIR filter relates the modified Riemann
invariants mode-dependently. In consequence, for each acoustic mode a different IRR
filter and hence a different set of filter coefficients must be defined.
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The digital filter approach can be generalized. In fact, a Flame Transfer Function for
pressure coupling in IIR filter representation reads

q̇′[n] = −
N∑
k=1

ak,FTF q̇
′[n− k] +

M∑
k=0

bk,FTF p
′[n− k], (3.34)

relating pressure perturbations to heat release rate fluctuations. The representation of
displacement coupling is slightly more complicated since the acoustic displacement has
to be calculated. The integration of velocity to obtain displacement is defined by an
additional filter structure (Oppenheim et al. 1999):

H(z) = b0

1− a1z−1 . (3.35)

Finally, each scattering matrix element for dome coupling, see Eq. (2.92), is given by
an input-output relation. The incidenting waves F̂u and Ĝd are reflected as well as
transmitted and the outgoing waves F̂d and Ĝu are formed, viz4.

F̂d =

MTu∑
k=0

bk,Tuz
−k

1 +
NTu∑
k=1

ak,Tuz
−k
F̂u +

MRd∑
k=0

bk,Rdz
−k

1 +
NRd∑
k=1

ak,Rdz
−k

Ĝd, (3.36)

Ĝu =

MRu∑
k=0

bk,Ruz
−k

1 +
NRu∑
k=1

ak,Ruz
−k
F̂u +

MTd∑
k=0

bk,Tdz
−k

1 +
NTd∑
k=1

ak,Tdz
−k

Ĝd, (3.37)

and in time domain

Fd ′ [n] =−
NTu∑
k=1

ak,TuFd
′ [n− k] +

MTu∑
k=0

bk,TuFu
′ [n− k]+ (3.38)

−
NRd∑
k=1

ak,RdFd
′ [n− k] +

MRd∑
k=0

bk,RdGd
′ [n− k], (3.39)

Gu ′ [n] =−
NRu∑
k=1

ak,RuGu
′ [n− k] +

MRu∑
k=0

bk,RuFu
′ [n− k]+ (3.40)

−
NTd∑
k=1

ak,TdGu
′ [n− k] +

MTd∑
k=0

bk,TdGd
′ [n− k]. (3.41)

Conclusively, for the modeling of the scattering matrix, the filter coefficients depend
additionally on the individual element. Furthermore, the order of polynomials and the
number of filter coefficients, respectively, can be chosen differently for each element.

4Note: for the sake of better readability the mode indicator ()mn is omitted here. The filter coefficients for
the scattering matrix elements are, in general, mode-dependent as well.
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The complex filter structure for the dome coupling already indicates rather high pre-
processing efforts.

The IIR filter employs past output and input values as well as the current input
value to calculate the output at an instant of time. This leads to a low number of filter
coefficients required to model the respective transfer behavior but stability issues may
arise. In fact, for stable filter designs, poles may exist only within the unit circle of the
complex z plane, which is a stringent requirement for robust computational routines.

By definition, excluding poles from the filter, i.e.

F̂mn(z) =
M∑
k=0

bk,Rz
−k Ĝmn(z), (3.42)

provides an unconditional stable transfer behavior. The corresponding time domain
representation reads

F ′mn[n] =
M∑
k=0

bk,R G ′mn[n− k]. (3.43)

However, experience shows that Finite Impulse Response (FIR) filter structures require
a higher number of coefficients to capture the transfer behavior to be modeled, compa-
red to IIR filters. Consequently, increased memory is required during the simulations.
Therefore, IIR filter structures are generally the preferred choice.

The set of filter coefficients are generated on the basis of an optimization procedure
minimizing the error between the given frequency-wise data points and the filter values.
For a scattering matrix the coefficients of each element are fitted individually. To sustain
causality, amplitude and phase or real and imaginary part of the transfer function have
to be fitted simultaneously, which complicates the determination of the coefficients
substantially.

Between the fitting procedure employed in frequency space, see Eq. (3.21), and the
generation of the filter coefficients for the usage in time domain, significantly different
requirements arise influencing the flexibility and accuracy of the fits:

(1) The filter coefficients for the IIR filters have to be found such that stability
and causality are fulfilled. Fitting in frequency space according to Eq. (3.21) does not
demand for these restrictions, offering more flexibility and potentially more accurate
fit results.

(2) While eigenfrequency studies in frequency domain require adequate representa-
tions of the transfer function for frequencies only within the circle of confidence or,
at most, frequencies occurring during the iterative convergence process, see Fig. 3.2
and Fig. 3.1, time domain filters have to provide a conservative transfer behavior for
frequencies outside of the circle as well. That means, for eigenfrequencies not covered
by a priori given frequency-wise input data, the filter must be designed such that these
eigenmodes are not amplified. Otherwise, the solution might rapidly get dubious. This
behavior can be interpreted as artificial feedback introduced by the filter and needs to
be avoided.
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The potential risk of artificial amplification is obvious considering the cut-on condition
for higher-order modes, see Eq. (2.60) and Fig. 3.2. The generation of filter coefficients
can only be based on frequencies above the cut-on frequency of higher-order modes.
The amplitude transfer behavior in the lower frequency range is not restricted giving
rise to potentially high values. Longitudinal modes, typically propagating at frequencies
below the cut-on frequency of higher-order modes and containing high acoustic energy
might then be artificially amplified. Fortunately, thrust nozzles provide strong damping
for longitudinal modes. A certain artificial amplification for such modes can hence be
tolerated for linear considerations.

To circumvent unfavorable transfer behavior for undefined frequency ranges, different
types of filters might be used, e.g. band-pass filters restrict the presence of relevant
amplitudes of the transfer behavior to the frequency range of interest. However, band-
pass structures are even less flexible and potentially prone to introduce significant errors
into the transfer behavior within the relevant frequency range.

Finally, the iterative algorithm used for eigenfrequency analysis in frequency space
can be applied to time domain considerations. Thus, the filter is not designed to directly
capture the entire frequency range of interest accounting for the influence of the system
damping and growth, respectively, but a simple delay model is employed describing a
constant amplitude and linear phase, which are valid only at a distinct frequency. In
this case, the filter contains only one coefficient and time delay pair, which reduces the
general form to

F̂mn(z) = bM,Rz
−M Ĝmn(z), (3.44)

and in time domain to

F ′mn[n] = bM,R G ′mn[n−M]. (3.45)

Herein, the coefficient bM,R corresponds to the amplitude of the reflection coefficient
and M represents the delay multiplicator, i.e. the physical time delay T is given by

T = M∆t, (3.46)

where ∆t denotes the computational time step. The time delay T directly depends on
the phase behavior of the reflection coefficient, viz.

T = −dφ(R(Ω))
dΩ . (3.47)

The iterative procedure leads to a converged solution using Eq. (3.21) to evaluate the
amplitude and phase in each step. However, this method is extremely time-consuming
since it loses its capability to determine the system’s stability within a single computa-
tional run. Furthermore, the attributed constant amplitude and phase behavior for all
frequencies effects the entire mode spectrum covered in the simulation. Nevertheless,
irrelevant modes are prone to be amplified more intensely due to a more unbalanced
situation between amplification and damping.
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3.4. Comparison of Time Domain and Frequency Space
Methods and Perspective Towards Non-Linearity

This section provides a discussion about strengths and disadvantages of frequency
space based computations in comparison to time domain procedures. The potential
scope of application of each approach is presented and their respective extensibility
of to non-linearity is revealed. Tab. 3.1 summarizes the main statements and provides
additional comparisons concerning the applied numerical methods.

In time domain the time series of the primary variables have to be computed until
sufficient data is available for meaningful post-processing purposes. Although linearized
equations reduce computational efforts significantly, time domain simulations still take
a couple of hours. However, time domain calculation techniques allow for strongly paral-
lelized solution procedures on multiple cores. In contrast, the solution of the eigenvalue
problem on typically sized grids in frequency space is performed within minutes.

The restrictions of FIR and IIR filter techniques for the modeling of frequency depen-
dent boundary conditions and source terms makes the generation of meaningful filter
coefficients difficult. Frequency domain based simulations are much more flexible and
robust for the incorporation of frequency dependent boundaries and source terms.

The time domain solver PIANO is based on structured grids, which are inefficient for
more complex geometries. The frequency domain solver, based on an unstructured me-
thodology, allows to reduce the number of degrees of freedom whilst providing sufficient
resolution for the acoustic propagation, which again reduces computational turnaround
times.

A considerable advantage of low computational times in frequency space is the pos-
sibility to apply a high repetition rate of simulations, which allows for the validation
and improvement of the model very efficiently.

The post-processing of results is simpler and faster in frequency space than in time
domain since final results are often presented in terms of frequency. Time consuming
methods such as Proper Orthogonal Decomposition (POD) or Dynamic Mode Decom-
position (DMD) are regularly used for time series analyses.

In the linear regime the time domain approach theoretically yields the same results in
terms of complex amplitudes and complex eigenfrequencies. Because of modeling issues,
however, inaccuracies should be expected, which depend on the considered configura-
tion. For linear acoustic propagation the evaluation of the LEE in frequency space is
therefore beneficial. The time domain approach becomes ultimately necessary when the
acoustic propagation itself depends on the acoustic amplitude and requires therefore
the incorporation of non-linear effects. The transformation of the Euler equations into
a non-linear formulation, which is still based on a hybrid approach, results in the PEr-
turbed Nonconservative Nonlinear Euler (PENNE) equations (Long 2000). This set of
equations also requires a mean flow field as input. In contrast to the LEE, the PENNE
are able to capture non-linear effects such as acoustic mode interaction, i.e. the energy
transfer between acoustic modes, as well as wave steepening (Köglmeier et al. 2011).
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Tab. 3.1.: Summary and comparison of time domain and frequency space simulation
techniques.

time domain (PIANO) frequency space

governing equations LEE LEE
spatial discretization DRP, Finite Difference, 4th

order
Finite Elements, 1st order5

temporal discretization LDDRK, 4th order ∞
mean flow interpolation linear linear
mesh topology block-structured unstructured
element types hexagonal in 3D tetrahedral or hexagonal
parallelizable yes limited
numerical stabilization spatial filtering GLS, SUPG

mode decomposition no no (forcing); yes (eigenvalue)
feedback models pressure coupling pressure/velocity coupling
dome coupling yes yes
axially dependent mean flow yes yes
non-linear wave propagation no (LEE); yes (PENNE) no
mode interaction no (LEE); yes (PENNE) no

simulation time - +
boundary treatment 0 +
post-processing 0 +
extensibility 0 +
non-linear flame feedback &
boundaries

0 0

amplitude dependent mean
flow

0 0

characterization of linear
transfer functions

0 +

Such effects are especially important when high acoustic amplitudes are present in a
rocket engine, e.g. in case of bomb tests (Priem 1997).

However, non-linearity does not only affect the acoustic propagation, boundary con-
ditions and source terms have to be modeled adequately as well. While the definition of
transfer functions and their incorporation into frequency and time domain approaches
is state of the art, non-linearity cannot as easily be captured. Essentially, the amplitude
dependence of the transfer behavior has to be included.

In terms of thermoacoustic feedback modeling, a frequency-dependent transfer functi-
on for the source term according to Eq. (2.103), relates the fluctuating heat release rate
linearly to an acoustic coupling quantity. While the stable operation is related to small
amplitudes, which can be described by linear models, unstable operation may lead to

5higher-order discretization can be used as well.
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significantly higher amplitudes. In order to account for non-linear effects, the Flame
Transfer Function has to be extended to be dependent of pressure amplitude, as well.
The transfer function is then referred to as Flame Describing Function and depends on
both frequency and amplitude. As discussed before, a Flame Transfer Functions can
easily be included into the frequency space based simulation, while certain inaccuracies
are incorporated through the filter representation of the Flame Transfer Function in
time domain. Flame Describing Function, in contrast, require a higher modeling ef-
fort. For example, the amplitude dependency of the Flame Describing Function can be
stored in a library yielding a set of Flame Transfer Functions, where each of them is
valid for a single amplitude. The solution of the eigenvalue problem on the basis of the
frequency space transformed LEE is then obtained for different amplitudes by varying
the Flame Transfer Functions. When the damping rate is zero, the limit cycle condition
of equalized thermoacoustic driving and damping, is reached. The limit cycle amplitude
can then be found in the library at the corresponding Flame Transfer Function.

However, the non-linear propagation of acoustics is neglected when calculating the
limit cycle amplitude in frequency domain. In time domain, the non-linearity of acoustic
propagation can also be considered yielding a powerful stability assessment tool. The
Flame Describing Function is then e.g. modeled in terms of pressure dependence as an
amplitude saturation model of cubic type (Noiray and Schuermans 2013), viz.

q̇′ = F−1(FTF) · p′
¯̇q
p̄
−K · p′3, (3.48)

where K is a constant coefficient, which needs to be fitted to the library data of Flame
Transfer Functions. However, such an approach is not capable to take the frequency
dependency into account without further modeling efforts.

In general, hybrid approaches are based on a steady mean flow field as input. However,
high amplitude acoustics may affect the mean flow field considerably, which may also
be referred to as a non-linear behavior. For instance, in (Sattelmayer et al. 2015a), a
shift of the flame and therefore high temperatures towards the face plate due to the
influence of transverse acoustic velocity for high amplitudes is observed. Such effects
cannot directly be incorporated into hybrid approaches. A possible concept is based on
the parametrization of the mean flow field. The parameters may depend on amplitude
and therefore account for mean flow variations. This concept can be realized both in
frequency space and time domain, making both approaches equally suitable for this
particular area.

The concepts of Flame Transfer Function and Flame Describing Function can be
transferred into a general concept for modeling source terms as well as boundary condi-
tions. Reflection coefficients and scattering matrix elements are determined for different
amplitudes as well. Conclusively, as long as the non-linearity of acoustic propagation
can be neglected, frequency space based codes are advantageous due to the accurate
modeling of source terms and boundary conditions as well as the fast turnaround times.
The non-linearity of transfer functions can be considered, as well. The time domain ap-
proach is favorable when non-linear acoustic propagations need to be taken into account
with the disadvantage of increased turnaround times.
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4 Non-Reactive Acoustic Analysis

Linear stability assessments demand an adequate description of the acoustic propa-
gation including boundary conditions for rocket engine relevant configurations. This
Chapter deals with the validation of the numerical approaches presented in Chap. 3 for
a non-reactive environment and the interpretation of the results in terms of modeling
strategies under reactive, closed feedback loop conditions. Furthermore, the influence
of different design aspects on acoustic damping is discussed. Since the time domain
code was validated intensively in previous investigations (Kaess et al. 2010; Köglmeier
et al. 2014a; Morgenweck 2013; Pieringer 2008), the focus is on the frequency space
LEE description.

4.1. Nozzle Acoustics

The supersonic thrust nozzle flow establishes a natural decoupling of the chamber
acoustics from influences originating from downstream of the sonic line. Acoustic waves
are partly reflected or transmitted by the nozzle. The capability of the frequency space
LEE to capture such effects for longitudinal and transverse modes is analyzed in this
section, followed by an investigation of the results.

Validation and interpretation of the frequency space transformed LEE results are con-
ducted for ambient temperature and slightly elevated pressure conditions on the basis
of a well-studied experimental chamber configuration (Kathan 2010, EADS Astrium,
Ottobrunn, 2013). To characterize the scattering properties of the nozzle, its admittan-
ce is determined at the interface between the cylindrical chamber part and nozzle inlet.
The admittance is especially useful to determine the flux of acoustic energy across the
surface according to Eq. (B.22). Such analyses were already conducted in time domain
for longitudinal excitation and for the T1 eigenfrequency (Kathan et al. 2011; Morgen-
weck 2013; Pieringer 2008). However, the admittance for frequencies above the cut-on
frequency of the T1 mode were not calculated and validated.

4.1.1. Nozzle Configurations and Modeling

Two different nozzle configurations are considered. While the chamber dimensions are
the same, nozzle A is considerable shorter than nozzle B, see Fig. 4.1. The geometrical
dimensions are given in Tab. 4.1. For further information about the nozzle design it is
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Fig. 4.1.: Geometry and Mach number distribution of nozzle A (left) and nozzle B
(right).

referred to (Morgenweck et al. 2011) and (Kathan 2013).
The absence of acceleration due to combustion requires high Mach numbers in the

chamber to establish supersonic flow conditions at the nozzle outlet. In fact, a Mach
number of 0.25 in the chamber is present in case of nozzle A. In contrast, a slightly
lower Mach numbers of 0.22 establishes in case of nozzle B (Kathan 2013). Further
flow conditions are given in Tab. 4.1. Fig. 4.1 shows the Mach number distribution for
isentropic flow conditions in the nozzle.

According to Eq. (2.60), the cut-on frequencies for the configurations are slightly
above 2100 Hz, see also Tab. 4.1. The eigenfrequency of the first longitudinal mode is
approximately 1000 Hz.

The excitation of acoustics within the domain is performed similarly to the expe-
rimental configuration to provide an adequate acoustic field consisting of the desired
modes (Kathan 2010, EADS Astrium, Ottobrunn). On an ellipsoidal curved small area
on the wall close to the inlet of the domain, a harmonically fluctuating velocity com-

Tab. 4.1.: Specifications, flow conditions and the cut-on frequencies and of the nozzles
A and B.

nozzle A nozzle B

nozzle length [mm] l 73 273
chamber length [mm] lcc 107
chamber diameter [mm] Dcc 92
throat diameter [mm] Dt 60 56
inner nozzle radius [mm] r1 119 1469
outer nozzle radius [mm] r2 53 544
mach number in the chamber [-] M 0.25 0.22
mean pressure in the chamber [bar] p̄ 1.65 1.66
mass flow [kg/s] ¯̇m 1.15 1.00
mean density [kg/m3] ρ̄ 1.94 2.03
speed of sound [m/s] c 341
mean air inlet temperature [K] T̄ 290
cut-on frequency T1 mode [Hz] f coT1

2103 2119
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Fig. 4.2.: Left: Location of the excitation, boundary conditions and computational
grid. Right: Shape of the excitation function.

ponent normal to the surface is imposed. The excitation surface is highlighted in red
in Fig. 4.2. To provide a consistent boundary treatment at the edge of the excitation
surface, the shape Sv of the excitation is defined such that the slip-wall condition is
fulfilled. A smooth shape function on the excitation surface is defined by

Sv = 0.5
[
cos

(
π(x− x0)

rv

)
+ 0.5

] [
cos

(
2π(y − y0)

rv

)
+ 0.5

]
, (4.1)

where (x0, y0) denote the center and rv the radius of the in z-direction projected circular
surface of the excitation boundary, see Fig. 4.2 (right). The boundary condition for the
excitation finally reads

ûini − Sv = 0, (4.2)

as indicated in Fig. 4.1 (left).
The small area ensures a low influence of the excitation on the acoustic mode shapes.

On the rigid wall, free slip boundary conditions according to Eq. (2.72) are applied.
At the inlet, the air flow enters the domain with a homogeneously distributed axial
velocity component. As described in Sec. 2.7.3, the outlet is prescribed as non-reflective.
Energetically neutral conditions for the acoustic flux are set here according to Eq. (2.96).

The frequency response of the nozzle is determined on the basis of the isentropic
LEE (2.30)-(2.31) and (2.37), employing the methodology introduced in Sec. 3.2.2.1.
The computational grid is shown in Fig. 4.2 (left) as well. A rather coarse resolution
is chosen to provide short turnaround times. Altogether the acoustic field is solved
for approximately 7400 degrees of freedom using linear shape functions on tetrahedral
elements in a unstructured grid. Tetrahedral elements are required here to adequately
resolve the excitation boundary. In the region close to the excitation and within the
subsonic region slightly upstream of the nozzle throat, the grid is refined to provide a
higher resolution of the acoustic waves. The time consumption for a single frequency
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Fig. 4.3.: Distribution of spatial monitor points I, J,K = (10, 8, 10) in the cylindrical
part of nozzle A.

calculation on a standard 2.6 GHz, 8 Gbyte RAM machine is about 2 s, which allows
for a very fine frequency resolution.

4.1.2. Mode Decomposition

In order to determine the nozzle admittance for each acoustic mode, the acoustic
pressure field p̂ is decomposed into the individual mode-dependent contributions p̂mn,
see Eq. (2.41). The mode separation is achieved by fitting the computed pressure values
p̂ to the general ansatz for the acoustic pressure field, see Sec. 2.4, accounting for modes
which are cut-on. The definition according to Eq. (2.49) for the azimuthal pressure
distribution is used. For the present investigation, frequencies are limited to the T1
mode yielding for the fitting procedure in a cylindrical frame of reference:

I∑
i=1

J∑
j=1

K∑
k=1

[
p̂(xi, rj, θk)−

(
p̂00(xi, rj, θk, φ̂) + p̂10(xi, rj, θk, φ̂)

)]2 != min, (4.3)

where φ̂ = (F̂00, Ĝ00, F̂10, Ĝ10, δ) denotes the vector of unknowns to be solved for. Fur-
thermore, i, j, k indicate the spatial coordinates which are used for the fitting procedure.
The optimization problem is solved by utilizing the Newton-Raphson-Method in MAT-
LAB. A high number of I, J,K = (10, 8, 10) monitor points is used in axial, radial and
azimuthal direction to provide adequate fitting results, see Fig. 4.3.

4.1.3. Validation of Mode Decomposition

In the following, the mode decomposition method is validated for nozzle A. The vo-
lume integrated periodically averaged acoustic energy of the extracted modes stored
within the cylindrical section x = 50-107 mm is determined over frequency and com-
pared to the overall acoustic energy < Ea > within the same volume for nozzle A, see
Eq. (2.69).

Fig. 4.4 shows the contribution of the longitudinal < Ea
00 > and first transverse mode
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Fig. 4.4.: Energy ratio of the extracted modes and the entire acoustic energy in the
specified volume between x = 50-107 mm for nozzle A.

< Ea
10 > to the total acoustic energy < Ea >, which is also determined by Eq. (2.69)

using the acoustic quantities ûi and p̂, respectively.
Below approximately 2100 Hz transverse modes are cut-off and only longitudinal wave

propagation is present. Close to 1000 Hz the first longitudinal mode stores more and
more energy until it contains the entire amount at about 1000 Hz, which corresponds
to the L1 eigenfrequency. In the range from 1000 Hz to about 2100 Hz the energy
of the transverse mode increases in the volume. At higher frequencies the transverse
mode dominates. Further mixed modes with longitudinal components are present as
well. Above 3000 Hz radial modes propagate in the system, which are not accounted
for in the ansatz function. Minor overestimations of the energy occur. Nevertheless, the
mode decomposition method captures the relevant modes with sufficient precision for
the determination of nozzle admittances.

4.1.4. Admittances

Fig. 4.5 presents the obtained nozzle admittances for nozzle A (top) and B (bottom)
concerning both the longitudinal Y00 (left) and first transverse Y10 (right) mode with
a frequency resolution of ∆f = 10 Hz. In general, excellent agreement is achieved in
comparison with the analytical solution by (Bell and Zinn 1973) (BaZ) and experimental
data by (Kathan 2010, EADS Astrium, Ottobrunn) (exp.). Also, the available data for
Y00,A and Y10,A of nozzle A compares well with results calculated in time-domain by
(Kathan et al. 2011; Morgenweck 2013) (LEE-t).

Considering the admittances Y00,A/B of the longitudinal mode for nozzle A and B,
similarities are observed. The real parts are positive showing a peak value of about
Y00,A/B ≈ 2.5. The imaginary parts are mainly positive with a peak value of Y00,A/B ≈
1.8 but also minimum values of Y00,A/B ≈ −0.6 are observed. Furthermore, the peak
values of the imaginary part occur at the same frequency at which the real part shows
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Fig. 4.5.: Admittances of nozzle A (top) and nozzle B (bottom). Left: First longitudi-
nal mode (mn = 00). Right: First transverse mode (mn = 10).

an inflection point. Therefore, the change of the real part with respect to frequency is
highest when the value of the imaginary part is highest and its slope is zero. In turn,
the change of imaginary part is highest at the peak frequency of the real part.

The frequencies at which the maximum and minimum values occur are different for
both nozzle designs.

Moreover, the admittance of nozzle A varies over a wide frequency spectrum of over
2000 Hz, while nozzle B shows the variation of admittance in a considerably more
narrow frequency range. For higher frequencies only weak variations are observed both
for the real part and for the imaginary part. For very high frequencies, the longitudinal
mode becomes a purely running wave, i.e. Y00,A/B → 1+0i, which can be seen especially
for nozzle B.

The same observations as for the Y00 mode are made for the first transverse mode but
at higher frequencies. However, the nozzle B admittance shows very strong variations
and two maxima and minima of the real and imaginary part are found within the
considered frequency range.

A strong damping effect of the nozzle is established for high acoustic intensity flux
through the nozzle, see App. B.5. According to Eq. (B.22), the flux is defined by the
absolute pressure value |p̂|2. The pressure distribution depends, however, on the entire
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system including consistent boundary conditions at the inlet. Consequently, the nu-
merical model for the determination of the nozzle admittance cannot be employed to
calculate acoustic pressure at the admittance reference plane.

However, high damping can also be realized by maximized values of the nozzle ad-
mittance in terms of its real part and absolute value. For this purpose, a rule to rapidly
determine the frequencies of the maximum admittance values is derived and presented
in App. C.2.

4.1.5. Use of the Nozzle Admittance as Boundary Condition

Although the nozzle admittance for a specific acoustic mode is homogeneously dis-
tributed in cross-section, see App. C.1, it is unfavorable to use the nozzle admittance
as a boundary condition for various reasons:

In time domain, all eigenmodes which oscillate with a frequency resolved by the
numerical time step are present simultaneously. The usage of an admittance boundary
condition, however, requires the decomposition of the acoustic field into its eigenmodes
in order to account adequately for each mode admittance, see App. C.1. The mode
separation method needs to be applied at each time step decelerating the solution
process and attributing to potential errors.

The usage of the composed admittance is in turn complicated, since the pre-processing
for the characterization of Y needs to be based on the actual pressure and velocity field
in the full system. However, the actual distributions are given by the solution of the
stability prediction procedure and are not a priori known. Consequently, an iterative
procedure would be required. Furthermore, the composed admittance depends on cross-
sectional coordinates, see App. C.1, which both complicates the characterization further
and requires great modeling effort in the subsequent simulations.

In rocket engines, the nozzle usually provides enormous damping on longitudinal
modes reducing the attributed amplitudes significantly (Morgenweck et al. 2010). The-
refore, only the admittance of the higher-order modes appear to be relevant and might
be used as outlet boundary condition. However, higher-order modes still need to be
decomposed and the error introduced by neglecting the longitudinal part needs to be
validated for each configuration.

Eigenvalue studies in frequency space, in turn, inherently describe decomposed mo-
de results. It might appear plausible to impose the admittance for the mode under
consideration and investigate the results for this specific mode. However, as discussed
before, the higher-order modes admittance can be characterized for frequencies above
the cut-on frequency only and the circle of confidence is limited accordingly, see Sec.
3.3.1. Besides, for longitudinal modes the dimension of the circle is restrictive due to
the zero frequency limit. An accurate evaluation of the admittance at any complex
frequency Ω is therefore not possible using a complex fit according to Eq. (3.21).

The influence of an insufficiently large circle of confidence on the accuracy of the
transfer behavior is demonstrated for Re(Y00,A). To generate a reference data set, the
admittance is determined for different complex frequencies including damping rates
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different damping rates.
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up to λ = 1000 rad/s on the basis of LEE field solutions including the nozzle. For
the determination of the complex fit according to Eq. (3.21), the previously presented
nozzle A admittances are employed, see Sec. 4.1.4. A polynomial order ofKf = 5 is used.
The fitted function is evaluated to determine the admittance for complex frequencies.
Finally, the admittance evaluated by the fitting function for complex frequencies is
compared to the admittance findings from the LEE field results.

A comparison between both approaches is shown in Fig. 4.6. For the undamped case
the results coincide well. For increased damping rates, however, deviations occur, which
are initially observed at the frequency bounds. For higher damping rates, the deviations
increase narrowing the frequency range with accurate results further. The comparison
indicates that for high damping rates in the middle of the frequency range and for
already moderate damping rates for frequencies close to the bounds, significant errors
are introduced yielding an incorrect nozzle damping influence.

In Fig. 4.6 the circle of confidence is also indicated. Since frequency and damping rate
are not plotted with the same grid spacing, the confidence region appears elliptical and
not circular, cf. Fig. 3.2. It can be seen that the error propagation from the frequency
bounds towards the center with increasing damping rate corresponds approximatively
to the circumference of the region of confidence. For high damping rates the region
of confidence is narrow. Correspondingly, the range of accurately determined acoustic
admittance is limited to a small frequency range.

In conclusion, the incorporation of the thrust nozzle into the computational domain
yields accurate damping rates and avoids modeling issues concerning the usage of the
nozzle admittance. For the incorporation of the nozzle, only low computational reso-
lution is required, increasing turnaround times only insignificantly for frequency space
consideration as well as for time domain simulations. Therefore, the direct simulation
of the nozzle is highly beneficial and most accurate.

4.2. Dome Coupling and Determination of Damping Rates

The numerical model of the nozzle configuration with chamber element investigated
in the previous section is extended towards a more realistic rocket engine design ups-
tream of the chamber and used to demonstrate the capabilities of the dome coupling
concept introduced in Sec. 2.7.5 in time domain and frequency space. The experimental
configuration upstream consists of a perforated plate, a pipe element and a thin annu-
lar slit in which choked conditions are established to decouple the chamber acoustically
from the supply system, see Fig. 4.7 (left). The perforated plate imitates the face plate
comprising a high number of injectors. The Mach number in the holes is 0.4, which is
significantly larger than in case of a realistic injector flow, but necessary to generate
choked nozzle conditions. Further geometrical specifications of the perforated plate are
given in App. D. Otherwise the same conditions as before are applied using nozzle A,
see Tab. 4.1. In the simulations, the perforated plate is replaced by a representative
scattering matrix, which couples the chamber with the upstream pipe element, cf. Sec.
2.7.5.
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Fig. 4.7.: Extended non-reactive rocket engine system (left) and pipe element with
perforated plate (right).

The dome coupling concept is demonstrated in two steps. First, the perforated plate
is considered in a simple pipe configuration, see Fig. 4.7 (right). The goal is to im-
pose the experimentally determined scattering matrix of the perforated plate in the
computation and to reconstruct the transfer behavior from the simulation data. The
numerical findings are finally compared to the experimental results. Afterwards, the ei-
genfrequency and the damping rate of the T1 mode propagating in the extended rocket
engine system are determined and validated against experimental findings.

4.2.1. Reconstruction of the Scattering Matrix

The experimental procedure for the determination of reflection and transmission co-
efficients of the perforated plate is briefly described first. The perforated plate is placed
in a simple pipe element with an equal diameter of 92 mm and a flow with a Mach
number of 0.25 as in the extended rocket engine system, see Fig. 4.7 (right) and Tab.
4.1 . It is assumed that the perforated plate sufficiently decouples the upstream and
downstream transverse acoustic motion and that the propagation of acoustic fluctuati-
ons is strictly longitudinal in the single holes. In this situation the scattering matrix is
capable of describing the transfer behavior.

For the determination of the scattering matrix of the perforated plate, the two-source
location method is applied, which is based on two independent excitation states deno-
ted with A and B in Fig. 4.7 (right) (Åbom 1992; Åbom and H. Bodén 1988; Bodén and
Åbom 1986; Kathan 2013; Lung and Doige 1983; Munjal and Doige 1990; Paschereit
et al. 2002). A detailed description of the siren excitation method can be found in (Ka-
than 2013). The calculation of the generalized Riemann invariants for each excitation
state upstream and downstream, i.e.

F̂A/Bmn,u, ĜA/Bmn,u, F̂
A/B
mn,d and ĜA/Bmn,d, (4.4)

is obtained employing the fitting-procedure according to Eq. (4.3). The dynamic pres-
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Fig. 4.8.: Comparison of scattering matrices of the perforated plate for the longitudi-
nal and first transverse modes calculated from experimental measurements
in the simple pipe element, cf. Fig. 4.7 (right).

sure is recorded at ten sensor locations upstream and downstream which are distributed
axially and circumferentially at the walls close to the perforated plate. The scattering
matrix is finally determined from the solution of(

Tu(ω) Rd(ω)
Ru(ω) Td(ω)

)
=
(
F̂Amn,d(ω) F̂Bmn,d(ω)
F̂Amn,u(ω) F̂Bmn,u(ω)

)(
ĜAmn,u(ω) ĜBmn,u(ω)
ĜAmn,d(ω) ĜBmn,d(ω)

)−1

. (4.5)

As explained in Sec. 2.7.5, the dome coupling concept is based on a mode indepen-
dent scattering matrix. However, according to Eq. (4.5), the calculation of the matrix
elements involves mode dependent Riemann invariants. Consequently, for frequencies
above the cut-on frequencies of higher-order modes, the scattering matrix can be deter-
mined for each mode individually. To show that the scattering matrix is in fact mode
independent, the matrix elements are calculated for both the longitudinal (mn = 00)
and the first transverse (mn = 10) mode in the range between the cut-on frequencies of
T1 and T2 using the experimentally measured pressure data. The comparison is shown
in Fig. 4.8. Overall, the mode dependent amplitudes and phases compare excellently.
Small discrepancies are observed for the phases of Tu and Rd, which might originate
from insufficiently accurate mode decomposition procedures. Nevertheless, it can be
concluded that the acoustic coupling of the pipe sections provided by the perforated
plate does not depend on a specific mode but only on frequency. Furthermore, longitu-
dinal or higher-order modes, if they are cut-on, can be used to determine the scattering
matrix. In the following, the scattering matrix determined for the first transverse mode
is employed.
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Fig. 4.9.: Computational grid for frequency space (left) and time domain solver (right).

In the next step, the simulations of the simple pipe configuration including the perfo-
rated plate in form of the scattering matrix are conducted. The computational domain
consists of two separated co-axially arranged pipe sections, which are coupled by means
of the scattering matrix. The used computational domain are shown in Fig. 4.9. The
gap between the sections represents the perforated plate. The single holes are not re-
solved, but the connection is applied to the entire coupling surface. Consequently, the
scattering matrix is determined such that the area ratio between the single holes and
the pipe cross-section is inherently included.

The application of the scattering matrix allows for coarse grids. Fig. 4.9 illustrates
that the grid resolution is chosen such that the T1 mode is just sufficiently resolved in
cross-section and the axial element size is not refined at the coupling boundary. Tetra-
hedral elements are chosen again in frequency space, see Fig. 4.9 (left). In time domain,
only hexagonal block-structured grids are applicable, see Fig. 4.9 (right). Altogether,
approximately 70,000 degrees of freedom are solved for in frequency space and in time
domain.

For the reconstruction of the scattering behavior from numerically determined pres-
sure p̂, the same procedure used for the experimental analysis is employed, see Eq.
(4.5). In contrast to the experiments, a higher number of data extraction positions is
used in the simulations to reduce potential errors originating from the post-processing
procedures.

The comparison between experimental findings and reconstructed data for the T1
mode is shown in Fig. 4.10. It can be seen that for the rather complex scattering
behavior excellent agreement of amplitude and phase is achieved for all matrix elements
over the entire frequency range. Small deviations originate from minor discretization
errors and slightly inaccurate fitting procedures.

The time domain results are shown in Fig. 4.15 together with the IIR filter repre-
sentation. Discrepancies between the reconstruction and the experimental values are
observed, which affect the accuracy of subsequent calculations of damping and grow-
th rates, respectively. For reasons discussed before, the constraints of the filter design
restrict its flexibility and applicability. If unacceptable errors are introduced, frequen-
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Fig. 4.10.: Comparison between experimental findings and reconstructed data for the
scattering matrix SM in case of T1 mode propagation.

cy space simulations should be preferred, which allow for accurate modeling of the
scattering properties, see Fig. 4.10.

Studies show that the virtual gap realized between the domains in the simulation
does not effect the results. Furthermore, the grid does not necessarily have to be chosen
equally on both surfaces. However, equal grid point patterns minimizes interpolation
errors.

A visualization of the coupling for the T1 mode at 2110 Hz is presented in Fig. 4.11.
It shows the normalized amplitude distribution of the generalized Riemann invariant
propagating in positive x-direction |(F̂10)| on the interface between the pipe sections
(left). The excitation is applied upstream and generates an asymmetric distribution
of |(F̂10)| over the cross-section. Nevertheless, the scattering matrix approach couples
the upstream and downstream surface adequately. Due to the bi-directional coupling,
the impact of any boundary condition in the downstream section is well described
in the upstream part and vice versa. The amplitude of transmission from upstream
to downstream reads |Tu (2110 Hz)| = 0.71. The transmission amplitude and phase
is homogeneous across the interfacing surfaces describing the longitudinal, point-wise
coupling.

To quantitatively illustrate the behavior of F̂10 in more detail, it is plotted along the
axial direction for an exemplary location in cross-section in the pipe elements, see gray
line in Fig. 4.11 (left). The corresponding distribution is shown in Fig. 4.11 (right). Close
to the lower x-limit, the influence of the excitation can be observed. The right-running
wave then propagates towards the coupling condition, where it gets transmitted to the
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frequency of 2110 Hz.

downstream section while exhibiting a reduction of amplitude of |Tu (2110 Hz)| = 0.71
and a small phase shift of ϕTu( (2110 Hz)) = −0.16 rad. Afterwards the wave travels
further downstream.

The same accuracy is achieved for longitudinal wave propagation in the pipe secti-
ons, i.e. for excitation frequencies below the cut-on frequency of the T1 modes. The
corresponding results are presented in App. E.

As long as the point-wise interface between two domains can be described via a longi-
tudinal propagation, the scattering matrix approach represents an efficient and accurate
realization of the coupling condition, especially for frequency space considerations. Fur-
thermore, it provides fast turnaround times while accounting for the acoustic damping
mechanisms described by the scattering matrix.

4.2.2. Determination of Damping Rates with Dome Coupling

Modeling concepts for dome coupling and the thrust nozzle were introduced above.
To demonstrate the validity of the approaches for eigenvalue studies, the damping rates
are determined for the non-reactive test case and compared to experimental findings.
The study is primarily focused on the T1 mode. Different types of boundary treatment
are used to highlight the influence of the dome coupling. Both frequency space and
time domain are compared again on the basis of nozzle A. The specifications and flow
conditions are given in Tab. 4.1.

4.2.2.1. Types of Inlet Boundary Treatments

Fig. 4.12 shows the different types of inlet boundary treatment. In a first step (I), the
dome is not included and the chamber inlet condition is modeled energetically neutral
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Fig. 4.12.: Step-wise approach for the modeling of dome coupling: Computational do-
main and inlet boundary treatment for I-III.

according to Eq. (2.96). The boundary condition at the inlet is imposed in form of Eq.
(2.97) yielding

Ri = RI = 1−M
1 +M

= 0.6. (4.6)

This configuration is referred to as reference case, in which only the nozzle attributes
to acoustic damping. The influence of the subsequently incorporated dome coupling is
revealed by comparing eigenfrequencies and damping rates to the reference case.

In a second step (II), the acoustic reflection coefficient RII of the entire dome subsys-
tem is imposed at the inlet. Since the pipe element upstream of the perforated plate
is not included in this simulation, the non-local reactivity of the dome coupling is not
accounted for and its influence can be analyzed, cf. Sec. 2.7.5. This case is referred to
as partially reflecting inlet. Ad hoc measured values of the admittance for the T1 mode
at the inlet are taken from (Kathan 2013) and transformed into a reflection coefficient,
viz.

Ri = RII. (4.7)

In a third and last step (III), the dome coupling is fully included. For this purpose,
the scattering matrix for the T1 mode presented in the previous section is applied to
the numerical setup, which accordingly reads

SM =
(
T III
u RIII

d

RIII
u T III

d

)
. (4.8)

The matrix reflection coefficient downstream RIII
d is not the same as RII. While RIII

d

contains the downstream reflection properties of the perforated plate only, RII descri-
bes the reflection properties of the entire dome subsystem upstream of the chamber
including further scattering effects at the choked circular ring and phase differences
generated by the upstream pipe section. For the simulations, the computational do-
main used for the characterization of the nozzle admittances, cf. Fig. 4.2, is extended
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Fig. 4.13.: Extended computational domain including dome coupling.

in upstream direction to incorporate the dome volume, see Fig. 4.13. Altogether, a
total number of approximately 100,000 DOF is solved for. Due to the non-isentropic
flow in the perforated plate and the accompanied reduction in the total pressure, a
slightly higher Mach number of 0.262 is present in the upstream pipe section than in
the downstream section of 0.25. Furthermore, slip wall conditions are imposed to its
remaining boundaries excluding potential damping mechanisms generated at its inlet.

4.2.2.2. Modeling of Scattering Properties in Time Domain

For the numerical simulations in time domain, the acoustic properties of the inlet are
converted into a digital filter formulation. The experimental values and the correspon-
ding filters for the reflection coefficient at the chamber inlet are shown in Fig. 4.14.

For case (I) the reflection coefficient RI has a constant amplitude and a zero phase
over the entire frequency range, which can conveniently be represented as a IIR filter
with a single coefficient b0 = 0.6, see Eq. (3.43) and Eq. (3.45).

The experimentally determined reflection coefficient RII
exp for case (II) is taken from

(Kathan 2013), which is also referred to for further information about the measurement
techniques. For modeling purposes an IIR filter RII

IIR is used with M = 2 and N = 1.
The filter coefficients bk and ak are given in App. F. The experimental findings and the
most accurate filter design found out are shown in Fig. 4.14. The IIR filter matches
the experimental values only to a limited extent, which highlights the inflexibility of
the filter generation. More accurate filter designs are possible for increasing polynomial
order, i.e. a higher number of filter coefficients. However, as discussed before, in the
frequency range below 2000 Hz and beyond 3500 Hz, spurious amplification of acou-
stic amplitudes due to artificially high values for the reflection coefficients is likely to
occur. In frequency domain, in turn, the experimental values can directly be used or
interpolated in between the given frequency points, which is a great advantage in terms
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Fig. 4.14.: Experimentally evaluated reflection coefficient for the cases (I)-(III) to-
gether with their IIR filter representation.

of pre-processing efforts and accuracy in the simulation.
Finally, for case (III) the scattering matrix of the perforated plate is imposed on the

interface between chamber and the upstream pipe element. First, the corresponding
IIR filter for the matrix reflection coefficient downstream RIII

d,IIR, which is based on po-
lynomials orders of M = 5 and N = 5, as well as its corresponding experimental values
RIII
d,exp are compared to RII

exp and RII
IIR, respectively, in Fig. 4.14. The filter accuracy

is rather poor in the lower frequency range. Moreover, in the higher frequency range
especially the phase values deviate strongly from the experimental findings. To increase
accuracy, a higher filter order was investigated and turned out as inadequate due to
the already described artificial strong amplification at very low frequencies.

In Fig. 4.15 the entire scattering matrix is shown in terms of experimental values and
IIR filter designs. Besides the already discussed discrepancies in case of RIII

d , stronger
deviations are found for the phase of the reflection coefficient upstream RIII

u . The overall
accuracy for the remaining coefficients is rather high. The polynomial orders of the
filters are reported in Tab. 4.2 and the coefficients are explicitly given in App. F.

In Sec. 3.3.1, different strategies were suggested to circumvent the problematic eva-
luation of boundary conditions at complex frequencies for the T1 mode in case of ei-
genfrequency studies. Considering RII

exp as well as SMIII
exp and their corresponding filter

representations around the T1 eigenfrequency, see Fig. 4.14 and Fig. 4.15, a rather con-
stant behavior is observed. Probably, this is due to the compactness of the perforated
plate in axial direction and the therefore very small time delays between ingoing and

Tab. 4.2.: Polynomial orders for the cases (I)-(III) and each scattering matrix element
for the perforated plate.

RI RII
IIR T III

u,IIR RIII
d,IIR RIII

u,IIR T III
d,FIR

M 0 2 2 5 2 0
N 0 1 0 5 2 0
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Fig. 4.15.: T1 scattering matrix for the perforated plate: Experimental findings, IIR
filter representation and reconstruction in time domain for case (III).

reflected or transmitted waves. Consequently, it is assumed that amplitude and phase
do not change with damping rate, which corresponds to modeling strategy 2 in Sec.
3.3.1.

4.2.2.3. Complex Frequencies and Mode Shapes

While eigenvalue studies are performed in frequency space, decaying pressure signals,
initially modulated by an impulse excitation, are monitored and a windowing FFT
procedure is applied to compute the mode frequency and damping rate in time domain
(Morgenweck 2013; Schulze et al. 2013b). The experimental findings are taken from
(Kathan 2010) and compared to numerical findings for the T1 mode in Tab. 4.3. In
case (I), the time domain results already reported in (Morgenweck 2013) are presented,
which are based on the same modeling and computational procedures as applied in
this thesis. Furthermore, eigenvalue studies are also conducted on the basis of the time
domain IIR filter values, which allows for a direct comparison between the numerical
methodologies.

Overall, the simulated eigenfrequencies f for (I)-(III) are in good agreement with
the experimental results. Time domain and frequency space consistently predict the
frequency slightly too low for case (I). In contrast, small overpredictions are observed
for case (II). Apparently, RI and RII do not fully reflect the time lags of the dome
subsystem. Especially the phase information seems to be inaccurate. In case (III),
excellent agreement of f is observed for the eigenvalue solution in frequency space.
Essentially, the direct computation of the wave propagation in the dome and chamber
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Tab. 4.3.: Comparison of eigenfrequencies f [Hz] and damping rates λ [rad/s] for the
considered cases (I)-(III). The experimental data of (III) is also used for the
comparison with the numerical results of (II) and of (III)/filter

(I) (II) (III) (III)/filter
f λ f λ f λ f λ

experiment 2160 63 2160 585
time domain 2134 35 2207 680 2207 347 2207 347
frequency space 2141 37 2215 583 2158 480 2177 291

together with the coupling description of the perforated plate captures the relevant
phase dynamics in the dome subsystem accurately. In contrast, the direct incorporation
of the dome in time domain still overpredicts the frequency, which is the consequence
of the inaccurate IIR filter representation.

Concerning the damping rates, time domain and frequency space results are in ve-
ry good agreement for case (I), but deviate from the experimental findings. However,
another analytical methodology predicts the damping rate considerably lower as well
(Köglmeier et al. 2010). It is therefore concluded that the numerical findings describe
the realistic damping rate accurately. The reason for the experimental inaccuracy pro-
bably originates from the intensity flux based post-processing method, used to appro-
ximately determine the damping rate under the hypothesis of an energetically neutral
inlet boundary (Kathan 2010).

Experimental findings are more trustful for case (II), since assumptions for the in-
tensity fluxes do not have to be made. Excellent agreement with experimental data in
terms of damping rates is obtained on the basis of the eigenvalue solution. Therefore,
the applied modeling strategy for the frequency dependent boundary conditions seems
to be adequate in frequency space. In contrast, in time domain considerable discrepan-
cies are observed again. Apparently, the insufficient accuracy of the IIR filter in terms
of both amplitude and phase is accompanied with an overprediction of damping.

In case (III), both time domain and frequency space simulations consistently predict
the damping rate too low. A difference between the experiment and the numerical case
(III) is, however, that the acoustic loss mechanism present at the choked inlet including
strong spatial mean flow gradients, is not incorporated in the numerical simulations, cf.
Fig. 4.7. Apparently, approximately 20 % of the system damping originates from the
choked inlet region. In case (II) the applied reflection coefficient RII also contains the
choked inlet effects and the damping rates in the numerical simulations, especially in
the frequency based approach, agree therefore well with the experimental findings.

Applying the filter values in frequency domain for case (III) yields considerably better
agreement between eigenvalue study and time domain for both mode frequency and
damping rate. Both methodologies provide similar results if the boundary conditions are
equivalent. This conclusion is confirmed by case (I), which is also based on a consistent
boundary treatment.
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Altogether, frequency space simulations on the basis of eigenvalue studies provide mo-
re accurate results than the time domain simulations if frequency dependent boundary
conditions are required. The dome coupling concept provides an adequate method to
incorporate the dome dynamics into the computation. The presented test case indicates
that it is generally not sufficient to lump the dome dynamics into a single reflection
coefficient. Although excellent agreement with experimental findings is observed for
the damping rate, the mode frequency is predicted more accurately when the wave
propagation within the dome is directly computed and relevant time lags are therefore
consistently described. In consequence, further modeling of additional boundary con-
ditions in the dome itself is then necessary, which might considerably attribute to the
overall damping.

Fig. 4.16 presents a comparison of the mode shapes of the cases (II) (left) and (III)
(right) in order to illustrate the effect of dome coupling on the pressure distribution.
The mode shapes are taken from the frequency space based computations and plotted
in terms of normalized pressure amplitude |p̂| (top) and its real part Re(p̂) (bottom).
Both cases (II) and (III) clearly show the typical T1 mode structure over the cross-
section. However, while case (II) exhibits acoustic amplitudes only in the chamber and
nozzle sections, the coupling allows for the propagation of acoustic fluctuations into the
dome in case (III). The point-to-point coupling can be observed again showing that the
T1 modes in chamber and dome are oriented in the same direction. Furthermore, the
reduction of amplitudes from the chamber into the dome according to the scattering
matrix is visible.

In both cases (II) and (III) the pressure amplitude is not constant in axial direction,
which is a direct consequence of the mean flow on the mode shape in the chamber and
nozzle section. The influence of the mean flow on the distribution of acoustic amplitudes
plays a crucial role for the understanding of the interaction between acoustics and
combustion, see Sec. 6.5 and Sec. 7.5.

Furthermore, the axial pressure distribution is considerably affected by the dome
coupling. Especially Re(p̂) shows that in case (III) the real part is considerably shif-
ted upstream. This behavior is explained by the axial extension of the domain, which
changes the amplitude and phase distribution. A different domain length and an alte-
red mode shape also influence the eigenfrequency, which explains why only case (III)
provides accurate predictions of f , see Tab. 4.3.

The decoupling of the acoustic system from the environment at the nozzle is also
visible. Downstream of the sonic line only insignificant pressure amplitudes are found,
indicating that this region is irrelevant for the T1 mode. The boundary condition at
the nozzle exit can thus be set arbitrarily. In terms of computational effectiveness,
however, non-reflecting conditions show best properties resulting in faster convergence
and shorter computational times.

From the experimental and numerical results important insights into the system dam-
ping are obtained. The findings indicate a significant increase of damping by almost a
factor of 20 as soon as the partially reflecting boundary condition is included. The ad-
ditional dissipation of acoustic energy is probably provided by shear layer instabilities
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Fig. 4.16.: Mode shapes of case (II) (left) and case (III) (right) taken from the eigen-
value studies: Normalized pressure amplitudes |p̂| (top) and its real part
Re(p̂) (bottom).

(Schulze et al. 2015b; Temmler et al. 2015; Wagner et al. 2013a) downstream of to the
perforated plate and also at the choked condition at the inlet of the system, see Fig.
4.7. As described in Sec. 2.2, the transfer of acoustic energy into fluctuating vortical
structures dominates the damping mechanism.

Another essential conclusion is drawn on the basis of case (I): The flux of acoustic
intensity through the nozzle is the only damping mechanism involved, which is domina-
ted by the convective transport of acoustic energy. Comparing the computed damping
rate for (I) with (II) and (III) shows that the damping capabilities of the nozzle flow is
weak for the T1 mode. The low nozzle damping can essentially be explained by perpen-
dicularly oriented transverse acoustic motion and mean flow. In contrast, longitudinal
modes are drastically damped by the nozzle, since mean flow and acoustic motion are
aligned in parallel, see App. G. In terms of modeling, especially in the time domain, the
high damping rates for longitudinal modes is advantageous. Essentially, the influence of
inaccurate filter designs potentially amplifying amplitudes in the longitudinal frequency
regime, i.e. the low frequency range, is compensated to a certain degree. Furthermo-
re, the impact of longitudinal modes propagating close to the eigenfrequency of the
T1 mode can be neglected, which allows for an adequate characterization of boundary
conditions and Flame Transfer Functions.
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Fig. 4.17.: Dependence of T1 eigenfrequency and damping rate on stabilization coef-
ficient ατ for mode A2 and mode B2.

4.2.2.4. Influence of Grid Resolution and Stabilization Parameter on
Eigenfrequency and Damping Rate

On the basis of stabilized finite element Method, the frequency space LEE provide
accurate predictions of the damping rates and frequency for the T1 mode for the non-
reactive experimental configuration. However, the involved stabilization coefficient ατ,
see Eq. (3.13) and Eq. (3.14), is so far not uniquely defined and appears as a source
of uncertainty. Hence, a study of the ατ influence on the eigenfrequency and damping
rate was conducted.

According to Eq. (2.47), two solutions A2 and B2 for the T1 mode exist, which are
shifted by π/2 in azimuthal direction. Since in the investigated configuration provides
rotational symmetrical conditions both in terms of the geometry but also for the mean
flow, see Fig. 4.1 and Fig. 4.13, it is expected that the damping rates for the A2 and B2
modes are equal. This criterion is used to find an optimum value for the stabilization
coefficient ατ. To demonstrate the procedure, the non-reactive test case configuration
(II) from the previous section is investigated.

In Fig. 4.17 the frequencies and damping rates for mode A2 and mode B2 are pre-
sented for increasing values of the stabilization coefficient starting from a lower limit
of ατ = 10−3. The experimental comparison data is also shown. It can be seen that
the eigenfrequencies f for A2 and B2 are constant and in very good agreement for a
wide range of ατ. At the lower limit of ατ deviations occur. Furthermore, for very high
values, variations of frequencies and discrepancies between both modes are observed,
which indicate that the optimum range for ατ is already exceeded.
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In general, the behavior of the damping rates is comparable between mode A2 and
mode B2. However, strong deviations between mode A2 and B2 occur both in the
lower and higher limits of ατ. Nevertheless, constant damping rates within the interval
ατ = [10−2 ; 2 · 10−1] can be identified, in which also good agreement between both
modes is present. Furthermore, the simulated damping rates match the experimental
comparison data.

In conclusion, an optimum stabilization coefficient ατ can be found iteratively on
the basis of minimized discrepancies between the complex frequencies of mode A2 and
mode B2. This procedure is especially independent of experimental comparison data
and allows for the predictive usage of the eigenvalue solution technique.

4.3. Absorbers under Grazing Flow Conditions

In rocket engines, absorbers are used to damp acoustic amplitudes. Often, absorbers
are located close to the face plate, see Fig. 1.1. In this region, the Mach number is
usually low. However, acoustic simulations including absorbers might still be subjected
to unphysical growth of numerical instabilities, cf. Sec. 2.7.4. Hence, the capabilities of
the LEE to describe the influence of such lateral boundary conditions under grazing
flow situations is discussed in this section.

As shown in the previous sections, frequency space LEE are more suitable for linear
acoustic analysis and provide shorter turnaround times. The following investigations
are therefore based on frequency space evaluations and time domain simulations are
not conducted.

First, longitudinal wave propagation over an absorbing liner configuration for different
Mach number flows is considered to highlight the general applicability of the LEE
under grazing flow conditions. Afterwards, the non-reactive test case equipped with
an absorber ring is considered to validate the LEE for the prediction of the absorber
influence on the T1 mode.

4.3.1. Longitudinal Wave Propagation - GIT Test Case

With focus on the investigation and development of liners for aero-engine applicati-
ons, the Grazing-Incidence-Tube (GIT) test case was operated at the NASA Langley
Research Center to provide experimental data for the validation of frequency depen-
dent, impedance boundary conditions under grazing flow situations in numerical tools
for longitudinal wave propagation (Jones et al. 2003, 2005). For given mean flow states,
excitation amplitude and frequency, the numerical simulations seek for the detailed
distribution of pressure in terms of Sound Pressure Level (SPL) and phase along the
liner. Since absolute values of pressure are of interest, accurate boundary conditions
at inlet, exit and at the liner are of particular importance. Furthermore, the acoustic
pressure excitation amplitude and phase has to match experimentally imposed values.

Several approaches were reported to describe the liner effect on pressure amplitudes

77



Non-Reactive Acoustic Analysis

Ceramic
tubular core

Rigid
backplate

Figure 3. Sketch of ceramic tubular liner.

C. Test Description

DETAILED mean flow profiles were acquired at three axial locations (x 203 mm, x 356 mm and x 559 mm) forthis investigation. At each axial location, nine probes (eight pitot probes and one pitot-static probe) were verticallytraversed across the test section to acquire a detailed survey (9 by 27 measurement array) across the cross-sectionalplane (see fig. 4). Numerical integration was used to compute an average Mach number for the selected axial plane.Finally, the average Mach numbers for each of the three axial planes were averaged together to attain a “smeared”average Mach number for use in the 2D-FEM and Q3D-FEM impedance eduction codes. For the current investigation,this process was completed for set-point centerline Mach numbers of 0.1, 0.2, 0.3, 0.4 and 0.5 (determined using apito-static tube located at approximately x 860 mm). However, the flow profiles measured for the set-point centerlineT
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ū

p̂ microphones

M = 0.32
0.23
0.14
0.0

Fig. 4.18.: Detailed illustration of the GIT test case including the location of the liner,
boundary conditions, microphone positions as well as the Mach number
profile in the duct (Jones et al. 2005). Dimensions are given in [mm].

with different levels of accuracy (Li and Thiele 2004; Morgenweck 2013; Richter et al.
2007). Such simulations are time consuming and require a rather complex modeling
of the frequency dependent boundary conditions. The results are, however, in good
agreement with the experimental data.

4.3.1.1. Test Case Description

The GIT test rig consists of a ceramic tubular liner matrix, which is mounted to the
top wall of a rectangular duct of quadratic cross-section with 51 mm side length, see
Fig. 4.18. The liner matrix with a length of 406 mm consists of parallel, cylindrical
cavities, each with a diameter of 0.6 mm and depth of l = 85.6 mm, which are arranged
perpendicular to the wall. Altogether, the surface porosity amounts 57 %.

The sinusoidal, single frequency excitation is located 203 mm upstream of the liner.
The outlet is 203 mm downstream, where a silencer reduces reflections to nearly an-
echoic conditions. At the bottom wall, 31 microphones are used to record the dynamic
pressure over the entire test rig length. Opposite to the liner the measurements locations
are concentrated.

For the numerical studies, the impedances of the liner and the exit are directly applied
to the corresponding boundaries. The liner impedance is experimentally determined at
the liner surface and assumed to be homogeneously distributed over the entire liner
surface. As shown in the test case description (Jones et al. 2005), the liner impe-
dance is obtained through the solution of a discretized convective Helmholtz equation,
cf. Eq. (2.38), by iteratively varying the impedance value at the boundary until the
complex pressure amplitudes match the given experimental measurements. Two- and
three-dimensional computations were performed for that purpose.

The measurements were conducted for different operation points. The operational
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Tab. 4.4.: Operational conditions for the GIT test case.
T̄ [◦C] p̄ [Pa] M [−]

22.6 101,945 0.0
23.0 109,501 0.079
23.6 103,434 0.172
23.6 107,473 0.255

conditions in terms of temperature T̄ , pressure p̄ and Mach number M of the air flow
are given in Tab. 4.4. The SPL is set to 120 dB (=̂ 20 Pa) throughout the entire study
and the frequencies f = 700, 1000, 2000 and 3000 Hz are simulated. The Mach number
distribution was experimentally determined and is given in the test case description
(Jones et al. 2005).

The Mach number is varied in order to investigate the influence of grazing flow on
the damping properties of the liner as well as on the numerical stability. A maximum
frequency of 3000 Hz is considered. Variations of sound pressure levels are not subject
to the present investigation. However, conclusions of the presented numerical methodo-
logy’s suitability are equally valid for different amplitudes, as long as the assumption of
linear acoustics is not violated. The excitation amplitude is set to 120 dB throughout
the entire investigation.

4.3.1.2. Exit and Liner Impedances

The impedances of the exit and the liner are given in the test case description (Jones
et al. 2005). The frequency dependent exit impedance Ze is shown in Fig. 4.19 in terms
of its resistance Re and its reactance Xe, hence

Ze = Re + iXe. (4.9)
The mode index mn is dropped here, since only longitudinal modes are present.

The reactance manifests the temporal storage of acoustic energy and shows only weak
dependence on both frequency and Mach number. The resistance, in turn, represents
the loss of acoustic energy and clearly depends on frequency and Mach number. Overall,
the exit impedance for the considered frequency and Mach number range can roughly
be estimated by

Ze = 1 + i0, (4.10)
for low Mach numbers, which corresponds to the condition of an anechoic exit, cf.
Eq. (2.100). For higher Mach numbers the deviations of the exit impedance from an
anechoic exit condition become larger. To fully account for the reflection properties of
the exit, the given values for the exit impedance are used in the simulations.

The liner impedance ZL is shown in Fig. 4.19 and is equivalently defined by
ZL = RL + iXL, (4.11)
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Fig. 4.19.: Exit (top) and liner (bottom) impedances in terms of resistance (left) and
reactance (right) for different Mach numbers (Jones et al. 2005).

In general, strong damping of acoustic waves is expected if the liner impedance matches
non-reflecting conditions according to Eq. (4.10) best. Among the considered frequen-
cies, these conditions are approached closest by resonant frequencies of 1000 Hz and
3000 Hz. For a frequency of 700 Hz considerably higher values than unity for the li-
ner resistance and significant contributions from the liner reactance lead to only weak
damping capabilities. An anti-resonant frequency is found at approximately 2000 Hz,
where maximal values for the resistance are reached, while the reactance shows an in-
flection point. Therefore, in case of an excitation frequency of 2000 Hz weak damping
of acoustic waves is expected.

In general, the x-th eigenfrequency for a single liner hole is given by

fL,x = (2x− 1)c
4l . (4.12)

Considering the length of a single hole l, the first and second harmonics are found at
frequencies of fL,1 = 1002 Hz and fL,2 = 3006 Hz. As discussed before, high damping
capabilities are expected for these frequencies. In case of an eigenfrequency, a standing
mode pattern is established in the single hole. On the one hand, viscous dissipation
inside the hole contributes to damping. On the other hand, the velocity anti-node at
the single hole exit leads to a strong coupling between the hole acoustics and grazing
flow and damping is greatly enhanced due to the generation of vortical structures in the
vicinity of the hole exit. In turn, for the anti-resonant frequency at 2000 Hz, the single
hole can hardly be excited by the acoustic waves. Consequently, dissipative effects due
to the coupling do not occur. In that situation the liner essentially acts similar to a slip
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wall, which is defined as the limit case of

ZL →∞. (4.13)

For an excitation of 2000 Hz, high values for the liner resistance are confirmed in Fig.
4.19.

4.3.1.3. Mean Flow Profiles

For the different Mach numbers detailed two-dimensional mean flow profiles are pro-
vided for the GIT test case at axial positions of x = 203, 356, 559 mm. The Mach
numbers listed in Tab. 4.4 represent averaged values over the three measurement pla-
nes. In Fig. 4.18 the mean Mach number distribution is illustratively shown at an axial
position of x = 203 mm for the case of M = 0.255. The maximal Mach number in the
center reaches 0.32. The measured profiles can directly be used in the simulations and
the generation of a mean flow by CFD means is not necessary here. Furthermore, mean
density is determined by

ρ̄ = p̄

RT̄
, (4.14)

cf. Eq. (2.10), and speed of sound by

c =
√
κRT̄ , (4.15)

for an ideal gas.

4.3.1.4. Numerical Setup

The pressure distributions are determined on the basis of isentropic LEE in frequency
space. Since the frequencies are explicitly given, the frequency response is calculated
using Eq. (3.16).

To show the influence of the numerical grid on the results, three stages of resolution
are used reaching from approximately 50,000 elements for the coarsest grid to appro-
ximately 210,000 elements for the highest resolution, see App. H. For all grids linear
shape functions are used on tetrahedral elements in an unstructured pattern. The time
consumption for a single frequency calculation on a standard 2.6 GHz, 8 Gbyte RAM
machine varies between 5-30 s.

4.3.1.5. Acoustic Pressure Distributions

For the simulation of the GIT test case the following boundary conditions are applied,
see Fig. 4.18. An acoustic driver is used at the inlet to emit acoustic waves propagating
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in positive x-direction. Using the decomposition of an acoustic wave into downstream
(p̂+) and upstream (p̂−) running waves by6

p̂±

ρ̄c
= 1

2

(
p̂

ρ̄c
± û

)
, (4.16)

the source is modeled conveniently by setting the downstream running wave at the inlet
p̂+|i according to the experimentally given sound pressure level p̂|exp with zero phase,
viz.

p̂+|i = p̂|exp, (4.17)

see Tab. 4.4, and the upstream running wave at the inlet surface accordingly to zero,
viz.

p̂−|i = 0. (4.18)

At the exit the acoustic impedance is imposed according to Eq. (2.89), i.e.

p̂

ûiniρ̄c

∣∣∣∣∣
e

= Ze. (4.19)

Motivated by the purely longitudinal wave propagation, it can be assumed that the
impedance is homogeneously distributed over the exit plane.

In the simulations the liner structure is not resolved, but its impedance is used as
boundary condition. As stated in the test case description (Jones et al. 2005), locally
reacting properties of the liner cavities can be assumed. It is therefore sufficient to
prescribe the liner impedance at the corresponding location. Furthermore, the given
impedances are determined such that a single value represents the entire liner surface.
In the simulation, the impedance value for a given frequency is hence homogeneously
distributed over the entire liner plane.

The boundary layer at the liner surface is not resolved in the simulation. In general,
the influence of the boundary layer on the acoustic propagation can be accounted for
by a modified impedance boundary condition, which is proposed by (Myers 1980) and
was already explained in Eq. (2.91). To use the modified boundary condition in the
GIT test case, it is applied in a different form. As shown in (Morgenweck 2013) and
(Schulze and Sattelmayer 2015b), an effective impedance can be derived, which reads

ZL,eff = ZL
1−M , (4.20)

and is based on the assumption that the axial wave number kx and the free space wave
number k are equivalent. The justification of this assumption can be found in (Schulze
and Sattelmayer 2015b).

6Riemann invariants may be used as well, cf. Eq. (2.77) and Eq. (2.78).

82



4.3 Absorbers under Grazing Flow Conditions

Fig. 4.20.: Cut-plane used to visualize pressure distribution (gray). Visualization lines
used to plot surface normal velocity (red) and to compare numerical and
experimental pressure values (blue).

In the simulation the effective impedance boundary condition is applied to the liner
surface, viz.

p̂

ûiniρ̄c

∣∣∣∣∣
L

= ZL,eff. (4.21)

The remaining boundaries are modeled as free slip walls, cf. Eq. (2.72).

4.3.1.6. Results

In a first step, the fields of the acoustic pressure distributions are analyzed. For
that purpose a representative cut-plane in the center of the computational domain is
utilized, see Fig. 4.20. At the liner segment’s surface the normal velocity component is
considered as well. It is highlighted as a red line in Fig. 4.20.

For the following considerations a constant Mach number and hence constant axial
mean velocity is used. Fig. 4.21 shows the real part of the pressure distribution Re(p̂) in
[Pa] for the excitation frequencies of 1000 Hz and 2000 Hz for the two Mach numbers
M = 0.0 (top) and M = 0.172 (bottom). In general, the acoustic simulations on
the basis of frequency space transformed LEE provide stable solution procedures and
meaningful field results.

In Fig. 4.21, the propagation of a longitudinal wave is clearly visible with a wavelength
according to the frequency. In case of a resonant frequency at 1000 Hz the acoustic wave
is rapidly damped in the liner segment leading to almost complete attenuation at the
exit for both Mach numbers M = 0.0 and M = 0.172. In turn, for an anti-resonant
frequency at 2000 Hz, high pressure amplitudes are observed throughout the entire liner
length with only moderate attenuation. It is also shown for both frequencies that the
mode shape is influenced by the liner, leading to a slightly bowed wave front. Possible
higher-order modes, however, are strongly damped due to the fact that the considered
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2000 Hz

Fig. 4.21.: Pressure distribution Re(p̂) for M = 0.0 (top) and M = 0.172 (bottom)
together with liner surface normal acoustic velocity (arrows).

frequencies are well below the respective cut-on frequency, which is approximately 3400
Hz for the GIT test case. For that reason, higher-order modes do not play a role. In
the segments upstream and downstream of the liner only planar waves are traveling.

To illustrate the liner effect, the transverse velocity pointing into and out of the liner,
respectively, is also presented in Fig. 4.21 in form of arrows. The length of the arrows
is equally normalized for all plots. Significantly higher velocities at the liner surface are
observed for the resonant frequency at 1000 Hz than for the anti-resonant frequency
at 2000 Hz for both Mach numbers M = 0.0 and M = 0.172. Furthermore, for the
1000 Hz case, relevant velocity contributions are only present until the wave is almost
completely attenuated. For the anti-resonant case at 2000 Hz, velocities are observed
within the entire liner length, which get only weakly reduced. As explained before, at
the eigenfrequency of the liner holes, a velocity anti-node is established at the hole exit
leading to high velocities, cf. Sec. 4.3.1.2. For an excitation of 2000 Hz, the single liner
hole acoustics cannot considerably be excited, leading to rather transverse acoustic
velocities at the hole exit. Consequently, the interaction of the single hole acoustics
with the grazing flow is weak. Therefore, only low damping effects are present.

Similar observations are made for the other Mach numbers of M = 0.079 and M =
0.255 and frequencies of 700 Hz and 3000 Hz (not shown). Due to the influence of
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convective transport by the mean flow the wavelengths is slightly higher for increased
Mach numbers. Consequently, also the distribution of the transverse velocity over the
liner segment is affected.

Altogether the conclusions drawn from the experimentally determined liner impe-
dance in terms of damping properties before are clearly confirmed by the investigations
of the field pressure distribution and transverse velocity, cf. Sec. 4.3.1.2.

The obtained pressure distributions are compared to experimental values using a
constant Mach number distribution. For that purpose the computed pressure values are
taken along the blue line illustrated in Fig. 4.20, which coincides with the microphone
locations, see Fig. 4.18. In Fig. 4.22 the pressure distributions are shown in form of
SPL with a reference pressure of 20 [µPa], viz. Ehrenfried (2003)

SPL = 20 log10

(
Re(p̂)/

√
2

20[µPa]

)
, (4.22)

together with the comparison data for all frequencies and the two highest Mach numbers
(left column). Additionally, the phase of pressure is shown (right column). Altogether,
an excellent agreement between the numerical results and the measured data for both
SPL and phase is obtained. The complex interaction between the liner influence on the
wave propagation and the impact of the exit impedance is accurately predicted by the
frequency transformed isentropic LEE. The excellent comparison is, of course, also a
result of the accurate liner and exit impedances given in the test case description (Jones
et al. 2005).

Three different numerical resolutions are tested to analyze grid convergence, see App.
H. The impact of the grid resolution is exemplarily shown in Fig. 4.22 in case of M =
0.172 and for two frequencies of 1000 Hz and 2000 Hz. For both SPL and phase a very
good agreement between the different grid resolutions is obtained.

Therefore, it can be concluded that grid convergence is reached for this Mach number
and frequency. Consequently, the coarsest grid is used for all simulations of the GIT
test case. The chosen excitation method seems to adequately represent the experimental
excitation procedure. The rather coarse discretization is sufficient to describe accurately
the wave propagation and capture the impedance boundary condition, see App. H. The
numerical data reproduces small variations very accurately and even captures the sharp
interfaces between the wall segments and the liner segment.

Concerning the relevance of the mean Mach number profile, a weak influence on
the pressure distribution is observed in this study. Especially the phase values, which
strongly depend on the mean axial velocity, are met quite well using a constant Mach
number distribution. However, small deviations between the numerical results and the
experimental measurements of the phase are sometimes observed in the section down-
stream of the liner, see e.g. M = 0.172 as well as M = 0.255 for a frequency of 1000
Hz in Fig. 4.22.

For the case of a resonant frequency at 3000 Hz small deviations for the SPL are ob-
served for Mach numbers of M = 0.172 and M = 0.255. Particularly the slope of SPL
with respect to the axial coordinate seems to be slightly underpredicted by the calcu-
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lations. Small errors in the educed liner impedances from experimental considerations,
however, might yield to such deviations in the numerical results.

In case of M = 0.255 the impact of the effective impedance on the SPL is analyzed,
cf. Eq. (4.20). Fig. 4.22 shows the results in comparison to the results on basis of the
unmodified impedance. Small deviations are found both for the SPL and for the pha-
se. In general, the effective impedance seems to be better suited for a more accurate
representation of the slope of SPL over axial distance for 1000 Hz and 3000 Hz. Interes-
tingly, for increasing axial distance the inaccuracy of the calculated phase values seem
to increase in case of the unmodified impedance, while the effective impedance predicts
accurate results for almost all cases. For 2000 Hz excitation the deviations between
both impedance formulations are barely noticeable, which can be explained by the only
weak damping effects for this frequency.

From the results, strong damping properties of the liner for wave propagation in
case of resonant frequencies at 1000 Hz and 3000 Hz are observed once again. For the
anti-resonant frequency at 2000 Hz the liner damping capabilities are low for all Mach
numbers. For increasing Mach numbers the damping of the acoustic waves is reduced,
yielding higher SPL values downstream of the liner, except for an excitation frequency
of 3000 Hz, for which the exit SPL values are roughly the same for all Mach numbers.

Additionally, the comparison of SPL and phase for M = 0.0 and M = 0.079 is given
in App. H.

Finally, the influence of the mean flow profile on the pressure distribution is studied.
For this purpose, the case of a resonant frequency at 1000 Hz and a Mach number of
M = 0.172 is employed considering the detailed Mach number distribution. A com-
parison is given in Fig. 4.23. Clearly, the influence of the detailed mean axial velocity
distribution is of minor importance. The SPL is only slightly changed in the secti-
on downstream of the liner. The deviations of the phase increases in axial direction.
Overall, the discrepancies are very small. The influence of the mean flow profile on the
damping properties of the GIT test case was also consistently reported in (Jones and
Nark 2010).
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4.3.2. Absorber Influence on First Transverse Mode

In this section, the interaction of absorbers under grazing flow conditions with trans-
verse modes is investigated. Time domain results were presented in (Schulze et al. 2012)
and (Köglmeier et al. 2014a). In (Schulze et al. 2012) quite inaccurate results for the T1
mode damping rate were reported and the results could only be analyzed qualitatively.
In turn, (Köglmeier et al. 2014a) presented reasonable results on the basis of quiescent
flow conditions without considering any grazing flow.

To demonstrate the capabilities of the chosen modeling approach to capture the influ-
ence of an absorber ring under grazing flow conditions on the T1 mode and investigate
the impact of an absorber ring on the system dynamics, the frequency response is de-
termined and compared to experimental findings for different absorber cavity lengths
in a first step. Afterwards, eigenfrequencies and damping rates for the T1 mode are
validated. Finally, the impact of the absorber ring position and the cavity length on
acoustic damping are analyzed.

4.3.2.1. Test Configurations

The validations and investigations are carried out for the non-reactive test case de-
scribed in Sec. 4.1 for nozzle A. Mass flow, mean pressure and temperature are the
same, see Tab. 4.1. However, the chamber is additionally equipped with an absorber
ring, which comprises 20 cavities with a diameter of DA = 8 mm. The cavities are
equidistantly distributed in circumferential direction and set to the same length, which
is varied between lA = 30 mm and 45 mm in 5 mm steps. At first, to simulate a typical
rocket engine arrangement, the absorber ring is located closely to the face plate, i.e. to
the perforated plate. This absorber ring location is referred to position 1 (P1), see Fig.
4.24 (left). The distance between the perforated plate and the absorber ring amounts
lP1 = 36 mm. Experimental validation data for this arrangement in terms of frequency
response as well as eigenfrequencies and damping rates for the T1 mode is taken from
(Kathan 2013).

Experimental findings showed that an absorber ring arranged according to configura-
tion P1 reduces the damping rate of the T1 mode (Kathan 2013). Further experimental
evaluations indicate significant influence of the absorber ring’s axial location on the
damping properties (Kathan 2013; Schulze et al. 2015a). To investigate this phenome-
na, a second configuration P2 is considered as well, where the absorber ring is located
at position 2, which is close to the nozzle, see Fig. 4.24 (right). In this case, lP2 is 102
mm.

4.3.2.2. Computational Setup and Absorber Model

The computational domain is shown in Fig. 4.24 in red and corresponds essentially to
the domain used in the previous sections, see Sec. 4.1 and Sec. 4.2. A detailed overview
of boundary conditions and the grid topology is shown in Fig. 4.25.
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absorber ring

lP1 lP2
lcc

lA

Fig. 4.24.: Experimental test configuration and computational domain (red) for ab-
sorber ring positions P1 (left) and P2 (right).

Since frequencies and damping rates can be predicted reasonably accurate on the basis
of a reflection coefficient for the entire dome sub system, see Tab. 4.3 case (II), the dome
volume is not included in the following analysis. Instead, the reflection coefficient RII

exp
is imposed at the inlet boundary conditions, cf. Fig. 4.14.

Acoustic excitation is necessary to determine the frequency response. In the experi-
mental procedure, broadband excitation using natural flow noise is employed to provide
a fast procedure for the determination of the Power Spectral Density (PSD) (Kathan
2013; Schulze et al. 2015a). The high Mach number flow, especially in the single holes of
the perforated plate, generates a satisfying acoustic signal-to-noise ratio. In the nume-
rical evaluations, however, flow noise is not included. Acoustic excitation is provided by
velocity modulation on a small circular region, which is eccentrically located at the inlet
surface, see red circle at the inlet in Fig. 4.25. In comparison to the procedure employed
for the determination of the nozzle admittance in 4.1.1, the location for excitation at
the inlet is advantageous here, since it provides a larger distance to the absorber ring
and reduces unwanted interactions with the cavities. Furthermore, it models the flow
noise excitation more realistically. The boundary condition reads

ûini|exc. inlet = ûv. (4.23)

Modeling the velocity excitation amplitude ûv is difficult, since the frequency spectrum
of the flow noise modulation is unknown. The noise generation, however, is primarily
based on turbulence, which is dominated by the dynamics of the emanating shear layer
at the single holes of the perforated plate. According to (Michalke 1965), the shear
layer behavior can be characterized by the Strouhal number St. It is shown that for St
< 0.25 the shear layer is unstable and strong excitation can be expected. In turn, stable
behavior is found for St > 0.25. According to (Boij and Nilsson 2006), the Strouhal
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R = 0
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exp

velocity excitation
û = û∗

Fig. 4.25.: Numerical grid and boundary conditions for the acoustic simulation of the
non-reactive test case with absorber ring.

number can be approximated by

St = ωdBL

cM
, (4.24)

where the boundary layer thickness dBL at the separation edge is defined as 10 % of
the upstream pipe radius in case of an area expansion. For the perforated plate its
radius is used. For the highest considered frequency of 3000 Hz, a Strouhal number of
0.021 is found, which is well below the critical St number. In consequence, a constant
amplitude modulation for acoustics is applied. The amplitude of the velocity excitation
is scaled such that the resulting maximum amplitude in the frequency response coincides
with the maximal amplitude in the experimental spectrum. For linear acoustics, such
a scaling procedure is allowed.

For the determination of the frequency response, the reflection coefficient of the per-
forated plate needs to be applied for the considered entire frequency range. Below the
cut-on frequency of the T1 mode, longitudinal modes dominate the acoustic field. The
reflection coefficient for longitudinal excitation is taken from (Kathan 2013) and shown
in App. I. Furthermore, it is assumed that transverse mode motion dominates in the
high frequency regime and the reflection coefficient for the T1 mode can therefore di-
rectly be applied. This assumption is justified by the fact that the nozzle provides high
damping for longitudinal modes.

As described in Sec. 2.7.4, the detailed absorber inlet regions are not resolved but the
reflection coefficient of each single absorber RSA is mapped onto the corresponding shell
surface, see Fig. 4.26. The mapping is represented in form of an equivalent reflection
coefficient for the absorber ring RAR. The shell width is set equal to the cavity diameter.

The transformation of a reflection coefficient of a single absorber RSA into RAR is
based on conservation of fluctuating mass and reads

RAR = ASZSA −NSAASA

ASZSA +NSAASA
, (4.25)

where ZSA denotes the impedance of a single absorber. Furthermore, AS and ASA denote
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RSA → RAR

Fig. 4.26.: Mapping of the single absorbers onto the circular shell surface.

the areas of the shell surface and single absorber inlet, see App. J, andNSA is the number
of absorbers in the ring.

The reflection coefficient of the absorber cavities is not given experimentally and is
therefore determined from theoretical models. Different absorber models are proposed
e.g. in (Cárdenas 2014; Cárdenas and Polifke 2011; Ingard 1953; Ko 1971; Laudien
et al. 1995; Pieringer 2008; Rienstra 2006; Tam and Auriault 1996). All these models
contain certain parameters which can either be linked to further relations or need to be
calibrated on the basis of experimental results or sophisticated numerical procedures.
The presented results are based on the quarter wave model suggested in (Laudien et al.
1995). It defines the impedance by

ZSA ρ̄ c = 2
(

1 + εnl + lA
DA

)
√

2µρ̄ ω + iρ̄ c cot
(
le ω

c

)
. (4.26)

In Eq. (4.26), εnl denotes a non-linear resistance factor and le an effective length, which
takes inertia effects into account and is approximately given by (Munjal 1987)

le = 4
3πDA ≈ 0.424DA. (4.27)

The non-linear resistance factor is a major source of uncertainty. As originally proposed
in (Garrison et al. 1969) and discussed in (Cárdenas 2014), εnl may vary over several
orders of magnitude depending on the SPL. In the present test case, maximal pressure
amplitudes of up to approximately 167 dB (5000 Pa) are observed close to the eigen-
frequencies, which results in εnl = O(102) (Kathan 2013). For other frequencies, the
SPL is considerably lower and εnl reduces accordingly. Throughout this investigation
the non-linear factor is set to εnl = 10.

The reflection coefficient RAR for the considered cavity lengths is shown in Fig. 4.27
in terms of amplitude and phase. At the quarter wave eigenfrequency of the cavities,
which is given under the conditions that the imaginary part of the impedance in Eq.
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Fig. 4.27.: Amplitude (top) and phase (bottom) of the absorber ring reflection coeffi-
cient.

(4.26) is zero, low reflection amplitudes and an anti-phase behavior of ingoing and
outgoing waves are observed. Hence, for T1 eigenfrequencies of the system close to
the quarter wave eigenfrequency of the cavities, acoustic dissipation can be expected.
However, the influence of the absorber ring is not only restricted to the quarter wave
eigenfrequency, but a rather broad spectrum of low amplitude and phase modulation
might also influence other modes.

It is known that the absorber damping properties are based on different physical pro-
cesses (Cárdenas 2014). Within the cavities, viscous boundary layer dissipation reduces
acoustic amplitudes. In case of a standing mode pattern in the cavities for resonant
frequencies, viscous dissipation is especially effective. At the cavity mouth, acoustic
fluctuations modulate shear layers instabilities, which produce vortical structures and
thereby dissipate acoustic energy. Furthermore, at resonant conditions inside the ca-
vities, an out-of-phase relation between ingoing and outgoing wave is established, see
Fig. (4.27). Consequently, a destructive effect of the outgoing wave on the transverse
mode is realized, which directly reduces the T1 amplitude in the chamber.

The dissipation of acoustic energy due to both boundary layer effects and the ge-
neration of vortical structures is modeled in form of viscous dissipation in Eq. (4.26).
The different coefficients including the non-linear resistance can therefore be seen as
enhanced viscous dissipation factors.

With an increase of the cavity length, the quarter wave eigenfrequency is reduced
and the range of minimum reflection amplitude is shifted towards lower frequencies.
Optimized damping can therefore be expected if the T1 system eigenfrequency and the
quarter wave eigenfrequency coincide. The cavity length is then given by

lA = c

4fT1

= π

4s10
Dcc ≈ 0.427Dcc, (4.28)

which results in a theoretical optimum length for the considered chamber configuration
of lA,opt = 39.24 mm.

Studies from literature (Oschwald and Marpert 2001; Oschwald et al. 2008a; Schulze
et al. 2015a) show that the decoupled consideration of chamber and absorber dynamics
is not the optimal design procedure. Essentially, the coupled system determines the T1
eigenfrequency and absorbers should be tuned that these eigenfrequencies are damped
in an optimal way. The development of powerful absorber rings can therefore only be
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Fig. 4.28.: Frequency response of |p̂| [Pa] for 35 mm (left) and 40 mm cavity length
(right) in comparison to the reference case without absorber ring: experi-
mental findings and numerical results.

performed iteratively by reevaluating the system eigenfrequencies and damping rates
after each modification of the absorber ring design and Eq. (4.28) can only be used as
an initial approximation. For this purpose, fast procedures are desirable.

If several modes propagate at high amplitude simultaneously, the cavity lengths may
be distributed asymmetrically around the circumference. Attenuation of amplitudes
is then effective over a wider frequency range. Such arrangements are, however, not
considered here. Nevertheless, such a configuration can be easily set-up and analyzed
using the presented CFD/CAA approach.

The computational grid is shown in Fig. 4.25. The resolution is refined in the vicinity
of the excitation and close to the absorber ring in order to provide smooth transition
to the neighboring wall conditions.

4.3.2.3. Frequency Response for Absorber Ring Position 1

The frequency response is studied for the absorber ring position P1, cf. Fig. 4.24. For
this arrangement, the two absorber lengths lA = 35 mm and lA = 40 mm are considered.
Furthermore, the experimentally measured frequency response without absorbers (i.e.
lA = 0 mm) is also taken into account as reference configuration in order to illustrate
the effects of the absorber ring. The frequency responses for the different absorber
lengths are shown in Fig. 4.28.

First, the frequency response with absorber ring is compared to the numerical fin-
dings (num.) and the experimental results (exp.). Overall, good agreement is obtained.
Characteristic peak values in the spectrum and corresponding eigenfrequencies are very
well predicted, which implies that excitation amplitude and system damping characte-
ristics are adequately modeled when the amplitudes are dominated by an eigenmode.
For non-resonant frequencies, however, discrepancies are observed. Apparently, the ass-
umption of negligible contributions from longitudinal modes is not fully correct within
these frequency ranges.

In the next step, the frequency responses with absorber ring are compared to the
findings of the reference case without absorber ring. It can be seen in Fig. 4.28, that a
separation of the fundamental T1 mode into two neighboring modes occurs. The sepa-
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Fig. 4.29.: Mode shapes for configuration P1 in terms of normalized |p̂| under exci-
tation for the peak frequencies in the spectra, cf. Fig. 4.28. (a): Reference
case without absorber. (b) and (c): With an absorber cavity length of 35
mm.

rated modes are commonly referred to as T1
− and T1

+ (Kathan 2013; Oschwald and
Farago 2008; Oschwald et al. 2008a; Schulze et al. 2015a). The nomenclature T1

− deno-
tes an additional acoustic mode, which is not present for the system without absorber
ring. For the sake of clarity, the notation T1

+ is also introduced. The corresponding
acoustic mode is, however, still associated with the original T1 mode.

To the author’s knowledge, the separation of the T1 peak in the spectrum into T1
−

and T1
+ is not fully understood today. Analytical results are studied in (Oschwald et al.

2008a), which, however, do not fully explain the phenomenon. The LEE results pre-
sented in this thesis allow a more detailed investigation. For that purpose, the pressure
shapes for different modes identified in the spectra are studied in Fig. 4.29.

Clearly, the absorber ring significantly influences the mode shapes. While an approxi-
mately constant pressure distribution in the chamber is established for the T1 mode in
the reference case (a), high pressure amplitudes are only found directly at the absorber
ring surface for the T1

− mode (b). Therefore, the T1
− mode exists primarily in the

absorber ring section. The increased cross-sectional area due to the absorber cavities
allows for the appearance of T1

− mode at reduced frequencies, which is in accordance
with the frequency response data. With increasing cavity lengths, the T1

− mode fre-
quency decreases, since the cross-sectional area becomes larger. In fact, for an absorber
length of lA = 35 mm, the eigenfrequency of the T1

− mode is approximatively 1880 Hz
and reduces in case of an absorber length of lA = 40 mm to roughly 1760 Hz.

Fig. 4.29 (c) reveals a mode shape, which predominantly exists downstream of the
absorber ring and is commonly identified with T1

+. However, to be more precise, this
mode is referred to as T1

+
d for future reference indicating that another mode exists,

which primarily appears upstream of the absorber ring.
In terms of eigenfrequency, a shift of the T1

+
d mode towards higher frequencies is

observed in the spectra, see Fig. 4.28. This behavior can be explained by the reduced
axial extent of the mode shape due to the influence of the absorber ring.
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4.3.2.4. Eigenfrequencies and Damping Rates for Absorber Ring Position 1

The capabilities of the LEE to determine the eigenfrequency and damping rates under
the influence of the absorber ring for different cavity lengths is studied next. In this
study, the absorber ring is located close to the perforated plate, i.e. in position 1, cf.
Fig. 4.24.

(Kathan 2013; Schulze et al. 2015a) report high damping rates for the T1
− mode for

all considered cavity lengths. Probably, the strong attenuation of the T1
− mode is at-

tributed to the fact that its eigenfrequency is cut-off in the regions next to the absorber
ring section leading to a high imaginary part of the associated wave number, see Sec.
2.5. Consequently, the T1

− mode is uncritical in terms of thermoacoustic instabilities
and therefore not further considered. A more detailed analysis can be found in (Schulze
et al. 2015a). In this study, only the T1

+ is taken into account. First, the focus is on
the T1

+
d mode, which shows high amplitudes predominantly in the section downstream

of the absorber ring, cf. Fig. 4.29.
In the acoustic simulation, the excitation boundary condition is replaced by the re-

flection coefficient of the perforated plate RII
exp, cf. Fig. 4.25, and the eigenvalue problem

is solved using different cavity lengths. The reflection coefficients of the perforated plate
and of the absorber ring are evaluated at the frequency fT1

+
d

.

The experimental findings and numerical results for the T1
+
d mode in terms of ei-

genfrequencies and damping rates for increasing cavity lengths are presented in Fig.
4.30. Altogether, very good agreement can be observed between the experimental da-
ta (exp., red line) and the numerically determined eigenfrequencies and damping rates
(num. part. reflect., blue line). The good comparison again shows that the LEE together
with the applied boundary treatment is well suited for the predictions of absorbers un-
der grazing flow conditions for transverse acoustic motion. It can also be concluded
that the evaluation procedure of the reflection coefficients of the perforated plate and
the absorber ring at fT1

+
d

is adequate.
The numerically determined eigenfrequencies show constant but small discrepancies

to the experimental data, which are, however, below 2 % deviation. The discrepancies
originate from the missing influence of dome coupling, as already explained in Sec.
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Fig. 4.30.: Eigenfrequency (left) and damping rate (right) of the T1
+
d mode for con-

figuration P1: Experimental findings and numerical results both for the
partially reflecting inlet and the neutral inlet.
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Fig. 4.31.: Mode shapes T1
+
d for different cavity lengths lA in terms of normalized |p̂|

and Re(p̂) for 35 mm length (right) for configuration P1.

4.2.2.3. For 35 mm excellent agreement is observed. Concerning the damping rates,
excellent agreement is observed for 35 mm and 40 mm, while small deviations are found
for 30 mm and 45 mm. These discrepancies can be explained by the missing influence
of the dome coupling and accompanied changes in eigenfrequency and therefore in RAR
elevated at ωT1

+
d

. Nevertheless, the small errors can be tolerated.

The results show, that the T1
+
d eigenfrequency is shifted towards higher frequencies

with a maximum change of 9 % in comparison to the reference case without absorber
ring (i.e. lA = 0 mm). For increasing cavity length the shift decreases and the eigen-
frequency tends towards the reference T1 mode frequency, which is explained by the
reduced influence of the absorber ring.

In contrary to expectations, the damping rates of the T1
+
d mode are significantly

reduced for the entire range of cavity lengths in comparison to the reference case without
absorber ring. The strongest reduction of 44 % is found for 35 mm. For higher cavity
lengths the damping rate tends towards the reference value of the T1 mode again.

Reduced damping rates could be explained by amplification properties of the absorber
ring. As a result from the interaction of grazing flow and acoustic fluctuations at the
cavity mouth, so-called whistling effects might in principle lead to an energy transfer
into the T1

+
d mode (Lacombe et al. 2011). On the basis of acoustic intensity balancing,

(Kathan 2013) and (Schulze et al. 2015a) show, however, that the considered absorber
ring configuration is not capable of acoustic amplification.

To explain both increased eigenfrequencies and reduced damping rates, the shapes of
the T1

+
d mode in terms of pressure amplitude |p̂| are studied in Fig. 4.31. In comparison

to the reference T1 mode, see Fig. (4.29), the shape is significantly altered by the
absorber ring influence. The mode exists predominantly downstream of the absorber
ring and shows only small amplitudes in the upstream part. The spatial separation
effect is especially intense for 35 mm. For this cavity length, the strongest reduction
of damping rates is found, cf. Fig. 4.30. For 45 mm length, in turn, higher pressure
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amplitudes are present in the upstream part and a weaker reduction of the damping
rate is observed.

The spatial separation of the T1
+ mode can be explained by the impact of the absor-

bers on the mode propagation in the absorber ring cross-section. Two mechanisms are
identified: On the one hand, the T1

+
d is not in resonance within the absorber ring secti-

on due to enlarged virtual diameter in this region. On the other hand, high transverse
velocities at the absorber inlets and accompanied dampening effects restrict the axial
propagation across the ring element. The velocities are illustrated in Fig. 4.31 (right) in
form of arrows at the absorber ring surface. Furthermore, the impact on Re(p̂) shows
the distinct separation of the mode structure at the absorber interface.

Due to the spatial separation, the axial dimension of the T1
+
d mode is reduced. A

shortened longitudinal component leads to higher eigenfrequencies, which is confirmed
in Fig. 4.30 (left). For increasing cavity lengths, the separation effects gets weaker and
the eigenfrequencies therefore converge towards to reference T1 mode frequency.

Furthermore, the spatial separation effect shields the T1
+
d mode from the perforated

plate. As the main contribution to acoustic dissipation originates from the inlet, its
damping effect is reduced accordingly. Therefore, the reduction of the damping rate
results from the weakened impact of the perforated plate. The stronger the absorber
ring’s influence, the more intense the separation and consequently the reduction of the
damping rates. This explains the minimum value found for a cavity length of 35 mm.

In order to support the hypothesis of the spatial mode separation, the absorber ring’s
impact is investigated for an energetically neutral inlet condition for configuration P1.
For this purpose, inlet boundary condition is prescribed according to Eq. (2.96). In
this configuration, the shielding effect may not result in reduced damping rates, since
the inlet does not provide acoustic dissipation. The corresponding mode shapes are
illustrated in Fig. 4.32. The numerical results in terms of eigenfrequencies and damping
rates are presented in Fig. 4.30 (num. neutral, green dashed line) together with the
findings for the partially reflecting inlet data.

Neutral inlet conditions do not considerably influence the eigenfrequencies. Overall,
good agreement between the experimental results and the numerical findings on the
basis of the partially reflecting boundary condition as well as on the neutral inlet is
obtained.

In comparison to the reference case with neutral inlet and a damping rate of λT1 = 37
rad/s, see Tab. 4.3 case (I), the incorporation of the absorber ring leads to tremendously
increased damping rates for all cavity lengths. Consistently, the strongest impact is
provided by a cavity length of 35 mm. In this situation, the damping rate increases by
a factor of approximately 10. The damping rates even exceed the values found in case
of a partially reflecting inlet. Also, for increasing cavity lengths the damping rate tends
towards the reference again.

Interestingly, as the inlet does not provide damping, higher amplitudes are observed
in the upstream part compared to the case with partially reflecting inlet, cf. Fig. 4.31
with Fig. 4.32. Furthermore, in the upstream part another mode is found, which is
consequently referred to as T1

+
u . Since this mode is subjected to the highly dissipating
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Fig. 4.32.: Mode shapes for different cavity lengths lA and an neutral inlet boundary
condition in case of configuration P1: T1

+
d and T1

+
u (right) modes in terms

of normalized |p̂|.

inlet in reality as well as to the absorber ring, damping rates are significantly higher
than for the T1

+
d mode. Therefore, the T1

+
u mode is not considered in more detail for

configuration P1.
In summary, an absorber ring increases damping rates for neutral inlet conditions,

while the combination with a highly dissipating inlet causes reduced damping rates
compared to the respective reference configuration. In both cases, the shielding effect
decouples the T1

+
d mode from the inlet with very different influences on the damping

rates. Furthermore, the shielding effect hypothesis is supported by the fact that appro-
ximately equivalent damping rates are found for 30 mm and 35 mm cavity length, for
which the spatial separation is most intense, cf. Fig. 4.30 (right). In this situation the
T1

+
d mode is almost completely separated and becomes therefore independent from the

inlet.
Overall, highest damping rates are found for a shorter cavity length than theoreti-

cally predicted according to Eq. 4.28, which is in accordance with results presented in
(Oschwald and Marpert 2001) and (Schulze et al. 2015a).

4.3.2.5. Eigenfrequencies and Damping Rates for Absorber Ring Position 2

As explained before, the upstream T1
+
u mode is subject to significant damping for

configuration P1 with the partially reflecting inlet condition. Locating the absorber ring
further downstream, however, increases the mode volume and therefore influences the
mode separation. In this section, the absorber ring is located at the end of the chamber
close to the nozzle and the impact on eigenfrequencies and damping rate is investigated
on the basis of the partially reflecting inlet condition.

For configuration P2, experimental reference values for a validation are not yet availa-
ble. Therefore, only numerical findings are presented and discussed.

98



4.3 Absorbers under Grazing Flow Conditions

30 mm 35 mm

40 mm 45 mm 35 mm; Re(p̂) and
velocity vectors on the
absorber ring surface

0 1

Fig. 4.33.: Mode shapes T1
+
u for different cavity lengths lA and partially reflecting

inlet in terms of normalized |p̂| and Re(p̂) for 35 mm length (right) for
configuration P2.

In Fig. 4.33 the T1
+
u mode shapes are presented for different cavity lengths. The

mode shapes exist in almost the entire chamber and are separated from the nozzle.
Highest amplitudes are present directly at the inlet. For increasing cavity lengths,
significant pressure amplitudes reach further into the chamber, indicating that the
strongest separation exists for 30 mm. For 45 mm, the lowest intensity of separation is
observed due to the weak influence of the absorber ring.

The T1
+
d mode exists in the nozzle part (not shown). However, due to its small axial

extent and the varying cross-sectional area in the nozzle, the T1
+
d mode is strongly

damped and therefore not considered here.
The influence of the absorber ring on the eigenfrequency of the T1

+
u mode is presented

in Fig. 4.34 (left). In comparison to configuration P1, the shift in eigenfrequency to
increased values is larger, which is explained by a stronger reduction of axial extent
due to the decoupling of the entire nozzle part. Furthermore, a trend towards the
reference solution is not present. The decoupling of the nozzle part is quite significant
resulting to strong frequency shifts for already low influences of the absorber ring.

In Fig. 4.34 (right) a significant increase of the damping rate of the T1
+
u mode is

visible. Especially for 35 mm and 40 mm extremely high values are found. For even
higher cavity lengths, the damping rate tends towards the reference value. Similar
observations were reported in (Schulze et al. 2015a).

Since in configuration P2 the shielding of the T1
+
u mode from the dissipating inlet is

not present, both inlet and absorber ring contribute to damping. The damping rates
are thus significantly higher than for configuration P1. In consequence, in case of a
highly dissipating perforated plate, enhanced damping due to absorber devices can be
achieved by realizing a substantial distance between absorber ring and the inlet.

The mode distribution in the cross-section of the absorber ring position for a cavity
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Fig. 4.34.: Numerical results: Eigenfrequency (left) and damping rate (right) of the
T1

+
u mode for configuration P2.

length of 35 mm is shown in Fig. 4.33 (right). The transverse velocity arrows indicate a
strong interaction with the cavities. As explained for the GIT test case, high transverse
velocity results in strong dissipating influence. Furthermore, Re(p̂) shows that directly
at the cavity mouth pressure is low for this phase instant, which again illustrates the
decoupling mechanism between upstream and downstream modes.

4.4. Remarks for the Non-Reactive Acoustic Analyses

For the development of a combustion stability prediction tool for rocket engines,
LEE in frequency space and in time domain as well as modeling strategies for nozzles,
dome coupling and resonating cavities under grazing flow conditions were introduced
and validated on the basis of non-reactive test cases. Furthermore, insights into rele-
vant acoustic phenomena were generated. The main conclusions for the methodology’s
application to rocket engines are briefly summarized:

1. For linear acoustic analysis, frequency space LEE provide shorter turnaround ti-
mes and allow for more accurate boundary condition modeling than time domain
simulation. The unidirectional coupling between mean flow and acoustics is suffi-
cient to capture the relevant effects. The accuracy of time domain consideration
depends substantially on the FIR and IIR filter quality, respectively.

2. The generation of boundary conditions for transverse modes is complicated due
to insufficient data available around the eigenfrequencies. Possible approximation
strategies are explained.

3. Nozzle acoustics are accurately described on the basis of both frequency space and
time domain simulations. The incorporation of the nozzle volume into the field
discretization should be preferred.

4. The dome coupling concept is successfully validated for longitudinal and trans-
verse wave propagation both in frequency space and time domain. The coupling is
necessary to determine correctly the eigenfrequencies, while damping rates agree
excellently with experimental comparison data on the basis of a coupling descri-
bing single reflection coefficient. The results show that all boundary conditions
need to be accurately modeled.

100



4.4 Remarks for the Non-Reactive Acoustic Analyses

5. Frequency space transformed LEE provide stable solution procedures for bounda-
ry conditions under grazing flow situations both for longitudinal and transverse
wave propagation. Frequency response, eigenfrequencies and damping rates agree
excellently with experimental validation data. The description of absorbers in form
of an equivalent homogeneously distributed impedance allows for an adequate in-
corporation of the cavity effects on wave propagation.

6. For grazing flow situations, rather coarse grid resolutions are sufficient to capture
the cavity effect on the wave propagation. For the considered GIT test case, the
detailed mean flow profiles and the effective impedance boundary condition do
not relevantly influence the results.

7. Significant changes in the mode shape should be expected due to the influence of
absorber rings. Spatial mode separation and accompanied shielding effects tremen-
dously change the system dynamics leading possibly to increased eigenfrequencies
and reduced damping rates when highly dissipating boundary conditions are de-
coupled from the mode. In terms of flame dynamics, the impact of a different
mode shape has to be carefully addressed.

The non-reactive acoustic analysis show that the frequency space LEE are highly
suited the description of acoustic propagation in rocket engines. Therefore, the inves-
tigations on the reactive test case presented in the next sections are based on LEE in
frequency space exclusively. However, it is believed that time domain considerations
are advantageous for non-linear investigations, cf. Sec. 3.4.
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5 Validation Data for Reactive
Conditions

The focus is now on realistic rocket engine conditions including combustion. The
purpose of Chapter 5 is to introduce a suitable test chamber for which reliable validation
data is available. The measurements are used as a validation base for the numerical
stability assessment procedure, which is explained and applied to the test chamber in
the following Chapters.

In this thesis, the so-called combustion chamber D (in German Brennkammer D)
rocket engine configuration operated at the German Aerospace Center (DLR) in Lam-
poldshausen is used as test chamber. The BKD has been studied in the framework
of the French-German Rocket Engine Stability Research Initiative (REST). The latest
simulation results were presented at the 3rd REST Modeling Workshop in 2014 in
Vernon, France (Gröning 2014). Different numerical methodologies were used reaching
from hybrid approaches (Kaess et al. 2014; Schulze et al. 2014c) to high-performance
computations using Large Eddy Simulations (LES) (Urbano et al. 2014). However, none
of the simulations were capable of predicting the correct stability behavior.

5.1. Rocket Test Chamber BKD

The BKD is a fully equipped H2/O2 driven rocket chamber in a downscaled configu-
ration. It operates at typical upper stage rocket engine conditions (thrust level 25 kN,
chamber pressure 60-80 bar). The experimental test configuration is shown in Fig. 5.2
and Fig. 5.3. It consists of the water-cooled cylindrical combustion chamber (diameter:
80 mm, length: 215 mm), the thrust nozzle and the injection system.

The arrangement of the propellant domes is shown in Fig. 5.1. Essentially, the O2
dome is conically shaped with a central igniter tube element. Two feed lines provide
O2 from the tanks. The H2 dome is cylindrical and fuel is provided by six inflows.
The cryogenic injection system comprises 42 coaxial injectors, which provide H2/O2
as propellants. The injectors are arranged in three concentric rings with 6, 12 and 24
elements, see Fig. 5.2 (right).

The injector geometry is shown in Fig. 5.3. The interface between dome and injector
consists of an orifice, which leads to a drastic pressure reduction. Accordingly the orifice
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Fig. 5.1.: BKD test chamber configuration with details of the injection system in the
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2014) and (Gröning et al. 2015a).
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is referred to as pressure loss element. Afterwards, O2 is delivered to the chamber
through a long cylindrical O2 post. The dimensions are given in Fig. 5.3. Before the
propellants are brought into contact in the recess, the O2 flow is subjected to a slight
radial spread in order to improve mixing. The radial spread is realized by a conically
shaped O2 post outlet and the cone is defined by the so-called taper angle. H2 is
injected into the chamber co-axially to the O2 through a thin ring surface. Such co-
axial injector types are often used for cryogenic O2/H2 driven rocket engines (Sutton
and Biblarz 2001).

A HF measurement ring is implemented into the experimental BKD configuration.
The ring is located at the face plate, see Fig. 5.2 (right) and is equipped with eight dy-
namic pressure sensors, which are distributed equidistantly around the circumference.
The dynamic pressure sensors record pressure fluctuations directly at the wall. Further-
more, three optical probes are mounted to the HF measurement ring, which are used to
record OH* radiation intensity (Gröning et al. 2015a). Additionally, a tuneable cavity
can be activated to analyze the damping effect of an absorber on acoustic amplitudes
(Gröning et al. 2013a).

Various publications by Gröning et al. (Gröning et al. 2012, 2013a,b, 2014, 2015a,c)
show that high pressure amplitudes of several bar peak-to-peak occur at distinct opera-
tion conditions. It is explained in (Gröning et al. 2012) that strong oscillations appear
self-excited and originate from high amplitudes of the first transverse mode oscillating
at frequencies of approximately 10 kHz. In subsequent campaigns, the same stability
behavior was observed. This showed that the instability can be reliably generated and
that distinct load point specifications are given, at which high acoustic amplitudes oc-
cur in the chamber. Such a linear onset of the first transverse mode instability indicates
the BKD as a highly suitable test configuration for the numerical stability assessment
procedure applied in this thesis.
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5.2. Operating Conditions

The thermoacoustic behavior of the BKD test chamber is analyzed for four different
load points (LP), which were suggested in (Gröning et al. 2014) and are summarized
in Tab. 5.1 in terms of propellant mass flow rates ṁH2/O2 , oxidizer to fuel ratio (ROF),
dome temperatures TH2/O2 and dome pressures, pH2/O2 . Furthermore, the experimen-
tally observed stability behavior is given. For future reference, further characteristic
quantities are calculated and discussed in the following as well.

The chamber pressure pcc for the different load points is not given in (Gröning et al.
2014). For its determination, an iterative procedure is employed (Schulze et al. 2014a;
Schulze and Sattelmayer 2015a) using the CEA software package developed by Gordon
and McBride (McBride and Gordon 1994). For the calculations, the mass flows of H2
and O2 are required. Results show that LP1 and LP2 operate at 70 bar, while 80 bar
chamber pressure is calculated for LP3 and LP4, see Tab. 5.1. The findings agree well
with experimental measurements, see (Gröning et al. 2013b).

The differences in mass flow lead to a ROF variation for the LP. For LP1 the ROF
is given with 4, while LP2-4 operate at a higher ROF of 6. The considered ROF range
agrees with typical values used in industrial rocket engine applications (Sutton and
Biblarz 2001). The ROF affects species composition of educts as well as of products wi-
thin the entire chamber. The stoichiometric ROFst for H2/O2 is eight. In consequence,
all LP operate in rich mode, i.e. an excess of fuel is present. LP2-4 are closer to stoi-
chiometry than LP1. The effects of ROF on the reactive flow and on the acoustics will
be investigated later on the basis of CFD results in Sec. 7.4.

Fuel excess is often applied to keep unreacted and lightweight hydrogen molecules
in the products leading to increased thrust efficiency. However, studies show that the
resulting oxidizer deficit can lead to an oxidizer dominated flame dynamic behavior
(Sattelmayer et al. 2015b; Schulze et al. 2016b). Consistent with these findings (Gröning
et al. 2015b) identify that the O2 dynamic behavior governs the onset of an instability
in case of the BKD test chamber. In fact, the BKD operates unstable if one of the
O2 injector eigenfrequencies coincides with the first transverse mode frequency in the
chamber.

Tab. 5.1 shows that the temperature in the domes is higher for O2 than for H2. The
thin wall between O2 and H2 in the injector is furthermore made of copper providing
high heat conductivity. In consequence, the injection temperatures are not necessarily
the same as the dome temperatures since heat is transported from O2 to H2 along the
injector length, see Fig. 5.3. The effect of heat transport on the injection temperatures
will be further investigated in Sec. 7.1. However, the calculated H2 injection temperates
are already given in Tab. 5.1 in order to derive further quantities at injection. As it will
be explained in Sec. 7.1, the O2 temperature does not relevantly changes along the O2
post. In consequence, the O2 injection temperature is the same as in the dome.

In Tab. 5.1 the injection velocities and Mach numbers for H2 and O2 are also specified.
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The injection velocity is determined on the basis of the mass conservation law, viz.

uH2,inj/O2,inj = ṁH2/O2

ρH2/O2 · AH2/O2

, (5.1)

where AH2/O2 denote the respective injection areas and ρH2/O2 the densities at injec-
tion. The mass flows of H2 and O2 are given in Tab. 5.1. Density is taken from the
NIST database (Linstrom and Mallard 2015) for the given chamber pressure pcc and
the injection temperatures, cf. Tab. 5.1. For the determination of the Mach number
according to Eq. (2.40), speed of sound is also taken from the NIST database. It can be
seen that the injection velocity of O2 is small for all LP. Therefore, the Mach numbers
are also low. As the mass flow is larger for LP3 and LP4, the O2 injection velocities are
slightly higher than for LP1 and LP2. Furthermore, an increased injection temperature
results in a slightly larger injection velocity of O2 for LP4 than in case of LP3.

In contrast to O2, H2 is injected with high velocities and correspondingly high Mach
numbers, cf. Tab. 5.1. The velocity is maximum for LP1, since H2 mass flow is the
highest. Interestingly, the H2 injection velocities for the unstable LP2 and LP4 are
essentially the same, although H2 mass flow of LP2 is smaller than of LP4. It can
easily be verified that the smaller pressure and slightly lower temperature in case of
LP2 results in a reduced density at injection, which is just sufficient to match the
injection velocities with LP4. It can be concluded that similar H2 injection velocities

Tab. 5.1.: Load points and stability behavior for the BKD test chamber from (Gröning
et al. 2014) as well as additionally calculated quantities.

load point LP1 LP2 LP3 LP4

from (Gröning et al. 2014)
ṁH2 [kg/s] 1.11 0.84 0.96 0.96
ṁO2 [kg/s] 4.44 5.04 5.77 5.75
ROF [-] 4 6 6 6
TH2 [K] 93.67 94.90 47.62 95.66
TO2 [K] 111.78 111.48 107.68 111.42
pH2 [bar] 100.03 89.66 90.12 102.92
pO2 [bar] 78.41 81.11 91.89 94.10
stability [-] stable unstable stable unstable

additionally calculated quantities
uH2,inj [m/s] 408 324 137 330
uO2,inj [m/s] 9.91 11.22 12.58 12.76
İH2,inj [N] 10.79 6.49 3.14 7.55
İO2,inj [N] 1.05 1.35 1.73 1.74
MH2,inj [-] 0.475 0.372 0.149 0.370
MO2,inj [-] 0.013 0.015 0.016 0.016
TH2,inj [K] 87.69 91.28 48.1 91.98
pcc [bar] 70.12 70.00 80.22 80.04
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are present at the onset of an instability in the BKD test chamber. Furthermore, the
hypothesis of the requirement of a particular H2 injection velocity for the occurrence of
an instability is supported by the fact that unstable operation is not present for LP3.
Although the same mass flow is provided and the same chamber pressure is present for
LP3 as for LP4, the injection velocity is significantly lower. The smaller H2 injection
temperature in case of LP3 leads to a 2.4 times higher density in comparison to LP4
and, in consequence, the injection velocity is reduced, cf. Eq. (5.1).

The sensitivity of the BKD stability becomes obvious by comparing again LP3 and
LP4. A difference of only 50 K in H2 injection temperature determines between stable
and unstable operation. The numerical modeling of the BKD test chamber needs to
capture the effects of such small differences throughout the entire stability assessment
procedure.

In Tab. 5.1, the injection momentum of H2 and O2 is also reported. The injection
momentum İ is given by

İH2,inj/O2,inj = ṁH2/O2 · uH2,inj/O2,inj, (5.2)

where the mass flow through a single injector is used. It can be seen that the injection
momentum of H2 is larger than for O2. The difference is especially high for LP1. In
contrast, the lowest differences of the injection momentum between H2 and O2 is present
for LP3. The low difference is based on the small injection velocity of H2 in case of LP3.

Furthermore, large differences in H2 injection momentum between the LP is present.
The lowest H2 injection velocity in case of LP3 also leads to the smallest injection
momentum.

5.3. Verification of BKD’s Stability Behavior

The stability behavior of LP1-4 is determined on the basis of normalized PDF (Proba-
bility Density Function) plots of the measured pressure amplitudes. The PDF describes
the amplitude density distribution contained in the dynamic pressure signals. An in-
stability is present if a high density of non zero amplitudes is found in the PDF. For
the generation of the PDF, the time series data is band-pass filtered around the first
transverse mode. Subsequently, the PDF distribution is calculated in MATLAB. The
dynamic pressure recordings were kindly provided by Prof. Dr. Michael Oschwald, DLR
Lampoldshausen (priv. comm.).

Fig. 5.4 presents the PDF for LP1-4. For each LP, eight dynamic pressure sensor
signals are measured in the HF measurement ring, cf. Fig. 5.2. Pressure signals measured
at opposite locations in the HF measurement ring are equally colored. One can clearly
distinguish the characteristics between LP1/3 (left column) and LP2/4 (right column).
In case of LP1 and LP3, the amplitude density maximum is zero indicating that only
insignificant amplitudes are present. In consequence, the BKD test chamber operates
stable for LP1/3 in the experiments, cf. Tab. 5.1.

In contrast, LP2/4 show a higher density of significant amplitudes in the signals
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Fig. 5.4.: Normalized PDF of LP1-4 for eight sensors. The dynamic pressure measu-
rements were kindly provided by Prof. Dr. Michael Oschwald, DLR Lam-
poldshausen.

indicating the presence of an instability. The amplitude at which the highest density is
found is also indicated.

In case of LP2, the dynamic pressure data recorded at the oppositely located sensors
3/7 as well as at the sensors 4/8 contain the highest densities of large amplitudes.
Lower maximal amplitude densities are measured with the sensors 2/6. Lastly, only
insignificant amplitudes are contained in the signals of the sensors 1/5. Each of the
sensor pairs shows a symmetrical PDF distribution around the zero amplitude axis.
The symmetric distributions and the different maximal amplitude densities indicate a
standing first transverse mode. A higher tendency of the presence of a standing mode
were also concluded by (Gröning et al. 2013b).

A rather ambiguous PDF is determined for LP4. The signals of the sensors 4/8 again
contain a high density of large amplitudes, which indicate unstable operation. However,
the sensors 1/5 and 2/6 do not measure significant amplitudes. Furthermore, the PDF
based on the signals of the sensors 3/7 show a maximum density at zero amplitude, but
contain also a wide distribution of higher amplitude densities. Therefore, the presence
of an instability is not as clear as for LP2. Nevertheless, BKD operation under LP4
is considered as unstable. More detailed analysis of the pressure signals conducted in
(Gröning et al. 2013b) supports this conclusion.
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5.4. Determination of Linear Growth and Damping Rates

As it will be explained in the next Chapter in more detail, the goal of the stability
assessment procedure conducted in this thesis is to simulate BKD’s thermoacoustic
behavior for low amplitudes of the first transverse mode. This especially implies that
acoustic propagation cannot be described under high amplitude limit-cycle conditions.
A comparison of numerical results and measurements is therefore limited to eigenfre-
quencies and damping rates. However, measurements conducted in case of unstable
operation are naturally performed at high amplitudes. Hence, it is necessary to extract
the damping rate for the first transverse mode from the dynamic pressure signals in
case of low and of high amplitude operation.

To the author’s knowledge, damping rates were not given in literature for the BKD
test chamber. In order to provide suitable comparison data for the validation of the
stability assessment procedure, the damping rates are determined from the dynamic
pressure signals and presented in this thesis. For this purpose, two methods are applied
for mutual verification: Lorentzian profile fitting and parameter extraction method.
Both methods are based on the stochastic forcing of the first transverse mode due to
the presence of noise, which is generated by the highly turbulent reactive flow.

5.4.1. Lorentzian Fitting

The Lorentzian fitting is based on the Fourier transform of an exponentially decaying
signal, which is given in terms of acoustic power density. Therefore, it is only applicable
to signals measured under stable operation conditions, i.e. for low amplitudes. Regular-
ly, the PSD signal is employed, which is defined by the square of pressure amplitude.
The PSD of a decaying signal in frequency space, i.e. the Lorentzian profile, is given
by (Bronstein et al. 2005; Kathan 2013)

PSD(ω) ∼ λ

λ2 + (ω − ωs)2 , (5.3)

where ωs denotes the angular eigenfrequency and λ the damping rate.
Since the Lorentzian profile is defined in Fourier space, see Eq. (5.3), harmonic excita-

tion can be used to determine experimentally the profile. However, the entire frequency
spectrum is generated more efficiently using broad-band noise excitation, which is na-
turally present in the chamber. In consequence, the measured dynamic pressure signal
can directly be employed without additional external excitation. The PSD generated
from each dynamic pressure sensor signal are averaged in order to reduce random in-
fluences. The averaged PSD was provided by Stefan Gröning, DLR Lampoldshausen
(priv. comm.). Subsequently, the damping rate and eigenfrequency can be obtained
from the fit of the Lorentzian profile to the averaged PSD. It is found, however, that
the procedure is more robust when the eigenfrequency ωs is known eigenfrequency is
used and only the damping rate is kept as fitting parameter. The eigenfrequencies of
the first transverse mode for LP1-4 are taken from (Gröning et al. 2013b). The imple-
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Fig. 5.5.: Averaged and normalized PSD, Lorentzian fits and excluded data for LP1
(left) and LP3 (right).

mentation of the Lorentzian fitting method into MATLAB was successfully validated
in (Haimerl 2013) on the basis of a generic test case proposed in (Nicoud et al. 2007).

The averaged and normalized PSD is shown for the stable LP1 (left) and LP3 (right)
in Fig. 5.5. Three peaks are observed in the considered frequency range. The spectrum
associated with the first transverse mode is identified by the corresponding eigenfre-
quency. Furthermore, the numerical results presented in Sec. 7.3 reveal that one of
the neighboring peaks is associated to the third longitudinal mode in the chamber L3.
The third sharp peak could not be identified in the eigenfrequency studies. The peak
frequency probably coincides with the second longitudinal mode of the O2 injector
configuration (Gröning et al. 2015b).

The appearance of two additional modes close to the eigenfrequency of the first trans-
verse mode complicates the application of the Lorentzian fitting. The profile according
to the relation (5.3) holds true only for a single mode spectrum. In consequence, the
frequency range with significant contributions to the PSD originating from the modes
at neighboring frequencies are excluded for the fitting procedure. The corresponding
excluded frequency range is highlighted in blue in Fig. 5.5.

Overall, a good agreement between the averaged PSD distributions and the Lorent-
zian fits for the first transverse mode is obtained for LP1 and LP3. Discrepancies occur
in the higher frequency range. The deviations probably originate from an asymmetric
distribution of the spectrum. Introducing a weighting function to control the accuracy
in the different frequency ranges and forcing the fit to be more accurate in the higher
frequency range, reduces the deviations, but increases the fitting errors for low frequen-
cies. For the final results the higher frequency range is more weighted for LP1, since
the PSD at lower frequencies is possibly distorted by the L3 and O2 injector modes. In
contrast, for LP3 the lower frequencies are weighted more intensely, since the overall
fitting quality is higher in this range. The used fitting algorithm also calculates the 95
% confidence interval, which gives a measure of the fitting quality. For a small inter-
val, the fit matches the original data with high accuracy. In contrast, a large interval
indicates that the nominal results might be rather inaccurate.

The determined damping rates using Lorentzian fitting for LP1 and LP3 are given
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Tab. 5.2.: Damping rates λ for LP1-4: Results of the Lorentzian fitting procedure and
of the parameter extraction method using mode A(t) and B(t).

λ [rad/s] Lorentzian fitting parameter extraction
method A(t)

parameter extraction
method B(t)

LP1 2199 ± 63 [200; 500] [200; 500]
LP2 n.a. [−40; −30] [−40; −30]
LP3 2011 ± 13 [180; 390] [180; 390]
LP4 n.a. [−31; −29] [−40; −37]

in Tab. 5.2 together with the 95 % confidence intervals. The results show that the first
transverse mode is slightly stronger damped for LP1 than in case of LP3. The higher
damping rate originates from the wider PSD spectrum, cf. Fig. 5.5. Overall, rather small
confidence intervals are calculated indicating accurate fitting. The interval in case of
LP1 is larger than for LP3. The slightly reduced accuracy for LP1 is explained by the
larger frequency range excluded from the PSD data. In consequence, there is less data
available for an accurate fitting procedure.

For comparison, the damping rates obtained from the parameter extraction method
are also already given in Tab. 5.2. The underlying algorithm and the findings are ex-
plained in the next section.

5.4.2. Parameter Extraction Method

Originally, the parameter extraction method was applied to the investigation of HF
mode dynamics in gas turbine combustors (Bothien et al. 2015; Noiray and Schuermans
2012, 2013) and has not been applied to rocket engine acoustics before. The procedure is
derived on the basis of complex theoretical considerations, which cannot be illustrated
in detail in this thesis. In the following, the focus is limited on the description of the
general approach and on the applied algorithm.

Essentially, the method is based on the assumption that the amplitude dynamic can
be described by the following differential equations (Noiray and Schuermans 2012):

∂A(t)
∂t

= −λA(t) + s(t) + Γ
A(t) −KA(t)3, (5.4)

where A(t) denotes the amplitude of the clockwise rotating component of the first
transverse mode, cf. Eq. (2.47). The term s(t) in Eq. (5.4) denotes uncorrelated whi-
te noise excitation due to the turbulent reactive flow. Furthermore, the white noise
background in the system leads to a systematic excitation, which can be interpreted as
an inherently present driver of acoustic amplitudes. In fact, it can be shown that the
systematic noise excitation influences the decay of acoustic amplitudes in time, when
the amplitudes are sufficiently small, see App. K. The systematic noise excitation is
described by the third term on the r.h.s. in Eq. (5.4) with Γ being the noise intensity.

112



5.4 Determination of Linear Growth and Damping Rates

Finally, K denotes a coefficient of the cubic (non-linear) saturation term, see also Eq.
(3.48), which is relevant for high amplitudes.

The same differential equation also describes the amplitude dynamic of the anti-
clockwise rotation component, which is referred to as mode component B(t), cf. Eq.
(2.47), viz.

∂B(t)
∂t

= −λB(t) + s(t) + Γ
B(t) −KB(t)3. (5.5)

The parameters λ,Γ and K do not necessarily have to be the same for A(t) and B(t).
Moreover, the eigenfrequencies can be different. (Zahn et al. 2016) show that e.g. the
influence of absorbers can lead to such non-degenerate mode dynamics. The pressure
field p′(t) is finally composed of the mode components A(t) and B(t), cf. Eq. (2.47).
The composition of these modes is then referred to as first transverse mode.

(Noiray and Schuermans 2012) show that the differential equation according to Eq.
(5.4) for A(t) and Eq. (5.5) for B(t) are valid if the mode amplitudes A(t)/B(t) vary
slowly with respect to the acoustic period. The goal of the method is to extract the
parameters λ,Γ and K of Eq. (5.4) and Eq. (5.5) from dynamic pressure measurements.
In the following, the method is further explained on the basis of the mode component
A(t) only. For the mode component B(t), the procedure is the same and hence not
presented in detail.

For sufficiently long dynamic pressure measurements in time, it can be assumed that
the systematic noise excitation dominates over random noise excitation (priv. comm.
with B. Schuermans, GE Power). In this case, the governing differential equations re-
duces to

∂A(t)
∂t

= −λA(t) + Γ
A(t) −KA(t)3, (5.6)

As the random noise excitation is hence irrelevant in the following, systematic noise
excitation is simply referred to as noise excitation.

According to Eq. (5.6), the time variation of the amplitude A(t) is influenced by the
damping rate, noise excitation and non-linear cubic saturation. For small amplitudes,
noise excitation dominates, initiating the possible onset of a linearly unstable com-
bustion driven feedback cycle (second term on the r.h.s.). When an acoustic mode is
initially excited by noise and the amplitudes reach a certain level, the second term on
the r.h.s. becomes less relevant. In this situation, the strength of the overall damping
and amplification of the mode determines if acoustic amplitudes decay, i.e. λ > 0, or
grow, i.e. λ < 0, in time (first term on the r.h.s.). In case of stable operation, damping
constantly counteracts noise excitation and the amplitudes remain small. For increasing
amplitudes, in turn, the noise excitation gets more and more irrelevant and the flame
feedback dominates the amplification. Decreased amplification strength and possibly
enhanced damping capabilities due to non-linear effects reduces the growth of ampli-
tudes and the limit cycle is finally reached (third term on the r.h.s.). For the analyses
of amplitude dynamics in gas turbines (Noiray and Schuermans 2013) apply a cubic
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Fig. 5.6.: Normalized Fourier coefficient ηa and Hilbert transform amplitude A(t).

saturation law. In this thesis, it is assumed that cubic saturation is also valid for the
amplitude dynamics in rocket engines.

For the extraction of the time-invariant parameters, the dynamic pressure signals
need to be decomposed into the components A(t) and B(t). Evaluating Eq. (2.26) and
Eq. (2.47) at the chamber wall yields in time domain

p′(θ, t) = ηa(t) cos(θ) + ηb(t) sin(θ), (5.7)

with

ηa(t) = A(t) cos(ωs t+ φa(t)), (5.8)

and

ηb(t) = B(t) cos(ωs t+ φb(t)), (5.9)

where it is assumed that A(t) and B(t) as well as the phases φa(t) and φb(t) depend on
time. Furthermore, the Fourier coefficients ηa(t) and ηb(t) are introduced. Essentially,
A(t) and B(t) denote the envelopes of the corresponding Fourier coefficients.

First, the Fourier coefficients are determined using linear algebra

η
a/b

= P θT
[
θ θT

]−1
, (5.10)

where the matrix P contains the dynamic pressure signals and θ the sin(θ)/cos(θ) terms,
cf. Eq. (5.7). For this step, the band-pass filtered dynamic pressure data recorded at
eight locations in the HF measurement ring is used, cf. Fig. 5.2 (right). The data is
filtered around the eigenfrequency of the first transverse mode employing a Butter-
worth band-pass filter of second order. In the second step, the envelopes A(t)/B(t) are
determined by applying the Hilbert transform to the Fourier coefficients. Fig. 5.6 shows
a short interval of the time signal in terms of the Fourier coefficient ηa and its envelope
A(t). It can be seen that the amplitudes are reconstructed with very high accuracy.
Finally, A(t) and B(t) as well as their time derivatives are used to fit the parameters λ,
Γ and K in an optimization procedure. For unstable operation, i.e. in the presence of
high amplitudes in case of LP2 and LP4, the fitting is based on Eq. (5.6). In contrast,
for stable operation in case of LP1 and LP3, only low amplitudes are present and the
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Fig. 5.7.: Damping rate λ over down-sampling factor DF for LP1-4.

cubic saturation term in Eq. (5.6) is therefore dropped yielding a reduced form of the
governing differential equation:

∂A(t)
∂t

= −λA(t) + Γ
A(t) . (5.11)

The generation of time derivatives of A(t) and B(t) is problematic. Essentially, A(t)
and B(t) are superimposed by artificial high-frequency components, which significantly
impair the numerical differentiation, cf. Eq. (5.4) and Eq. (5.6). To resolve this issue,
a systematic reduction of data sampling frequency in order to filter artificial frequency
components is made (priv. comm. with B. Schuermans, GE Power). An integer-valued
down-sampling factor DF is introduced for this purpose. Therefore, the reduced samp-
ling frequency is generally given by

fDF = 100 kHz
DF

, (5.12)

with DF = 1, 2, 3, 4, . . . . The experimental sampling frequency of 100 kHz was reported
in (Gröning et al. 2015b). The usage of integers allows for a simple application of
down-sampling, since the DF -th values in the discrete pressure data series can easily
be extracted. A down-sampling factor of e.g. 50 reduces the sampling frequency to only
2 kHz. However, as the consequence of applying a systematic down-sampling a range
for each parameter λ, Γ and K is determined.

First, the findings in terms of damping rates are presented. Fig. 5.7 (left) shows λ
for both modes A(t) and B(t) in case of LP1 and LP3 for an interval of DF = 1-200.
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Beyond a DF of 200, the damping rate does not change significantly. Therefore, higher
down-sampling rates do not have to be considered. In general, a positive λ confirm
stable operation for LP1 and LP3. The wide interval of DF , however, leads to a large
range of damping rates. Initially, a steep increase of λ is found for small down-sampling
factors. This behavior can be attributed to the presence of artificial high-frequency
components and therefore inaccurate fitting results. With increasing DF , the high-
frequency components are more and more filtered out leading to the formation of a
plateau of λ, cf. Fig. 5.7. Varying the down-sampling factor in this plateau region does
not alter relevantly the damping rate. The maximum value is defined as the upper
limit of the λ range. If the down-sampling factor is further increased, a reduction of
the damping rate is observed until it converges towards a rather constant value, which
is defined as the lower limit of the λ range.

The damping rate variations over DF in case of LP2 and LP4 are shown in Fig.
5.7 (right). In contrast to LP1 and LP3, λ directly converges towards a constant value
without the formation of an intermediate plateau. The calculated λ range is therefore
smaller than in case of LP1 and LP3. However, higher DF are required in order to
reach a constant λ. In fact, an interval of DF = 1-500 is used. In general, negative
damping rates are determined confirming the presence of an instability for LP2 and
LP4, cf. Fig. 5.4.

The calculated λ ranges for LP1-4 using the parameter extraction method are given
in Tab. 5.2. For the stable LP1 and LP3 the ranges read λ = [200; 500] rad/s and
λ = [180; 390] rad/s, which are one order of magnitude smaller than the findings
based on the Lorentzian fitting procedure. These discrepancies are difficult to explain
using only the available dynamic pressure data. However, they could be related to the
influence of non-linear effects, which might emerge in case of operation conditions close
to the stability limit (Noiray 2016). Furthermore, the presence of several peaks in close
proximity to the T1 eigenfrequency in the PSD, cf. Fig. 5.5, might additionally influence
the computation of the damping rate and hence lead to different results using the
Lorentzian fitting procedure and the parameter extraction method. A detailed analysis
of the methods used for the determination of the damping rate is hence required, which
is however out of the scope of this thesis.

The negative damping rates in case of an instability are one order of magnitude
smaller than the positive damping rates for stable operation, if the results based on
the parameter extraction method are considered as reference. In fact, for LP2 a range
of λ = [−40; −30] rad/s is determined for mode A(t) and mode B(t). A similar range
is calculated for LP4. However, according to the results, the LP4 damping rates of
the modes A(t) and B(t) are not the same. The damping rate range for mode B(t) is
λ = [−40; −37] rad/s, which is slightly more negative than the range of λ = [−31; −29]
rad/s for mode A(t). The inequality of λ for A(t) and B(t) in case of LP4 is difficult
to interpret, but it might be related to non-linear mode interaction. The more negative
damping rates for mode B(t) suggest that this mode exhibits a stronger initial growth
after the onset of an instability. Furthermore, the negative damping rates of LP2 and
LP4 are close to the stability limit, which is defined by λ = 0 rad/s. Therefore, the
initial growth of acoustic amplitudes is rather weak for these LP.
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Fig. 5.8.: Noise intensity Γ [Pa2/s] over down-sampling factor DF for LP1 and LP3.

The parameter extraction methods also provides ranges for the noise intensity Γ as
well as for the non-linear saturation coefficient K. These quantities are analyzed next.

The noise intensity Γ is shown over the down-sampling factor DF for modes A(t) and
B(t) in case of LP1 and LP3 is shown in Fig. 5.8. A similar shape as for the damping
rate is found, cf. Fig. 5.7. High-frequency components in the low DF regime also affect
the calculation of Γ. A high order of magnitude of O(11) is found. LP1 and LP3 show
similar noise intensities. Consequently, the acoustics amplitudes are excited by noise
with similar strength for LP1 and LP3.

As already explained, the noise excitation term in Eq. (5.6) (second term on the r.h.s.)
is irrelevant in case of LP2 and LP4, since high amplitudes are present. Therefore,
the fitting procedure does not deliver reasonable results for Γ, since the dynamics are
completely dominated by the first and third term in Eq. (5.6). In consequence, the noise
intensity for LP2 and LP4 cannot be analyzed.

Finally, the non-linear saturation coefficient K is discussed. As high amplitudes are
present for LP2 and LP4, K can only be determined for these LP. The findings are
shown in Fig. 5.9. After the strong variation for low DF , constant values are found
for higher DF . The values of K are not the same for mode A(t) and mode B(t). As
explained before, non-linear mode interaction might be the reason.

The order of magnitude of the non-linear saturation coefficient is small. In fact, K
is of the order of O(−9) for LP2. For LP4, K is calculated one order of magnitude
smaller, i.e. O(−10). Hence, non-linear saturation seems to be stronger for LP2.

To show that the calculated K are plausible, the orders of magnitude of the different
terms in Eq. (5.6) are analyzed exemplary for LP2. As noise excitation is irrelevant for
the unstable LP, the second term on the r.h.s is dropped for this investigation.

The amplitudes vary with several bar for unstable operation (Gröning et al. 2013b),
i.e. of the order of O(5). A time scale can be concluded from the fact that the variations
of the envelopes A(t) and B(t) are slow in comparison to the acoustic period of the
first transverse mode (Noiray and Schuermans 2012), cf. Fig. 5.6. As the first trans-
verse mode oscillates with approximately 10 kHz, the acoustic time scale is O(−4). A
conservative guess for the time scale of the variations of the amplitudes A(t) and B(t)
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Fig. 5.9.: Non-linear saturation coefficient K [1/(Pa2s)] over down-sampling factor for
LP2 and LP4.

is therefore O[−3; −2]. In the following, O(−2) is used. The damping rate for LP4 is
of the order O(1), cf. Tab. 5.2. Finally, the order of K is given in Fig. 5.9 (left) with
O(−9).

The orders of magnitude are now compared in Eq. (5.13). The first line shows the
governing differential equation again. The second line indicates the corresponding orders
of magnitude of each individual parameter as well as of the amplitude. Furthermore,
the time scale is shown. Finally, the third line presents the multiplication of the single
orders of magnitude and the time scale for each individual term. Essentially, the orders
are well balanced indicating that the order of magnitude of K is in fact plausible. Its
very low order is balanced by the cubic dependence on the amplitude in the last term
of Eq. (5.6). The overall order of magnitude of Eq. (5.6) is O[6; 7].

∂A(t)
∂t

= −λ · A(t) − K · A(t)3,

O(5)
O(−2) O(1) · O(5) O(−9) · O(5)3

O(7) O(6) O(6) (5.13)
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Thermoacoustic processes are unsteady and contain complex flame - acoustic interac-
tions. Moreover, realistic rocket engines are equipped with a high number of injectors.
The simulation of the temporal behavior of pressure and temperature inside the com-
bustion chamber is therefore highly challenging. In this thesis, a hybrid approach is
used to reduce computational turn-around times. For this purpose, the methodology
employed in Chap. 4 is extended to account for reactive conditions. In consequence,
the reduction of the LEE to only four equations in three-dimensional space under
isentropic conditions is no longer applicable. Instead, the full set of the LEE under
non-isentropic conditions needs to be solved. Furthermore, the extension concerns two
additional aspects: The determination of representative mean flows including combus-
tion as well as the modeling of the feedback term ˆ̇q in the energy equation of the LEE.

In this section, the followed methodology is first illustrated and the stability assess-
ment procedure is subsequently presented. The different steps are exemplified by means
of the BKD test chamber, cf. Chap. 5. The analyses of BKD’s thermoacoustic behavior
is afterwards presented in the next Chapter.

As explained in Chap. 1, transverse modes are most destructive for rocket engine
operation, since longitudinal modes are strongly damped by the convective transport
in the thrust nozzle (Morgenweck et al. 2010). Hence, the stability assessment procedure
is developed to be applicable for transverse modes. High amplitude operation for LP2
and LP4 in case of the BKD is associated with the first transverse mode, cf. Sec. 5.2.
In consequence, the focus is on the first transverse mode in the following.

6.1. Extended Methodology for the Incorporation of Reactive
Flow into the Simulation

In this first section, the extended methodology for the incorporation of the reactive
flow into the simulations is introduced. Special attention is paid towards to minimization
of the computational turnaround times. For this purpose, the scope of the stability
assessment procedure is explained next.
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6.1.1. Scope of the Stability Assessment Procedure

The amplitude dynamics of the clockwise rotating and anti-clockwise rotating mode
depend on the interplay of damping rate, noise excitation and non-linear saturation, see
Sec. 5.4.2 and especially Eq. (5.6). However, the linear stability is determined from the
interplay of noise excitation and damping rate exclusively. Initial noise excitation leads
to an exponential growth of amplitudes only if the damping rate is negative. Since
the damping rate describes the temporal behavior of acoustics at small amplitudes,
λ can be calculated on the basis of linear equations. For this purpose, amplitude-
dependent effects are neglected and noise is not included in the acoustic simulations.
Hence, the amplitudes are assumed to be already large enough that noise excitation
can be neglected, but still small enough that non-linearity does not play a role. In
consequence, the governing differential equations under consideration read

∂A(t)
∂t

= −λA(t) (6.1)

and

∂B(t)
∂t

= −λB(t), (6.2)

which are in fact linear relations and describable with linearized equations, cf. Eq. (5.4).
The goal of the stability assessment procedure presented in this thesis is to calculate

the damping rate and to determine the linear stability of the BKD test chamber confi-
guration using a hybrid approach. Therefore, the calculated damping rate λ is used to
determine whether noise excitation leads to growing or decaying amplitudes in time.

The damping rate λ of the first transverse mode is potentially influenced by the
entire thrust system. As discussed in Chap. 4, damping originates from the nozzle and
from the dome coupling, see Sec. 4.1 and Sec. 4.2, as well as from the influence of
absorbers, see Sec. 4.3.2. Since the damping capabilities of each of these components
depend on the complex frequency, also the chamber geometry and speed of sound
indirectly affect λ, cf. Eq. (2.60). Especially the influence of speed of sound shows that
the reactive flow might significantly change the overall damping in comparison to non-
reactive conditions. Additionally, the dynamic heat release contributes to damping or
amplification. When the Rayleigh criterion is fulfilled, see Eq. (2.104), flame dynamics
might lead to negative damping rates and ultimately result in the growth of amplitudes
in time. In consequence, the computation of the damping rate requires the incorporation
of the entire combustion chamber and injection system into the acoustic simulations.

6.1.2. Separation of Scales

Although the calculation of λ is based on the simulation at small amplitudes only, the
computation of the spatiotemporal fluiddynamic behavior of the entire rocket engine
under this condition is still accompanied by extreme computational efforts. This can
be seen from the comparison of the scales of acoustics and of the reactive flow.

120



6.1 Extended Methodology for the Incorporation of Reactive Flow into the Simulation

y

z

-1

1

injector
contour

single flame
configuration

Fig. 6.1.: Left: First transverse mode structure in terms of normalized acoustic pressu-
re (real part) and transverse velocity vector field together with injector con-
tours. Right: Exemplary single flame configuration in the BKD test chamber.

The spatial scale of the first transverse mode corresponds to the chamber diameter.
In contrast, combustion depends on mixing length scales, which are several order of
magnitudes smaller than the chamber diameter. The acoustic time scale is given by the
inverse of the acoustic period. Depending on chamber radius, combustion temperatures
and propellant combination, transverse mode pressure typically oscillates between 1
kHz and 10 kHz yielding an acoustic time scale of [10−4; 10−3] s. Furthermore, damping
rates might be very small resulting in large time durations to be simulated in order to
identify the growth or decay of the acoustic amplitudes, if the thermoacoustic system
is close to the stability limit. In fact, negative damping rates for the BKD test chamber
were calculated between -30 rad/s and -40 rad/s, see Tab. 5.2. Simulations need to
capture such slow amplitude growth to assess the system stability. In contrast, the
time scale of reaction is very small. For cryogenic H2/O2 driven propulsion at high
pressures, the mixing process is limiting the time scale of combustion, yielding typical
time scales of the order of 10−6 s, see Sec. 6.2.3.2. In consequence, the simulation of the
internal reactive flow in the chamber including acoustic times scales requires enormous
numbers of time steps, while the necessary grid refinement for the computation of
turbulent combustion resolves acoustic spatial scales excessively.

To reduce turnaround times, a hybrid approach is applied to assess combustion sta-
bility in this thesis. The basic concept is to separate the spatial and temporal scales
of acoustic propagation from those of the reactive flow. The separation leads to two
significant advantages over fully coupled simulations. On the one hand, the acoustic
propagation can be calculated using linearized conservation equations on coarse grids.
Linearized equations also naturally describe the basic differential equation according
to Eq. (6.1). On the other hand, optimized procedures for the simulation of the reac-
tive flow field can be applied. The coupling of the reactive flow computation with the
acoustic simulation is realized by two means. Firstly, the reactive flow field is converted
into a mean flow, which is subsequently employed as linearization point for the acou-
stic equations. Therefore, the influence of the mean flow on the acoustic propagation
is accounted for. Secondly, acoustically modulated heat release is incorporated into the
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acoustic simulation in form of a feedback model. The parameters of the feedback model
are determined in CFD simulations of the reactive flow using the steady mean flow
result as initial solution.

The separated simulation of acoustic propagation and of reactive flow allows to further
reduce computational efforts concerning the mean flow generation and determination of
the feedback model parameters. Typically, industrial rocket engines are equipped with
a high number of injectors resulting in thin flame structures, see Fig. 6.1 (left). The
radial dimension of a flame corresponds to the radius of the injector, which is, in turn,
much smaller than the radius of the chamber. Hence, the flame can be considered as
acoustically compact in radial direction with respect to the first transverse mode, see
Fig. 6.1 (left). That is, the acoustic wave length is much larger than the radial flame
spread. In fact, for the considered BKD test chamber the ratio of injector to chamber
radius amounts approximatively 0.06. In consequence, constant acoustic amplitudes in
radial direction on single flame scale can be assumed. Such radially compact flame
domains are referred to as single flame configurations. Radial acoustic compactness
simplifies the necessary simulation domain in two respects.

Firstly, the first transverse mode shape and corresponding eigenfrequency primarily
depend on the radially averaged mean flow quantities. Due to the presence of a high
number of flame structures, which are compactly packed, it is assumed that the average
of the mean flow quantities over the entire chamber cross-section corresponds to the
average over a single flame configuration. In consequence, the radially averaged mean
flow is determined from single flame simulation results. In the subsequent acoustic
simulations, only the axial dependence of the mean flow quantities is included and
radially averaged quantities are used.

Secondly, the radial compactness allows for the determination of feedback model pa-
rameters on the basis of single flame configurations as well. For this purpose, the single
flame configurations are subjected to acoustic excitation, which mimics the influence of
acoustic fluctuations in the chamber on the single flame. Afterwards, the response in
terms of heat release modulation is extracted and employed to parameter calibration
procedures.

6.1.3. Essential Steps of the Stability Assessment Procedure

In summary, the stability assessment procedure consists of four essential steps:
1. Generation of a representative mean flow using RANS CFD. The computational

setup and the governing equations will be introduced in Sec. 6.2.
2. Determination of the open loop (i.e. ˆ̇q = 0) mode shape and eigenfrequency of the

first transverse mode from acoustic simulations, see Sec. 6.3 and Sec. 6.4.
3. Simulation of a single flame configuration under acoustic excitation using URANS

CFD and extraction of the response model parameters. This step is presented in
Sec. 6.5. The mode shape to be excited is taken from the previous open loop
acoustic simulations.

122



6.2 Single Flame Simulation and Mean Flow Computation

4. Determination of the closed loop (i.e. ˆ̇q 6= 0) mode shape, eigenfrequency as well
as damping rate of the first transverse mode from acoustic simulations on the
basis of the previously calculated response model parameters. The damping rate
is used to assess the linear stability of the first transverse mode. This final step is
explained in Sec. 6.6.

In the following, the necessary step to conduct the stability assessment procedure are
explained in detail. First, the simulation of a single flame configuration under unexcited
conditions is explained and the computation of the mean flow is presented.

6.2. Single Flame Simulation and Mean Flow Computation

The acoustic simulations are based on a representative mean flow. For its computati-
on, a steady state simulation is performed for a single flame configuration. It is assumed
that flame-flame interaction is negligible and that cooling effects at the wall do not alter
the flame structure at near-wall locations. It is furthermore presumed that the total
mass flow of propellants is equally distributed across all injectors. Equal mass flows are
justified by the effect of the splitter plate in the dome leading to a homogenized pro-
pellant inflow, see (Sutton and Biblarz 2001) and Fig. 1.1. Since acoustic fluctuations
are not included at this stage of the stability assessment procedure, the simulation of
each single flame configuration in the chamber yields equal results. In consequence, the
location of the single flame to be simulated can be chosen arbitrarily, cf. Fig. 6.1.

6.2.1. Computational Domain and Boundary Conditions

A single flame configuration comprises a part of the O2 dome, one O2 injector as
well as a part of the combustion chamber, which is referred to as chamber section. The
single flame configuration is shown in Fig. 6.1 (right) in red color. However, any other
single flame configuration can be chosen for the determination of the mean flow.

The H2 injection system is not included into the computational domain. Its impact
on the chamber acoustics is assumed to be irrelevant, since high H2 injection Mach
numbers and a small H2 injection area lead to a strong acoustic decoupling of the H2
injection system from the combustion chamber, cf. Tab. 5.1.

The diameters of the virtual chamber and O2 domains were chosen to conserve the
area ratios between the propellants’ injection area and the chamber cross-section as
well as O2 dome cross-section. At the outlet of the single flame configuration, the nozzle
cannot be included. The computational domain is therefore confined to the inlet plane
of the convergent nozzle part. Furthermore, rotational symmetry of the reactive field
is assumed. In consequence, two-dimensional simulations can be conducted, reducing
computational turn-around times substantially further.

The used rotationally symmetrical computational domain is shown in detail in Fig.
6.2. The O2 mass flow is imposed at the inlet of the O2 dome and the H2 mass flow is
applied to the corresponding surface at the inlet to the recess, cf. Tab. 5.1. However,
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Fig. 6.2.: Computational domain for the single flame simulation.

the temperature of H2 directly at injection into the recess is usually unknown, as only
the dome temperatures are provided, cf. Tab. 5.1. In order to provide consistent H2
injection temperatures at the boundary condition, cf. Fig. 6.2, a pre CFD simulation
of the injection system including both the O2 and H2 injector taking conjugated heat
transfer into account is conducted. From the results the injection temperature of H2 is
extracted and afterwards applied to the single flame simulation.

Since the nozzle is not included into the computational domain, pressure needs to be
set at the outlet of the chamber, see Fig. 6.2. It is chosen such that the experimental
chamber pressure, which is measured directly at the face plate, see Fig. 5.2, is realized
in the simulation. In order to maintain the three-dimensionality of the reactive flow, ro-
tational symmetry conditions are imposed on the flanges of the computational domain.
The virtual free surfaces in the O2 dome and in the chamber section are modeled as
adiabatic, free-slip walls. In contrast, adiabatic no-slip conditions are imposed on wall
surfaces of the injector, recess and face plate.

A disadvantage of the single flame domain simulations is that the consumption rates
and heat release rates calculated by the combustion model cannot be validated on
the basis of the computed chamber pressure. In reality, the chamber pressure is a
consequence of the volume expansion due to combustion and the termination with the
choked nozzle. As it will be shown in Sec. 6.2.4, the generation of the mean flow for the
acoustic simulation allows to validate the combustion model in a subsequent step.

For the BKD test chamber single flame configuration, the computational domain is
resolved with a total number of approximately 1×106 nodes. The computational grid
is refined in the mixing and reaction zone O2 and H2.

In the next sections, the governing equations for the simulation of non-premixed
combustion in a highly turbulent environment under the influence of real gas effects as
encountered in the BKD test chamber are introduced. The simulations were conducted
in ANSYS CFX 15.0 using RANS.

6.2.2. Real Gas Description

The usage of H2/O2 as propellants in the upper stage rocket engines is motivated
by their high reactivity and the low molecular weight of the resulting combustion pro-
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Fig. 6.3.: Real gas factor over pressure for different temperatures in case of pure O2
(left) and H2 (right) (Linstrom and Mallard 2015).

ducts (Sutton and Biblarz 2001; Turner 2005). Compact tanks are realized through the
propellant’s liquidation, which demands extremely low temperatures. It is therefore
necessary to operate high efficient engines under cryogenic conditions. Propellants like
O2 and H2 in liquid form provide very high amounts of energy per unit mass whereby
the amount of fuel to be carried aboard decreases.

For high pressures and low injection temperatures, the ideal gas relation between
thermodynamic state quantities becomes more and more inaccurate. Essentially, the
volume of the molecule and the intermolecular forces relevantly influence density and
pressure. For modeling internal rocket flows with combustion, such discrepancies bet-
ween ideal gas and real gas behavior need to be accounted for, especially in the region of
injection. To quantify the influence of real gas effects, the real gas factor Zr is employed

Zr = pV

nRT
. (6.3)

If Zr = 1, the ideal gas equation is obtained. Otherwise, real gas effects influence
the thermodynamic state quantities. The deviation of Zr from unity can be used to
determine the significance of real gas effects.

Fig. 6.3 shows Zr for pure O2 and H2 over pressure for different temperatures. O2
needs to be treated as a real gas for a considerably wide range of temperatures and
pressures. Especially, for very low temperatures, real gas effects significantly alter the
thermodynamic behavior. In contrast, H2 converges to ideal gas behavior already at
lower temperatures. However, slight deviations from unity are still observed for pressu-
res between 50-100 bar for a significantly large temperature range.

The different behavior of O2 and H2 is explained by their respective critical points:
For moderate pressures (p < 7pc), real gas effects are irrelevant if T > 2Tc (Sattelmayer
2012). As shown in Tab. 6.1, the critical temperature for H2 is considerably lower than
for O2. The criterion is met for H2 already at approximately 70 K. With increasing
pressure, ideal gas modeling is more and more inadequate.
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Tab. 6.1.: Critical point, acentric factor and gas constant for O2 and H2 (Linstrom
and Mallard 2015).

Tc [K] pc [bar] ρc [kg/m3] acentric factor ωa R [J/(kg K)]

O2 154.6 50.43 436.1 0.0222 259.8
H2 33.15 12.96 31.26 -0.219 4124

6.2.2.1. Real Gas Equations of State

The discrepancies between ideal gas and real fluid behavior originate from two effects:
Real molecules have a finite volume as well as attract and repel each other, respectively.
At high pressure and low temperature, intermolecular distance is short and attractive
forces become significant. Such conditions are present in the feed system and injection
region in the combustion chamber of cryogenic rocket engines.

Based on the ideas of (Van der Waals 1910), cubic equations of state (EOS) are used
to describe real gas behavior generally in form of

(p+ pa)(v − b) = RT. (6.4)

Herein, pa denotes the cohesion pressure, which reflects the influence of intermolecular
forces on fluid pressure, and b the co-volume of the molecules, which reduces the effective
fluid volume.

The effects of cohesion pressure and co-volume determine the deviation of Zr from
unity. If pressure and temperature are low, the intermolecular distance is still large
enough that attractive forces dominate and the influence of the co-volume is weak.
Consequently, the pressure predicted by the ideal gas law is too large and Zr is hence
smaller than unity. In contrast, if pressure is high, the intermolecular distance is small
leading to a more significant influence of the co-volume and the molecules repel each
other. Consequently, the volume predicted by the ideal gas law is too high and Zr thus
becomes larger than unity.

The cohesion pressure depends on the number of molecule collisions with the walls
as well as on the influence of intermolecular forces on the intensity of collision. With
decreasing specific volume, the number of collisions increases and intensity reduces.
Both effects increase the cohesion pressure, which is therefore given by

pa = a

f(v2) , (6.5)

where a is an empirically given coefficient and depends on species and temperature.
Different forms of Eq. (6.4) exist. Tab. 6.2 summarizes the empirical correlations for

cohesion pressure and co-volume for ideal gas, Peng-Robinson (PR) (Peng and Robinson
1976) and Soave-Redlich-Kwong (SRK) (Soave 1972). In comparison to earlier forms
(Redlich and Kwong 1949), PR and SRK improve accuracy by including the acentric
factor ωa, which reflects the deviation of the molecule form from ideal spherical shape.
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Tab. 6.2.: Comparison of ideal gas, Peng-Robinson and Soave-Redlich-Kwong equati-
on of state (Poling et al. 2001).

Ideal gas (IG) Peng-Robinson (PR) Soave-Redlich-Kwong (SRK)
pa 0 a(T )

v2+2vb−b2
a(T )
v2+vb

a(T ) - a0
[
1 + n

(
1−

√
T/Tc

)]2
a0
[
1 + n

(
1−

√
T/Tc

)]2
a0 - 0.45724 R

2T 2
c

pc
0.42748 R

2T 2
c

pc

n - 0.37464 + 1.54226ωa − 0.26993ω2
a 0.480 + 1.574ωa − 0.176ω2

a

b 0 0.0778RTcpc
0.08664RTcpc

In general, the forms of PR and SRK are similar, with the most significant difference
being the definition of cohesion pressure.

6.2.2.2. Caloric Equation of State, Entropy and Speed of Sound

In the simulations, the caloric quantities need to be determined. The difference of
internal energy e to an arbitrary reference state in terms of temperature and speci-
fic volume is calculated in a three-step process. First, an isothermal change of state
vref to v →∞ is calculated at Tref in order to ensure ideal gas conditions for the second
step. Herein, the difference in internal energy due to the temperature change Tref to T
is computed under isochoric, ideal gas conditions, which are denoted with ()0. Finally,
a second isothermal change of state accounts for the correct specific volume, i.e. v →∞
to v. The entire process reads:

e(T, v)− e(Tref, vref) = (6.6)
∞∫

vref

(
T

(
∂p

∂T

)
v

− p
)
dvTref +

T∫
Tref

cv,0dT −
∞∫
v

(
T

(
∂p

∂T

)
v

− p
)
dvT .

Internal energy at the reference state is set to zero, i.e. e(Tref, vref) = 0. In the follo-
wing, it is assumed that the reference state is in the ideal gas regime. In this case, the
first integral in Eq. (6.6) is obsolete.

Enthalpy h is classically given by

h = e+ pv. (6.7)

The same procedure as for internal energy is performed for entropy s:

s(T, v)− s(Tref, vref) = (6.8)
∞∫

vref

(
∂p

∂T

)
v

dvTref +
T∫

Tref

cp,0
T
dT −R ln

(
p

pref

)
−
∞∫
v

(
∂p

∂T

)
v

dvT .
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Specific heat capacity cv at isochoric conditions is generally defined by the change of
internal energy with temperature. Using Eq. (6.6), cv is given by

cv =
(
∂e

∂T

)
v

= cv,0 −
∂

∂T

(
T

(
∂p

∂v

)
v

− p
)
, (6.9)

where the differentials are evaluated on the basis of the EOS. The explicit equations
are given in App. L. The isochoric specific heat capacity at ideal gas conditions cv,0
is evaluated from the NASA polynomials (Burcat 1984; Burcat and Gardiner 2000;
McBride et al. October 1993).

Using the volume expansivity β and isothermal compressibility KT , the isobaric spe-
cific heat capacity can be calculated (Anderson 2003)

cp = cv + vT
β2

KT
, (6.10)

where the coefficients are given by

β = −

(
∂p
∂T

)
v

v
(
∂p
∂v

)
T

, (6.11)

and

KT = − 1
v
(
∂p
∂v

)
T

. (6.12)

Combining Eq. (6.10) - Eq. (6.12) yields for cp

cp = cv − T

(
∂p
∂T

)2

v(
∂p
∂v

)
T

. (6.13)

The explicit forms of the differentials are given in App. L.
Finally, the speed of sound c is calculated for real gases by

c =

√√√√−v2 cp
cv

(
∂p

∂v

)
T

=

√√√√cp
cv

(
∂p

∂ρ

)
T

. (6.14)

For the prediction of combustion stability, it is essential to correctly describe com-
pressibility. For acoustic propagation, the isentropic compressibility is relevant, which
is given by

Ks = − 1
v
(
∂p
∂v

)
s

= 1
1
v

(
∂p
∂ρ

)
s

= 1
ρ
(
∂p
∂ρ

)
s

. (6.15)
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According to Eq. (2.37), the isentropic chance of p with respective to ρ is given by
the speed of sound, i.e. (

∂p

∂ρ

)
s

= c2. (6.16)

Therefore, the isentropic compressibility according to Eq. (6.15) reads

Ks = 1
ρc2 . (6.17)

In consequence, in order to validate the prediction of the isentropic compressibility
by real gas EOS, density and speed of sound needs to be compared to reference data.
The comparison is shown next.

6.2.2.3. Comparison of Equation of States

To evaluate the applicability of the different EOS to cryogenic rocket engine simula-
tions, the predicted density is compared to the NIST (National Institute of Standards
and Technology) database (Linstrom and Mallard 2015). Density (ρ = 1/v) is deter-
mined by solving the cubic Eq. (6.4) iteratively. In order to calculate the correct root,
the initial value is set according to the reference value from NIST database.

The density is shown in Fig. 6.4 (left) for pure O2 and in Fig. 6.5 (left) for pure H2
in case of 60, 70 and 80 bar over a typical temperature range for cryogenic injection. In
accordance with Zr, cf. Fig. 6.3, the deviations between ideal gas and real gas behavior
are already present at 200 K for O2, while H2 can reasonably be described by ideal gas
relations down to approximately 85 K.

In case of O2, the ideal gas law strongly underpredicts density for temperatures
below 200 K. At typical injection temperatures of around 100-115 K, the error reads
approximately 80 % for the considered pressures. In general, the real gas EOS describe
density significantly more accurate. However, PR leads to overpredictions in the relevant
temperature range of up to 12 %. Overall, SRK provides a higher accuracy with a
maximum error of 7 % at approximately 150 K. For H2, SRK provides very accurate
density predictions, while PR deviates considerably from the NIST database.

To further validate the EOS for the description of acoustic propagation in the cryo-
genic regime, speed of sound is considered in Fig. 6.4 (right) for pure O2 and in Fig.
6.5 (right) for pure H2, cf. Eq. (6.17). In case of the consideration as an ideal gas,
unacceptable discrepancies are found for O2 in the lower temperature range. Above
300 K, the error is below 1 %. PR and SRK describe speed of sound accurately down
to 160 K. For lower temperatures, the prediction of speed of sound is getting more
and more inaccurate. At typical injection temperatures, the error of PR and SRK is
approximately 16-20 %.

For H2, the ideal gas description of speed of sound substantially deviates from the
NIST database below approximately 65 K. Considerable differences between NIST and
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Fig. 6.4.: Density (left) and speed of sound (right) for pure O2 and comparison between
NIST database, SRK EOS, PR EOS and ideal gas law for 60, 70 and 80 bar.
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Fig. 6.5.: Density (left) and speed of sound (right) for pure H2 and comparison between
NIST database, SRK EOS, PR EOS and ideal gas law for 60, 70 and 80 bar.

ideal gas are also present for higher temperatures. The differences can be explained by
a real gas factor of approximately 1.03-1.05 in this particular range. PR and SRK are,
however, capable of providing higher accuracy, but deviations of 3-4 % still occur.

For the description of cryogenic O2/H2 flow including acoustic propagation with the
ideal gas law results in unacceptable deviation for density and for speed of sound and
hence for isentropic compressibility in the feed and injection region, see Eq. (6.17). On
the one hand, incorrectly described density at the propellant inlets affects the injection
momentum and consequently alters the flame length. On the other hand, discrepancies
in speed of sound modify the characteristic impedance of the fluid affecting the system
eigenfrequencies.

Additionally, Fig. 6.6 shows the isobaric and isochoric heat capacities for O2 in case
of 60, 70 and 80 bar in the low temperature regime. It can be seen that enormous
amounts of energy must be supplied to increase the O2 temperature in the injection
region. In particular, cp peaks close to 150 K, which can be regarded as equivalent to
the evaporation process for liquid propellants.
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Fig. 6.6.: Specific heat capacity at isobaric (left) and isochoric (right) conditions for

pure O2 at 60, 70 and 80 bar.

Based on the comparisons, SRK is found to be the best choice for simulating cryogenic
rocket flow and is used in the CFD simulations. However, the substantial error of 16-20
% for O2 in terms of the speed of sound needs to be carefully addressed when performing
simulations under acoustic excitation.

Improvements might be achieved by using the extension of Abudour (Abudour et al.
2012, 2013; Matheis et al. 2016), which is a volume-translation method and bases on
the PR EOS. It could be shown, that density is accurately matched and the deviations
for speed of sound are reduced to approximately 5 %. However, Abudour’s extension is
not implemented into the current ANSYS CFX software package used in this thesis.

6.2.3. Multi-Component Flow and Combustion

The governing field equations for the simulation of the reactive flow in the single
flame configuration are presented next. The equations are based on the general set of
the multi-component Navier-Stokes equations (2.1)-(2.7) and the SRK EOS to explicitly
describe equation (2.8).

Simulations in ANSYS CFX 15.0 are based on enthalpy, which alters the energy
equation (2.3):

∂(ρh)
∂t

+ ∂(ρuih)
∂xi

= ∂p

∂t
+ ui

∂p

∂xi
+ ∂

∂xi

(
σ
∂T

∂xi
+

N∑
k

Γkhk
∂Yk
∂xi

)
+

(τij − pδij)
∂ui
∂xj

. (6.18)

Enthalpy h is defined for reactive flow by

h = e+ p

ρ
+

N∑
k

∆h0
kYk, (6.19)
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and contains the chemical enthalpy ∑N
k ∆h0

kYk, where h0
k denotes the mass formation

enthalpy of k-th species.

6.2.3.1. Turbulence Modeling and Mixing

Due to the small propellant injection areas with the high density of O2 and with the
high injection velocity of H2, the propellant flows are turbulent, see Fig. 5.3 and Tab.
5.1. The influence of turbulence on the reactive flow field needs to be included into the
simulation. However, to avoid the resolution of turbulent scales in the computations,
the effect of turbulent fluctuations is modeled. The modeling approach is present in the
following.

For the modeling of turbulence, the governing equations need to be rewritten in
averaged form. First, this averaging process is explained. Introducing mass-weighted
ensemble averages of a quantity φ̃, the so-called Favre averages, according to

φ̃ = ρφ

ρ̄
(6.20)

yields

φ = φ̃+ φ′′, (6.21)

where φ′′ denotes the fluctuating quantities. It holds that φ̃′′ = 0. Using Eq. (6.21), the
averaged equations are derived next.

For the sake of readability, only the average of the unresolved scales are explicitly
highlighted, while (̃ ) is otherwise dropped. In this notation, mass conservation is not
changed, cf. Eq. (2.1). The momentum equation yields:

∂(ρuj)
∂t

+ ∂(ρuiuj)
∂xi

+ ∂p

∂xj
= ∂τij
∂xi
−
∂(ρũ′′i u′′j )
∂xi

, (6.22)

where the unresolved (Reynolds) stresses are modeled by

−(ρũ′′i u′′j ) = µt

(
∂ui
∂xj

+ ∂uj
∂xi

)
− 2

3δij
(
ρkt + µt

∂uk
∂xk

)
, (6.23)

which increases the viscous dissipation in order to include the dissipating character of
small turbulent scales. The turbulent viscosity is calculated from

µt = Cµρ
k2

t
ε
, (6.24)

where kt denotes turbulent kinetic energy, ε turbulent dissipation rate and Cµ a model
constant. In this thesis, the two equation turbulence model kt − ε is applied to deter-
mine turbulence kinetic energy and turbulent dissipation rate. For this purpose, two
additional transport equations are solved for kt and ε

∂

∂t
(ρkt) + ∂

∂t
(ρuikt) = ∂

∂xj

[(
µ+ µt

σkt

)
∂kt

∂xj

]
+ Pkt − ρε (6.25)
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∂

∂t
(ρε) + ∂

∂t
(ρuiε) = ∂

∂xj

[(
µ+ µt

σε

)
∂ε

∂xj

]
+ ε

kt
(Cε1Pkt − Cε2ρε) , (6.26)

where Pkt accounts for the production of turbulence by viscous forces and is given by

Pkt = µt

(
∂ui
∂xj

+ ∂uj
∂xi

)
∂uj
∂xj
− 2

3
∂uk
∂xk

(
3µt

∂uk
∂xk

+ ρkt

)
, (6.27)

cf. (ANSYS 2014a,b).
The kt− ε turbulence model is known to capture accurately separated flows (Speziale

and Thangam 1992), which is necessary to simulate adequately the pressure drop over
the injectors. Herein, transport equations are solved for kt and ε at each iteration step
and appropriate boundary conditions need to be imposed. It is referred to (ANSYS
2014a,b; Poinsot and Veynante 2005) for detailed information.

Conservation of enthalpy in averaged form reads

∂(ρh)
∂t

+ ∂(ρuih)
∂xi

= ∂p

∂t
+ ∂

∂xi

(
σ
∂T

∂xi
+

N∑
k

Γkhk
∂Yk
∂xi
− ρũ′′i h′′

)
+ τij

∂ui
∂xj

, (6.28)

where the turbulent enthalpy fluxes are determined from a gradient transport assump-
tion by

−ρũ′′i h′′ =
µt

Prt

∂h

∂xi
, (6.29)

where Prt denotes the turbulent Prandtl number, which is set to 0.9 in CFX.
The species transport equation in averaged form is given by

∂ρYk
∂t

+ ∂(ρuiYk)
∂xi

= ∂

∂xi

(
Γk
∂Yk
∂xi
− ρũ′′i Y ′′k

)
+ ω̇k, (6.30)

and the turbulent species flux reads

−ρũ′′i Y ′′k = Γt
∂Yk
∂xi

= µt

Sct

∂Yk
∂xi

, (6.31)

where Γt denotes the turbulent diffusion coefficient, which is modeled as the ratio bet-
ween turbulent viscosity and the turbulent Schmidt number Sct. In CFX, the turbulent
Schmidt number is set equal to the turbulent Prandtl number.

To reduce computational efforts for the calculation of energy and mass diffusion, the
laminar Lewis number of each component is set to unity, i.e.

Lek = σ

cpΓk
= 1 (6.32)
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In consequence, the molar diffusion coefficient Γk is substituted by the bulk viscosity
in Eq. (6.30) and the enthalpy Eq. (6.28) reduces to

∂(ρh)
∂t

+ ∂(ρuih)
∂xi

= ∂p

∂t
+ ∂

∂xi

([
σ

cp
+ µt

Prt

]
∂h

∂xi

)
+ τij

∂ui
∂xj

. (6.33)

(Poinsot and Veynante 2005) argues that laminar diffusive fluxes for species and
enthalpy are often irrelevant in comparison to turbulent transport. In consequence, the
first term on the r.h.s. of Eq. (6.30) as well as the second term on the r.h.s. of Eq. (6.33)
are small and could be neglected. However, CFX also describes the laminar fluxes. The
necessary transport properties are given in App. M.

In the simulations, the different components share velocity, pressure, temperature
and turbulence fields. For the determination of the bulk motion, density and transport
properties of the single species are deduced from mixing. Under real gas conditions,
non-ideal mixing rules apply (Kwak and Mansoori 1986). (Poschner and Pfitzner 2010)
show that real gas mixing rules insignificantly influence the field results under typical
rocket engine conditions. This could be due to the fact that the mixing region coincides
with the reaction zone. Consequently, mixing takes place at high temperatures, at which
ideal gas rules are valid. Based on these conclusions, ideal gas mixing rules are used in
this thesis.

Ideal mixing rules calculate the mass fraction weighted average of quantity φ. The-
refore, φ is given by

φ =
N∑
k

Ykφk. (6.34)

Eq. (6.34) is applied to material properties such as laminar viscosity µ, laminar
thermal heat conductivity σ, heat capacities cp, cv, but also to derivatives of the EOS,
i.e.

(
∂p
∂v

)
T

and
(
∂p
∂T

)
v
, which are calculated from the real gas EOS.

6.2.3.2. Combustion Modeling

The propellants are converted into products under heat release by non-premixed
combustion in the chamber. For the CFD simulation of the singe flame configuration,
cf. Fig. 6.2, for steady state as well as under acoustic excitation, the strong influence
of the heat release on the flow field needs to be modeled. In the following, the chosen
modeling approach is explained.

In case of the BKD test chamber, O2 and H2 are injected close to critical temperature
and pressure conditions, cf. Tab. 5.1 and Fig. 6.3. Hence, combustion is characterized
as transcritical and supercritical, respectively. In this state, phase changes do not occur
and classical subprocesses such as atomization and evaporation of droplets are not
present. Instead, with increasing pressure rising above the critical point, the surface
tension is progressively lowered, and a gas-like jet behavior emerges including complex
gas/gas-like mixing with high diffusivity (Chehroudi 2012; Hickey and Ihme 2013).
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Fig. 6.7.: Regimes of turbulent non-premixed combustion in terms of the Damköhler
number Da and the turbulent Reynolds number Ret, adapted from (Poinsot
and Veynante 2005).

As atomization and evaporation are absent, the combustion in supercritical state is
dominated by two processes. First, the propellants need to be brought into contact. In
non-premixed flames, the propellants are transported into the reaction zone by diffusion
in the mixing zone. In the second step, the mixed propellants react in the reaction zone
leading to the formation of the combustion products. Usually, the flame front is located
where the propellants are mixed stoichiometrically (Poinsot and Veynante 2005).

The mixing and reaction zones are strongly influenced by turbulence. For example,
the presence of turbulent vorticies leads to flame wrinkling, which imposes strain on the
mixing and reaction zones potentially leading to quenching. However, if the chemical
reactions are fast compared to the turbulent time scales, the mixing and reaction zone
follows the flow structures and quenching is unlikely to occur. This example shows that
the choice of a suitable combustion model depends on the present ratio of time scales
between chemical reaction and mixing. Since mixing is dominated by turbulence, the
ratio is given by the time scales of turbulence τt to chemical reaction τc. The ratio
corresponds to the Damköhler number (Poinsot and Veynante 2005):

Da = τt

τc
. (6.35)

On the basis of the Da number and the turbulent Reynolds number Ret, (Poinsot
and Veynante 2005) suggest a classification of non-premixed combustion regimes. The
turbulent Reynolds number is a measure of the impact of large scale turbulent vorticies
on the flow field. The classification in form of a combustion diagram is shown in Fig.
6.7. For turbulent Reynolds numbers below unity, combustion is laminar and hence
not of interest for the combustion modeling in rocket engines. In the higher Ret range,
(Poinsot and Veynante 2005) distinguish between three regimes:

• For high Da numbers, the turbulence integral time scale τt is large compared to
the time scale of chemical reaction τc, cf. Eq. (6.35). In consequence, chemistry
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is fast enough to reach chemical equilibrium and the flame front follows the flow
structures as a whole. The inner flame structure corresponds locally to a steady
laminar flamelet solution comprising the mixing and reaction zones. Maximal
temperature and reaction rates are in agreement with the corresponding laminar
flame configuration (Poinsot and Veynante 2005). Since chemistry is fast, the
flamelet structure is retained although large vorticies wrinkle the flame front.
Furthermore, the reaction zone is substantially smaller than the mixing zone for
large Da numbers (Poinsot and Veynante 2005).
• For Da numbers on an intermediate level, the time scales of turbulence and che-

mistry are approximately the same. In this situation, turbulent motion interacts
with the reaction process and unsteady effects become relevant. For example, the
rate of conversion of educts to combustion products might be too low to consume
all reactants delivered to the reaction zone. In consequence, the accumulation of
reactants in the reaction zone lowers the local temperatures and local extinction
due to quenching may occur. In order to describe such unsteady effects, finite rate
chemistry needs to be included.
• If the chemical time scale is large compared to the turbulent time scale, the strain

imposed on the reaction zone by the turbulent vorticies is too intense for the
reaction to proceed and quenching occurs in a wide spatial range in the reaction
zone leading to flame extinction.

The limiting Da numbers for each regime depend on the turbulent Reynolds num-
ber. As shown in Fig. 6.7, the limiting Da numbers for the different regimes increase
linearly in a log-log representation. Therefore, with increasing impact of large turbulent
vorticies, chemistry needs to be faster in order to prevent the flame from extinction.

According to (Poinsot and Veynante 2005), the high Da number range and hence
the flamelet combustion regime is given in most technical applications. For instance,
(Nan et al. 2007) show that for the propellant combination CH4/O2 under 10 MPa
in a typical injection configuration, the laminar flamelet regime is present and the
combustion is dominated by mixing in the entire flowfield. Since the reactivity of the
propellant combination H2/O2 is even higher than for CH4/O2 (Joos 2006; Singla et al.
2007), it can be reasonably assumed that thin flame structures and mixing controlled
combustion are present in the BKD test chamber for the considered load points, cf. Tab.
5.1. Another indication that chemistry plays a secondary role in the BKD chamber
is given in (Török 2015), where it is shown that the interaction of turbulence and
chemistry is negligible for the simulation of a H2/O2 driven rocket engine under 6 MPa
(Habiballah and Zurbach 2001).

To confirm the presence of high Da numbers and hence the validity of the flamelet
approach in case of the BKD test chamber for LP1-4, the chemical and turbulent
time scales are determined and compared. First, the chemical time scale is determined.
(Peters 2000) shows that strain rates at extinction can be used to estimate the time scale
of the chemical reaction. With increasing strain, the reaction zone gets thinner, until
heat conduction towards oxidizer and fuel sides leads to heat fluxes, which exceed the
heat generation due to chemical reaction and extinction occurs. Essentially, a balance
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between the diffusion time scale, which is defined by the scalar dissipation rate at
excitation χq, and the chemical time scale τc is present (Peters 2000):

τc = Z2
st(1− Zst)2

χq
, (6.36)

where Zst denotes the stoichiometric mixture fraction, which is 1/9 for H2/O2. Ex-
tinction strain rates aq are given in (Fiala and Sattelmayer 2014; Wang et al. 2013).
Following (Peters 2000), strain rates are transformed into scalar dissipation rates by

χq = aq
π

exp
(
−2

[
erfc−1(2Zst)

]2)
. (6.37)

In consequence, the time scale of chemical reaction for the H2/O2 combustion in the
BKD is given by τc = O(10−9) s for typical pressures of 60-80 bar.

In the next step, a turbulence integral time scale is determined. According to (Peters
2000; Poinsot and Veynante 2005), turbulent time scales are given by kinetic energy and
turbulent dissipation rate as τt = kt/ε, which can be determined from the turbulence
model on the basis of the simulation results, cf. Eq. (6.25) and Eq. (6.26). Simulations
reveal turbulent times scales of τt = O(10−6)-O(10−5) s.

In comparison, the turbulence integral time scale τt is approximately 3-4 orders of
magnitude larger than the chemical time scale τc. It is therefore concluded that the time
scale of chemical reaction is sufficiently shorter than the time scale of turbulence for high
Da numbers. According to Fig. 6.7, the BKD combustion zones are hence dominated
by flamelet structures. Furthermore, the mixing and reaction zones are thin. Large
turbulent vorticies may wrinkle the flame front, but the inner flamelet structures are
retained.

Modeling combustion on the basis of laminar flamelet structures is very effective.
Essentially, the combustion modeling can be decomposed into two problems: the des-
cription of the flow field including the mixing process and the simulation of the laminar
flame structure (Poinsot and Veynante 2005). The flamelet solution can be obtained
using laminar counter-flow diffusion flame simulations, (Fiala and Sattelmayer 2014).
From the flamelet results, look-up tables are generated listing e.g. species mass frac-
tion and density in terms of mixture fraction, its variance and scalar dissipation rate
(Mastorakos 2001). These quantities are provided by the CFD simulation linking the
mixing process to the laminar flamelet structure.

For the simulation of the steady state field of a BKD single flame configuration, the
usage of a flamelet model and the tabulation of density and mass fraction is sufficient.
Such an approach is referred to as primitive variable method (Poinsot and Veynante
2005). However, to determine Flame Transfer Functions according to Eq. (2.103), the
heat release rate is required. For the calculation of the heat release rate, (Poinsot and
Veynante 2005) suggest the usage of a reaction rate approach. Herein, the reaction rates
are determined from the laminar counter-flow diffusion flamelet results and tabulated
for the look-up in the subsequent CFD simulation. On the basis of the simulated reaction
rates, the heat release rates can be calculated.
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During the development of the stability assessment procedure, the applicability of the
reaction rate based flamelet modeling approach for the determination of Flame Transfer
Functions was investigated. For this purpose, steady state CFD simulations of a single
flame configuration of the BKD test chamber, cf. Fig. 6.2, were conducted on the basis
of the primitive variable method and the heat release rate was included additionally
into the flamelet look-up table and monitored during the CFD runs. Finally, the volume
integrated heat release rate Q̇flamelet was compared to the power output calculated on
the basis of the enthalpy differences between outlet and inlet. According to energy
conservation, under adiabatic conditions, the difference in enthalpy between inlet and
outlet should be the same as the volume integrated heat release rate Q̇flamelet, i.e.

(ṁh)outlet − (ṁh)inlet = Q̇flamelet. (6.38)

However, a significant discrepancy between the volume integrated heat release rate
Q̇flamelet and the enthalpy difference was found. It was concluded that the heat release
rate cannot reliably be determined on the basis of the flamelet combustion model. The
discrepancies can probably be explained by the insufficient resolution of the laminar
flamelet structures in the CFD simulations. To avoid an increase of simulation times
by applying higher grid resolutions, a different combustion model than the flamelet
approach was chosen.

As explained before, it is assumed that combustion in the BKD test chamber is fully
controlled by mixing. For this situation, (Magnussen and Mjertager 1967) suggested
the application of the Eddy Dissipation Model (EDM), that relates the reaction rates
directly to the integral turbulence time scale τt. Assuming a one-step chemistry, i.e.

1
2O2 + H2 → H2O, (6.39)

the reaction rates are given by

ω̇k,EDM = (ν ′′k − ν ′k) Wk AEDM τt min
(
ρ

YO2
1
2WO2

, ρ
YH2

WH2

)
, (6.40)

and

ω̇k,EDM = (ν ′′k − ν ′k) Wk AEDM
kt

ε
min

(
ρ

YO2
1
2WO2

, ρ
YH2

WH2

)
, (6.41)

respectively.
In Eq. (6.41), AEDM denotes a model constant, W the molar mass and the index ()k

states H2, O2 and H2O, respectively. Furthermore, ν ′/ν ′′ denote the stoichiometric con-
ditions of the educts and products. For stoichiometry, it holds that the concentrations
of the reactants altered by the stoichiometric coefficients are equal, i.e.

1
2[O2] = [H2], (6.42)
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cf. Eq. (6.39). Eq. (6.42) can be rewritten such that

ρ
YO2

1
2WO2

= ρ
YH2

WH2

, (6.43)

which corresponds to the terms inside the minimum function in Eq. (6.41). Therefore,
if one of the reactants is deficient, the reaction rate is limited by its respective mass
fraction. For instance, if a H2 excess is present:

ρ
YO2

1
2WO2

< ρ
YH2

WH2

, (6.44)

and the reaction rate e.g. for water according to Eq. (6.41) yields

ω̇H2O,EDM = WH2O AEDM
kt

ε
2 ρ YO2

WO2

. (6.45)

In contrast, if an O2 excess is present,

ρ
YO2

1
2WO2

> ρ
YH2

WH2

, (6.46)

and the reaction rate reads

ω̇H2O,EDM = WH2O AEDM
kt

ε
ρ
YH2

WH2

. (6.47)

The EDM model assumes that the reactants are burned very fast until the deficient
one is fully consumed. However, due to the complete absence of chemistry in the EDM
model, the calculated reaction rates are usually to large (Joos 2006) yielding unreali-
stically high temperatures in the reaction zone. Essentially, the EDM model does not
calculate chemical equilibrium conditions for the given chamber pressure but only the
single step according to Eq. (6.39) is taken into account.

In order to reach more realistic chemical equilibrium conditions and to obtain adia-
batic combustion temperatures for the reaction of H2 and O2, the dissociation of water
is also included into the simulation, i.e.

H2O→ OH + H. (6.48)

The dissociation of water is an endothermic reaction, which consumes considerably
amounts of energy. This reaction strongly depends on temperature. Therefore, the dis-
sociation reaction rate is modeled in form of an Arrhenius type term according to

ω̇k,FR = (ν ′′k − ν ′k) ρ YH2O

WH2O
Wk AFR e−

EFR
R·T , (6.49)

with the constants AFR = 3.5·109 s−1 and EFR/R = 52,900 K (Knab et al. 1999). In Eq.
(6.49) the index k denotes H2O, OH and H, respectively. The capability of this simple
dissociation model to obtain realistic flame temperatures was demonstrated for the
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combustion simulation of the propellant combination MMH (Monomethylhydrazine)
and NTO (Nitrogen Tetroxide) by several authors in the past (Aichner et al. 2012;
Knab et al. 1998, 1999; Schmid 2009).

Altogether, the reaction rate source terms for the different species in Eq. (6.30) are
given by

ω̇H2,EDM = −ρWH2 AEDM
kt

ε
min

(
YO2

1
2WO2

,
YH2

WH2

)
, (6.50)

ω̇O2,EDM = −1
2ρWO2 AEDM

kt

ε
min

(
YO2

1
2WO2

,
YH2

WH2

)
,

ω̇H2O,EDM+FR = ρWH2O AEDM
kt

ε
min

(
YO2

1
2WO2

,
YH2

WH2

)
− ρYH2O AFR e−

EFR
R·T ,

ω̇OH,FR = ρ YH2O

WH2O
WOH AFR e−

EFR
R·T ,

ω̇H,FR = ρ YH2O

WH2O
WH AFR e−

EFR
R·T .

The validity of the modeling approach with the reaction rates according to Eq. (6.50)
will be verified on the basis of flame temperatures in Sec. 7.1.

Eq. (6.41) reveals that the EDM reaction rates are completely dominated by turbulent
quantities. For strong turbulent motion, the turbulent kinetic energy kt is high providing
intense mixing. Therefore, high turbulent kinetic energy leads to an intense transport
of reactants to the reaction zone and consequently to large reaction rates. In contrast,
viscous dissipation of turbulent motion on small scales reduces the intensity of reactant
mixing. Hence, with increasing turbulent dissipation rates ε, the reaction rates decrease.

The turbulent quantities in the reactive flow field are influenced by different sources
for turbulence. This can be realized by the vorticity equation, which is derived from
the momentum equation by applying the rotational operator to each single term. For
reasons of simplicity, the vorticity equation is not derived from the Favre averaged
momentum equation but from the instantaneous momentum Eq. (2.2) (Williams 1974):

∂ξi
∂t

= ξj
∂ui
∂xj
− ξi

∂uj
∂xj

+ εijk
1
ρ2

∂ρ

∂xj

∂p

∂xk
+ εijk

∂

∂xj

(
1
ρ

∂τkm
∂xm

)
(6.51)

In Eq. (6.51), especially the third and forth terms on the r.h.s. contribute to the pro-
duction and dissipation of vorticity. The third term describes the generation of vorticity
due to misaligned gradients of density and pressure. This effect is referred to as ba-
roclinic torque. In contrast, the fourth term accounts for the dissipation of vorticity
viscosity and contributes to the turbulent dissipation rate ε. As the vorticity equation
is directly obtained by the rotation of the momentum equation, which is solved for
in averaged form in the CFD simulation, the effects of baroclinic torque and viscous
vorticity dissipation are accounted for in the computation and contained in kt and the
dissipation rate ε, see Eq. (6.22) - (6.26). In consequence, the influences of these effects
on mixing and hence on the reaction rate are accounted for by the EDM model.
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A drawback of the EDM/FR combustion modeling approach is that minor species
are not simulated. Especially for the validation of combustion simulations on the basis
of experimental measurements, the radiation of the minor species OH* molecule is
often considered. Such validation procedures cannot be conducted using the EDM/FR
model. (Fiala 2015; Fiala and Sattelmayer 2015b) propose a procedure to determine
OH* radiation in turbulent flames considering self-absorption effects, which is based on
the flamelet approach. The applicability of the procedure is demonstrated in (Schulze
et al. 2016a).

6.2.4. Mean Flow Computation

The procedure of converting the single flame simulation results to an adequate mean
flow for the subsequent acoustic simulation affects the stability assessment in multiple
ways. Firstly, due to the cut-on condition according to Eq. (2.60), the eigenfrequency
of the first transverse mode depends directly on the speed of sound and Mach number.
Speed of sound, in turn, depends on pressure, density and species composition as well
as on their respective specific heat capacities, see Eq. (6.14). The conversion procedure
necessarily needs to conserve the effect of these quantities on acoustic propagation. If
eigenfrequencies are inaccurately simulated, reflection coefficient boundary conditions
are evaluated at incorrect frequencies, cf. Eq. (2.75). In consequence, discrepancies in
terms of amplitude and phase of the reflection coefficient can significantly alter the
stability predictions.

Secondly, the mean flow fields directly affect the mode shapes of pressure and trans-
verse velocity. Incorrect amplitude and phase distributions of pressure and transverse
velocity influence the dynamic flame response and lead to inaccurate Flame Transfer
Functions. In the subsequent stability analysis, flame feedback might be too weak or
too strong. According to the Rayleigh integral, see Eq. (2.105), incorrectly computed
amplitude and phase distributions of pressure might attribute to wrongly described
amplification of acoustic amplitudes by the heat release fluctuations.

For the adequate mean flow generation, a second CFD simulation is performed, which
includes the entire combustion chamber and the nozzle. In this simulation, the chemical
reaction is not modeled but the reacting rates are taken from the single flame simulation
as input. For this purpose, radially averaged reaction rates are evaluated at 300 equidi-
stantly distributed axial locations in the steady single flame CFD. It is again assumed
that the radial average on single flame scale is equivalent to the chamber cross-sectional
average, see Sec. 6.1.

The absence of a detailed description of combustion and the usage of radially averaged
reaction rates substantially reduces computational turn-around times and allows for
the computation of the entire chamber. The simulation is based on axis-symmetrically
discretized compressible non-linear Euler equations and does not account for turbulence.
At the outlet, supersonic conditions are imposed. At the inlet, species composition in
terms of mass fractions according to the load point’s specific ratio of oxidizer to fuel
(ROF) is imposed and the full mass flow of propellants is applied. The inlet temperature
is evaluated from the single flame simulation and determined as the radial average at
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Fig. 6.8.: O2 mass fraction of the mean flow for the acoustic simulation together with
its detailed distribution in the single flame case.

the face plate. Since averaged inlet temperatures at the face plate are already elevated,
real gas effects do not relevantly affect the results. The conversion procedure generates
the entire set of radially averaged mean flow quantities and a consistent nozzle flow is
obtained. Simulation times are limited to a few minutes.

The applied conversion procedure allows for the validation of the reaction rates cal-
culated in the single flame simulations. Since the choked nozzle flow is included into the
second CFD simulation, the calculated chamber pressure is a measure of the correctness
of the reaction rates, cf. Tab. 5.1. In case of accurately computed chamber pressures,
it can be concluded that the combustion model applied to the single flame simulations
accurately predicts reaction rates and therefore heat release.

Fig. 6.8 illustrates the conversion procedure in terms of O2 mass fraction. While the
single flame simulation describes small-scaled structures in detail, the mean flow for the
acoustic simulation accounts for the radial average. For instance, it can be seen that
the length of the combustion zone is well conserved during the conversion procedure.

6.3. Determination of Dome Coupling Scattering Matrices

In order to acoustically couple the combustion chamber with the O2 dome in the
acoustic simulations, the scattering matrix for the injectors is required, see Sec. 4.2.
Although experimental procedures are available for their determination, cf. Sec. 4.2,
scattering matrices are not of interest during the development and operation of rocket
engines. In consequence, experimentally determined scattering matrices are usually not
available. Therefore, reflection and transmission coefficients need to be calculated using
analytical and numerical procedures.

In this thesis, the scattering matrix for the dome coupling is determined on the basis
of an acoustic network model for a single injector configuration, cf. Sec. 2.7.5. For this
purpose, the single injector configuration is decomposed into its elementary components
consisting of area changes, straight duct elements and impedance changes. As long as
longitudinal wave propagation is present in the injector it is sufficient to apply acoustic
two-poles, cf. Sec. 2.7.5 and (Bade 2014; Gentemann et al. 2003). Therefore, the local
acoustic coupling between the chamber and the dome side is described two ingoing and
two outgoing waves.

The scattering properties of each of these components can be described by semi ana-
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Fig. 6.9.: BKD injector configuration and corresponding network model.

lytical/empirical element scattering matrices, each of which are of the form according
to Eq. (2.92). The scattering matrix of the entire injector configuration is then given
by the connection of the components.

Fig. 6.9 shows again the geometrical arrangement of a BKD injector together with the
corresponding series of acoustic elements. The single injector configuration is decompo-
sed into the following components, see also 5.3. The pressure loss element is modeled as
an ensemble of an area change with acoustic losses, a straight duct element and another
area change with acoustic losses. These three components corresponds to the elements
1-3 in Fig. 5.3. The relevant cross-section of the O2 dome on single injector scale is
set according to the number of injector elements, i.e. to 1/42 of the entire dome cross-
section. The O2 post is described as duct element, see element 4. The junction of O2,
H2 and the combustion products is modeled as change of characteristic impedance (ρ̄c),
where ()u denotes pure O2 and ()d the locally present average of O2, H2 and combusti-
on products, see element 5. This element is referred to as impedance change element.
The averaging of the characteristic impedance is performed directly at the face plate
in the combustion chamber. Furthermore, the taper angle is neglected in the network
model. Finally, the area change from the O2 injector to the combustion chamber is
again modeled including acoustic losses, see element 6. The explicit representation of
each element scattering matrix is given in the App. B.3.

The H2 injection system is not accounted for in the network model. Since H2 is
injected into the chamber through a very thin annular slit, see Fig. 5.2 and with high
velocity, cf. Tab. 5.1. In consequence, the acoustic energy transferred from the chamber
into the H2 injection system is assumed to be negligible, cf. Sec. 6.2.1.

Finally, the reflection and transfer coefficients of the acoustic network model are
given by the assembly of all elements 1-7, cf. Fig. 6.9. For the assembling, the Riemann
invariants in the chamber are first expressed by the Riemann invariants before the last
area jump, viz. (

Fd
Gu

)
= SMAC

6

(
F6
G6

)
, (6.52)
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The Riemann invariants F6 and G6 upstream of the area change element 6 are deter-
mined by the element scattering matrix 5 and the corresponding waves further upstream
F5 and G5. Assembling all element scattering matrices in this manner finally yields the
injector scattering matrix by multiplication, i.e.(

Fd
Gu

)
=

6∏
k=1

SM7−k

(
Fu
Gd

)
. (6.53)

see also Eq. (2.93).
The injector scattering matrix is therefore explicitly given by

SM = SMAC
6 · SMρc

5 · SMDE
4 · SMAC

3 · SMDE
2 · SMAC

1 , (6.54)

For the evaluation of the elementary scattering matrices in Eq. (6.54), mean flow
quantities are required, cf. App. B.3. These quantities are extracted from the mean
flow simulations on the basis of a single flame configuration, cf. Sec. 7.1.2.

6.4. Acoustic Simulation

The generated mean flow is subsequently applied to the first acoustic simulation.
The computational setup is illustrated in Fig. 6.10, which is similar to the simulati-
ons performed under non-reactive conditions in Chap. 4. The computational domain
comprises the chamber with the nozzle and the O2 dome volume, which is acoustical-
ly coupled with the chamber via a scattering matrix. In contrast to the experimental
BKD configuration, the igniter tube inside of the O2 dome is neglected, since its impact
on the acoustic propagation in the dome is assumed to be irrelevant, cf. Fig. 5.1. At
the walls, slip conditions are prescribed, see Eq. (2.74). Furthermore, the axial length
of the divergent nozzle part and its radial spread is reduced in order to minimize the
computational domain. Non-reflective boundary conditions are imposed at the outlet
of the nozzle, cf. Eq. (2.99). Since the H2 injection system is assumed to be acoustical-
ly decoupled from the chamber, the H2 dome is not included into the computational
domain, see also Sec. 6.2.1.

Additionally, Fig. 6.10 indicates further applicable boundary conditions. In the O2
dome, the reflection coefficients RF of the O2 feed lines from the tanks could be imposed.
However, as it will be shown in Sec. 7.3, the acoustic coupling of the dome with the
chamber is weak and only insignificant amplitudes are present in the dome volume in
case of the BKD test chamber. As the dome is therefore decoupled from the chamber to
a great extent, the O2 lines do not influence the chamber acoustics. In consequence, for
the acoustic analyses of the BKD test chamber, the feed line boundaries are substituted
by simple slip wall conditions. However, it might be necessary to include the reflection
coefficient of the feed lines for different systems.

A second applicable boundary condition is indicated in the chamber, see Fig. 6.10:
the location of an absorber ring and its corresponding boundary surface, cf. Fig. 5.2
and Fig. 5.1. The capabilities to take the influence of an absorber ring in form an
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Fig. 6.10.: Computational domain, boundary conditions and grid for the acoustic si-
mulation.

reflection coefficient RAR into account in the acoustic simulations was shown in Sec.
4.3.2. However, in the acoustic analyses presented in the next Chapter, the absorber
ring is not activated. Therefore, the possibility of including an absorbing ring is shown
illustratively, but it is not used in this thesis. In the concluding Chapter of this thesis,
a suitable test configuration with absorbers is suggested for further validation of the
stability assessment procedure, see Chap. 8.

The computational grid for the acoustic simulation is shown in Fig. 6.10. Triangular
element types are used in cross-section, while in axial direction hexahedral element
types are included. To resolve the axial mean flow gradients, the grid is finest in the
injection region and successively coarsened in axial direction. In the nozzle, the grid is
again axially refined in order to account for the reduced wavelength of reflected waves
due to the increase in Mach number. For the BKD test chamber approximately 130,000
finite elements are included leading to an overall number of approximately 340,000
DOF.

In the combustion chamber, the full set of LEE is solved, cf. Eq. (2.30) - (2.32). The
previously simulated mean flow quantities are included into the acoustic simulation as
follows. The distributions of mean pressure and velocity is taken from the mean flow
computation of the entire chamber, see Sec. (6.2.4). However, due to radial averaging
of the speed of sound and of the density, compressibility is not conserved during the
conversion of the single flame results to the mean flow, see Sec. 6.2.4. In consequence,
if speed of sound and density were taken from the previously simulated mean flow,
acoustic propagation and therefore eigenfrequencies would not correctly be calculated
in the acoustic simulations. To guarantee that compressibility is conserved, its radial
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average is calculated on the basis of the single flame results and transferred into the
acoustic simulation. As acoustic propagation is an isentropic process (Anderson 2003),
isentropic compressibility is averaged. The radially averaged isentropic compressibility˜̃Ks is given by

˜̃Ks =
˜̃

(ρc2)−1, (6.55)

cf. Eq. (6.17).
Inserting the definition of speed of sound according to Eq. (6.14) into Eq. (6.55) yields

˜̃Ks =
˜̃(
cp
cv
p
)−1

. (6.56)

In Eq. (6.56), ideal gas conditions are assumed, since the radially averaged tempera-
tures at the inlet are already sufficiently high for real gas effects to be negligible, see
Sec. 6.2.4.

The isentropic compressibility in the acoustic simulation (CAA) should be the same
as the average in the single flame configuration, i.e.

1
ρCAAc2

CAA
=

˜̃(
cp
cv
p
)−1

. (6.57)

In order to conserve compressibility, either ρCAA or c2
CAA needs to be adapted to fulfill

Eq. (6.57). For the calculation presented in the next Chapter, c2
CAA is set equal to the

radial average of the single flame simulation, and ρCAA is finally given by

ρCAA = ˜̃
c−2

˜̃(
cp
cv
p
)
. (6.58)

Finally, in the acoustic simulation, the radial averaged values as well the ρCAA corre-
spond to the mean flow quantities, i.e.

ρCAA → ρ̄; ˜̃p→ p̄; ˜̃ui → ūi (6.59)

The isentropic exponent κ in the LEE is calculated by

κ =
˜̃(cp
cv

)
. (6.60)

Since density is altered through the conversion procedure, cf. Eq. (6.58), the charac-
teristic impedance Z in the acoustic simulation is no longer the same as in the single
flame CFD, cf. Eq. (2.42). The adaption of density is especially drastic in the injection
region. However, the scattering matrix for the dome coupling is generated on the basis
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pressure anti-
nodal line

Fig. 6.11.: First transverse mode shape in terms of normalized pressure Re(p̂) and the
respective anti-nodal lines in the chamber.

of Z in the single flame configuration. In consequence, the change in Z needs to be
accounted for in the scattering matrix. For this purpose, the acoustic network model is
extended by another change of characteristic impedance element (ρ̄c) . The scattering
matrix is hence given by

SM = SMρc
CFD→CAA · SMAC

6 · SMρc
5 · SMDE

4 · SMAC
3 · SMDE

2 · SMAC
1 , (6.61)

cf. Eq. (6.54).
In the dome, quiescent flow conditions and isentropic acoustic propagation are as-

sumed. In consequence, the reduced set of LEE (2.30) - (2.32) is solved in the dome
volume. Necessary thermodynamic properties are determined from pressure and tem-
perature, cf. Tab. 5.1 using the NIST database (Linstrom and Mallard 2015).

To determine the eigenfrequency and the mode shape of the first transverse mode, the
acoustic simulation is performed in form of an eigenvalue problem, see Sec. 3.2.2.2. The
turnaround times of the acoustic simulation depends on the number of DOF to solve for,
but also on the convergence properties. In general, the solution process does not only
solve for physical modes, also spurious solutions are calculated. These spurious solutions
immensely reduce the convergence process of the acoustic simulations. However, it was
found that the eigenvalue solution process for only a few (e.g. four) eigenfrequencies
and the restriction of the initial setting to an approximation of the eigenfrequency,
which can be obtained from experiments or from the cut-on condition, see Eq. (2.60),
yields already reasonably fast convergence procedures.

At this stage, acoustic simulations can be performed for the open loop system, i.e.
in the absence of dynamic heat release (ˆ̇q). Such simulations are conducted in order to
determine the eigenfrequency and the mode shape of the first transverse mode. Fig. 6.11
shows a typical mode shape in the chamber and the dome indicating a first transverse
mode structure at the face plate and a decaying pressure amplitude in axial direction.
The pressure distribution of this particular mode will be investigated in more detail in
Sec. 7.3.2.

(Schwing 2013) shows that the mode shape of the first transverse mode is not rele-
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vantly changed by the influence of the flame feedback in a model gas turbine combustor.
In consequence, the mode shape of the open loop system can be used to determine the
axial distribution of the complex pressure amplitude p̂ along the anti-nodal pressure
line of the closed loop system, cf. Fig. 6.11. The axial pressure distributions of ampli-
tude and phase are subsequently implemented into the excitation procedure, which is
employed to study the dynamic heat release response to acoustic modulation on the
basis of the single flame simulations. The complete excitation methodology and the
subsequent generation of Flame Transfer Functions is presented in the next section.

6.5. Modeling of the Dynamic Heat Release Rate ˆ̇q

In order to calculate the eigenfrequency and damping rate of the closed system, cf.
Eq. (6.1), the fluctuating heat release source term due to acoustic modulation needs
to be modeled and incorporated into the LEE energy equation, cf. Eq. (2.32). In the
following, its modeling is presented.

The impact of the fluctuating heat release on the acoustic propagation is described
by the Rayleigh integral, which was introduced in Sec. 2.8. To establish suitable feed-
back models, the Rayleigh integral Ra is studied. Since the flame is compact in radial
direction, it is sufficient to analyze Ra on the basis of a single flame configuration, cf.
Sec. 6.1.

In general, the Rayleigh integral of the single flame (SF) configuration is given by
Eq. (2.105)

RaSF = 1
Ts

∫
Ts

∫
VSF

q̇′p′ dV dt = 1
Ts

∫
Ts

∫
VSF

(q̇ − ¯̇q) p′ dV dt. (6.62)

Radial compactness allows to develop acoustic pressure in radial direction in a Taylor
series and to truncate after the linear term, i.e.

p′ = p̆′ + ∂p̆′

∂ξ
ξ, (6.63)

where it is assumed that the local ξ coordinate is aligned with the transverse velocity,
cf. Fig. 6.12. In Eq. (6.63), (̆ ) denotes the pressure on the axis of the single injector
domain. Using Eq. (6.63), the Rayleigh integral can be written as

RaSF = 1
Ts

∫
Ts

∫
VSF

(
q̇p̆′ + q̇

∂p̆′

∂ξ
ξ − ¯̇qp̆′ − ¯̇q∂p̆

′

∂ξ
ξ

)
dV dt. (6.64)

Assuming that the pressure gradient ∂p̆′

∂ξ
is constant in axial direction and that the

flame oscillates as a whole in transverse direction, (Sattelmayer et al. 2015a) show that
RaSF can be written as

RaSF = 1
Ts

∫
Ts

∫
VSF

p̆′q̇ dV dt+ 1
Ts

∫
Ts

∫
VSF

¯̇q∆′fl
∂p̆′

∂ξ
dV dt, (6.65)
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where ∆′fl denotes the displacement of the flame due to the influence of the transverse
acoustic velocity. The first term in Eq. (6.65) can be rewritten

1
Ts

∫
Ts

∫
VSF

p̆′ q̇ dV dt = 1
Ts

∫
Ts

∫
VSF

p̆′(¯̇q + q̇′) dV dt = 1
Ts

∫
Ts

∫
VSF

p̆′q̇′ dV dt, (6.66)

since the average of p̆′ ¯̇q in time is zero. Furthermore, (Hertweck 2016; Hertweck et al.
2016) show that the second term in Eq. (6.65) corresponds to∫

VSF

¯̇q∆′fl
∂p̆′

∂ξ
dV dt =

∫
VSF

p̆′
¯̇q
κp̄

p̆′ dt dV −
∫
VSF

p̆′∆′fl
∂ ¯̇q
∂ξ

dV dt. (6.67)

Overall, the Rayleigh integral of the single flame domain is finally given by

RaSF = 1
Ts

∫
Ts

∫
VSF

p̆′q̇′ dV dt+ 1
Ts

∫
Ts

∫
VSF

p̆′
¯̇q
κp̄

p̆′ dt dV − 1
Ts

∫
Ts

∫
VSF

p̆′∆′fl
∂ ¯̇q
∂ξ

dV dt.

(6.68)

According to Eq. (6.68), the Rayleigh integral contains different coupling types. The
second term describes the heat release fluctuations due to isentropic variation of the
acoustic density and therefore of the specific volume of the heat release zone (Zellhuber
et al. 2014). The third term relates the heat release fluctuations to the flame displa-
cement due to transverse acoustic velocity ∆′fl. If ∆′fl and p̆′ are in phase, the flame is
periodically displaced towards higher pressure, which drives the feedback loop (Sattel-
mayer et al. 2015a). Finally, the first term in Eq. (6.68) is associated with the direct
influence of pressure fluctuations on the flame dynamics (Sattelmayer et al. 2015a).

In general, the coupling types described in Eq. (6.68) influence each other. For ex-
ample, while the flame is displaced in transverse direction, heat release is modulated
simultaneously by the direct influence of pressure fluctuations. In consequence, the con-
tribution to RaSF by the motion of the flame is not only based on the displacement of
the mean heat release ¯̇q, but also on the displacement of the fluctuating heat release q̇′,
which is generated by pressure coupling. However, such interactions of coupling types
would occur as third order terms in the Rayleigh integral, e.g.

RaSF ∼
1
Ts

∫
Ts

∫
VSF

p̆′ · f(∆′fl p̆′) dV dt. (6.69)

Third order relations in the Rayleigh integral suggest second order fluctuating heat
release source terms, i.e.

q̇′ ∼ f(∆′fl p̆′). (6.70)

However, second order terms are neglected in the framework of linearized Euler equa-
tions, cf. Eq. (2.11) - Eq. (2.13). In consequence, the interaction of the coupling me-
chanisms is not accounted for in the modeling of the heat release source term.

For the application of the feedback models derived on the basis of the Rayleigh
integral, Eq. (6.68) is transformed into frequency space. The time average over one
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acoustic period is calculated in frequency space by Eq. (2.71). Eq. (6.68) can be given
in frequency space by

RaSF = 1
2Re

[∫
VSF

˘̂p∗ ˆ̇q dV +
∫
VSF

˘̂p∗
¯̇q
κp̄

˘̂p dV −
∫
VSF

˘̂p∗∆̂fl
∂ ¯̇q
∂ξ

dV

]
. (6.71)

Herein, ˘̂p∗ denotes the conjugated ()∗ complex pressure amplitude (̂ ) on the single
flame domain axis (̆ ).

When the interaction of the coupling types is neglected, the fluctuating heat release of
the first term in Eq. (6.71) originates from the direct influence of pressure exclusively.
The impact of pressure fluctuations on heat release is described in form of a non-
dimensionalized Flame Transfer Function, i.e. the first term in Eq. (6.71) is written
as

˘̂p∗ · ˆ̇q = ˘̂p∗ FTF
¯̇q
p̄

˘̂p, (6.72)

and hence

RaSF = 1
2Re

[∫
VSF

˘̂p∗ FTF
¯̇q
p̄

˘̂p dV +
∫
VSF

˘̂p∗
¯̇q
κp̄

˘̂p dV −
∫
VSF

˘̂p∗∆̂fl
∂ ¯̇q
∂ξ

dV

]
. (6.73)

It can be seen that the first term as well the second term in Eq. (6.73) are pressure
sensitive and can therefore be combined. Furthermore, a Flame Transfer Functions
FTFp is defined such that it contains the influence of direct pressure coupling as well
as the impact of the isentropic change of density and hence pressure on the heat release
fluctuations, cf. Eq. (6.68), viz.

RaSF = 1
2Re


∫
VSF

˘̂p∗
(

FTF + 1
κ

)
︸ ︷︷ ︸

FTFp

¯̇q
p̄

˘̂p dV −
∫
VSF

˘̂p∗∆̂fl
∂ ¯̇q
∂ξ

dV

 . (6.74)

The last term in Eq. (6.73) depends on the flame displacement ∆̂fl. In a realistic
scenario, the flame does not necessarily follow the acoustic displacement entirely, i.e.
∆̂fl 6= ∆̂ac, cf. (Sattelmayer et al. 2015a). To model such slip effects, the ratio of flame
displacement to acoustic displacement is introduced via

FTF∆ = ∆̂fl

∆̂ac
(6.75)

Inserting Eq. (6.75) into Eq. (6.74) and expressing the acoustic displacement by the
transverse velocity following (Klingen 2013) by

∆̂ac =
˘̂v
iω (6.76)
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yields

RaSF = 1
2Re


∫
VSF

˘̂p∗ FTFp ¯̇q
p̄

˘̂p dV −
∫
VSF

˘̂p∗ FTF∆

iω
∂ ¯̇q
∂ξ︸ ︷︷ ︸

FTFv

˘̂v dV

 . (6.77)

In Eq. (6.77), FTF∆ is combined with frequency ω and the mean flow gradient of the
heat release in order to formulate a Flame Transfer Function in terms of transverse
velocity FTFv. In this notation, FTFv carries a dimension.

Finally, the general Rayleigh integral form of a single flame configuration is given by

RaSF = 1
2Re


∫
VSF

˘̂p∗ FTFp ¯̇q
p̄

˘̂p︸ ︷︷ ︸
ˆ̇qp

dV −
∫
VSF

˘̂p∗ FTFv ˘̂v︸ ︷︷ ︸
ˆ̇qv

dV

 . (6.78)

According to Eq. (6.78) the fluctuating heat release rate is given by the sum of a
pressure and a transverse velocity sensitive term. Each term individually contributes
to the overall fluctuating heat release. The contribution of pressure is given by

ˆ̇qp

¯̇q = FTFp
˘̂p
p̄
, (6.79)

which is referred to as pressure coupling. It can be seen that Eq. (6.79) is related to the
pressure fluctuation on the single flame domain axis. Furthermore, Eq. (6.79) implies
that the pressure fluctuation is distributed constantly in the single flame domain cross-
section. In consequence, FTFp needs to be extracted from an environment with constant
pressure in radial and circumferential direction.

The contribution to the overall fluctuating heat release by transverse velocity is given
by

ˆ̇qv = FTFv ˘̂v, (6.80)

which is referred to as velocity coupling in the following. Here, the acoustic coupling
quantity ˆ̆v is also constant over the cross-section.

Pressure and velocity coupling are based on constant respective acoustic fluctuations
in radial and circumferential direction within the single flame domain. For the sake of
readability, the indicator (̆ ) is hence dropped in the following.

Goal of the acoustically excited single flame simulations is to determine the Fla-
me Transfer Functions FTFp and FTFv using URANS computations. (Schmid 2014)
presents an effective methodology for the separate determination of FTFp and FTFv.
Essentially, single flame configurations are simulated in two unique locations in the
chamber under acoustic excitation, see also Fig. 6.12: (1) A single flame configuration
within the pressure anti-node of the first transverse mode in the chamber. This location
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Fig. 6.12.: Left: First transverse mode structure in terms of normalized acoustic pres-
sure (real part) and transverse velocity vector field together with injector
contours and locations of the pressure anti node and the transverse veloci-
ty anti-node. Right: Single flame configurations in the pressure anti-nodal
line and in the transverse velocity anti-nodal line.

is subjected to pressure fluctuations only while velocity fluctuations are absent. The
corresponding single flame domain is shown in blue in Fig. 6.12. In general, different
feedback mechanisms might potentially be initiated by pressure fluctuations. (2) A sin-
gle flame configuration within the velocity anti-node, which is dominated by transverse
velocity fluctuations and acoustic pressure amplitudes are zero. The respective domain
is highlighted in red in Fig. 6.12. (Schmid 2014) argues that for the transverse mode,
axial velocity fluctuations are small compared to the transverse velocity fluctuations. In
consequence, FTFv relates the fluctuating heat release only to the transverse velocity
fluctuations.

For all single flame configurations not located in an anti-node of pressure or of trans-
verse velocity, it is assumed that the individual FTFp and FTFv are the same as for the
reference flames located in the respective anti-node. Hence, the heat release fluctuations
due to pressure coupling as well due to velocity coupling can simply be superimposed,
cf. Eq. (6.79).

For the simulations with excitation, the same governing equations as for the steady
state single flame computations are used, cf. Sec. 6.2. However, the excitation method
is additionally implemented into the computational setup and unsteady simulations are
conducted. According to the Nyquist criterion (Oppenheim et al. 1999), the sampling
rate has to be at least two times the eigenfrequency of the first transverse mode in
order to resolve sufficiently the acoustic fluctuations in time. As the first transverse
mode oscillates with approximately 10 kHz, cf. Sec. 5.1, the sampling frequency should
be at least 20 kHz, which corresponds to an acoustic period of 5 × 10−5 s. In the
simulations, the sampling rate corresponds to the computational time step. For the
simulations of the single flame configurations with excitation a time step of 4×10−6 s
is used. Therefore, the Nyquist criterion is fulfilled.

The excitation method is not the same for the simulations of pressure and velocity

152



6.5 Modeling of the Dynamic Heat Release Rate ˆ̇q

coupling. Hence, the individual methods will be explained in the next section separately.
The general procedure is, however, similar. The simulations are started with the steady
state results as initial solution, cf. Sec. 6.2. A series of time steps without excitation
is conducted first in order to filter out artificial perturbations in the fields originating
from the sudden change from steady state to transient computations. Subsequently, the
excitation amplitude is slowly and linearly increased. Typically a number of five acoustic
periods is employed to reach the targeted amplitude. The excitation frequency is known
from the previous acoustic simulations and corresponds to the eigenfrequency of the
first transverse mode, cf. Sec. 6.4. During the simulation, the fluctuations of pressure,
transverse velocity and heat release are monitored as soon as constant amplitudes are
reached. Amplitude and phase of the fluctuations are finally employed to determine the
Flame Transfer Functions.

In general, the amplitude and phase of the Flame Transfer Functions depend on
amplitude. As the single flame simulations with excitation are based on non-linear
equations, the influence of the acoustic amplitude on the heat release fluctuations is
fully described. In order to generate Flame Transfer Functions which can consistently
be applied to the linear stability assessment procedure, small excitation amplitudes
are used. According to (Sutton and Biblarz 2001), smooth combustion and hence small
amplitudes is given for pressure fluctuations below 5 %. Therefore, for the investigations
of pressure coupling, the maximal amplitude of 3 % of the mean pressure is used in the
simulations. For velocity coupling, the velocity amplitude of excitation is set such that
it corresponds to a pressure amplitude of also 3 %, see Sec. 6.5.2.

Furthermore, the axial profiles of the mean flow quantities might change if high
amplitudes are present. In consequence, also the mode shapes and eigenfrequencies can
be affected. In fact, both amplitude-dependent Flame Transfer Functions and mean
flow might contribute to non-linear saturation resulting in limit cycle operation. The
possibilities of performing non-linear stability assessments on the basis of the proposed
stability assessment procedure was already discussed in Sec. 3.

6.5.1. Pressure Coupling and FTFp Modeling

The simulation of pressure coupling is performed for a single flame configuration
located in the pressure anti-node, cf. Fig. 6.12. Therefore, the excitation method is im-
plemented such that the corresponding shapes of pressure amplitude and phase along
the anti-nodal pressure line in axial direction are adequately imposed on the single
flame, cf. Fig. 6.11. For this purpose, (Schmid 2014) suggests the application of a har-
monically varying mass source term to the adiabatic slip wall in the chamber section,
see Fig. 6.2. In consequence, mass is periodically injected and extracted from the cham-
ber. In order to impose only pressure fluctuations, the source terms are constant around
the circumference in a cylindrical chamber section, see. Fig. 6.13. However, amplitude
and phase of the source term change in axial direction, in order to impose the pressu-
re shape which was previously calculated in the pressure anti-nodal line, see Fig. 6.11.
The strength of the source term excitation corresponds to the arrow length in Fig. 6.13,
where a reduction in axial direction is assumed. In order to inject no foreign matter,
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Fig. 6.13.: Illustration of the pressure coupling excitation method. The field shows
the temperature and the arrows indicate the periodic compression and
decompression of the single flame configuration.

the source term is imposed such that the injected and extracted compound correspond
to the locally present species composition in the domain.

Fig. 6.13 shows that only the chamber section of the single flame configuration is
subjected to excitation. This is reasoned by the fact that only insignificant pressure
amplitudes are present in the O2 dome. Low acoustic amplitudes were measured in the
experiments (priv. comm. with S. Gröning, DLR Lampoldshausen). In the O2 injector,
however, high acoustic amplitudes are present. In fact, (Gröning et al. 2015b) describe
a significant impact of the O2 injector dynamics on combustion stability. Therefore, the
O2 injector is fully included in the computational domain. The injector acoustics are
excited by the fluctuating pressure in the chamber section. Furthermore, the O2 dome
is included in order to establish a well-defined boundary for the acoustic propagation
in the O2 injector upstream.

In the O2 injector, the pressure is approximately the same as in the chamber and
temperature corresponds to the O2 injection condition, cf. Fig. 5.1. The real gas factor
Zr of O2 in the injector is therefore approximately 0.23 - 0.26, cf. Fig. 6.3. In conse-
quence, real gas effects significantly affect the injector dynamics. It was shown in Sec.
6.2.2.3, however, that e.g. the speed of sound of O2 is described 16-20 % too low using
the SRK EOS for these pressure and temperature conditions. It can therefore not be
expected that eigenfrequencies of the injector are accurately simulated. Since neither
improved real gas EOS, cf. Sec. 6.2.2.3, nor the possibility of tabulating the thermo-
dynamic states for the usage in the simulation are available in the current version of
ANSYS CFX, a different strategy is followed. To recover the acoustic properties of the
O2 injector, the discrepancies in speed of sound are circumvented by adapting the O2
post length such that the injector eigenfrequencies are corrected, cf. Fig. 6.2. Since only

154



6.5 Modeling of the Dynamic Heat Release Rate ˆ̇q

longitudinal modes are relevant, which are proportional to

f ∼ c

lpost
, (6.81)

the discrepancies in c can simply be corrected by reducing lpost such that the error in c
is compensated. The necessary length reduction directly corresponds to the error in c
of 16-20 % depending on the load point. Fluid dynamic properties such as the pressure
drop over the entire injector are not affected, since the pressure loss element is not
changed and lpost is still enough long to establish a fully developed flow on the O2 post.

The derivation of the explicit source term of mass is based on the pressure distribution
for an uniform flow in the combustion chamber, see Sec. 2.4. The time variation of
pressure for the first transverse mode is therefore given by

p′(x, ξ, t) = Re(PT1(x) ΘT1(ξ)RT1(r)eiωt). (6.82)

For a single flame configuration, only the axial and azimuthal direction are relevant.
The radial ansatz function RT1(r) is set to one, viz.

p′(x, ξ, t) = Re(Ae PT1(x) cos(kT1ξ) eiωt), (6.83)

where Ae denotes the excitation amplitude and ξ the local coordinate in circumferential
direction, cf. Fig. 6.12. Furthermore, PT1(x) contains the axial pressure distributions in
amplitude and phase, which are extracted from the previous acoustic simulation results
along the anti-nodal pressure line, cf. Fig. 6.11. In order to fully control the excitation
amplitude with Ae, the amplitude of PT1(x) is normalized. In contrast, to retain the
correct phase distribution is axial direction, ϕ(PT1(x)) is not changed. The pressure of
excitation is finally given by

p′(x, ξ, t) = Re(Ae cos(kT1ξ) [Re(PT1(x)) + iIm(PT1(x))] [cos(ωt) + i sin(ωt)]), (6.84)

and consequently

p′(x, ξ, t) = Ae cos(kT1ξ) [Re(PT1(x)) cos(ωt)− Im(PT1(x)) sin(ωt)] . (6.85)

For the application of a mass source term on the boundary, p′(x, ξ, t) needs to be
converted into a corresponding velocity fluctuation. Using the linearized momentum
equation in ξ-direction according to Eq. (2.12) in the absence of mean flow and volume
source terms (S ′ui = 0) yields

∂w′(x, t)
∂t

= −1
ρ̄

∂p′(x, ξ, t)
∂ξ

, (6.86)

and therefore

w′(x, t) = Ae kT1

ρ̄ ω
sin(kT1ξ) [Re(PT1(x)) sin(ωt) + Im(PT1(x)) cos(ωt)] , (6.87)
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if it is assumed that the ξ direction in the pressure anti-node coincides with the global
z coordinate, see Fig. 6.12 (left).

Fluctuating mass flow per unit boundary area ṁe is given by Eq. (2.96). In conse-
quence, the source term ṁ′e on the boundary reads

ṁ′e = ρ̄w′(x, t). (6.88)

Inserting Eq. (6.87) into Eq. (6.88) finally yields the fluctuating mass source term
per unit boundary area

ṁ′e = ρ̄w′(x, t) = Ae kT1

ω
sin(kT1ξ) [Re(PT1(x)) sin(ωt) + Im(PT1(x)) cos(ωt)] , (6.89)

where the wave number is given by

kT1 = ω

c
. (6.90)

The excitation amplitude is defined by Ae. However, as the pressure distribution of
PT1(x) is not constant in axial direction, Ae corresponds to the maximum amplitude
in the system. As exemplarily indicated in Fig. 6.11, the maximum pressure is present
at the face plate. For the investigation of the non-linear dependency of the mean flow
on pressure amplitude, Ae can gradually be increased.

In order to not change the chosen excitation amplitude, the speed of sound in Eq.
(6.90) is set constant. For this purpose, a volume averaged speed of sound is determined
on the basis of the steady state mean flow results.

As shown in Fig. 6.13, the applied pressure excitation method is constant in circumfe-
rential direction and hence axis-symmetrical. Therefore, it is not necessary to simulate
the entire three-dimensional cylindrical configuration, but the same two-dimensional
computational domain as for the steady state computation is employed, cf. Fig. 6.2.
The mass source term according to Eq. (6.89) is imposed on the adiabatic slip wall in
the chamber section. Furthermore, to apply the pressure fluctuations consistently on
the chamber, the pressure at the outlet has to be varied accordingly. Hence, the outlet
boundary condition is modified to

p = p̄+ p′(x, ξ, t), (6.91)

where p̄ corresponds to the pressure applied in the steady state simulation, cf. Fig. 6.2.
Moreover, p′(x, ξ, t) is given by Eq. (6.85) and evaluated at the location of the outlet.

Finally, the Flame Transfer Functions FTFp are calculated from the dynamic results
of the simulation according to Eq. (6.79). In general, the single flame simulations with
excitation allow to determine the relationship between pressure and heat release at every
location in the domain. However, such an approach is not followed in this thesis since
a local relation between pressure and heat release appears unphysical. If combustion
is perturbed due to the influence of pressure fluctuation e.g. at a location x1, but the
perturbation is transported convectively with the flow before heat is actually released at
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a location x2, then ˆ̇q(x2) can not be related to the pressure fluctuation at x2. Specifically,
when p̂ is non constant in space, amplitude and phase of p̂(x1) and p̂(x2) are not the
same. In consequence, FTFp determined on the basis of p̂(x2) instead of p̂(x1) will be
incorrect in terms of amplitude and phase. In fact, as ˆ̇q(x2) is initiated at location x1,
it must be related to p̂(x1). If FTFp is simply determined at each location according to
Eq. (6.79), the spatial separation of initiation and effect is not accounted for.

FTFp contains different coupling mechanisms. The governing coupling mechanisms
will be explained together with the FTFp results in the next Chapter in case of the
BKD, see Sec. 7.5. It will be shown, however, that the mechanisms occur in spatially
separated regions. Hence, for each region in which a coupling mechanism occurs, a
separate FTFp is calculated. Within the individual regions, FTFp is not determined on
each location, but a single FTFp is calculated, which describes the complete coupling
mechanism in terms of amplitude and phase. FTFp is therefore referred to as FTFp

mech
in the following. For its calculation, the volume integrated heat release rate fluctuations
are determined first, i.e.

ˆ̇Qp =
∫
Vmech

ˆ̇qp dVmech, (6.92)

and
¯̇Q =

∫
Vmech

¯̇q dVmech, (6.93)

where Vmech corresponds to the volume in which the coupling mechanism is present. In
consequence, the volume integrated heat release fluctuations are given by

ˆ̇Qp

¯̇Q
= FTFp

mech
p̂(xref)
p̄(xref)

, (6.94)

cf. Eq. (6.79). FTFp
mech is then calculated by

FTFp
mech =

ˆ̇Qp

¯̇Q
p̄(xref)
p̂(xref)

. (6.95)

In the acoustic simulation, the volumetric heat release rate is required. Therefore, ˆ̇Q
is divided by the respective volume, i.e.

ˆ̇qp =
ˆ̇Qp

Vmech
= FTFp

mech
p̂(xref)
p̄(xref)

¯̇Qmech

Vmech
. (6.96)

FTFp
mech needs to be determined for each region in the system, in which a pressu-

re coupling mechanism occurs. Finally, Eq. (6.96) is implemented into the acoustic
simulation code in order to the describe the influence of pressure coupling on stability.

6.5.2. Velocity Coupling and FTFv Modeling

In general, the same methodology is followed for the simulation of the velocity coup-
ling as for pressure coupling. The response of heat release to transverse velocity fluctua-
tions is simulated for a single flame configuration in the anti-velocity nodal line, which
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is located 90◦ shifted circumferentially to the anti-nodal pressure line, cf. Fig. 6.12
(left). Amplitude and phase distribution of the transverse velocity is extracted from
the previous acoustic simulation results and imposed on the single flame configuration.
However, in order to impose the velocity fluctuations on the single flame configuration
without the modulation of pressure, a different excitation method needs to be employed
than for pressure coupling. Instead of a mass source term at the boundaries, (Schmid
2014) suggests the application of a harmonically varying volumetric force term to the
entire single flame chamber section volume. The force mimics the influence of transver-
se velocity fluctuations on the local flow field including the flame. In consequence, the
fluid in the single flame configuration is pushed harmonically through the domain, see.
Fig. 6.14.

The volumetric force term corresponds to a source term in the ξ-momentum equa-
tion, cf. Fig 6.12 (left) to see the local frame of reference. Furthermore, as pressure
fluctuations are not present and mean velocity is zero in ξ direction, the ξ-momentum
equation reads, cf. Eq. (2.31)

∂v′(x, ξ, t)
∂t

= Sξ
ρ̄
, (6.97)

assuming that the local ξ coordinate coincides with the global y coordinate in the
velocity anti-node, cf. Fig. 6.12 (left). In consequence, the source term is given by

Sξ = ρ̄
∂v′(x, ξ, t)

∂t
. (6.98)

The term on the r.h.s. of Eq. (6.98) can be further developed using the pressure
excitation method, cf. Eq. (6.82) - Eq. (6.86). In comparison to the pressure anti-node,
pressure is shifted by 90◦ in circumferential direction in the velocity anti-node, i.e.

Sξ = ρ̄
∂v′(x, ξ, t)

∂t
= − ∂

∂ξ
(−Ae sin(kT1ξ) [Re(PT1(x)) cos(ωt)− Im(PT1(x)) sin(ωt)]) .

(6.99)

Finally, the volumetric source term for transverse velocity excitation is given by

Sξ = Ae kT1 cos(kT1ξ) [Re(PT1(x)) cos(ωt)− Im(PT1(x)) sin(ωt)] . (6.100)

The volumetric source term of momentum according to Eq. (6.100) has a similar
structure as the boundary source term for pressure excitation, cf. Eq. (6.89). Both
pressure and velocity excitation methods are derived on the basis of the amplitude and
phase distribution of pressure in the anti-nodal pressure line PT1(x), cf. Fig. 6.11. In
consequence, the parameter Ae applies for both the amplitude of pressure excitation
and of transverse velocity excitation. In the latter case, Ae can be regarded as an equi-
valent pressure amplitude, although only transverse velocity fluctuations are imposed
on the single flame configuration. Particularly, Ae corresponds to the pressure ampli-
tude, which would be present in the anti-pressure node. Hence, when the same is set
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O2
H2

x

ξ
η

Fig. 6.14.: Illustration of the velocity coupling excitation method. The field shows
the temperature. The black and red arrows indicate the direction of the
transverse acoustic velocity at two time instants, which differ by half an
acoustic period.

for Ae in case of pressure velocity excitation, the individual Flame Transfer Functions
can directly be compared even for higher amplitudes. For low amplitudes, comparabi-
lity is always given as long as linearity is not violated. Furthermore, the effects on the
mean flow through acoustic fluctuations at higher (but equal) amplitudes can also be
compared.

The computational domain for the application of transverse velocity excitation is
shown in Fig. 6.14. The source term of momentum Sξ is applied within the entire sin-
gle flame configuration in ξ direction, see Fig. 6.14. The arrows indicate the strength
of the source term excitation. As pressure decays in axial direction, cf. Fig. 6.11, also
transverse velocity excitation strength gets reduced. In order to not generated acoustic
pressure fluctuations in domain, opposing boundaries are set periodically in terms of
mass flow. However, since the transverse velocity excitation method cannot be applied
axis-symmetrically, three-dimensional simulations are necessary. To also reflect the pe-
riodicity between neighboring single-flame configurations, the computational domain is
hexagonally shaped in cross-section.

In case of transverse velocity excitation, the injector is acoustically not active. This
can be shown by the axial momentum balance at the injector outlet at a position of
x = −2 mm, see. Fig. 5.3. As the Mach number is small in the injector, convective
terms can be neglected in the momentum equation for the following analysis, cf. Tab.
5.1. Also, volumetric source terms are not present at the injector outlet. The axial
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momentum equation at the injector outlet is therefore given by (cf. Eq. (2.12))

∂u′(x, t)
∂t

= −1
ρ̄

∂p′(x, t)
∂x

+ ρ′(x, t)
ρ̄2

∂p̄

∂x
. (6.101)

As pressure is not excited in the chamber section, p′(x, t) = ρ′(x, t) = 0, and conse-
quently

∂u′(x, t)
∂t

= 0. (6.102)

Therefore, both pressure and velocity fluctuations are zero at the injector outlet.
Hence, the injector dynamics are irrelevant for the simulation of velocity coupling. To
reduce computational turn-around times, the injector is not included into the computa-
tional domain for the simulation of velocity coupling. Instead, the O2 mass flow and the
temperature are imposed on the boundary condition of the O2 inflow, which is located
at the inlet to the recess, see Fig. 6.14.

As explained before, the displacement of the flame towards elevated pressure may
drive the feedback taking into account possible slip between acoustic and flame displa-
cement, see (6.75). Due to symmetrical transverse velocity excitation conditions within
each half acoustic period, modulated heat release fluctuations occur at double exci-
tation frequency. A direct coupling between the transverse velocity and heat release
fluctuations for the considered eigenfrequency of the system is therefore not possible in
the linear regime. In consequence, only the displacement of the flame can contribute
to a fluctuating heat release source term driving the amplitude of the first transverse
mode.

From the dynamic results of the single flame configuration with transverse velocity
excitation, FTF∆ according to Eq. (6.75) is deduced. For this purpose, the flame dis-
placement ∆′fl as well as the acoustic displacement ∆′ac is monitored and afterwards
converted into their frequency space form, i.e. ∆̂fl and ∆̂ac.

The flame displacement ∆̂fl is calculated as the center of gravity of heat release over
the entire single flame chamber domain (Schmid 2014)

∆̂fl = F
( ∫

VSF
ξ q̇ dV

1
Ts

∫
Ts

∫
VSF

q̇ dV dt

)
. (6.103)

For example, if the flame is not displaced in ξ direction, heat release q̇ is distributed
symmetrically with respect to the η axis, see Fig. 6.12. In this situation, the enumerator
of Eq. (6.103) and consequently ∆̂fl are zero. However, as soon as the transverse velocity
fluctuations move the flame in ξ direction, the unsymmetrical distribution of q̇ yields
a non-vanishing displacement ∆̂fl.

The acoustic displacement ∆̂ac is determined at a reference position close to the outlet
of the computational domain. At this location combustion is complete and a realistic
acoustic displacement in the light product gas on the center axis is obtained. In the
reaction zone the acoustic displacement is altered through the dense O2 core and a
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measurement at this location would therefore lead to inadequate FTF∆. However, the
decreasing excitation in axial direction reduces the acoustic displacement towards the
outlet, see Fig. 6.11 and 6.14. To provide realistic acoustic reference displacements at
the measurement position, another computation is conducted, where a source term with
constant amplitude is imposed on the domain. The constant amplitude of the source
term corresponds to the maximal amplitude used in the first computation.

To finally incorporate the velocity coupling according to Eq. (6.77) into the acoustic
simulation, the gradient of the mean heat release field ∂ ¯̇q

∂ξ
is necessary. However, as

argued by (Schmid 2014), the spatially small-scaled mean heat release field cannot be
resolved fully in the acoustic simulations. Instead, (Schmid 2014) suggests the usage
of a pseudo heat release field, which can be resolved with typical acoustic grids. This
pseudo heat release field is defined that the Rayleigh integral according to Eq. (6.77) is
conserved. In consequence the driving effect of acoustic amplitudes by velocity coupling
is maintained. The detailed mapping procedure is comprehensively described in (Schmid
2014). The source term reads:

ˆ̇qv = −1
2 FTF∆ π2 ¯̇QSF

(π2 − 4)VSF

−πξ sin
(

π
RSF

√
ξ2 + η2

)
RSF
√
ξ2 + η2 · v̂iΩ , (6.104)

where RSF denotes the radius of the chamber section in the single flame configuration.
In Eq. (6.104) it is assumed that the ξ direction coincides with the acoustic velocity
vector. For the usage in a Cartesian frame of reference in the cross-section of the entire
chamber, ξ, η coordinates are transformed into y, z coordinates.

The source term according to Eq. (6.104) is constant in axial direction. However, fluc-
tuating heat release can only appear if combustion takes place. It is therefore assumed,
that the shape of the amplitude of ˆ̇qv in axial direction corresponds qualitatively to the
distribution of the mean heat release rate. The shape of the amplitude is incorporated
by weighting the source term with a shape function s(x). Hence, the final source term
is given by

ˆ̇qv = 1
2 FTF∆ π2 ¯̇QSF

(π2 − 4)VSF

πξ sin
(

π
RSF

√
ξ2 + η2

)
RSF
√
ξ2 + η2 · v̂iΩ · s(x). (6.105)

The shape function is formulated as

s(x) = 1
¯̇QSF

¯̇qSF,r(x), (6.106)

where ¯̇QSF denotes the volume integrated heat release, i.e.
¯̇QSF =

∫
VSF

¯̇qSF dV, (6.107)

and ¯̇qSF,r(x) the over the chamber cross-section integrated distribution of the volumetric
heat release in axial direction. The volume integration of s(x) yields∫

VSF
s(x)dV =

∫
LSF

1
¯̇QSF
· ¯̇qSF,r dx = 1

¯̇QSF

∫
LSF

¯̇qSF,r dx = 1
¯̇QSF
· ¯̇QSF = 1. (6.108)
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In consequence, the volume integration of the shape function is unity.
In the acoustic simulations, a separate source term according to Eq. (6.104) is included

at each flame location, cf. Fig. 5.2. Therefore, the acoustic grid needs to be refined such
that it resolves the spatial dependency of the source term at each of the 42 flames
sufficiently.

6.6. Assessment of Linear Stability

In the final step of the stability assessment procedure, acoustic simulations in form of
eigenvalue studies are conducted for the closed loop system. This last step is illustrated
in Fig. 6.15.

Essentially, the same computational setup as for the open loop system is used, see
Sec. 6.4 and especially Fig. 6.10. Since only low amplitude operation is analyzed, it is
assumed that the mean flow φ̄(x) is the same both for the open loop and for the closed
loop system. Furthermore, the scattering matrix SM is used to acoustically couple the
chamber with the O2 dome. However, in order to close the feedback loop, the source
terms of fluctuating heat release for pressure and velocity according to Eq. (6.96) and
Eq. (6.105), viz.

ˆ̇q = ˆ̇qp + ˆ̇qv. (6.109)

is also included into the acoustic simulations. The source terms are based on FTFp
mech

and FTF∆, cf. Fig. 6.15. Optionally, the reflection coefficients of an absorber ring or of
the O2 feed lines on the O2 dome could be incorporated.

Since the Flame Transfer Functions as well as the scattering matrix and reflection co-
efficients depend on frequency, the complex frequency can only be found iteratively, cf.
Sec. 3.2.2.2. Initially, all transfer functions are evaluated at the open loop eigenfrequen-
cy. Afterwards, amplitude and phase of the transfer functions are updated according
to the new eigenfrequency Ωn with each iteration n and acoustic simulations are con-
ducted until the relative changes of both ωn and λn are below a certain threshold δ,
i.e. ∣∣∣∣ωn+1 − ωn

ωn

∣∣∣∣ < δ (6.110)

and ∣∣∣∣∣λn+1 − λn
λn

∣∣∣∣∣ < δ. (6.111)

In this thesis a convergence criterion of δ = 0.03 is applied, which corresponds to the
relative deviations from the mean value of the 95 % confidence interval calculated by
the Lorentzian fitting for the damping rates of LP1, cf. Tab. 5.2.

During the iterative procedure, the transfer functions are evaluated at the complex
frequencies of the intermediate iterations Ωn. As discussed in Sec. 3.3.1, the accuracy of
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mean flow
φ̄(x)

FTFp
mech

(Ωn) FTF∆(Ωn) SM(Ωn) RAR(Ωn) RF(Ωn)

acoustic simulation
Ωn = ωn + iλn

acoustic simulation
Ωn+1 = ωn+1 + iλn+1

convergence
ΩLP = ωLP + iλLP

linear stability
assessment

λLP > 0: stable
λLP < 0: unstable

Fig. 6.15.: Linear stability assessment procedure.

amplitude and phase of the transfer functions depends on the ratio between ωn and λn.
If λn is comparably large, the inaccuracy of the amplitudes and phases might be rather
high possibly leading to failed convergence. The used iterative procedure is therefore
especially robust, if the damping rate is low in comparison to the eigenfrequency.

From the complex frequency ΩLP, the linear stability is determined by assessing the
damping rate for each load point, see Sec. (2.3). A negative damping rate, i.e. λLP <
0 indicates that the initial excitation by noise leads to a linear growth of acoustic
amplitudes due to the driving by the flame, cf. Eq. (6.1). In contrast, if λLP > 0,
damping of acoustic amplitudes is stronger than the amplification by flame feedback.
In consequence, amplitudes initially excited by noise are constantly damped and the
system operates stable.

As already shown in Sec. 5.4, the damping rates of the considered LP for the BKD
test chamber operation are in fact very low in comparison to the eigenfrequency. For
the unstable LP2 and LP4, the damping rates are even close to the stability limit. As it
will be shown in the next Chapter, the calculated damping rates are in good agreement
with the experimentally determined λLP. In consequence, rapid convergence is obtained
during the stability assessment procedures.
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of the Test Chamber BKD

The stability assessment procedure introduced in Chap. 6 is validated on the basis of
the BKD test chamber, see Chap. 5. The validation of the procedure is conducted on
different levels. First, mean flow profiles are simulated by CFD and validated in terms
of combustion temperatures and of static pressures in the O2 dome. Afterwards, the
scattering matrices for the coupling of the chamber with the O2 dome are presented.
Using the mean flow profiles and the dome coupling scattering matrices for LP1-4, the
eigenfrequencies for the open loop system are simulated and subsequently compared
to experimental findings. For this purpose, the eigenfrequencies up to the first radial
mode are evaluated.

Afterwards, the focus is on the first transverse mode dynamics in the BKD test
chamber. A sensitivity study of the first transverse mode eigenfrequencies on injecti-
on conditions, i.e. on H2 injection temperature as well as on ROF, is performed and
the numerical findings are verified. The sensitivity study reveals both the necessary
accuracy of the calculations for the adequate determination of eigenfrequencies and the
suitability of the hybrid approach for the description of acoustic propagation in the
BKD test chamber.

In the next step, Flame Transfer Functions for pressure coupling and velocity coup-
ling are presented for LP1-4. For the validation of the FTF only limited experimental
comparison data is available. Finally, the closed loop systems for LP1-4 are simulated
and the damping rates for the first transverse mode are compared to the experimen-
tal validation data, which was generated on the basis of Lorentzian fitting and the
parameter extraction method presented in Sec. 5.4.

The goal of this Chapter is not only the comparison of simulated eigenfrequencies and
damping rates to experimental findings. Additionally, the thermoacoustic properties of
the BKD test chamber derived from the numerical results are investigated. Particularly,
the mode structure of the first transverse mode is analyzed and its impact on the
stability is discussed.
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7.1. Mean Flow Fields

Since the steady state fields of a single flame configuration are the basis for the
following acoustic simulations and excited CFD computations, their results are analyzed
first. The computational setup and the governing equations for the simulation of the
single flame configuration were described in Sec. 6.2.

7.1.1. Injection Temperatures of H2 and O2

As explained in Sec. 6.2, the H2 injector and H2 dome are not included into the steady
state, single flame configuration simulations. However, the H2 temperature can change
along the H2 post e.g. due to the heat flux originating from the O2 and other effects.
In order to reveal the influence of the H2 injection system on the injection temperature
of H2 and O2, simulations of the BKD injection system with conjugated heat transfer
were conducted (Demmelmair 2014).

The computed injection temperatures of H2 are given in Tab. 7.1. Unexpectedly, the
H2 injection temperatures are in fact lower than the dome temperatures for LP1, LP2
and LP4, although heat is actually transferred from the warmer O2 to the H2, cf. Tab.
5.1. An increase in temperature along the H2 post was only found for LP3.

The reduction of H2 temperature along the H2 post in case of LP1, LP2 and LP4 can
be explained by the strong increase in velocity and the accompanied reduction in static
enthalpy. Assuming that H2 is at rest in the dome, the energy conservation between
the dome and the location of injection in terms of enthalpy is given by

cp,H2|
T̄H2
T̄ref
· T̄H2 = cp,H2|

T̄H2,inj
T̄ref

· T̄H2,inj +
ū2

H2,inj

2 − Q̇

ṁH2

, (7.1)

where cp,H2|T̄T̄ref
denotes the isobaric heat capacity averaged over the respective tempera-

ture interval. In the following, it is assumed that the enthalpy at T̄ref is zero. The term
on the l.h.s. of Eq. (7.1) describes the total enthalpy, the terms on the r.h.s. the static
enthalpy and the kinetic energy at the H2 injector outlet as well as the heat transferred
from O2 to H2 with the heat flux Q̇. Assuming that the averaged isobaric heat capacities
are the same, i.e. cp,H2|

T̄H2
T̄ref

= cp,H2|
T̄H2,inj
T̄ref

= cp,H2 , Eq. (7.1) can be rearranged yielding
the temperature at injection

T̄H2,inj = T̄H2 + Q̇

ṁH2cp,H2

−
ū2

H2,inj

2cp,H2

. (7.2)

Tab. 7.1.: Comparison of H2 temperatures in the dome and at injection for LP1-4.

load point LP1 LP2 LP3 LP4

T̄H2 [K] 93.67 94.90 47.62 95.66
T̄H2,inj [K] 87.69 91.28 48.1 91.98
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Eq. (7.2) shows that if the injection velocity is high, the reduction of the static enthalpy
may dominate over the increase of total enthalpy by the heat input. In fact, for LP1,
LP2 and LP4, high injection velocities are present, cf. Sec. 5.2 and Tab. 5.1.

In contrast, H2 is injected with low velocity in case of LP3 and the reduction of the
static enthalpy and therefore temperature is low. In consequence, the heat transferred
to H2 leads to a small temperature increase along the H2 post in case of LP3. However,
the temperature increase is very small. Therefore, it can be concluded that the heat
flux Q̇ from the O2 to H2 is small.

Moreover, since O2 is not accelerated along the O2 post, its temperature is only
affected by the heat transfer to the H2. However, since the heat flux Q̇ is small, the O2
temperatures cannot change significantly. For this reason, the computed O2 injection
temperatures are not shown since they correspond to the O2 temperatures in the dome,
cf. Tab. 5.1.

For the steady state mean flow simulations and also for the following excited CFD
computations, the H2 temperatures presented in Tab. 7.1 are imposed at the H2 injec-
tion boundary, cf. Fig. 6.2.

7.1.2. O2 Dome and Injector Flow

The O2 flow in the O2 dome and injector is visualized as surface plots. In each
analyses, the visualization surface corresponds to a half symmetry plane of the single
flame configuration.

The distributions of pressure (top) and Mach number (bottom) in the O2 dome and
injector passage are shown in Fig. 7.1 for LP1-4. First, the pressure fields are analyzed.
At the injector outlet, the pressure corresponds to the chamber pressure pcc, cf. Tab.
5.1. Along the O2 post length, the pressure is approximately constant. Finally, a high
pressure drop is present at the pressure loss element. The pressure drop is established
due to streamline curvature as well as due to shear layer effects. Highest pressure values
are found in the O2 dome.

In the CFD simulations, the pressure is imposed as boundary condition at the outlet
of the chamber section, cf. Fig. 6.2. In consequence, the numerically determined dome
pressure can be used as a validation base of the computations. The comparison of
the simulated and the experimental dome pressures is shown in Tab. 7.2. It can be
seen that the relative error is at most 2.6 % in case of LP2. Considering that the O2
injection system is dominated by real gas effects, which are described by the SRK EOS
with limited accuracy in terms of density, the deviations between numerical results and
experimental measurements are acceptable, cf. Sec. 6.2.2.3.

To quantify the pressure drop over the O2 injection system, the ratio of pcc to pO2

is given in Tab. 7.2 as well. Overall, the pressure is reduced by approximately 10 %,
if the chamber pressure is taken as reference. For LP1, the pressure ratio is slightly
higher. This is caused by the lower mass flow of O2 through the injector, cf. Tab. 5.1.
In contrast, since the O2 mass flows are higher for LP3 and LP4 than for LP1, the
pressure reduction is slightly larger than 10 % for LP3/4. Since the pressure is constant
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Fig. 7.1.: Pressure p̄ (top) and Mach number M (bottom) in the O2 dome and injector
for LP1-4. Axial coordinates are given in [mm].

Tab. 7.2.: Validation of simulated dome pressure and ratio of chamber pressure to
dome pressure.

load point LP1 LP2 LP3 LP4

p̄O2 experiment [bar] 78.4 81.11 91.9 94.10
p̄O2 simulation [bar] 76.5 79.0 91.0 92.2
relative error % 2.4 2.6 1.0 2.0

p̄cc/p̄O2 [−] 0.92 0.89 0.88 0.87
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Fig. 7.2.: Pressure in the O2 injection system for LP1-4 along the plot line, see Fig.
7.1.

in the O2 post, the pressure ratio over the O2 injection system essentially corresponds
to the pressure ratio of the pressure loss element, cf. Fig. 7.1. The pressure distributions
in the O2 dome and in the O22 injector for LP1-4 are also visualized in Fig. 7.2. The
corresponding plot line is shown in Fig. 7.1 as dash shape. Fig. 7.2 shows that the
pressure is approximately constant in the injector. Furthermore, the high pressure drop
across the pressure loss element is visible.

In the next step, the Mach number distributions in the O2 injection system are dis-
cussed, see Fig. 7.1 (bottom). Overall, the distributions are similar for LP1-4. Maximal
Mach numbers are found in the pressure loss element. Directly downstream of the pres-
sure loss element, a jet structure forms. According to the mass flow rates of O2, cf. Tab.
5.1, the Mach numbers in the pressure loss element and the jet lengths increase from
LP1 to LP4. At the injector outlet, low Mach numbers are reached again.

The shown Mach numbers in the O2 injection system are approximately 30 % higher
than in reality, cf. Tab. 5.1. These deviations are based on the inaccurately described
speed of sound of O2 by the real gas SRK EOS, cf. Sec. 6.2.2.3. However, as the static
pressure in O2 dome is simulated with sufficient accuracy, cf. Tab. 7.2, the deviations
in the Mach number seem to be acceptable.

7.1.3. Reactive Field in the Chamber

The reactive flow in the chamber section is now investigated by means of the fields of
temperature and O2 mass fraction. The visualization surface again corresponds to a half
symmetry plane of the single flame configuration. Fig. 7.3 shows the half-section surface
plots for LP1-4 between the recess and the outlet for the single flame configuration.

In general, for all load points the temperature and mass fraction distributions are
similar. O2 is concentrated in the center and H2 is injected co-axially. Consequently,
the highest temperatures are reached within the reaction zone, which is located in
the mixing zone between O2 and H2. A recirculation zone is formed at the face plate,
which results in a radial spread of the mixing and combustion zone approximately two
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Fig. 7.3.: Temperature (top) and mass fraction of O2 (bottom) in the chamber section
for LP1-4. The axial dimensions are given in [mm].

injector diameters downstream of the face plate. In the region between injection and
radial spread, the shear velocities between the O2 and H2 are highest and turbulent
mixing is therefore intense. High temperatures are reached again at the end of the O2
core and further downstream. The maximum temperature is approximately 3600 K,
which is in very good agreement with the adiabatic flame temperatures. Therefore,
the chosen coupled EDM/FR combustion model is capable of predicting meaningful
maximal temperatures, cf. Sec 6.2.3.2. It is concluded that the EDM/FR combustion
model is appropriate to describe the reactive flow in the BKD test chamber under
steady state conditions.

Since O2 is deficient, cf. Sec. 5.2, the flame length can be associated with the length
of the O2 core, see Fig. 7.3. Hence, Fig. 7.3 reveals that LP1 exhibits the shortest flame
length, while the O2 penetration into the system is highest for LP3. Interestingly, the
unstable load points LP2/4, although operated at different pressures and propellant
mass flows, see Tab. 5.1, show very similar flame lengths. Apparently, the similarity is
based on equal inlet temperatures of O2 and H2 together with the same ROF.

For the subsequent acoustic simulations, radially averaged mean flow profiles are gene-
rated, cf. Sec. 6.4. A comprehensive comparison of the radially averaged flow quantities
for LP1-4 is presented in App. N.
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7.2 Dome Coupling Properties

7.2. Dome Coupling Properties

In this section, the scattering matrices of the acoustic coupling between the dome and
the chamber are presented and discussed. The presentation of the scattering matrices
is subdivided into the following two steps:

First, the individual scattering matrices of the impedance change element and the
pressure loss element are analyzed in order to reveal their influences on the scattering
behavior between the chamber and the dome, cf. Sec. 6.3 and Fig. 6.9.

Afterwards, the complete dome coupling scattering matrices are presented for LP1-4.
For this purpose, the scattering matrices are calculated on the basis of the acoustic
network model described in Sec. 6.3, cf. Eq. (6.53). For the evaluation of the network
model, the necessary mean flow quantities such as pressure changes across the network
elements and axial velocities are taken from the mean flow simulation results.

7.2.1. Scattering Matrices of the Impedance Change Element and the
Pressure Loss Element

The individual scattering matrices of the impedance change element and the pressure
loss element are investigated. For the analysis of the impedance change element, its
transfer matrix representation, cf. Eq. (B.8), is transformed into the scattering matrix
form. This yields

SMρc =



2 (ρ̄c)u
(ρ̄c)d

(ρ̄c)u
(ρ̄c)d

+ 1

(ρ̄c)u
(ρ̄c)d
− 1

(ρ̄c)u
(ρ̄c)d

+ 1

1− (ρ̄c)u
(ρ̄c)d

(ρ̄c)u
(ρ̄c)d

+ 1
2

(ρ̄c)u
(ρ̄c)d

+ 1


. (7.3)

The scattering matrix for the characteristic change of impedance according to Eq.
(7.3) is real-valued frequency independent.

In case of the BKD test chamber, the change of characteristic impedance between
the O2 post and the recess, which is filled with O2/H2 and combustion products, is
immense. Specifically, the steady state simulations reveal a characteristic impedance
ratio between the O2 post and recess of approximately (ρ̄c)u

(ρ̄c)d
≈ 12 for all LP. Therefore,

the scattering matrix according to Eq. (7.3) yields quantitatively

SMρc =
(
Tu Rd

Ru Td

)
=
(

1.85 0.85
−0.85 0.15

)
. (7.4)

Eq. (7.4) shows that the acoustic waves are asymmetrically transmitted by the impe-
dance change element. In fact, the downstream transmission coefficient is 0.15, indica-
ting only low transmission of acoustic waves through the impedance change element
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from downstream into the O2 post. In contrast, acoustic waves originating from the O2
post and hence from the dome actually exhibit an increase of the amplitude by a factor
of 1.85. The reflection coefficients establish that the sum of transmission amplitude
and reflection amplitude is unity. Therefore, the transmission coefficient upstream Tu
is larger than one and the reflection coefficient upstream Ru is negative indicating a
phase change of π of the reflected wave. Since the transmission coefficient downstream
is below one, the reflection coefficient downstream Rd is positive indicating high reflec-
tion without phase change. Since the transmission amplitude downstream is low, the
amplitude of the reflection coefficient downstream is high. In terms of absolute values,
the reflection coefficients upstream and downstream are equal.

Next, the scattering matrix of the pressure loss element is analyzed. For its calcu-
lation, the acoustic network model is reduced to only the first area change, the duct
element in the pressure loss element and the second area change, cf. Fig. 6.9. Therefore,
the scattering matrix of the pressure loss element is calculated by

SM = SMAC
3 · SMDE

2 · SMAC
1 . (7.5)

The scattering matrix of the pressure loss element on the basis of the network model
according to Eq. (7.5) in terms of amplitude and phase is shown in Fig. 7.4 and Fig.
7.5. The scattering matrix is only considered in the frequency range between 8 kHz and
12 kHz. It can be seen that the amplitudes and phases are almost constant over the
frequency range. The frequency independent behavior can be explained by the axial
compactness of the pressure loss element.

In case of the pressure loss element, the amplitude of the transmission coefficient
downstream |Td| is also small. In consequence, acoustic waves approaching the pressure
loss element from the O2 post are weakly transmitted into the O2 dome. Low trans-
mission downstream is explained by the high area ratio between the injectors and the
O2 dome. However, the low transmission through the pressure loss element from down-
stream to upstream is not compensated by high reflection amplitudes downstream. In
fact, the amplitude of the reflection coefficient downstream |Rd| is only approximately
0.25. (Schulze et al. 2014d; Wagner et al. 2013b) explain that the low amplitudes of the
reflection coefficient downstream may originate from the generation of vortical struc-
tures due to the interaction of the longitudinal wave with the emanating jet structure
in the mean flow. Such a jet structure is also present downstream of the pressure loss
element, cf. 7.1. The generation of vortical structures is associated with the dissipati-
on of acoustic energy, cf. Sec. 2.2. In consequence, the low reflection properties at the
downstream side of the pressure loss element can be explained by the partial dissipation
of the incident wave.

On the upstream side of the pressure loss element, the amplitude of both the trans-
mission coefficient |Tu| and the reflection coefficient |Ru| are high. The intense reflection
and transmission of the Riemann invariants can be explained by the large area ratio
between the O2 dome and the injectors.

Due to the influence of the mean flow on the scattering of acoustic waves and the
different areas between the O2 dome and the injectors, the scattering matrix of the
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Fig. 7.4.: Pressure loss element scattering matrix amplitudes for LP1-4.
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Fig. 7.5.: Pressure loss element scattering matrix phases for LP1-4
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pressure loss element is not symmetrical in terms of both amplitudes and phases. While
the coefficients on the upstream side show high amplitudes and almost zero phases,
the downstream coefficients provide low amplitudes and considerable deviations of the
phases from zero.

7.2.2. Dome Coupling Scattering Matrices

The dome coupling scattering matrices for LP1-4 calculated on the basis of the acou-
stic network model are shown for a frequency range from 4-11 kHz in terms of amplitude
and phase in Fig. 7.6 and Fig. 7.7, respectively. Overall, a similar behavior is observed
for all LP.

The transmission coefficient downstream Td shows very small amplitudes indicating
that only insignificant portions of acoustic energy are transmitted from the combustion
chamber into the O2 dome. Several effects are responsible for that. Firstly, the high area
ratio between the injectors and the chamber and dome, respectively. Secondly, the low
amplitudes of the transmission coefficient downstream of the impedance change element
and of the pressure loss element. Both reduce the overall transmission of acoustic waves
from the chamber to the dome, cf. Eq. (7.4) and Fig. 7.4.

In comparison, the transmission coefficient upstream Tu provides considerably higher
amplitudes than Td, see Fig. 7.6. The larger amplitudes in turn can be explained by
the higher transmission amplitudes from upstream in case of the impedance change
element and the pressure loss element, cf. Eq. (7.4) and Fig. 7.4.

Because of the low amplitudes of the transmission coefficient downstream |Td|, small
fluctuations of acoustic pressure and velocity are expected in the dome volume. In fact,
according to (Gröning 2015), only insignificant pressure amplitudes in the dome are
observed experimentally. However, the low transmission of acoustic energy from the
chamber into the dome does not imply that amplitudes are also small in the O2 post.
Essentially, the amplitude of Td describes only the transmission through the injector
into the dome, but not which amplitudes are present in the O2 post.

The unequal amplitudes of the transmissions coefficients upstream and downstream
|Tu| and |Td| of the impedance change element and the pressure loss element also explain
the asymmetrical transmission of acoustic waves from upstream and downstream at the
face plate.

Fig. 7.6 reveals high amplitudes of the reflection coefficient downstream Rd in the
entire frequency range indicating that the acoustic waves in the chamber are almost
completely reflected at the face plate. The strong reflection is based on the small area
ratio between the O2 post and the chamber of approximately 0.071, cf. Fig. 5.1 and
Fig. 5.3.

Furthermore, the reflection coefficient upstream Ru provides lower amplitudes than
Rd within the considered frequency range, see Fig. 7.6. The lower reflections upstream
are explained by the higher transmission from the dome to the chamber.

An asymmetrical behavior as for the amplitudes is not observed for the phases, cf.
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Fig. 7.6.: Dome coupling scattering matrix amplitudes for LP1-4.
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Fig. 7.8.: First and second longitudinal modes of the O2 injector in terms of normalized
pressure amplitude |p̂| for LP3 (top) and LP4 (bottom).

Fig. 7.7. Essentially, the reflection coefficients Rd and Ru show almost zero phase in
the entire frequency range. Therefore, acoustic waves are reflected without a change
in phase both at the dome side as well as at the chamber side of the face plate. This
behavior can also be explained by the high area ratio between the injectors and the
chamber and dome, respectively, cf. Fig. 5.2 (right).

In contrast, significant phase changes are observed in the transmission coefficients
Tu and Td, see Fig. 7.7. With increasing frequency, the phases decrease. Interestingly,
approximately at 5 kHz and at 10 kHz, phase differences of π and zero, respectively,
are found for LP1-4. Such phase differences between incident and transmitted wave
indicate the presence of an acoustic eigenmode of the injector.

To visualize the mode shapes of the eigenfrequencies in the injector, eigenvalue studies
are conduced using the CFD/CAA methodology introduced in Chap. 2 and Chap. 3.
In the acoustic simulations, the CFD results of the single flame configuration are used
as mean flow, see Sec. 7.1. The CFD results are directly used and a radial average is
not generated. This allows to capture the influence of the detailed mean flow structure
in the injector on the acoustic propagation.

For the acoustic simulations, the impedance change in the recess due to the presence
of O2, H2 and combustion products as well as the area change between the O2 post and
the chamber are not included. This is not fully consistent with the acoustic network
model, where these elements are accounted for. However, a stable LEE solution for
the multi-species flow under reactive conditions could not be obtained. Nevertheless,
the LEE results reveal the mode shapes for the eigenfrequencies at 5 kHz and 10 kHz
approximatively. In the simulations, the axial acoustic velocity is set to zero as inlet
boundary condition at the dome side. At the outlet of the injector, the acoustic pressure
is set to zero. The remaining boundary conditions are prescribed as slip walls, cf. Eq.
(2.72). The inlet and outlet boundary condition are indicated in Fig. 7.8.

Fig. 7.8 shows the simulated mode shapes for the eigenfrequencies at approximately
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5 kHz (top) and 10 kHz (bottom) for LP3 and LP4 in terms of the normalized pressure
amplitude. The eigenfrequency at 5 kHz corresponds to the first longitudinal mode
L1. Furthermore, the eigenfrequency at 10 kHz corresponds to the second longitudinal
mode L2. Interestingly, downstream of the pressure loss element, vorticity structures
are formed, which may influence the injector eigenfrequencies due to backscattering
effects (Gikadi et al. 2012). Furthermore, the generation of these vortical structures
also explains the dissipation of acoustic waves at the pressure loss element yielding low
downstream reflection amplitudes, cf. Sec. 7.2.1.

Since the axial acoustical velocity is set to zero at the inlet of the computational
domain, pressure amplitudes should be present in the O2 dome. However, due to the
low transmission properties of the pressure loss element, the acoustic waves are only
insignificantly transmitted through the orifice. This behavior can be seen for the L1
and for the L2 modes. Hence, the low transmission of pressure amplitude predicted
in the acoustic simulations confirm the low amplitudes of the transmission coefficient
downstream Td of the dome coupling scattering matrix, cf. Fig. 7.6. Furthermore, high
amplitudes are present in the O2 post.

In Fig. 7.6 and Fig. 7.7 also the eigenfrequencies of the first transverse mode in the
chamber are indicated as small vertical lines for LP1-4. The eigenfrequencies of the
first transverse mode will be investigated in detail in Sec. 7.3. It can be seen that the
eigenfrequencies of the first transverse mode coincide well with the eigenfrequencies of
the second longitudinal mode L2 in the injector for LP2 and LP4. As explained in Sec.
5.2, the BKD test chamber operates unstable for these operating conditions. Apparently,
in case of unstable BKD operation, the frequency of the second longitudinal mode L2 in
the injector coincides with the first transverse mode frequency in the chamber. These
conclusions were also presented in (Gröning et al. 2015b).

7.3. Eigenfrequencies and Mode Shapes

The eigenfrequencies and mode shapes of the BKD test chamber are analyzed. First,
the eigenfrequencies up to the first radial mode are simulated and compared to expe-
rimental findings. Furthermore, the corresponding mode shapes are visualized. After-
wards, the focus is drawn towards the first transverse mode in the chamber.

For the acoustic simulations, the scattering matrices presented in Fig. 7.6 and Fig.
7.7 are imposed as boundary conditions at the O2 dome side and the chamber side, cf.
Fig. 6.10. For this purpose, the reflection and transmission coefficients are additionally
evaluated at higher frequencies on the basis of the acoustic network model. Furthermore,
the mean flow fields are generated on the basis of the CFD results, cf. Sec. 7.1, using
the mean flow conversion procedure, cf. Sec. 6.2.4.

7.3.1. BKD Eigenfrequencies and Visualization of Mode Shapes

The eigenfrequencies of the BKD test chamber up to the first radial mode frequency
are presented in Fig. 7.9 together with the measured PSD (black line). The PSD data
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is provided by (Gröning et al. 2013b). The acoustic eigenfrequencies appear as peaks
in the PSD. For the validation of the acoustic simulations, the numerically determined
eigenfrequencies are plotted into the PSD (colored vertical lines), see Fig. 7.9.

Overall, very good agreement is achieved between the peak frequencies in the PSD
and the simulated eigenfrequencies for all LP. It is therefore concluded that the hybrid
LEE approach based on the mean flow conversion procedure and the dome coupling
description captures the relevant influences on the eigenfrequencies accurately. Mo-
reover, the applied numerical grid size is sufficient to resolve to acoustic scales up to
approximately 25 kHz, cf. Fig 6.10.

In general, different mode classes are contained in the considered frequency range. The
individual mode classes are indicated by color in Fig. 7.9. Each higher-order mode class
contains a number of longitudinally combined modes. Each eigenfrequency is therefore
denoted by its mode class and, if necessary, by its longitudinal order in Fig. 7.9, cf. Sec.
2.4. The identification of the mode classes and longitudinal order is based on the mode
shapes, which are revealed by the numerical simulations.

For the investigation of the mode classes, a selection of the different mode shapes in
case of LP4 is shown in Fig. 7.10 and Fig. 7.11. The mode shapes for the other LP are
similar. For the visualization, the normalized real part of pressure Re(p̂) (left column)
and the normalized pressure amplitude |p̂| (right column) are used. The presentation
in form of amplitude and real part is chosen since they contain different information.
In general, the amplitude describes the maximum pressure fluctuation at each location.
Hence, the amplitude can be used to identify the regions of relevant acoustic activity. In
contrast, the real part Re(p̂) represents the actual pressure fluctuation p′(t) for t = 0,
cf. Eq. (2.26), and hence describes the amplitude altered by the phase.

The first three modes found for all LP at the lowest frequencies of approximately 3
kHz, 6 kHz and 9-10 kHz (red vertical lines in Fig. 7.9), correspond to the longitudinal
modes L1 - L3, see Fig. 7.10. The longitudinal order can clearly be identified in the
amplitude plots showing the distinct number of pressure nodes. As explained in Sec.
1 and shown in Sec. G for non-reactive conditions, intense acoustic losses based on
the convective transport in the nozzle prevent longitudinal modes from becoming a
threat for the engine’s operation. Therefore, the longitudinal modes are not further
investigated.

For frequencies above approximately 10 kHz, higher-order modes are present. Speci-
fically, the first and second transverse mode classes as well as the radial mode class can
be found in the PSD for all LP, see Fig. 7.9.

The lowest eigenfrequency in the T1 mode class is denoted with Tα
1 in Fig. 7.9 as well

as in Fig. 7.10 and is found at approximately 10 kHz for all LP. Its special denotation
originates from its particular amplitude structure. Remarkably, the Tα

1 mode shows
significant amplitudes only in the region close to the face plate and a strong amplitude
decay in axial direction, see Fig. 7.10. The decay is stronger in the amplitude plot than
in the real part plot. It can also be seen that the amplitudes of this particular mode
are already very small one chamber diameter downstream of the face plate.

Above the Tα
1 mode frequency, the first transverse modes are referred to as Tβ

1 Lx

178



7.3 Eigenfrequencies and Mode Shapes

frequency [kHz]
0 5 10 15 20 25

-110
-100
-90
-80
-70
-60
-50
-40

-110
-100
-90
-80
-70
-60
-50
-40

-110
-100
-90
-80
-70
-60
-50
-40

-110
-100
-90
-80
-70
-60
-50
-40

L1 L2 L3

Tα1

T
β 1
L 1

T
β 1
L 2

T
β 1
L 3

T
β 1
L 4

T
β 2
L 1

T
β 1
L 5

Tα2

T
β 2
L 2

T
β 2
L 3

R
β 1
L 1

Rα
1

L1 L2 L3

Tα1

T
β 1
L 1

T
β 1
L 2

T
β 1
L 3

T
β 1
L 4

T
β 1
L 5

T
β 2
L 1

T
β 2
L 2

T
β 2
L 3

T
β 2
L 4

Tα2 Rα
1

R
β 1
L 1

L1 L2 L3

Tα1

T
β 1
L 1

T
β 1
L 2

T
β 1
L 3

T
β 1
L 4

T
β 1
L 5

Tα2 Rα
1

T
β 2
L 1

T
β 2
L 2

T
β 2
L 3

T
β 2
L 4

R
β 1
L 1

L1 L2 L3

Tα1

T
β 1
L 1

T
β 1
L 2

T
β 1
L 3

T
β 1
L 4

T
β 1
L 5

T
β 2
L 1

T
β 2
L 2

T
β 2
L 3

T
β 2
L 4

Tα2 Rα
1

R
β 1
L 1

LP1

LP2

LP3

LP4

Fig. 7.9.: Experimental PSD (black) given in [dB/Hz] and numerically determined
eigenfrequencies for LP1-4. Different mode classes are indicated by color.
Experimental results from (Gröning et al. 2014).
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Fig. 7.10.: Selection of mode shapes up to the first radial mode in terms of normalized
real part (left) and absolute value (right) for the example of LP4 (1/2).
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Fig. 7.11.: Selection of mode shapes up to the first radial mode in terms of normalized
real part (left) and absolute value (right) for the example of LP4 (2/2).
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Fig. 7.12.: Axial distributions of speed of sound along the pressure anti-nodal line for
LP1-4 as well as the indication of two plateau regions in the chamber.

(green vertical lines in Fig. 7.9). The corresponding mode shapes of Tβ
1 L1 and Tβ

1 L2
are shown in Fig. 7.10 and Fig. 7.11. In comparison to the Tα

1 mode, the Tβ
1 Lx modes

exhibit significant amplitudes within the entire chamber. Furthermore, the real parts
of the Tβ

1 L1 and Tβ
1 L2 modes show high pressure fluctuations in the entire chamber.

To explain the significantly different pressure amplitude structures of the Tα
1 and the

Tβ
1 Lx modes, the axial distribution of the speed of sound in the chamber is analyzed,

see Fig. 7.12. The speed of sound is determined by the cross-sectional average of the
single flame CFD results, cf. Sec. 7.1. Fig. 7.12 shows that the chamber can be divided
into three regions, each with a characteristic speed of sound distribution. In a first
short region, speed of sound is dominated by the injected propellants and the lowest
speed of sound is found. A first plateau of c is reached after the short increase of speed
of sound and coincides with the location of the O2 core jet, cf. Fig. 7.3. In this first
plateau region, the speed of sound is influenced by the propellants with low temperature
and hence with low speed of sound as well as by high temperatures in the combustion
zone, cf. Fig. 7.3. Therefore, a moderate mean speed of sound is present. In the region
further downstream, a second plateau forms. The second plateau is dominated by the
hot combustion products and, in consequence, by a high speed of sound.

The different pressure amplitude distributions of the Tα
1 and the Tβ

1 Lx modes can
now be explained by the changed cut-on frequencies for the first transverse mode class
in the different regions. The cut-on condition depends on the speed of sound and thus
differs between the different plateaus, cf. Eq. (2.60). In the regions of injection and of
the first plateau, the cut-on frequency is lowest. Significant amplitudes of the Tα

1 mode
are only present in these regions, cf. Fig. 7.10 and Fig. 7.12. In contrast, the cut-on
frequency in the second plateau region is higher and, in consequence, the Tα

1 mode
is cut-off restricting its further propagation in downstream direction. In contrast, the
eigenfrequencies of the Tβ

1 Lx modes are higher than of Tα
1 , and the Tβ

1 Lx modes can
propagate both in the second as well as in the first plateau region. Significant Tβ

1 Lx
mode amplitudes are hence present in the entire chamber volume.

In general, the Tα
1 modes may appear also in combined form with longitudinal modes.

However, as the axial dimension of the Tα
1 mode is small, cf. Fig. 7.10, the first combined

mode would occur at very high frequencies. Within the considered frequency range, such
a combination of the Tα

1 mode with a longitudinal mode could not be identified in the
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acoustic simulations. In consequence, this mode is simply referred to as Tα
1 . In contrast,

the Tβ
1 Lx modes exist in the entire chamber and, in fact, several combined modes were

found in the acoustic simulations, cf. Fig. 7.9. In Fig. 7.10 and Fig. 7.11 the Tβ
1 L1

and Tβ
1 L2 modes are illustrated. The longitudinal order ()x is given by the number of

pressure nodes in the amplitude plots, cf. Fig. 7.10 and Fig. 7.11. An explanation for
the chosen nomenclature of the Tβ

1 Lx modes, is presented in App. O.
The characteristic distribution of the speed of sound in the chamber equivalently

affects further higher-order mode classes. The decomposition of a higher-order mode
class into the ()α mode and the ()βLx modes is therefore generally valid in case of the
BKD test chamber. In fact, in the PSD for LP1-4, the Tα

2 as well as the Rα
1 modes

are indicated and the corresponding mode shapes are shown in Fig. 7.11. Significant
amplitudes of the Tα

2 and the Rα
1 modes are only observed close to the face plate. In

contrast, the Tβ
2 Lx (purple vertical lines in Fig. 7.9) as well as the Rβ

1 L1 (gray vertical
line in Fig. 7.9) modes exhibit high amplitudes in the entire chamber. The Tβ

2 L2 and
Rβ

1 L1 modes are illustrated in Fig. 7.11. For the Rβ
1 L1 mode, two slices in the chamber

are shown in order to indicate the significant amplitudes in the interior of the chamber
volume.

Since the conclusions concerning the influence of speed of sound on the mode shapes
drawn for the T1 mode class appear to be generally valid and the focus of this thesis is
on the first transverse mode, the T2 and R1 mode classes are not further discussed.

After the identification of the chamber eigenfrequencies in the PSD, shown in Fig. 7.9,
the influences of the operating conditions for LP1-4 are investigated. In comparison, the
eigenfrequencies of the unstable LP2 and LP4 are very similar due to the similar mean
flow fields. As explained in Sec. 5.2, the injection conditions of the propellants for LP2
and LP4 are almost identical. Furthermore, the flame length is essentially the same, cf.
Sec. 7.1. In consequence, comparable distributions of speed of sound and density are
present in the chamber explaining the similarity of the eigenfrequencies. Interestingly,
the difference in chamber pressure between LP2 (70 bar) and LP4 (80 bar) seems to be
of minor relevance for the acoustic properties of the BKD test chamber, cf. Tab. 5.1.

The eigenfrequencies of the ()α modes in case of LP3 occur at lower frequencies
compared to the other LP. This is due to the fact that the H2 injection temperature in
case of LP3 is approximately halved compared to the other LP, cf. Tab. 5.1. A reduced
injection temperature leads to a lower speed of sound and, in consequence, to a lower
eigenfrequency, cf. Fig. 6.5.

In contrast, the eigenfrequencies of the ()α modes in case of LP1 are slightly higher
than for LP2 and LP4. However, the injection temperatures are similar. The increased
eigenfrequencies can be explained by the higher speed of sound in the regions of injection
and of the first plateau. In turn, the higher speed of sound can be attributed to the
elevated temperatures, originating from intensified combustion due to the higher H2
injection velocity in case of LP1, cf. 5.1. The higher injection velocity leads to stronger
shear forces between the propellants and thus more intense mixing. The effect of the
H2 injection velocity will be explained in more detail in Sec. 7.4.1.

As explained in Sec. 5, the high amplitudes in case of unstable BKD operation are
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associated with the first transverse mode. From the PSD plots and the acoustic simu-
lation results, it can be concluded which particular T1 mode exhibits high amplitudes.
In Fig. 7.9 high amplitudes are observed for the Tα

1 modes in case of LP2 and LP4.
Since the Tα

1 mode has been identified as critical in terms of thermoacoustic stability
in the BKD test chamber, the focus is on this particular mode in the following.

7.3.2. Investigation of Tα
1 Mode Shapes

Since the potentially unstable Tα
1 mode shows an unexpected pressure amplitude

distribution in the chamber, cf. Fig. 7.10, its shape is further analyzed and compared
for the different LP. In particular, the strong axial decay is discussed.

7.3.2.1. Mode Shape Amplitude Distributions

First, the simulated Tα
1 eigenfrequencies are validated by means of the experimental

data given in (Gröning et al. 2013b), see Tab. 7.3. The numerical results agree well with
the experimental data. The maximal deviation is 2.8 % in case of LP2. These rather
small deviations may originate from uncertainties in both data sources, simulation and
experiment. For example, the inaccurate description of the O2 speed of sound in the
chamber on the basis of the real gas SRK EOS might lead to such small deviations,
Sec. 6.2.2.3.

When the distributions of the normalized Tα
1 pressure amplitude in the chamber for

LP1-4 are compared, similar shapes are observed, see Fig. 7.13. High amplitudes are
concentrated in the region close to the face plate and the strong axial amplitude decay is
present. Furthermore, in the O2 dome only insignificant pressure amplitudes are found.
The very weak transmission of acoustic pressure from the chamber to the O2 dome can
be explained by the low amplitude of the downstream transmission coefficient |Td| of
the dome coupling scattering matrix, cf. Sec. 7.2 and especially Fig. 7.6.

For the quantitative investigation of the decaying amplitudes in the chamber, the
axial pressure amplitude distributions in the anti-nodal pressure lines for LP1-4 are
compared, see Fig. 7.14 (top). Since the appearance of high amplitudes at the face plate
as well as the absence of relevant amplitudes further downstream can be explained by
the speed of sound changes in the chamber, cf. Sec. 7.3.1, the axial distribution of c is
also shown in Fig. 7.14 (bottom).

Tab. 7.3.: Eigenfrequencies of the Tα
1 mode for LP1-4: Experimental findings (Gröning

et al. 2013b), simulation results and relative deviations.

load point LP1 LP2 LP3 LP4

experiment Hz 10,651 10,059 9723 10,242
simulation Hz 10,535 10,348 9796 10,375
relative deviation % 1.1 2.8 0.7 1.3
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Fig. 7.13.: Tα
1 mode shapes in terms of normalized pressure amplitudes for LP1-4 as

well as anti-nodal pressure lines.
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Fig. 7.14.: Axial distributions of the normalized pressure amplitude (top) and speed
of sound (bottom) along the pressure anti-nodal line.

As explained in Sec. 7.3.1, the Tα
1 mode predominantly exists in the regions of injec-

tion and of the first plateau of c in the chamber. However, the first plateau region has
a different shape for LP1-4. For LP2 and LP4 an almost identical first plateau with
a rather constant speed of sound is found. In turn, the change of the speed of sound
within the first plateau region is stronger in case of LP3. Furthermore, the transition
from the first plateau to the second plateau occurs a certain distance further down-
stream for LP3 than for LP2 and LP4. Finally, the axial dimension of the first plateau
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is shorter for LP1 than for LP2 and LP4.
The larger axial lengths of the first plateau in case of LP2 and LP4 yield a prolonga-

tion of the Tα
1 mode in the chamber. For LP1, the short plateau region leads to a more

compact mode and therefore a faster decay of the amplitude in axial direction, see Fig.
7.14 (top). Interestingly, the shape of the axial pressure amplitude distribution in case
of LP3 is the same as for LP1, although these LP have very different flame lengths, see
Sec. 7.3.

7.3.2.2. Analysis of Axial Decay Rates

Finally, the decay rate of the Tα
1 mode in axial direction is determined. The amplitude

decay establishes due to increase of the speed of sound and hence due to the cut-off
of the mode in axial direction, see Sec. 7.3.1. In consequence, the increase of speed of
sound in axial direction leads to transformation of the Tα

1 mode into an evanescent
mode, cf. Sec. 2.5.

The determination of the axial decay rate is based on the wave number, see Sec.
2.43. In general, kx±

Tα1
is a mode parameter attributed to the Tα

1 mode. However, as M
and c vary in space, kx±

Tα1
is treated as a field variable. As only the axial dependence of

the mean flow quantities is incorporated into the acoustic simulations, cf. Sec. 6.4, kx±
Tα1

varies only in x-direction.
The imaginary part of the wave number in positive direction, i.e. Im(kx+

Tα1
) is shown in

Fig. 7.15 (top) together with the axial distribution of speed of sound (bottom), which
is equivalent to Fig. 7.14 (bottom). The corresponding imaginary part of the wave
number in negative direction, i.e. Im(kx−

Tα1
), is equivalent in absolute value but carries

the opposite sign, cf. Fig. 2.1.
In Fig. 7.15 (top), it can be seen that in the region close to the face plate the imaginary

part is zero. In consequence, the propagation of the Tα
1 is not restricted and high

amplitudes are therefore present, see Fig. 7.10 and Fig. 7.13. A sudden and intense
increase of Im(kx+

Tα1
) is found at approximately one chamber radius downstream of the

face plate. The increase appears very abrupt. This effect will be discussed later in more
detail. Interestingly, for the stable LP1 and LP3, Im(kx+

Tα1
) increases in axial direction

almost monotonically to maximal values of approximately 25 [1/m], with only a small
decreasing zone in between. In consequence, the Tα

1 modes decay along almost the entire
chamber length. This behavior is explained by the also almost monotonically increasing
c.

For the unstable LP2 and LP4 speed of sound reaches a first plateau. In contrast to
the distributions of in case of LP1 and LP3, c decreases again after the first plateau
region. The reduction is sufficient for the cut-on condition to be fulfilled again. In
consequence, the Im(kx+

Tα1
) is again zero. Even further downstream, speed of sound

increases and Im(kx+
Tα1

) rises to a maximal value of approximately 18 [1/m], which is
considerably lower than the maximum for LP1 and LP3.

In conclusion, it is shown that the Tα
1 mode is subjected to axial decay due to the
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Fig. 7.15.: Axial distributions of Im(kx±
Tα1

) [1/m] (top) and speed of sound [m/s] (bot-
tom) for LP1-4.

axial variation of speed of sound. Significantly higher axial decay rates are found in
case of LP1/3.

The increase of Im(kx+
Tα1

) as soon as the cut-on condition is reached is remarkable. To
further investigate the cut-on condition, Im(kx+

Tα1
) is plotted over c in case of the LP2

eigenfrequency and a constant axial mean velocity of ū = 230 m/s in Fig. 7.16. It can
be seen that Im(kx+

Tα1
) significantly increases as soon as the cut-off condition is reached.

The shape is similar to the behavior plotted in Fig. 7.15 (top). It can be shown that
the change of Im(kx+

Tα1
) with respect to c at cut-on is infinitely large, see App. P. In

consequence, the drastic changes of Im(kx+
Tα1

) in axial direction, cf. Fig. 7.16, are based
on only small changes of c.
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Fig. 7.16.: Dependency of Im(k+
Tα1

) on c for constant ū = 230 m/s.
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Fig. 7.17.: Normalized real part of complex pressure amplitude along anti-nodal line
and exponential fits for LP1-4.

Further analyses are performed to show the quantitative agreement between the ima-
ginary part of the wave number and the decay rate of acoustic pressure in axial direction.
For that purpose, the real-part distribution Re(p̂) of the normalized acoustic pressure
along the anti-nodal line in axial direction is assumed to be of the form

Re(p̂) = Ae−ikfx, (7.6)

where A denotes an (irrelevant) amplitude and kf an axial wave number. Fitting Eq.
(7.6) to the normalized distribution of Re(p̂) reveals kf for LP1-4. The normalized
Re(p̂) data as well as the fits are shown for LP1-4 in Fig. 7.17. Overall, a very good
agreement between the fits and the axial distributions of acoustic pressure is obtained.
Minor deviations are found for LP2 and LP3. The acoustic pressure distributions and
the fits show that LP1 and LP3 exhibit a stronger decay in axial direction.

To compare the fitted results to the imaginary part of the wave number, the axial
Im(kx+

Tα1
) distribution is averaged, cf. Fig. 7.15. For this purpose, only the volume ups-

tream of the initial occurrence of Im(kx+
Tα1

) > 0 is taken into account. The comparison
of the fitted results and averaged Im(kx+

Tα1
) is presented in Tab. 7.4, showing very good

agreement. Hence, the decay of pressure amplitudes in axial direction in regions whe-
re the Tα

1 mode is not able to freely propagate can directly be linked to the cut-off
condition.

For the stable LP1/3 higher imaginary parts of the axial wave numbers are found.

Tab. 7.4.: Comparison of Im(kx+
Tα1

) with the axial decay rates of the fits kf.

kf [1/m] Im(k+
Tα1

) [1/m]

LP1 20.7 20.3
LP2 14.8 13.8
LP3 19.5 19.2
LP4 14.7 14.2
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energetically neutral ˆ̇m = 0

Fig. 7.18.: Computational domain as well as energetically neutral inlet and outlet
boundary conditions for the investigation of the mean flow influence on
the Tα

1 mode damping rates.

According to the results, a reduction of acoustic pressure of approximately 20-21 [1/m]
is present. In contrast, weaker decay is present for the unstable LP2/4 with imaginary
parts reduced by approximately 30 % in comparison to LP1/3.

7.3.2.3. Influence of the Mean Flow on the Tα
1 Mode Damping

As shown in the last section, the variation of speed of sound in the chamber leads to a
strong axial decay of the Tα

1 mode amplitudes. Apparently, the spatial variations of the
mean flow quantities have a large influence on the amplitude behavior. Therefore, it is
now investigated whether the mean flow alters the damping of the acoustic amplitudes,
i.e. the change of the amplitudes in time. The investigations are conducted for LP4.

In order to reveal the impact of the mean flow on the damping rate λ, a reduced com-
putational domain comprising only the cylindrical combustion chamber is considered.
The O2 dome and the nozzle are not included. The face plate and the outlet boundary
condition are set energetically neutral according to Eq. (2.96) to only include the dam-
ping effects of the mean flow. Furthermore, the dynamic heat release rate ˆ̇q is set to
zero, i.e. the open loop system is analyzed. In this situation, the acoustic intensity flux
Iai is zero at all boundaries and the fluctuating energy according to Eq. (2.63) reduces
to

∂E

∂t
+ ∂(ρ̄ūiT ′s′)

∂xi
= D. (7.7)

In consequence, the change of the fluctuating energy E depends only on the convection
of temperature and entropy fluctuations across the boundaries and the source term
D, which describes the impact of the mean flow on the damping within the chamber.
Moreover, the fluctuating energy E and its temporal derivative can directly be related
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Fig. 7.19.: Distribution of the Mach number MC for different prefactors C (left) and
Tα

1 mode damping rates for the different distributions of MC depending on
the prefactor C (right).

to the damping rate by (Fiala 2010)

λ = −1
2

∂E
∂t

E
. (7.8)

In consequence, in order to analyze the influence of the mean flow on damping, the
change of the fluctuating energy E needs to be revealed.

The influence of the mean flow on the damping rate is investigated in three steps.
First, the mean flow quantities are set constant in the combustion chamber. For this
purpose, a spatially averaged speed of sound c, density ρ̄, isentropic exponent κ and
pressure p̄ is imposed. Furthermore, the Mach number M is set to zero. Secondly, the
axial dependencies of c, ρ̄, κ and p̄ are included. However, the Mach number remains
zero. Finally, on the basis of the axially dependent c, ρ̄, κ and p̄, the Mach number
is gradually increased until the full velocity in the chamber is reached. To establish
similarly shaped Mach number profiles, the mean axial velocity is scaled with a constant
prefactor C, i.e.

MC(x) = CM(x) = Cū(x)
c(x) , (7.9)

where ū(x) and M(x) denote the unscaled mean axial velocity and Mach number,
respectively. The different Mach number distributions MC for C = 0, 0.25, 0.5, 0.75 and
1.0 are shown in Fig. 7.19 (left).

Initially, the first transverse mode shape and the corresponding damping rate for
a homogeneous speed of sound distribution and a zero Mach number, i.e. C = 0, is
discussed. The mode shape is shown in Fig. 7.20 (left). It can be seen that the pressure
amplitudes are constant in axial direction and an axial decay is not present. This is
explained by the constant speed of sound and hence unchanged cut-on frequency in
axial direction. Furthermore, due to the absence of mean flow gradients, entropy and
vorticity fluctuations s′ and ξ′ cannot be generated, cf. Eq. (2.24) and Eq. (2.25).
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Fig. 7.20.: Normalized pressure amplitude plots of the first transverse mode shape in
the reduced chamber domain for different distributions of speed of sound
and prefactors C.

Therefore, the source term D according to Eq. (2.66) becomes zero and the fluctuating
energy balance according to Eq. (7.7) reduces to

∂E

∂t
= 0. (7.10)

Eq. (7.10) shows that in case of constant mean flow quantities and zero Mach number
the change of the fluctuating energy is zero. In consequence, the damping rate is zero, cf.
Eq. (7.8). This is also confirmed by the acoustic simulations, cf. Fig. 7.20 (bottom/left).
Even for a non-zero but spatially constant Mach number in the chamber, vorticity and
entropy modes cannot be generated and the damping rate is therefore zero, cf. Eq.
(2.24) and Eq. (2.25).

In the next step, the mode shape and the damping rate in case of axially distributed
c, ρ̄, κ and p̄ but with zero Mach numbers, i.e. C = 0, is analyzed. The simulated mode
shape is shown in Fig. 7.20 (middle). Since the speed of sound is now changes in axial
direction and corresponds to the profile shown in Fig. 7.12 for LP4, the spatial decay
of the pressure amplitudes is present. Therefore, the mode shape is similar to the Tα

1
shape for the complete mean flow with a non-zero Mach number, i.e. for C = 1. For
this configuration, entropy and vorticity modes can be generated, cf. Eq. (2.24) and
Eq. (2.25). However, since the mean axial velocity is zero, the source term D contains
only two terms, viz.

D = −s′ρ̄u′i
∂T̄

∂xi
−

¯̇qT ′2

T̄ 2
. (7.11)

In turn, since ū = 0, the convective transport of entropy fluctuations across the outlet
boundary condition according to Eq. (7.7) is zero. The acoustic simulations show that
the resulting damping rate is very small, i.e. λ = 3 rad/s. In consequence, although
axial mean flow gradients are present and the acoustic amplitudes strongly decay in
axial direction, the damping rate is hardly influenced.

In the final step, the Mach number is gradually increased until the unscaled mean
profile is reached. The mode shape for the unscaled situation, i.e. C = 1, is shown
in Fig. 7.20 (right). A very similar shape is observed as for the case with C = 0 and
axially distributed c, ρ̄, κ and p̄, cf. Fig. 7.20 (middle). Apparently, the mode shape is
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predominantly determined by the distribution of speed of sound. However, with a non-
zero Mach number, the source term D contains a variety of terms, each contributing to
the change of the fluctuating energy and hence to the damping rate, cf. Eq. (2.66).

The change of the damping rate with increasing Mach number is shown in Fig. 7.19
(right). A strong increase of the damping rate with rising prefactor C, cf. Eq. (7.9),
can be observed. Fig. 7.19 (right) suggests that the increase of the damping rate is
approximatively proportional to the prefactor C and hence to the Mach number.

It can be concluded that the mean flow leads to a strong increase of the damping rate
only if an axial mean velocity and gradients of c, ρ̄, κ and p̄ are present. In this situation,
the interaction of the acoustic fluctuations with the mean flow gradients results in the
generation of vorticity and entropy modes, cf. Eq. (2.24) and Eq. (2.25), and the source
term D according to Eq. (2.66) leads to a change of the fluctuating energy and hence
to an increase of the damping rate.

7.4. Impact of the Injection Conditions on Tα
1 and Tβ

1L1
Eigenfrequencies

The LP for stable and unstable operation in case of the BKD test chamber reveal
that small variations of the H2 temperature at injection as well as different ROF tre-
mendously affect the stability of the system, cf. Tab. 5.1. In fact, the H2 temperature at
injection differs by only 50 K between LP3 and LP4, but high amplitudes are observed
only for LP4. In contrast, the injection temperature of H2 is approximately the same
for LP1 and LP2. However, high amplitudes during operation are only present for LP2
with the higher ROF.

A strong influence of the H2 injection temperature on combustion stability was also
pointed out in (Conrad et al. 1968; Nunome et al. 2008, 2011; Wanhainen and Morgan
1969; Wanhainen et al. 1966, 1968). However, in contrast to the observations in the BKD
test chamber, unstable operation was observed for reduced H2 injection temperatures.

(Gröning et al. 2014) suggest that the variation of the H2 injection temperature
changes speed of sound in the chamber and therefore alters the eigenfrequencies of the
acoustic modes. For a specific speed of sound in the chamber and, in consequence, for a
specific H2 injection temperature, the Tα

1 eigenfrequency is just right for an instability to
occur. In a recent publication, (Gröning et al. 2015b) show that the BKD test chamber
operates unstable if the Tα

1 eigenfrequency coincides with an eigenfrequency of the O2
post, cf. Sec. 7.2. In turn, (Gröning et al. 2014) determine experimentally that for a
ramp-wise change of the H2 injection temperature, high amplitudes of the Tα

1 mode
are only observed at approximately 95 K. Consequently, in case of ROF 6, only a H2
injection temperature of approximately 95 K results in an unstable BKD test chamber
operation, cf. Tab. 5.1.

For a successful assessment of linear stability, it is essential for the numerical simu-
lations to capture the influence of the H2 injection temperature and of the ROF on
the mode dynamics. The purpose of the first part of this section is to test the stability
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assessment procedure in terms of its capabilities to predict the effect of small H2 injec-
tion temperature variations on the eigenfrequencies. In particular, the eigenfrequencies
of the potentially unstable Tα

1 mode but also of the Tβ
1 L1 mode are simulated and

compared to experimental results.
The influence of the H2 injection temperature on the eigenfrequencies is experimen-

tally investigated in ramping procedures. Herein, the H2 temperature was successively
changed from approximately 40 K to 135 K (Gröning et al. 2014). The procedure was
performed for different ROF. However, in the present study concerning the influence
of the H2 injection temperature on the eigenfrequencies only a ROF of 6 is considered,
since it corresponds to LP3 and LP4, cf. Tab. 5.1. Furthermore, the chamber pressure
is kept constant at approximately 80 bar.

The Tα
1 and Tβ

1 L1 mode eigenfrequencies can also be influenced by the ROF. Therefo-
re, matching eigenfrequencies of the Tα

1 mode with the O2 post could also be established
for a specific ROF. Therefore, in the second part of this study a variation of ROF is
numerically calculated while the H2 injection temperature is kept constant at approxi-
mately 96 K. Furthermore, the chamber pressure is kept constant at approximately 80
bar. Experimental comparison data is taken from (Gröning et al. 2013b).

The simulation procedure for the calculation of the eigenfrequencies corresponds to
first and second step of the stability assessment procedure, see Sec. 6.1. Therefore, the
acoustic simulations are performed for the open loop system, i.e. the dynamic heat re-
lease fluctuations are not accounted for. In the first step, steady state CFD simulations
are conducted and afterwards converted into a mean flow for the subsequent acoustic
simulations. In the CFD simulations, the influences of heat transfer and flow accelera-
tion on the H2 injection temperature at the recess are neglected, since the attributed
temperature change along the H2 post length is small, see Sec. 7.1. In the second step,
acoustic simulations are performed to reveal the Tα

1 and Tβ
1 L1 eigenfrequencies. For the

acoustic simulations, the numerical setup described in Sec. 6.4 is applied.

7.4.1. Influence of the H2 Temperature on Tα
1 and Tβ

1L1 Eigenfrequencies

In this first study, the H2 injection temperature T̄H2 was varied in a range of 40-140 K
in steps of 20 K and its impact on the Tα

1 and Tβ
1 L1 eigenfrequencies is analyzed. The

chosen temperature range includes LP3 and LP4, cf. Tab. 5.1. The simulated results
furthermore reveal the change of the eigenfrequencies for temperatures beyond the H2
injection temperature of LP4.

To begin with, the Tα
1 and the Tβ

1 L1 mode eigenfrequencies for the variation of T̄H2

are compared to experimental findings in Fig. 7.21 (top/left). In the following, these
frequencies will be referred to as fTα1 and fTβ1 L1

. Very good agreement is achieved for
the entire T̄H2 range for both fTα1 and fTβ1 L1

. Hence the stability assessment procedure
with the chosen mean flow modeling approach is capable of capturing the influences of
small H2 injection temperature variations on the eigenfrequencies accurately.

Now the behavior of fTα1 and fTβ1 L1
with increasing T̄H2 is analyzed. Fig. 7.21 (top/left)
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Fig. 7.21.: Top: Variation of eigenfrequencies fTα1 /fTβ1 L1
(left) and speed of sound c

(right) with T̄H2 . Bottom: Spatial dependence of speed of sound for different
H2 injection temperatures T̄H2 (left) and ROF (right); Experimental results
from (Gröning et al. 2014).

shows that fTα1 increases by almost 20 % between 40 K and 140 K (with fTα1 at 40 K
being the reference). This increase is immense since the remaining injection parameters
are unchanged.

Interestingly, fTα1 does not depend linearly on T̄H2 . In fact, the change of fTα1 with
T̄H2 is more significant for lower temperatures, and less for higher T̄H2 . Similarly, fTβ1 L1

also increases with the injection temperature of H2. However, the change between 40
K and 140 K is lower than that of the fTα1 mode and is given by approximately 2.6 %.

To explain the behavior of fTα1 and fTβ1 L1
for increasing H2 injection temperatures, the

distribution of the speed of sound in the chamber is analyzed. For this purpose, the spa-
tial dependency of speed of sound in axial direction is shown in Fig. 7.21 (bottom/left)
for the different T̄H2 . It can be seen that the general distribution of c is similar to Fig.
7.14 consisting of a short injection zone with low values as well as a first and a second
plateau. However, with higher T̄H2 , the speed of sound at injection and in the first
plateau region is considerably increased. This can be explained by two effects. Firstly,
speed of sound of H2 increases directly with T̄H2 above approximately 65 K, see Fig. 6.5
(right). In consequence, higher injection temperatures lead to elevated values of c in the
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injection and combustion zone. Additionally, according to Fig. 6.5 (right), c decreases
with increasing temperatures below 65 K suggesting that the eigenfrequency should de-
crease in this temperature range. However, combustion rapidly rises temperature above
65 K and the effect of the very low temperatures is hence irrelevant.

The second effect originates from an indirect influence of T̄H2 on the speed of sound.
Essentially, increasing T̄H2 reduces density at injection ρ̄H2 , see Fig. 6.5 (left). However,
as the mass flow of H2 is not changed, decreasing density leads to higher injection
velocity according to mass conservation:

ṁH2︸ ︷︷ ︸
≈ const.

∼ ρ̄H2,inj︸ ︷︷ ︸
↓

· ūH2,inj︸ ︷︷ ︸
↑

. (7.12)

A higher injection velocity in turn results in stronger shear forces in the mixing and
combustion zone between H2 and O2, see Fig. 7.3, and therefore more intense turbulent
mixing. Ultimately, the turbulent kinetic energy in the mixing zone increases resulting
in higher reaction rates according to the EDM combustion model, cf. Eq. (6.41). In
consequence, higher temperatures and hence increased speed of sound are present in
the mixing and reaction zone.

In Fig. 7.21 (bottom/left), it can also be seen that the length of the first plateau
region is reduced with increasing T̄H2 . As explained in Sec. 7.3.1, the length of the
first plateau is associated with the axial dimension of the O2 core. Since O2 is the
deficient species, cf. Tab. 5.1, the flame length is directly associated with the O2 core
dimension. The reduction of the O2 core length can be explained by the presence of
higher reaction rates due to more intense mixing with higher H2 injection velocities, cf.
Eq. (7.12). Essentially, increased reaction rates result in a faster consumption of the
propellants. Therefore, the O2 core dimension and hence the flame length gets reduced.
In consequence, also the length of the first plateau region is smaller.

The injection velocities of H2 are illustrated together with the lengths of the O2 core
as well as of the first plateau region in Fig. 7.22. The injection velocities are calculated
from mass conservation cf. Eq. (5.1). The lengths of the O2 core and first plateau are
determined as follows:
• The O2 core length lO2 is extracted from the CFD mean flow results. The length

is defined at the axial position where the O2 mass fraction on the axis of the single
flame configuration is reduced to 0.99, cf. Fig. 7.3.
• The length of the first plateau lp is measured on the basis of the axial distributions

of the speed of sound, see Fig. 7.21 (bottom/left). Since lp is associated with the
length of the O2 core, it is defined at the axial location where the influence of the
O2 core on the speed of sound vanishes. This location corresponds to the start of
the transition zone between the first and second plateau regions. In consequence,
lp is defined at the axial location where the distributies speed of sound shows a
minimum point, which is found directly before the transition from the first to the
second plateau region, see Fig. 7.21 (bottom/left).

The H2 injection velocity ūH2,inj as well as the lengths lO2 and lp are now analyzed,
see Fig. 7.22. An almost linear increase of ūH2,inj from approximately 100 m/s to almost
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Fig. 7.22.: Injection velocity of H2 together with the lengths of the O2 core and of the
first plateau of c in dependence of the injection temperature.

500 m/s with rising T̄H2 can be seen. The linear increase can be explained by the change
of the injection density with injection temperature. Since H2 can approximatively be
treated as an ideal gas for the considered injection conditions, cf. Fig. 6.3, the depen-
dency of the injection velocity on the injection temperature T̄H2 can be derived on the
basis of Eq. (7.12)

ūH2,inj ∼
ṁH2

ρ̄H2

= ṁH2

RT̄H2

p̄cc
∼ ṁH2T̄H2 . (7.13)

Eq. (7.13) shows the linear dependency of the injection velocity of H2 on the injection
temperature. Small deviations from the linear behavior are given in Fig. 7.22, which
are caused by the slightly non-ideal gas behavior of H2 at small temperatures, see Fig.
6.3.

Fig. 7.22 also shows that the lengths of the first plateau region lp and of the O2
core lO2 are almost identical. This reveals that the first plate region indeed coincides
with the O2 core length and that the reduction of lp and lO2 is a direct consequence of
the increasing injection velocities ūH2,inj with T̄H2 . However, Fig. 7.22 shows that the
length reduction becomes less significant with increasing T̄H2 . This can be explained by
the reduced relative change of injection velocity with increasing T̄H2 and hence by the
reducing relative increase of turbulent kinetic energy, which finally leads to a reduced
increase of the reaction rates, cf. Eq. (6.41).

Due to the reduction of the O2 core length with increasing T̄H2 , the transition from the
first plateau of c into the second plateau is shifted further upstream. In consequence,
the length of the second plateau is increased. However, the speed of sound in the
second plateau region is not influenced by T̄H2 . This can be explained by the fact that
combustion is complete before the location of the second plateau. Hence, the species
composition and, in consequence, temperature and speed of sound, are given by the
chemical equilibrium, which in turn depends on ROF and chamber pressure exclusively.
Both quantities are constant for the variation of the T̄H2 injection temperature and the
speed of sound in the second plateau region is hence the same.

The weak reduction of c along the second plateau length is due to the dissociation
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of water. As the combustion model does not describe the recombination of OH and H
to H2O, the dissociation reaction permanently reduces the temperature and hence the
speed of sound in the second plateau region, see Eq. (6.50). The missing recombination
is unphysical and reveals a disadvantage of the combustion model. However, the very
good agreement of the eigenfrequencies shows that the influence on acoustic propagation
is negligibly weak.

The axial distributions of speed of sound now explain the behavior of fTα1 as well as
of fTβ1 L1

with increasing injection temperature of H2. The Tα
1 exists predominantly in

the regions of injection and of the first plateau, see Sec. 7.3.2.1. Therefore, the immense
increase of fTα1 is explained by the strong raise of speed of sound in these particular
regions, see Fig. 7.21 (bottom/left). Furthermore, the Tα

1 eigenfrequency is directly
influenced by the length reduction of the first plateau region. In fact, the reduction
shortens the mode structure, leading to an additional increase of fTα1 .

In contrast, the Tβ
1 L1 mode exists within the entire chamber, see Sec. 7.3.1 and is

hence influenced by the speed of sound in the regions of injection, of the first plateau as
well as of the second plateau. Therefore, fTβ1 L1

depends on an averaged speed of sound
over the entire chamber length. Since the speed of sound in the second plateau region
is not changed with varying T̄H2 , the relative change of the axially averaged speed of
sound is not as large as the relative change of speed of sound in the first plateau region,
see Fig. 7.21 (bottom/left). In consequence, the increase of fTβ1 L1

is lower compared
to the increase of fTα1 with raising T̄H2 . The Tα

1 mode eigenfrequency is hence more
sensitive towards variations of T̄H2 than the Tβ

1 L1 mode eigenfrequency.
Finally, the differently strong changes of fTα1 with increasing T̄H2 at lower and higher

H2 injection temperatures are explained, respectively. Essentially two effects lead to the
less significant increase of fTα1 at higher T̄H2 , see Fig. 7.21 (bottom/left):

Firstly, the axial distribution of c within the region of the first plateau shows that the
increase of c becomes less significant with raising T̄H2 . This behavior originates from
two influences: On one hand, the increase of speed of sound of H2 at injection becomes
less significant for increasing T̄H2 . On the other hand, the intensification of combustion
reduces, since the relative increase of the injection velocity decreases. This behavior
can also be reasoned by the less significant reduction of lO2 and lp, see Fig. 7.22. In
consequence, the reduced intensification of combustion leads to a less strong increase
of temperatures and hence of the speed of sound in the region of the first plateau.

Secondly, since the reduction of lO2 and lp becomes less significant with T̄H2 , the
increase of fTα1 due to the axial length shortening of the mode shape also contributes
to a less significantly increase of fTα1 , cf. Fig. 7.22.

A non-linear increase of the eigenfrequency with increasing T̄H2 at lower and higher
H2 injection temperatures can also be observed for the Tβ

1 L1 mode. However, this effect
is substantially weaker than for the Tα

1 mode. As explained before, the Tβ
1 L1 mode

frequency depends also on the speed of sound in the second plateau region. Since speed
of sound in this region is the same for all considered T̄H2 , the overall change of fTβ1 L1
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with T̄H2 is weak. In consequence, the less significant increase of fTβ1 L1
in the higher T̄H2

range can hardly be recognized in Fig. 7.21.
Lastly, a comparison of the simulation results with experimental findings on the

basis of speed of sound is presented. (Gröning et al. 2014) calculate a characteristic
speed of sound based on experimentally determined Tα

1 eigenfrequencies and the cut-on
condition (Eq. 2.60) with M = 0. The findings are shown in Fig. 7.21 (top/right). It can
be seen that speed of sound increases with T̄H2 . Furthermore, a less significant increase
in the higher temperature range can be observed. In consequence, the general trend of
the characteristic speed of sound is qualitatively in agreement with the behavior of the
Tα

1 and Tβ
1 L1 eigenfrequencies, cf. Fig. 7.21 (top/left). Ultimately, the characteristic

speed of sound should be reproducible from the mean flow simulation results, i.e. from
the distributions shown in Fig. 7.21 (bottom/left).

Firstly, the entire chamber volume is used to calculate an averaged c from the mean
flow CFD results. The findings are presented in Fig. 7.21 (top/right) in blue (num. 1)
and compared to the experimental result (exp.). Although the general trend is captu-
red, considerable discrepancies can be observed. Apparently, using the entire chamber
volume for the determination of the averaged speed of sound is not correct.

Secondly, the axial extent is limited to lp, i.e. only the region of existence of the Tα
1

mode is taken into account for the generation of the averaged speed of sound. The results
are shown in black (num. 2) in Fig. 7.21 (top/right). In this case, the discrepancies are
substantially reduced and only a small but constant deviation is left. The less significant
increase of c in the higher T̄H2 range is excellently reproduced.

The comparison shows that only the speed of sound within the region defined by
the first plateau length lp and hence in the region of the O2 core is relevant for the
calculation of the Tα

1 eigenfrequency. In turn, this evidently shows that this particular
mode shape is only present within the axial region limited by lp.

7.4.2. Influence of ROF on Tα
1 and Tβ

1L1 Eigenfrequencies

In this second study, the influence of the ROF on the Tα
1 and Tβ

1 L1 mode eigenfre-
quencies was investigated. For this purpose, three operating conditions were chosen.
The corresponding load points are presented in Tab. 7.5. Essentially, the LP only differ
in ROF and correspondingly in the mass flows of H2 and O2. Both the H2 injection
temperature of approximately 96 K and the chamber pressure of approximately 80 bar
is the same for the three LP.

First, the simulated eigenfrequencies are compared to the experimental validation
data in Fig. 7.21 (top/left). However, validation data is only available for the Tβ

1 L1
mode. An excellent agreement is found. Therefore, the applied stability assessment
procedure is capable to capture the impact of different ROF on the eigenfrequencies
accurately.

In Fig. 7.21 (top/left), it can be seen that both fTα1 and fTβ1 L1
reduce with increasing

ROF. The reduction is considerably stronger for the Tβ
1 L1 mode with approximately 7.5
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Tab. 7.5.: Load point definitions for the ROF variations (Gröning 2015).

LP ROF = 4 5 6

ṁH2 kg/s 1.27 1.08 0.96
ṁO2 kg/s 5.09 5.42 5.75
TH2 K 96.79 96.69 95.66
TO2 K 114.08 112.62 111.42
chamber pressure pcc bar 80.94 80.87 80.04
uH2,inj m/s 472 401 357
uO2,inj m/s 13.6 14.4 15.2
(uH2,inj - uO2,inj) m/s 459 387 342

% (with the eigenfrequency for ROF 4 being the reference) than for the Tα
1 mode with

approximately 2.4 %. Due to the low number of eigenfrequencies calculated, a general
trend cannot be recognized, but a rather linear dependency of the eigenfrequency on
ROF seems to be likely.

For the explanation of the differently strong changes of fTβ1 L1
and fTα1 , the distribu-

tions of speed of sound in the chamber are again analyzed. Fig. 7.21 (bottom/right)
shows the axial distributions of c for a variation of ROF = 4, 5, 6 according to Tab. 7.5.

Directly at injection, only insignificant speed of sound differences are observed. Es-
sentially, this region is dominated by equally distributed reactants. Furthermore, the
temperature of the reactants is not changed in this region for the different ROF. Also
the region of the first plateau is dominated by similar values of speed of sound. However,
with raising ROF the length of the first plateau region lp increases. This is explained
by two effects:

Firstly, the mass flow of O2 increases with ROF, see Tab. 7.5. Therefore, the injection
velocity of O2 and, in consequence, O2 momentum increases. A higher O2 momentum
leads to a larger penetration depth into the chamber and increases the length of the
first plateau region.

Secondly, the mass flow of H2 reduces with ROF and hence the velocity of H2 injec-
tion lowers, see Tab. 7.5. The injection velocities are determined on the basis of mass
conservation according to Eq. (5.1). Since the increase of the O2 injection velocity is
comparably low, the velocity difference between H2 and O2 reduces with increasing
ROF, see Tab. 7.5. However, the velocity differences directly affect the shear forces
between the propellants. In consequence, with increasing ROF, shear forces and hence
turbulent kinetic energies are reduced. Ultimately, the turbulent mixing of H2 and O2
becomes less intense and the reaction rates are lowered, cf. Eq. (6.41). Less intense
combustion results in a slower consumption of the propellants and the overall flame
length gets larger.

Fig. 7.21 (bottom/right) shows that in the region of the second plateau, a significant
reduction of c is observed with ROF, although ROF increases towards stoichiometry
(ROFst = 8). This is surprising, since increasing ROF lead to higher temperatures in
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this region and, in consequence, speed of sound should rise. To investigate the behavior
of the speed of sound in the second plateau region, the definition of c for an ideal gas
is analyzed, viz.

c =
√
κ
R

W
T̄ , (7.14)

where R denotes the universal gas constant. Eq. (7.14) shows that speed of sound
in the second plateau region does not only depend on temperature, but also on the
isentropic exponent and the molar mass. Both κ and W in turn depend on species
composition and hence on chemical equilibrium for the given ROF and pressure. As
pressure is constant, only the dependency on ROF is left. Additionally, κ also depends
on temperature.

In general, the combustion products provide a higher molar mass, which leads to a
reduction of c. However, as fuel excess is present, an increasing ROF also leads to higher
temperatures, which in turn elevate c, cf. Eq. (7.14). In consequence, the influences of
temperature and of molar mass W on c counteract.

To discriminate between the different influences on the speed of sound, each depen-
dency is investigated. For this purpose, the change of speed of sound in terms of κ,
(R/W) and T̄ is determined separately, and the relative change of c with each quanti-
ty is calculated with the speed of sound for ROF 4, cROF4, as the reference. The relative
changes are given by

δT̄ =

√√√√κROF4

(
R

W

)
ROF4

T̄ − cROF4

cROF4
δW =

√√√√κROF4

(
R

W

)
T̄ROF4 − cROF4

cROF4

(7.15)

δκ =

√√√√κ( R

W

)
ROF4

T̄ROF4 − cROF4

cROF4
δc =

√√√√κ( R

W

)
T̄ − cROF4

cROF4

The relative changes of the speed of sound according to Eq. (7.15) are calculated using
the CEA software package (McBride and Gordon 1994). Hence, chemical equilibrium is
assumed in the region of the second plateau. The comparison is shown in Fig. 7.23 for
increasing ROF. For illustrative purposes an extended ROF range up to stoichiometric
conditions is shown.

It can be seen that the relative changes of the speed of sound with molar mass, i.e.
δW, and with the isentropic exponent, δκ, are negative. In consequence, for increasing
ROF the influences of κ and W lead to a reduction of the speed of sound. In contrast,
δT̄ is positive leading to an increase of speed of sound.

Obviously, the speed of sound is mostly influenced by the molar mass, which therefore
dominates the behavior of c. Since δc is negative, c reduces with increasing ROF, see
Fig. 7.23. Moreover, δκ is also slightly negative, leading to a stronger reduction of c. This
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Fig. 7.23.: Relative changes of speed of with ROF in terms of temperature, isentropic
exponent and molar mass.

behavior does not necessarily needs to be the same for other propellant combinations,
since the interplay of temperature and molar mass with ROF at chemical equilibrium
might be different.

In order to verify if the combustion model provides adequate equilibrium tempera-
tures and speed of sounds, the CFD results for ROF = 4-6 are compared to the CEA
findings, see Tab. 7.6. For this purpose, averaged temperatures and speed of sound are
generated on the basis of the CFD results. In the averaging process, only the region of
the second plateau is accounted for, cf. Fig. 7.21 (bottom/right). Excellent agreement
is achieved indicating that the chosen models for H2/O2 combustion and water disso-
ciation, cf. Eq. (6.50) are suitable for the simulation of the mean flows. Furthermore,
the excellent comparison shows that chemical equilibrium conditions are indeed reached
in the BKD test chamber. The fact that equilibrium conditions are reached might be
explained by the relatively large length to diameter ratio, cf. Fig. 5.1.

Finally, the effect of ROF on the Tα
1 and Tβ

1 L1 mode eigenfrequencies can be explai-
ned on the basis of the distributions of speed of sound in the chamber, cf. Fig. 7.21
(top/left) and (bottom/right). The extension of the O2 core length influences the Tα

1
eigenfrequency twofold: On the one hand, the axial extent of the Tα

1 increases leading
to a lower eigenfrequency. On the other hand, the averaged speed of sound in the first
plateau region is reduced, as the minimum speed of sound is lower in the first plateau
region, cf. Fig. 7.21 (bottom/right). In consequence, fTα1 gets further reduced. The Tα

1
is not influenced by the strong reduction of c in the second plateau region, since the
mode is cut-off in this region and hence negligible amplitudes are present, cf. 7.3.2.1.

Tab. 7.6.: Comparison of simulation results and CEA: Temperature and speed of
sound for ROF = 4-6.

CFD / CEA ROF = 4 5 6

T̄ [K] 2912 / 2950 3281 / 3293 3435 / 3499
c [m/s] 1714 / 1707 1654 / 1637 1553 / 1569
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However, the overall impact of the increasing O2 core length is low and the decrease of
the fTα1 is hence moderate, cf. Fig. 7.21 (top/left).

In contrast, the Tβ
1 L1 mode is influenced by the strong reduction of c in the second

plateau region, due to the distribution of high amplitudes in the entire chamber, see
Fig. 7.10. In consequence, the reduction of speed of sound with rising ROF leads to the
strong reduction of fTβ1 L1

as depicted in Fig. 7.21 (top/left).

In summary, the simulations with small variations of the H2 injection temperature
and of the ROF show that the stability assessment procedure based on the EDM/FR
combustion model and the acoustic simulation with LEE on the basis of the radially
constant mean flow, is adequate to capture the influences of T̄H2 and ROF on the
eigenfrequencies of the Tα

1 and Tβ
1 L1 modes. The Tα

1 mode eigenfrequency is highly
sensitive towards the H2 injection temperature, which changes the distribution of speed
of sound in the flame region. However, the Tα

1 mode sensitivity on ROF is rather low.
In contrast, the Tβ

1 L1 mode eigenfrequency strongly depends on ROF, which changes
the chemical equilibrium in the rear part of the chamber in terms of temperature
and speed of sound. Furthermore, the Tβ

1 L1 mode is only moderately affected by the
injection temperature of H2.

7.5. Flame Dynamics and Flame Transfer Functions

The focus is now on the flame dynamics in the BKD test chamber. The goal is to
simulate a single flame configuration under acoustic excitation and to determine the
Flame Transfer Functions for the subsequent usage in the acoustic simulations of the
closed loop system. The methodology was introduced in Sec. 6.5. For the computations,
the real gas SRK EOS, the kt − ε turbulence model as well as the combined EDM/FR
combustion model are applied, cf. Sec. 6.2.3.1 and Sec. 6.2.3.2.

The flame dynamic behavior in terms of heat release rate fluctuations is studied in
terms of pressure coupling, cf. Sec. 6.5.1 and transverse velocity coupling, cf. Sec. 6.5.2.
First pressure coupling is studied and FTFp are presented.

7.5.1. Pressure Coupling

For the investigation of pressure coupling, a single flame configuration located in the
pressure anti-nodal line is simulated, cf. Fig. 6.12 and Fig. 6.11. For the simulations,
the single flame CFD setup as described in Sec. 6.2 is used. In order to impose the
excitation, mass source terms on the boundaries of the chamber section are applied, see
Fig. 6.13. The explicit form of the boundary source term is shown in Eq. (6.89). Pressure
excitation is not imposed in the dome section, since the change of the characteristic
impedance from the recess into the O2 post as well the pressure loss element scattering
properties prevent acoustic waves from traveling upstream into the dome volume, cf.
Sec. 7.2.

For the pressure excitation in the single flame configuration with the source term
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Fig. 7.24.: Axial distributions of PT1(x) in terms of normalized amplitude (top) and
phase (bottom) along the pressure anti-nodal line for the application to
pressure coupling.

according to Eq. (6.89), the excitation amplitude is set to 3 % of the mean pressure,
cf. Sec. 6.5. The excitation frequency ω is set to the eigenfrequency of the Tα

1 mode.
The eigenfrequencies for LP1-4 were presented in Tab. 7.3. Since the eigenfrequency
might still change in the closed loop system due to the influence of the flame feedback,
the Flame Transfer Functions are determined for a certain frequency range around
the eigenfrequencies in Tab. 7.3. The frequency variation can not be performed for
large deviations from the Tα

1 mode eigenfrequency, since the mode shapes change with
frequency altering the pressure distribution in the pressure anti-nodal line (Schmid
2014). In this situation, the applied source term according to Eq. (6.89) is no longer
valid.

For the application of the source term according to Eq. (6.89), the axial pressure
distribution PT1(x) in the pressure anti-nodal line needs to be specified. As explained
in Sec.6.5.1, PT1(x) is determined on the basis of the acoustic simulations of the open
loop system. Therefore, PT1(x) is extracted from the anti-nodal lines of the Tα

1 mode
as indicated in Fig. 7.13.

The distributions of PT1(x) in terms of amplitude and phase for LP1-4 are shown
in Fig. 7.24. The normalized pressure amplitudes are the same as already presented in
Fig. 7.14 and were discussed comprehensively in Sec. 7.3.2. However, the phases are
presented in Fig. 7.24 for the first time. For the sake of comparison, the reference phase
is set zero at the inlet, i.e. at x = 0.0 m. It can be seen that the phase distributions
for LP1-4 are almost the same. The phases increase approximatively linearly in axial
direction. At higher axial locations, the phases show deviations from the linear behavior.
However, as pressure amplitudes are low in this region, the phases are rather irrelevant.
Amplitude and phase of PT1(x) are applied to the boundary source in term according
to Eq. (6.89) and are hence the basis for the investigations of the pressure coupling.
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On the basis of the CFD simulations with pressure excitation, the Flame Transfer
Functions FTFp

mech are determined, cf. Eq. (6.96). In consequence, the FTFp
mech are

given by

FTFp
mech = ˆ̇qp · p̂(xref)

p̄(xref)
·

¯̇Q
Vmech

. (7.16)

Eq. (7.16) shows that the heat release fluctuation ˆ̇qp, the pressure fluctuation p̂(xref) and
its mean value p̄(xref) at a reference position xref as well as the mean heat release rate
¯̇Q needs to be determined from the CFD simulations. However, as explained in Sec.
6.5.1, different coupling mechanisms might be present in the chamber. Furthermore,
these mechanisms need to be separated in terms of their spatial appearance in order
to determine the FTFp

mech for each region. Therefore, the CFD results are investigated
first to identify the governing coupling mechanisms. These investigations are presented
next.

7.5.1.1. Coupling Mechanisms

For the identification of the coupling mechanisms in case of pressure excitation, the
fluctuating heat release field needs to be studied. As explained in Sec. 6.2.3.2, the
forward reaction of O2 and H2 to H2O is fully controlled by turbulent mixing. In turn,
turbulent mixing is described by the turbulent kinetic energy kt and the turbulent
dissipation rate ε, cf. Eq. (6.41). In consequence, the dynamics of the heat release rate
can be analyzed on the basis of the fluctuating fields of these turbulent quantities.
The influence of the dissociation of water is can be neglected for this purpose, since
it is predominantly relevant in the rear part of the chamber where only low pressure
amplitudes are present, cf. Fig. 7.24.

The identification of the coupling mechanisms is presented on the basis of LP4 for a
frequency of 10,500 Hz. Fig. 7.25 shows the spatial distributions of the phase-resolved
turbulent kinetic energy kt (top) and dissipation rate ε (bottom) under pressure exci-
tation conditions over one acoustic period.

Two characteristic regions with intense fluctuations of kt and ε can be identified.
The fluctuations are especially strong in the kt distributions. The first region with high
activity is located in close proximity to the face plate and covers approximately the
initial 6 % of the chamber’s length. The second region is located further downstream
with a larger extent in axial direction than the first region. The intense variations of
turbulent kinetic energy in these regions lead to high fluctuations of the heat release
rate. Apparently, these two regions play a crucial role for the flame dynamics in terms
of pressure coupling.

On the basis of the analysis of the fluctuating kt and ε fields, two spatially separated
regions for the determination of the Flame Transfer Functions are defined. The first
region is referred to as nearfield due to its location near the face plate, whereas the
second region is referred to as farfield. The nearfield covers the axial distance from 0
mm to 13 mm and the farfield from 13 mm to 215 mm. For each region, individual
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LP1 LP2 LP3 LP4

xn [mm] 7.5 7.5 7.5 7.5
xf [mm] 69 79 90 79

Tab. 7.7.: Axial reference locations for the determination of fluctuating pressure in
the nearfield and farfield.

Flame Transfer Functions are determined and denoted by FTFp
n for the nearfield and

FTFp
f for the farfield.

For the determination of the FTFp
n and FTFp

f , the volume integrated heat release
fluctuations are determined from the excited CFD simulations. For the integration the
respective volumes of each field are used. In the next step, the volume integrated heat
release rates are related to pressure fluctuations at individual reference locations xn for
the nearfield and xf for the farfield, cf. Eq. (7.16). The choice of the reference locations
is not unique and appears to be somewhat arbitrary. Since the amplitude and the phase
of the imposed pressure excitation are not constant in axial direction, cf. Fig. 7.24, the
choice of the reference location influences FTFp

n and FTFp
f . Therefore, the reference

locations need to be carefully chosen.
For the determination of the FTFp

n and FTFp
f , the pressure fluctuations are monitored

at the following reference locations: Since the nearfield is small, the pressure is appro-
ximatively constant in this region. In consequence, xn can be defined at any location in
the nearfield. Eventually, xn is located in the center of nearfield region, cf. Fig. 7.25. In
contrast, the pressure fluctuations are not constant in the farfield. A reasonable choice
for the fluctuating pressure measurement position xf is the region with the highest heat
release variations in the farfield. This region coincides with the highest amplitudes of
turbulent kinetic energy. This location can be identified in the phase-resolved distri-
butions of kt, cf. Fig. 7.25. The axial reference locations for the measurements of the
pressure fluctuations in the nearfield xn and for the farfield xf are presented in Tab. 7.7
for LP1-4.

After the identification of the regions with high turbulent kinetic energy fluctuations
and hence intense heat release rate modulation, the involved coupling mechanisms are
discussed. The physical coupling mechanisms in the nearfield were already described
in (Schulze et al. 2014b). Essentially, pressure fluctuations in the nearfield generate
velocity fluctuations in the O2 and H2 injection planes. These velocity fluctuations in
turn perturb the shear layer between O2 and H2. The shear layer perturbations are con-
vected downstream, harmonically increasing and decreasing the intensity of propellant
mixing, which results in variations of kt and ε and finally in fluctuations of the heat
release rate. Furthermore, velocity fluctuations in the O2 and H2 injection zones lead
to fluctuating mass flow rates, which modulate the heat release rate as well. Finally,
perturbed mixing zones and accompanied flame wrinkling effects lead to variations of
the flame surface, which additionally modulates the heat release rates.

The variations of kt in the farfield cannot be explained by shear layer effects due to
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Fig. 7.25.: Phase-resolved turbulent kinetic energy kt (top half) and turbulent dis-
sipation rate ε (bottom half) under pressure excitation conditions for a
frequency of 10,500 Hz. The reference locations xn and xf for the measu-
rement of the pressure fluctuations are also shown.
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Fig. 7.26.: Top: Axial distributions of PT1(x) in terms of normalized amplitude. Bot-
tom: Illustration of baroclinique torque effects in the single flame configu-
ration.

their large axial length scale. The simulation results reveal that the intense fluctuations
of kt in the farfield originate from baroclinique torque. This effects establishes due to
the misaligned mean flow density gradients in radial direction and the axial acoustic
pressure gradients, cf. Fig. 7.26 (bottom). The radial mean flow density gradient is cau-
sed by the high density differences between the dense O2 core and the surrounding light
H2 and combustion products, cf. Fig. 7.3. According to Eq. (6.51), this misalignment
of the radial density gradients and the axial acoustic pressure gradient periodically
increases and reduces vorticity by

∂ξ′i,b
∂t

= εijk
1
ρ̄2

∂ρ̄

∂xj

∂p′

∂xk
. (7.17)

The fluctuating vorticity leads to a periodic intensification and reduction of turbulent
kinetic energy and hence of turbulent mixing. Ultimately, also the heat release rate is
modulated (Schulze et al. 2014b).

The spatial separation of the coupling mechanisms into a nearfield and a farfield has
been observed for all load points and frequencies. However, the intensity of the nearfield
and farfield coupling is different for each load point. To analyze the differences, the
Flame Transfer Functions for pressure coupling are presented and discussed next.

7.5.1.2. Flame Transfer Functions for Pressure Coupling

On the basis of the spatial separation into nearfield and farfield, individual transfer
functions are defined and evaluated from the transient simulations. The results are
compared in Fig. 7.27 in terms of the FTFp

n in the nearfield (left column) and the
FTFp

f (right column) in the farfield in terms of amplitude (red) and phase (blue) for
the frequencies between 9500 and 11,000 Hz.
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Since the nearfield is small, it can be assumed that it is acoustically compact. Fur-
thermore, the baroclinique torque effects in the farfield are independent of convective
transport, since the modulation of turbulent mixing immediately leads to heat release
due to the fully mixing controlled combustion model, see Sec. 6.2.3.2. In consequence,
the phase of FTFp

n and FTFp
f can be used to determine directly whether the acoustic

amplitudes are amplified (|ϕFTFp
n,f
| < π

2 ) or damped (|ϕFTFp
n,f
| > π

2 ), see Sec. 2.8. The π
2

phase limits are highlighted in black dot-and-dashed lines in Fig. 7.27.
To evaluated the influence of the injector dynamics, FTFp

n/f are presented on the basis
of both simulations with and without injector. When the injector is absent, the respec-
tive domain is excluded and only the recess length is incorporated in the computational
domain. Essentially, O2 and H2 are injected in the same plane. The mass flow of O2 is
then imposed directly at the recess leading to only small fluctuations of axial acoustic
velocity at the inlet. These velocity fluctuations originate from varying pressure and
therefore density fluctuations at the inlet.

In the following, the FTFp
n/f for nearfield and farfield are discussed separately.

7.5.1.3. Nearfield FTFp
n

First, the FTFp
n in the nearfield are discussed, see Fig. 7.27 (left). The phase values are

rather constant over frequency for all LP. In turn, the amplitudes seem to depend only
slightly on frequency, where LP3 shows the strongest variations. The highest amplitude
of approximately 1.7 is found for LP3 for the case without injector.

In the realistic case with injector the amplitudes are generally reduced. LP3 exhi-
bits the strongest reduction and LP1 shows the highest amplitudes of approximately
1.05. For LP3, the lowest amplitudes of approximately 0.3 are found. Rather similar
amplitudes of 0.7-0.8 are observed for LP2/4. Concerning the phase values, the injector
dynamics lead to a shift towards smaller values, leading to a more in phase behavior of
heat release fluctuations and pressure fluctuations. The phase shift is largest for LP1,
while the shifts is similarly smaller for LP2-4.

In a recent publication, simultaneous measurements of dynamic pressure and intensi-
ty of OH* radiation are used to determine experimentally a phase relation between the
pressure and heat release fluctuations for LP1 and LP4 (Gröning et al. 2015a). It is ass-
umed that OH* intensity can be used as an indicator for heat release. As shown in Fig.
5.2, the measurement ring is located directly at the face plate and OH* measurements
are therefore restricted to the nearfield. Furthermore, the probes provide a narrow op-
tical access, each is focused on a single flame region, see Fig. 5.2. Therefore, the results
allow for a comparison with the computationally determined FTFp

n in the nearfield in
terms of the phase values. However, on the basis of the OH* measurements, the ampli-
tude of heat release fluctuations cannot be determined. In consequence, experimental
validation data is not available for the amplitude of the FTFp

n.
Optical probes record the line-of-sight integrated radiation. In consequence, the deter-

mined phase between pressure and OH* radiation may originate from a flame ensemble,
which is located within the integration path. However, (Fiala 2015; Fiala and Sattel-
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Fig. 7.27.: Flame Transfer Functions for the nearfield FTFp
n (left) and farfield FTFp

f
(right) for LP1-4 with injector (solid lines) and without injector (dotted
lines) in terms of amplitude (red) and phase (blue). Experimental phase
values are highlighted in transparent blue.

mayer 2015b; Schulze et al. 2016a) show that OH* radiation at elevated pressure is
subjected to intense self-absorption. It is therefore assumed that the measured radia-
tion originates only from the nearest flame, at which the optical probe is aligned. A
direct comparison between experimental findings and numerical results in terms of the
FTFp

n phase in the nearfield is therefore justified.
As shown in (Gröning et al. 2015a), statistical methods are used to determine the

phase relation between OH* intensity and the dynamic pressure signal. In consequence,
a specific phase value between the OH* intensity and pressure cannot be given. Instead,
an interval with the highest number of samples of the phase between OH* intensity and
dynamic pressure is presented (Gröning et al. 2015a).

For the measurements of OH*, three optical probes are used, see Fig. 5.2. For the com-
parison of the experimentally determined phase relation between OH* and the pressure
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response factor nearfield response factor farfield

frequency [Hz] w. inj. w/o. inj. w. inj. w/o. inj.
LP1 10,535 0.610 -0.025 0.114 -0.515
LP2 10,348 0.702 0.274 0.321 0.182
LP3 9796 0.227 0.587 0.167 0.287
LP4 10,375 0.648 0.270 0.386 0.161

Tab. 7.8.: Response factor (RF) of LP1-4 for nearfield and farfield. The results without
injector are also reported for the purpose of comparison.

fluctuations, the given intervals of the three optical probes are averaged. The phase in-
tervals are highlighted in Fig. 7.27 for LP4 and LP1 in transparent blue. It can be seen
that for LP1 the numerical phase values are in excellent agreement with the experimen-
tal findings. For the unstable LP4, the numerical phase is slightly too low but overall
in good agreement with the experimental data. Altogether, the numerical methodology
seems to be capable to capture the relevant time lags in the nearfield. Furthermore,
the necessity of the decomposition into nearfield and farfield is evident. Without this
decomposition, the spatially averaged phase would not match the experimental data
and would lead to an incorrect representation of the phase relation.

For the direct comparison of the FTFp
n between the LP1-4, the representation in

terms of amplitude and phase is not adequate. Instead, the comparison is based on
the response factor, see Sec. 2.8. As explained before, the compactness of the near-
field makes the RF suitable for comparing the Flame Transfer Functions based on a
single quantity. Essentially, the higher the response factor, the higher the potential to
drive the thermoacoustic feedback loop. The response factors are evaluated at the Tα

1
eigenfrequency of each LP, see Tab. 7.3 and are presented in Tab. 7.8.

The highest response factor is found for LP2, while LP3 shows the lowest value.
Interestingly, the two unstable LP exhibit similar response factors, which are slightly
higher than for LP1. In comparison, the injector’s influence constitutes approximately
a doubling of the response factors for LP2 and LP4.

7.5.1.4. Farfield FTFp
f

In the following, the FTFp
f of the farfield is discussed. The frequency dependence of

the FTFp
f is stronger than in the nearfield, see Fig. 7.27 (right column). Overall, the

amplitudes are lower in the farfield than in the nearfield. The highest amplitude of
approximately 1.0 in case of the system with injector is found for LP1. The injector
influence generally leads to increased amplitudes in the farfield except for LP3, where
the amplitudes are reduced. While the phase only changes moderately for LP3/4, a
stronger impact is found for LP2 at low frequencies. The strongest impact is found for
LP1. The phase values without injector are out-of-phase, while the injector dynamic
leads to a phase difference of approximately π/2, which is close to the limit between
amplifying and dampening influence.

210



7.5 Flame Dynamics and Flame Transfer Functions

frequency |YCFD|

LP1 10 535 1.26
LP2 10 348 1.43
LP3 9 796 1.37
LP4 10 375 1.71

Tab. 7.9.: Amplitude of the O2 injector admittance Y determined on the basis of the
excited CFD simulations.

Next, the response factors of the farfield are discussed, see Tab. 7.8. In general, the
same trend as for the nearfield is observed. While the response factor for LP3 is reduced
due to the influence of the injector, LP2 and LP4 are approximately doubled, indicating
a stronger feedback. In case of LP1, the injector actually leads to a different sign of RF.
In fact, due to the influence of the injector, the RF of LP1 becomes slightly positive
leading to a weak amplification of acoustic amplitudes.

7.5.1.5. Influence of the O2 Injector

The significantly different flame responses for the simulations including the O2 post
can be explained on the basis of the O2 injector dynamics. Specifically, the applied
pressure modulation generates axial velocity fluctuations at the O2 injector outlet.
These fluctuations are convected downstream, which, as explained before, initiate dif-
ferent coupling mechanisms in the nearfield. A more detailed analysis on the convective
transport process can be found in (Schulze et al. 2014b).

To indicate the impact of the O2 post on the Flame Transfer Functions, its admit-
tance is compared for the different load points in Tab. 7.9. High absolute values of Y
lead to strong axial velocity fluctuations. The highest absolute value is found for LP4,
indicating a strong influence of the O2 post on the flame dynamics. For LP2 a modera-
te absolute value is found, which is slightly higher as for LP1 and LP3. Consequently,
the stable LP are subjected to the lowest velocity fluctuations at the O2 post outlet.
However, the difference between LP2 and LP3 is not significant.

In conclusion the injector dynamics leads to a doubling of the response factor for the
unstable LP2/4. In contrast, for the stable LP3, the injector dynamics lead to a reduc-
tion of the response factor for nearfield and farfield. Therefore, the injector dynamic is
crucial for the adequate characterization of the flame dynamics and consequently for
meaningful stability assessments.

7.5.2. Velocity Coupling

In the next step, the flame behavior under transverse velocity modulation is investiga-
ted. As explained in Sec. 6.5, transverse acoustic velocity fluctuations displace the flame
and hence the heat release in the direction of increasing acoustic pressure. As it can be
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seen in Eq. (6.73), the displacement of the flame ∆̂fl yields a positive contribution to
the overall Rayleigh integral and thus drives the feedback loop.

For the investigation of the flame displacement, a single flame configurations is sub-
jected to transverse velocity fluctuations, cf. Fig. 6.14. As described in Sec. 6.5.2, the
three-dimensional simulations are conducted with a momentum source term applied to
the domain. The source term definition is given in Eq. (6.100). Since the source term
for the generation of transverse velocity fluctuations was derived on the basis of the
pressure excitation method, it depends on the axial pressure distribution PT1(x). In
consequence, the axial distribution of the source term corresponds qualitatively to the
shape of PT1(x), which is shown in Fig. 7.24. The excitation amplitude is set to 3 %
pressure equivalent amplitude, cf. Sec. 6.5.2.

Goal of the CFD simulations under transverse acoustic excitation is to determine
the Flame Transfer Functions FTF∆, see Eq. (6.75). Hence, the flame and the acoustic
displacement need to be monitored. The flame displacement is defined by Eq. (6.103)
and the transverse velocity displacement is measured in a second CFD simulation with
a constant excitation amplitude in the rear part of the chamber, cf. Sec. 6.5.2. First, the
effect of slip between the flame and the acoustic displacement is explained. Afterwards,
the FTF∆ are presented and discussed.

7.5.2.1. Slip Effect between Flame and Acoustic Displacement

The slip effect between the displacement of the flame and the acoustic displacement
is explained on the basis of Fig. 7.28. It show a cross-sectional slice of a single flame
configuration at an axial location of x = 0.05 m, Fig. 7.28 (top). Fig. 7.28 (bottom) com-
pares the heat release rates without excitation (left) and the distribution for transverse
acoustic forcing with 10,500 Hz. In the illustration of the heat release rate distribution
under forced conditions also the transverse acoustic velocity vector field is indicated by
arrows.

For the steady state case without excitation, the zone of intense heat release is almost
circular, see Fig. 7.28 (bottom/left). Small deviations from a circular shape originate
from the hexagonal shaped cross-sectional area. The heat release occurs within a thin
mixing and reaction zone between the O2 in the center and the surrounding H2.

When transverse acoustic velocity fluctuations are imposed on the single flame con-
figuration, the shape of the heat release rate distribution changes in comparison to the
steady state field, see Fig. 7.28 (bottom/right). It shows the heat release rate and the
velocity vector field at the instant of highest velocity in upwards direction. The maxi-
mal velocity is approximatively 25 m/s. In this situation, the field of q̇ is squeezed and
the center of gravity of the flame according to Eq. (6.103) is displaced upwards. Since
the acoustic velocity displaces the flame towards higher acoustic pressure, the Rayleigh
integral according to Eq. (6.65) is positive yielding an energy transfer into the feedback
loop.

Essentially, the flattening of the heat release zone is based on different displacement
amplitudes in regions of different density. The inner O2 core with high density is hardly
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Fig. 7.28.: Top: Visualization plan. Bottom/left: Volumetric heat release rate q̇ under
steady state conditions. Bottom/right: Volumetric heat release rate q̇ and
transverse velocity vector field under transverse acoustic forcing conditions
with 10,500 Hz and 3 % pressure equivalent excitation amplitude.

displaced in transverse direction. In contrast, the light H2 and combustion products in
the outer circular area are displaced significantly stronger, see Fig. 7.28 (bottom). In
consequence, the acoustic streamlines bend around the O2 core. Due to the periodic
vertical displacement, an accumulation of H2 and products occurs on both sides of
the O2 core leading to an horizontal expansion of the reaction zone. Due to mass
conservation, the regions below and above the inner O2 core get smaller, leading to a
compression in vertical direction.

In Fig. 7.28 (bottom/right), increased heat release rates on the windward side of the
dense O2 core are observed. The increased heat release rates on the windward side
originate from intensified turbulent mixing, which in turn is explained by higher shear
forces between the weakly displaced dense O2 core in the center and the strongly dis-
placed light H2 and combustion products in the outer circular area. Essentially, higher
shear forces due to large velocity differences between O2 and H2 as well as combustion
products result in an increased turbulent kinetic energy kt and, in consequence, higher
reactions rates and hence heat release rates, cf. Eq. (6.41).

However, according to the definition of the center of gravity of the flame (Eq. (6.103)),
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the increased heat release rates on the windward side reduce the flame displacement.
This reduction of the flame displacement in comparison to the acoustic displacement is
referred to as slip. Since the windward side changes periodically with the direction of
the transverse acoustic velocity, the slip effect reduces the overall flame displacement
at each instant in time.

The Flame Transfer Functions for velocity coupling FTF∆ describes the slip effect by
the ratio of Flame Displacement ∆̂fl and acoustic displacement ∆̂ac, cf. Eq. (6.75). In
general, the FTF∆ is a complex-valued quantity, since the maximum flame displacement
and the highest acoustic displacement do not necessarily need to be in phase. In the
following, the Flame Transfer Functions for velocity coupling are presented.

7.5.2.2. Flame Transfer Functions of Velocity Coupling

To quantify the driving potential of flame displacement, the Flame Transfer Function
FTF∆ according to Eq. (6.75) is determined. The displacement of the flame’s center of
gravity is determined according to Eq. (6.103). As explained in Sec. 6.5.2, the acoustic
displacement is measured at a position close to the outlet of the computational domain.
Specifically, it is determined at

∆̂ac = ∆̂ac(x∆ = 200 mm). (7.18)

At this location combustion is complete and a realistic acoustic displacement in the
light product gas on the center axis is present. However, the acoustic displacement
is not determined from the same excited CFD simulation as the displacement of the
flame’s center of gravity, cf. Sec. 6.5.2. Instead, a second excited CFD simulation is
conducted using a excitation source term with constant amplitude in axial direction.
The excitation amplitude is chosen such that it corresponds to the excitation amplitude
at a reference location in the first excited CFD simulation. The reference location is
defined where the strongest displacement of the flame’s center of gravity has been
observed in the first CFD simulation.

In case of the BKD test chamber, the strongest displacement of flame’s center of
gravity has been found at x = 40 mm for LP1-4. In consequence, the source term for
transverse velocity excitation for the second computation is given by

Sξ = − ∂

∂ξ
(−Ae sin(kT1ξ) [Re(PT1(40 mm)) cos(ωt)− Im(PT1(40 mm)) sin(ωt)]) ,

(7.19)

The FTF∆ is presented in Fig. 7.29 for LP1-4 in terms of amplitude and phase. The
considered frequency range is the same as already used for the presentation of the FTFp

n
and FTFp

f , see Fig. 7.27.
It can be seen in Fig. 7.29, that both amplitude and phase of FTF∆ are approxi-

matively independent of frequency. Furthermore, LP2-4 show similar amplitudes, while
lowest amplitudes are observed for LP1. However, the amplitudes reach at most 0.5,
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Fig. 7.29.: Displacement Flame Transfer Functions FTF∆ for LP1-4 in terms of am-
plitude (red) and phase (blue).

indicating a strong slip between flame displacement and acoustic displacement. In con-
sequence, the influence of increased heat release rates at the windward side of the O2
core, cf. Fig. 7.28, significantly reduces the overall displacement of the flame’s center
of gravity. Moreover, an approximately constant phase of −1

4π exists for all LP over
the considered frequencies. Consequently, the maximal acoustic displacement and the
displacement of the flame’s center of gravity are not in phase.

7.5.3. Heat Release Source Terms for Pressure Coupling and Velocity
Coupling in the Acoustic Simulations

In the acoustic simulations of the closed loop system, the fluctuating heat relea-
se source terms for pressure coupling according to Eq. (6.96) in the nearfield using
FTFp

n and farfield employing FTFp
f , see Fig. 7.27, are applied spatially decoupled in

accordance with their regions of definition, see Sec. 7.5.1.1. The distributions of the
fluctuation source terms for pressure and velocity coupling are shown in Fig. 7.30.
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Fig. 7.30.: Fluctuating heat release source terms due to pressure coupling in the near-
field and farfield as well as due to velocity coupling in the entire chamber.

In consequence, the source terms for pressure coupling are explicitly given by

ˆ̇qp =

 ˆ̇qp
n = FTFp

n
p̂(xn)
p̄(xn)

¯̇Qn
Vn

if 0 mm ≤ x < 0.013 mm
ˆ̇qp
f = FTFp

f
p̂(xf)
p̄(xf)

¯̇Qf
Vf

if 0.013 mm ≤ x ≤ 0.215 mm.
(7.20)

and the source term for velocity coupling is given

ˆ̇qv = 1
2 FTF∆ π2 ¯̇QSF

(π2 − 4)VSF

πξ sin
(

π
RSF

√
ξ2 + η2

)
RSF
√
ξ2 + η2 · v̂iΩ · s(x) if 0.0 mm ≤ x ≤ 0.215 mm,

(7.21)

cf. Eq. (6.105). The complete fluctuating heat release source term for the application
in the acoustic simulations is finally given by the sum of ˆ̇qp and ˆ̇qv, i.e.

ˆ̇q = ˆ̇qp + ˆ̇qv. (7.22)

7.5.4. Rayleigh Integrals

To reveal the different contributions of pressure coupling in the nearfield and farfield
as well as of the velocity coupling to the amplification of acoustic amplitudes, the indi-
vidual Rayleigh integrals are calculated and compared to each other. In comparison to
the response factor, the Rayleigh integral takes the detailed distribution of the acou-
stic pressure in the system into account and indicates the temporally averaged energy
transfer into the feedback loop over one acoustic cycle, cf. Eq. (2.104).

The Rayleigh integrals are calculated on the basis of the frequency space definition
according to Eq. (2.105). In consequence, the Rayleigh integrals for the pressure coup-
ling in the nearfield Rap

n and in the farfield Rap
f as well as for the velocity coupling Rav
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Fig. 7.31.: Comparison of normalized Rayleigh integrals for LP1-4 in terms of: (1)
Nearfield, (2) Farfield, (3) Nearfield + farfield, (4) Displacement.

are given by

Rap
n = 1

2Re
∫
Vn

ˆ̇qp
n · p̂∗dV, (7.23)

Rap
f = 1

2Re
∫
Vf

ˆ̇qp
f · p̂∗dV, (7.24)

Rav = 1
2Re

∫
Vcc

ˆ̇qv · p̂∗dV. (7.25)

In case of pressure coupling, the Flame Transfer Functions with injector are used, cf.
Fig. 7.27.

In Eq. (7.23) - (7.25), the different heat release source terms and the acoustic pres-
sure are evaluated from the acoustic simulations of the closed loop system, i.e. from
the simulations with ˆ̇q included in the energy equation of the LEE. The source term
definitions and the respective volume integration zones for the pressure coupling in the
nearfield and farfield as well as for the velocity coupling are given in Sec. 7.5.3.

In Fig. 7.31 the volume-integrated Ra for the different coupling types are shown for
LP1-4. Additionally, the sum of pressure coupling in nearfield and farfield Rap

n+f is
presented in order to compare it to the Rayleigh integral of the velocity coupling Rav.
The values are normalized by the maximum value, which is given by the sum Rap

n+f for
LP4.

In the nearfield, the unstable LP2/4 show similar Rap
n values, which are only slightly

higher than in case of LP1. The lowest value of approximately two thirds smaller than
for LP2 is found for LP3. Interestingly, the highest flame length establishes in case
of LP3, which might be the reason for the low driving potential in its nearfield. The
order of increasing Rap

n corresponds to the order of increasing response factors for the
nearfield, see Tab. 7.8. In the farfield the highest Rap

f is found for LP4. LP2 shows a
driving potential of approximately 12 % less than for LP4. Substantially lower values
are found for LP1 and LP3. The comparison between the total Ra values for pressure
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coupling Rap
n+f and velocity coupling Ra∆ indicates that the contribution of the velocity

coupling to the amplification of acoustic amplitudes is far less significant.
Overall, it can be seen that all Ra are positive. This shows that each coupling type

contributes to the amplification of acoustic amplitudes. Furthermore, for each coupling
type, LP2 and LP4 provide the highest Rayleigh integrals. In consequence, the overall
driving potential of acoustic amplitudes is higher for LP2 and LP4 than for LP1 and
LP3.

Interestingly, unstable BKD operation is observed in case of LP2 and LP4, which
provide the highest Rayleigh integrals, cf. Tab. 5.1. In consequence, unstable operation
might be explained by the stronger heat release feedback for these specific load point
specifications.

7.6. Stability Behavior of the BKD Test Chamber

In this final section, the numerical linear stability assessments for the BKD test
chamber are conducted for the Tα

1 mode for the different LP. First, the damping rates
for the closed loop system calculated on the basis of the stability assessment procedure
are compared to experimental validation data. Afterwards, the influences of the nozzle
and the dome coupling on the damping rates are revealed and the contributions to the
amplifications of acoustic amplitudes by pressure coupling and velocity coupling are
determined. Finally, sensitivity studies concerning the dependency of the damping rate
on the grid resolution and on the stability coefficient ατ of the numerical stabilization
method are presented.

7.6.1. Linear Stability Assessment

The stability assessment is performed for LP1-4, cf. Tab. 5.1. For this purpose, the
previously presented dome coupling scattering matrices, see Sec. 7.2, and FTF for
pressure and velocity coupling, see Sec. 7.5, are included into the acoustic simulation
and the complex eigenfrequencies of the closed loop system are solved.

As explained in Sec. 3.3.1, the dome coupling scattering matrix and the FTF need to
be evaluated at the complex frequency Ω for the acoustic simulation of the closed loop
system. For this purpose, complex fits of the reflection and transmission coefficients as
well of the FTF are required, cf. Eq. (3.21). However, the experimental results reveal
that the order of magnitude of the Tα

1 mode eigenfrequencies (in [Hz]) is O(4), which
is considerable larger than the order of magnitude of the damping rates. In fact, if the
parameter extraction method is considered as reference, λ (in [rad/s]) is of the order
of O(2) for the stable LP and of O(1) for the unstable LP, cf. Tab. 5.2. According to
Sec. 3.3.1, these large scale differences allow to reduce the dependency of the scattering
matrix elements and of the FTF to only the frequency ω, cf. Eq. (3.24). This dependency
is already available from the previously presented scattering matrix investigations, cf.
Sec. 7.2, and FTF analyses, cf. Sec. 7.5. Hence, it is not necessary to generate complex-
valued fits.
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Tab. 7.10.: Comparison of λ [rad/s] between numerical results calculated on the basis
of the stability assessment procedure and the experimental findings.

λ
[rad/s]

Stability assessment
procedure

Lorentzian
fitting

Parameter extraction
method A(t)

Parameter extraction
method B(t)

LP1 420 2199 ± 63 [200; 500] [200; 500]
LP2 -14 n.a. [−40; −30] [−40; −30]
LP3 155 2011 ± 13 [180; 390] [180; 390]
LP4 -24 n.a. [−31; −29] [−40; −37]

In general, the mode shape might change due to the presence of feedback. In conse-
quence, the determination of the FTF on the basis of excitation procedures has to be
performed iteratively until convergence is achieved. It could be shown, however, that
the mode shapes are only irrelevantly changed if the fluctuating heat release source
term is included. Essentially, a comparable amplitude distribution is calculated and
the phase is altered only slightly in the rear part of the chamber, see App. Q. The
effect on the FTF in both nearfield and farfield is therefore very low and iterations are
hence not performed to reduce computational turnaround times.

In order to reach a converged acoustic solution, a maximum of 3-5 Arnoldi iteration
steps are typically necessary, cf. Sec. 3.2.2.2, yielding a simulation time of 5-8 min on
a 6x3.0 GHz core machine with 64 Gbyte RAM. It is found that the results in terms
of eigenfrequency convergences rapidly with respect to the dependence on ω, see Sec.
3.2.2.2. Already the second iteration yields converged results, reducing computational
turnaround times considerably.

The eigenfrequencies of the Tα
1 mode were already validated and found in excellent

agreement with experimental findings, see Tab. 7.3. Since in this section acoustic si-
mulations of the closed loop system are conducted, the influence of the fluctuating
heat release source term on the eigenfrequencies can be determined. It is found that
the relative change of the eigenfrequencies between the open and closed loop system is
considerably below 1 %. Therefore, in the following only the damping rates are further
analyzed.

The damping rates determined from the stability assessment procedure are compared
to the experimental findings, which were determined on the basis of the Lorentzian
fitting and the parameter extraction method (see Sec. 5.4), in Tab. 7.10. It can be
seen that the prediction by the stability assessment procedure is in agreement with the
experimentally observed stability behavior. For LP1 and LP3 positive damping rates
are predicted confirming stable operation. Furthermore, for LP2 and LP4 negative
damping rates are found. Negative damping rates indicate the onset of an instability
for the Tα

1 mode, cf. Eq. (6.1). High amplitudes are also observed for LP2 and LP4 in
the experimental procedures, cf. Sec. 5.1.

The quantitative comparison of the numerical results and the experimental evaluati-
ons shows that a good match for λ is obtained, if the parameter extraction method is
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considered as reference. For LP1, the stability assessment procedure predicts λ = 420
rad/s, which lies well within the λ range calculated on the basis of the parameter ex-
traction method. A larger discrepancy is found for LP3. The numerical result is slightly
lower than the finding of the parameter extraction method. However, considering the
spectrum of complex process involved in the thermoacoustic feedback loop and the
made assumption for the development of the stability assessment procedure, see. Sec.
6.1, the relative deviation of approximately 14 % from the lower limit of the range de-
termined with the parameter extraction method, appears to be within expected error
margins.

As already discussed, the damping rates for the stable LP1 and LP3 computed on
the basis of the Lorentzian fitting procedure are signifiantly larger than the results
calculated with the parameter extraction method. In consequence, the discrepencies
between the Lorentzian fitting results and the numerical findings are equally large.
Although this cannot be considered as proof for the validity of the parameter extraction
method, the numerical results nevertheless suggest that the Lorentzian fitting procedure
overestimates the damping rates.

For the unstable LP, experimental validation data is only available from the para-
meter extraction method, see Sec. 5.4.2. While the numerical results are quantitatively
slightly too low, the order of magnitude is well simulated. Quantitatively, the predicted
(negative) damping rates for LP2 and LP4 are approximatively 50 % too low. The
small stability margins for LP2 and LP4 are well predicted by the stability assessment
procedure showing again its capability of capturing minor changes in the operation
conditions.

7.6.2. Identification of Main Contributors to Damping and Amplification

The stability assessment procedure is now deployed to identify the main contributors
to the gain and loss of acoustic energy in the system. For this purpose, the eigenvalue
studies are repeated including and excluding individual components to evaluate their
impact on the damping rate. The comparison is based on the calculated λ.

The different contributions of each damping and amplification mechanism are shown
in Fig. 7.32 for LP1-4. The stability limit (i.e. λ = 0) is shown in the center of the plot.
Since damping effects increase λ, they are plotted in positive λ direction. In contrast,
amplification effects reduce λ and are therefore negative. The quantitative comparison
of the different contributions is given in App. R. In the following, Fig. 7.32 is explained
and discussed in detail.

For each LP the damping rate for the open loop and the closed loop system are
determined. The damping rate for the closed loop system corresponds to the results
already presented in Tab. 7.10. Therefore, the closed loop contains all damping and
amplification effects. In contrast, the open loop system does not include the dynamic
heat release rate fluctuations. This is realized by setting the fluctuating heat release
source term zero

ˆ̇q = 0. (7.26)

220



7.6 Stability Behavior of the BKD Test Chamber
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Fig. 7.32.: Individual contributions of damping and amplification effects for the Tα
1

mode and LP1-4 visualized on the basis of the normalized damping rate.
For the parameter extraction method, mode A(t) is used. The quantitative
comparison is given in App. R.

In the absence of the dynamic heat release rate fluctuations, only positive damping
rates are calculated, indicating damped systems. Furthermore, the difference between
the open loop and the closed system reveals the impact of the fluctuating heat release
due to pressure and velocity coupling.

The lowest damping rate for the open loop system is found for LP1. This lowest
damping rate is used for the normalization of the damping rates presented in Fig.
7.32. Therefore, the normalized damping rate of the open loop system of LP1 is unity.
The normalization of the damping rates using the reference damping rate of the open
loop system of LP1 allows to compare the influences of the different damping and
amplification effects between the LP.

In Fig. 7.32, two rows are shown for each LP. In the first row, the normalized damping
rates for the open loop (vertical black dash-and-dotted line) and closed loop systems
(vertical black line) are presented. Furthermore, the ranges of the computed damping
rates using the parameter extraction method are plotted. It can again be seen that the
numerical results of the closed loop system agree well with the findings on the basis of
the parameter extraction method. The Lorentzian fitting results are not shown due to
the large deviations from the numerical results.

In the second row, the individual contributions to damping and amplification, respec-
tively, are shown. The individual contributions are indicated by different colors. In the
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following, the individual contributions are discussed.

7.6.2.1. Dampening Effects

First, the influences of the nozzle and of the dome coupling are investigated. For this
purpose, acoustic simulations are performed with the fluctuating heat release source
term ˆ̇q included, but the nozzle and dome coupling, respectively, are excluded. After-
wards, the change in damping rate in comparison to the full system including both the
nozzle and the dome coupling, is determined.

To exclude the influences of the nozzle and the dome coupling on the damping rates,
the corresponding boundary conditions are set energetically neutral, see Fig. 7.33. In
case of the dome coupling, the O2 dome is removed from the computational domain
and the energetically neutral condition in terms of the reflection coefficient according
to Eq. (2.97) is imposed at face plate. However, although the dome is not included
into the acoustic simulation, the FTF for pressure coupling determined with the O2
injector included are nevertheless used, cf. Sec. 7.5.1.2. In consequence, dome coupling
only describes the damping effect inherently described by the acoustic scattering matrix
between the chamber and the O2 dome, see Sec. 7.2.2.

In contrast, to exclude the nozzle from the simulation, the nozzle volume is removed
from the computational domain and only the cylindrical combustion chamber and the
O2 dome are retained. At the outlet of the combustion chamber the energetically neutral
boundary conditions according to Eq. (2.97) is applied.

The contributions of the nozzle damping and the dome coupling to the damping rate
of the open loop system are presented in normalized form in Fig. 7.32 for LP1-4. The
influence of the dome nozzle damping is plotted in green and the impact of the dome
coupling is plotted in red. It can be seen that the influence of the dome coupling on the
damping rate is very weak for all LP. In fact, in comparison to the open loop damping
rate, its influence is well below 1 %.

The damping contribution of the nozzle differs between the LP. For the stable LP1
and LP3, the contribution is similarly low and is comparable to the contribution of the
dome coupling. The low influence can be explained by the short axial length of the Tα

1
mode in case of these LP, cf. Fig. 7.14 (top). The short axial extent in turn can be
explained by the strong axial decay. This leads to insignificant pressure amplitudes at
the downstream boundary condition. In consequence, the nozzle is spatially decoupled
from the Tα

1 mode and can thus not influence the Tα
1 mode damping. In contrast, since

the axial decay is less significant for LP2 and LP4, higher pressure amplitudes are
present at the nozzle, cf. Fig. 7.14 (top). In consequence, a higher impact of the nozzle
on acoustic damping is present for these LP.

Fig. 7.32 reveals that the contributions of the dome coupling and of the nozzle on the
open loop damping rates are low. Therefore, a significant contribution to the present
damping of the Tα

1 mode must originate from additional effects. These additional contri-
butions are colored in gray and referred to as field damping. The physical mechanisms
leading to field damping were discussed in Sec. 7.3.2.3.
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Fig. 7.33.: Computational domains and energetically neutral boundary conditions for
the determination of the influences of the nozzle and the dome coupling on
the damping rates.

7.6.2.2. Amplification Effects

The overall contribution of the dynamic heat release to the amplification of the acou-
stic amplitudes can be determined from the difference in the damping rate between
the open loop system and the closed loop system. By incorporating either the pressure
coupling or the velocity coupling sequentially into the acoustic simulation, the diffe-
rent contributions can be separated. The subsequent incorporation of each coupling is
realized by including the respective fluctuating heat release source terms individually.

First, only the fluctuating heat release source term for the pressure coupling according
to Eq. (7.20) is included into the acoustic simulation and the damping rate is calculated.
For this purpose, the Flame Transfer Functions calculated with the O2 injector included
are used. This reveals only the influence of the pressure coupling on the damping rate of
the closed loop system. The contribution is shown in yellow in Fig. 7.32. Subsequently,
only the source term for velocity coupling according to Eq. (7.21) is included into the
acoustic simulations. From the determined damping rate, the contribution of velocity
coupling can be determined. The contributions are highlighted in blue in Fig. 7.32.

Finally, the main contributor to amplification can be revealed. It can be seen in Fig.
7.32 that the amplification due to pressure coupling is more significant than velocity
coupling. This conclusion is in agreement with the Rayleigh integrals, see Fig. 7.31.
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7.6.3. Final Remarks on the Stability Assessment

In Fig. 7.32, the small stability margins can be recognized for LP2/4. These small
margins show the importance of each single contributor to damping and amplification.
Although the main contributors are essential to detect the correct order of magnitude,
the effects of nozzle damping or transverse velocity coupling might still be the crucial
factor for meaningful stability predictions.

Having the contributions of the damping and amplification effects separated, the
reasons for the stability behavior of LP1-4 can be revealed. It can be seen in Fig.
7.32 that it is the stronger amplification by the dynamic heat release rate fluctuations
together with the moderate overall damping which lead to negative damping rates for
LP2 and LP4. In contrast, intense damping and only moderate flame feedback in case
of LP1 are not sufficient to reach a negative damping rate. In consequence, initial
noise excitation is constantly damped and high amplitudes can therefore not develop.
Interestingly, although the overall damping is lowest for LP3, the weak flame feedback
prevents the acoustic amplitude from growing in time. This might be explained by
unequal eigenfrequencies of the Tα

1 mode in the chamber and the L2 mode in the O2
injector and hence by the low influence of the O2 injector the flame feedback.

The presented evaluations of the contributions to damping and amplification are
only approximatively. Essentially, a mutual dependence exists. For example, a slightly
changed spatial distribution of pressure amplitudes due to the absence of feedback
also affects the influence of the nozzle on damping. As already explained, however, the
influence of feedback on the mode shape is very small, cf. App. Q.

7.6.4. Sensitivity Studies

Finally, the dependencies of the eigenfrequency and the damping rate on the nu-
merical grid resolution and stabilization coefficient ατ of the stabilized finite element
method, cf. Sec. 3.2.1, are studied. Furthermore, the necessary accuracy of the FTF in
terms of amplitude and phase is evaluated in order to determine the error tolerances
in the dynamic CFD simulations.

7.6.4.1. Dependence of Tα
1 Mode Eigenfrequency and Damping Rate on

Grid Resolution and Stability Coefficient

As already presented for the non-reactive conditions, the sensitivity of the eigenfre-
quency f and the damping rate λ towards the grid resolution and the stability coefficient
ατ is studied, cf. Sec. 4.2.2.4. For illustrative purposes, the Tα

1 mode in case of LP2 is
chosen. The findings are presented in Fig. 7.34.

Within the considered DOF range the eigenfrequency is almost constant. In conse-
quence, the used grid size is absolutely sufficient to accurately capture the eigenfre-
quencies of the Tα

1 mode. In contrast, λ strongly oscillates within the lower DOF range
and convergences to a rather constant value above approximately 300,000. As already
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Fig. 7.34.: Grid convergence analysis (left) and dependency of eigenfrequency on the
stabilization coefficient (right).

said, 340,000 DOF are finally used to conduct the stability assessments. This number
of DOF represents a reasonable trade-off between computational turnaround times and
numerical accuracy and consistency.

The dependence on ατ is found similar to the behavior in case of the non-reactive test
case, see Sec. 4.2.2.4. The eigenfrequency does not show relevant changes within the
entire considered ατ range. For the damping rate, an intermediate range with constant
results is identified, which is in very good agreement with the corresponding region of
constant values found for the non-reactive test case, cf. Fig. 4.17. Below this range, the
damping rate tends towards more unstable predictions, while higher values of ατ lead
to artificially high damping generated by the numerical discretization.

The sensitivity studies both for the non-reactive test case, cf. Sec. 4.2.2.4 as well as for
the reactive BKD test chamber reveal that the stabilization coefficient should be chosen
from the range of ατ = [1E-2; 1E-1] in order to provide negligible influence of numerical
stabilization on acoustic damping as well as on eigenfrequencies. Therefore, this ατ

range is recommended for future studies using the frequency space transformed LEE
together with GLS stabilization technique. Throughout this thesis a value of ατ = 0.1
was used, yielding reasonable results.

7.6.4.2. Dependency of Damping Rate on FTFp

In this section, the dependency of the damping rate on the Flame Transfer Functions
are revealed. For this purpose, only pressure coupling is taken into account since it is
the main contributor to the amplification of acoustic amplitudes, cf. Fig. 7.32. To show
the dependency of the damping rate on the FTFp, amplitude and phase of FTFp

n as
well as of FTFp

n are varied within a range of δ = ±20% for LP2. The results are shown
in Fig. 7.35. The stability limit of λ = 0 is indicated by the dash-dotted line. It is used
to determine the tolerable deviation in terms of amplitude and phase to still predict the
correct stability behavior. Furthermore, the arrows indicate the reduction or increase
of amplitude and phase, respectively.
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Fig. 7.35.: Dependency of λ on amplitude and phase of FTFp
n and FTFp

f .

First, the sensitivity of the nearfield FTFp
n is discussed. The dependency of the dam-

ping rate on the variation of amplitude and phase of FTFp
n is shown in Fig. 7.35. It is

observed that the damping rate depends linearly on the changes of both amplitude and
phase for the considered range. An increasing amplitude hence lead linearly to higher
damping rates, while its reduction reduces the damping rate by the same factor.

Since the phase of FTFp
n is negative, a reduction leads to a more stable behavior and

vice versa, cf. Fig. 7.27. In general, the same almost linear behavior is found. However,
the dependence of λ on the relative change of the phase is weaker in comparison to
the amplitude dependence. In consequence, a higher accuracy for the amplitude is
more important than for the phase to correctly determine the stability behavior in the
nearfield.

Overall, to correctly predict the linear stability, an accuracy of approximately 10 % is
necessary in terms of amplitude. As the sensitivity towards the phase is less important,
a reduced accuracy can be tolerated.

A similar behavior is found for the farfield FTF. As the phase of FTFp
f is positive,

an increase leads to reduced damping rates, cf. Fig. 7.27. The overall dependence of
λ on the relative changes of amplitude and phase in the farfield is lower than in the
nearfield. Ultimately, the tolerable discrepancies in order to still predict the correct
stability behavior is higher and given by approximately 16 %.
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A CFD/CAA methodology for the assessment of linear stability in rocket engines
was introduced. The stability assessment procedure is capable of describing the acou-
stic propagation within the combustion chamber, the nozzle and the propellant domes
on the basis of realistic axially distributed mean flows. Furthermore, the acoustic effects
of small subcomponents such as injectors and resonating cavities in absorber ring ar-
rangements can be included in the stability assessment in form of frequency dependent
reflection coefficient boundary conditions and scattering matrices. The procedure is im-
plemented such that a high flexibility is maintained to rapidly evaluate the influence
of redesigned components or to determine the impact of substituted propellant combi-
nations on stability. The quick evaluation process is obtained through scale separation,
allowing for coarse grids in the acoustic simulations, the calibration of mean flow pro-
files and dynamic flame response models based on single flame configurations and the
application of frequency space transformed linearized Euler equations, which provide
significant advantages over time domain calculations for complex acoustic analyses in
the linear regime.

The methodology is extensively validated for non-reactive, ambient conditions. The
focus is on the dome coupling, nozzle acoustics as well as the influence of resonating ca-
vities for longitudinal and transversal mode propagation under grazing flow conditions.
Validation data is taken both from literature and from own experiments. Frequency
space transformed LEE simulations based on stabilized Finite Element discretizations
are highly suited to achieve consistent and reliable procedures as well as accurate re-
sults in terms of eigenfrequencies and damping rates. The findings show that the applied
scattering matrix approach for the acoustic coupling of the chamber with the oxidizer
dome describes the relevant dynamic effects adequately. Furthermore, absorber rings
significantly alter the HF propagation in terms of mode separation and spatial shielding
effects, which tremendously change the system dynamics possibly leading to reduced
damping rates and increased eigenfrequencies.

The stability prediction quality is demonstrated on the basis of DLR’s cryogenic
H2/O2 BKD test chamber, which operates under realistic rocket engine conditions and
shows self-sustained high amplitude combustion instabilities under certain operating
conditions. The Soave-Redlich-Kwong real gas equation of state and a combined com-
bustion model consisting of a mixing controlled Eddy-Dissipation Model for the forward
reaction and kinetically controlled dissociation reaction are used to simulate the mean
flow and to determine feedback models for two experimentally observed stable (LP1/3)
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and two unstable (LP2/4) operating conditions. Furthermore, the injection conditions
are varied to study the influence of the H2 injection temperature and ROF on the first
transverse eigenfrequency. The following conclusions are drawn:
• The first transverse mode class is decomposed into a face plate near Tα

1 mode
and the Tβ

1 Lx mode, which exhibits high amplitudes in the entire chamber. The
decomposition is based on the variation of speed of sound in axial direction. Only
the Tα

1 mode is found linearly unstable.
• The damping rates for the stable LP1/3 are one order of magnitude larger than

for the unstable LP2/4, which are in turn found very close to the stability limit.
The order of magnitudes of the damping rates are confirmed by the parameter
extraction method. Even quantitative agreement is given. However, the Lorentzian
fitting results suggest one order of magnitude larger damping rates for the stable
load points.
• The linear stability is well predicted by the CFD/CAA approach. Therefore, the

necessary sensitivity and accuracy in terms of injection conditions, related field
mechanisms and boundary treatment are established.
• The usage of single flame configurations for the generation of axially distributed

mean flow profiles and Flame Transfer Functions is justified and the assumption
of radial compactness provides acoustically consistent results.
• O2 injector dynamics are found important for the characterization of Flame Trans-

fer Functions.
• Due to the good agreement of the simulated damping rates with experimental

validation data, it can be concluded that URANS simulations are sufficient to
capture the relevant flame dynamic effects.
• A comparison of the impact of each included damping and amplification mecha-

nism on the damping rate reveals that a correct prediction of stability margins
requires the incorporation of each contributor.
• Pressure coupling is the main contributor to amplification. A compact region

close to the face plate is identified, in which dynamic heat release is dominated by
shear layer mechanisms. This region spatially coincides well with the Tα

1 . In the
region further downstream, dynamic heat release is driven by baroclinique torque.
Transverse velocity coupling is significantly weaker.
• Substantial damping is generated by the interaction of the acoustic fluctuations

with the mean flow. This effect is essential to include into the simulation in order
to reveal the linear stability.
• The Tα

1 eigenfrequency is significantly affected by the H2 injection temperature.
Higher injection temperatures lead to reduced flame lengths, to increased speed
of sound and hence to higher eigenfrequencies.
• The Tβ

1 eigenfrequency significantly depends on chemical equilibrium species com-
position and speed of sound in the chamber’s rear part. Increasing ROF towards
stoichiometry reduces speed of sound and therefore the eigenfrequency. Accurate
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results for the ROF dependent eigenfrequencies shows that the chosen combustion
modeling provides meaningful flame temperatures and species composition.
• Although LP2/4 operate at different pressure and total power output, similar fla-

me lengths, acoustic pressure distributions in the chamber, Rayleigh integrals and
linear (negative) damping rates are found both experimentally and numerically.
The similarity is due to comparable injection temperatures of H2 and ROF.

The following future work is proposed to extend the capabilities and provide further
validation:

• For the generation of a reliable validation base from the dynamic pressure mea-
surements concerning the damping rates, the validity of the parameter extraction
method and the Lorentzian fitting procedure for the considered BKD test confi-
guration should be carefully revealed. Afterwards, the numerical results need to
be re-evaluated.
• The linear stability assessment should be tested for different propellant combi-

nations. In (Schmid 2014; Schmid et al. 2014), FTF for MMH/NTO are readily
available, but comprehensive stability investigations have not been performed yet.
The flexibility of the stability assessment procedure might also be tested on the
basis of GCH4/O2 (Celano et al. 2015).
• In order to simulate limit cycle amplitudes, non-linearity could be gradually incor-

porated in terms of flame dynamics, acoustic propagation and further non-linear
models for the dome coupling as well as for absorber devices. Non-linear distur-
bance equations are especially suited for this purpose (Köglmeier et al. 2014b).
The influence of an amplitude dependent mean flow should also be investigated.
The mean flow at different amplitudes could be extracted from acoustically excited
single flame simulations. First indications of reduced flame lengths with increasing
amplitude were presented in this thesis. Finally, the relevance of each non-linear
component should be evaluated on the basis of experimental data recorded in
high pressure limit cycle conditions. The BKD HF-7 test case is recommended as
validation base (Gröning et al. 2013b; Gröning 2014).
• Reduced order models offer the possibility to efficiently evaluated the stability

assessment procedure in time domain. This will allow for the incorporation of
random noise excitation and non-linear mode interaction as well as the analysis
of standing and rotating mode effects (Hummel et al. 2015, 2016).
• The absorber impact on damping and on mode shapes should be reevaluated

under reactive conditions. (Gröning et al. 2015c) presented a suitable BKD test
case configuration.
• In future rocket engine systems the pressure drop over the injectors will be reduced

in order to maximize efficiency. This demands a re-evaluation of the acoustic
relevance of the feed and injection system including the dome and feed lines (Knab
and Riedmann 2016).
• Although good comparison of linear damping rates was obtained, the simulated

Flame Transfer Function remain a source of uncertainty. A thorough comparison
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to experimental measurements is absolutely necessary. (Fiala 2015; Fiala and Sat-
telmayer 2015b) and (Schulze et al. 2016a) suggest the validation on the basis
of OH* radiation as well as of Blue Radiation (Fiala and Sattelmayer 2015a),
which requires a flamelet combustion model. Furthermore, LES simulations are
suggested to validate the adequateness of URANS by comparison.
• An improved real-gas equation should be included into the CFD simulations in

order to consistently analyze of the O2 injector dynamics (Abudour et al. 2013).
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A LEE Compact Matrix Notation

The LEE’s compact matrix notation is given by:

R = L(φ̂)− Ŝ = Ωφ̂+ A
∂φ̂

∂x
+B

∂φ̂

∂y
+ C

∂φ̂

∂z
+D φ̂−Q φ̂− Ŝ = 0, (A.1)

with the primary variables
φ̂ = (ρ̂, û, v̂, ŵ, p̂)T . (A.2)

The matrices and the load vector read:

A =


ū ρ̄ 0 0 0
0 ū 0 0 1

ρ̄

0 0 ū 0 0
0 0 0 ū 0
0 κp̄ 0 0 ū

 , B =


v̄ 0 ρ̄ 0 0
0 v̄ 0 0 0
0 0 v̄ 0 1

ρ̄

0 0 0 v̄ 0
0 0 κp̄ 0 v̄

 , C =


w̄ 0 0 ρ̄ 0
0 w̄ 0 0 0
0 0 w̄ 0 0
0 0 0 w̄ 1

ρ̄

0 0 0 κp̄ w̄

 (A.3)

D =



∂ūi
∂xi

∂ρ̄
∂x

∂ρ̄
∂y

∂ρ̄
∂z

0
− 1
ρ̄2

∂p̄
∂x

∂ū
∂x

∂ū
∂y

∂ū
∂z

1
ρ̄

− 1
ρ̄2
∂p̄
∂y

∂v̄
∂x

∂v̄
∂y

∂v̄
∂z

0
− 1
ρ̄2
∂p̄
∂z

∂w̄
∂x

∂w̄
∂y

∂w̄
∂z

0
0 ∂p̄

∂x
− p̄

κ−1
∂κ
∂x

∂p̄
∂y
− p̄

κ−1
∂κ
∂y

∂p̄
∂z
− p̄

κ−1
∂κ
∂z

κ∂ui
∂xi

+ ūi
κ−1

∂κ
∂xi

 (A.4)

Q = (κ− 1)


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 ∂ ¯̇q

∂y
FTFv

Ω
∂ ¯̇q
∂z

FTFv

Ω FTFp

 (A.5)

S =



Ŝρ
Ŝu
Ŝv
Ŝw
Ŝp

 (A.6)
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B Supplement for Rocket Engine
Acoustics

B.1. Roots smn of Bessel Function Derivative

Mode m n smn

T1 1 0 1.8412
T2 2 0 3.0540
R1 0 1 3.8318
T3 3 0 4.2013
T4 4 0 5.3175
T5 5 0 6.3160
R2 0 2 7.0155
T6 6 0 7.5018
T7 7 0 8.5781
T8 8 0 9.6475

B.2. Definition of R, Z and Y

B.2.1. Definition

Inlet/Outlet:

Rmn = F̂mn + Ĝmn ± (κ+
mnF̂mn + κ−mnĜmn)

F̂mn + Ĝmn ∓ (κ+
mnF̂mn + κ−mnĜmn)

(B.1)

Ymn = ∓κ
+
mnF̂mn + κ−mnĜmn

F̂mn + Ĝmn

(B.2)

Zmn = Y −1
mn = ∓ F̂mn + Ĝmn

κ+
mnF̂mn + κ−mnĜmn

(B.3)
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Supplement for Rocket Engine Acoustics

B.2.2. Conversion Rules: R, Z and Y

Independent of the mode shape holds:
XXXXXXXXXXXXOutput

Input
R Z Y

R - Z − 1
Z + 1 −Y − 1

Y + 1

Z −R + 1
R− 1

- Y −1

Y −R− 1
R + 1

Z−1 -

B.3. Analytical Scattering Matrices for Longitudinal Wave
Propagation

B.3.1. Transfer Matrices

B.3.1.1. Duct Element

(
p̂
ρ̄c

û

)
d

= 1
2

(
e−ik+L + eik−L e−ik+L − eik−L

e−ik+L − eik−L e−ik+L + eik−L

)
︸ ︷︷ ︸

TMDE

(
p̂
ρ̄c

û

)
u

(B.4)

where L denotes the duct length. From Eq. (2.43) follows

k± = ± k

1±M . (B.5)

B.3.1.2. Area Change with Loss

(
p̂
ρ̄c

û

)
d

=
(

1 (1− ζl − α2
A)Mu − ikleff

−ilredMd αA

)
︸ ︷︷ ︸

TMAC

(
p̂
ρ̄c

û

)
u

(B.6)

where

ζl = ∆p̄
ρ̄
2 ū

2 ; αA = Au
Ad
. (B.7)

Furthermore, leff, lred take streamline and inertia effects into account Gentemann et al.
(2003).
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B.4 Mass Flow Inlet

B.3.1.3. Change of Characteristic Impedance

According to (Bade 2014): (
p̂
ρ̄c

û

)
d

=
( (ρ̄c)u

(ρ̄c)d
0

0 1

)
︸ ︷︷ ︸

TMρc

(
p̂
ρ̄c

û

)
u

(B.8)

B.3.1.4. Transformation of Transfer Matrix into Scattering Matrix

I:

TMfg = ΩT · TM · Ω−1
T (B.9)

with

ΩT = 1
2

(
1 1
1 −1

)
(B.10)

II:

SM = 1
TM(2,2)fg

(
TM(1,1)fgTM(2,2)fg − TM(1,2)fgTM(2,1)fg TM(1,2)fg

−TM(2,1)fg 1

)
(B.11)

B.4. Mass Flow Inlet

The mass flow rate ṁ through a surface S is given by

ṁ =
∫
S
ρuinidS. (B.12)

For zero flux, the mass flow rate needs to vanish on the entire surface, ṁ = 0, viz.

ρuini = 0. (B.13)

Linearization of Eq. (B.13) yields

(ρ̄ûi + ρ̂ūi)ni = 0. (B.14)

Inserting Eq. (B.14) into Eq. (2.79) gives

Rmn = p̂mn + ρ̂mn c ūini
p̂mn − ρ̂mn c ūini

. (B.15)

Using Eq. (2.37) yields

Rmn = c+ ūini
c− ūini

. (B.16)
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Supplement for Rocket Engine Acoustics

Assuming an axially oriented inlet surface (i.e. ni = nx = −1), the reflection coefficient
is finally given by

Rmn = R = 1−M
1 +M

. (B.17)

At an outlet the reflection coefficient reads accordingly

Rmn = R = 1 +M

1−M . (B.18)

B.5. Periodic Mean of Acoustic Intensity using the
Admittance

The starting point for this derivation is Eq. (2.70). For the sake of better readability,
the indicator ()a for acoustic fluctuation is dropped here. Applying Eq. (2.71) to Eq.
(2.70) the periodic average reads

< Ii > = 1
2Re (p̂∗ûi) + 1

2Re

(
ūi
p̂∗p̂

ρ̄c2

)
+ 1

2Re
(
ρ̄ūjû

∗
j ûi
)

+ 1
2Re

(
p̂∗

c2 ūjûjūi

)
. (B.19)

Inserting the definitions of admittance (2.90) and Mach number (2.40) yields

< Ii > = 1
2Re

(
p̂∗p̂

ρ̄c
Y

)
+ 1

2Re

(
M
p̂∗p̂

ρ̄c

)
+ 1

2Re

(
M
p̂∗p̂

ρ̄c
|Y |2

)
+ 1

2Re

(
M2 p̂

∗p̂

ρ̄c
Y

)
.

(B.20)

Identifying

p̂∗p̂ = |p̂|2 (B.21)

yields

< Ii >= 1
2
|p̂|2

ρ̄c

[
Re(Y )(1 +M2) +M |Y |2 +M

]
. (B.22)
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C Non-reactive Nozzle Acoustics

C.1. Proof: Nozzle Admittance is homogeneously distributed
in cross-section

Considering frequency ranges in which only longitudinal (mn = 00) and the first
transverse (mn = 10) modes are present, Eq. (2.41) reduces to

p̂(x, r, θ) = P00(x)R00(r)Θ00(θ) + P10(x)R10(r)Θ10(θ). (C.1)

The axial acoustic velocity component û is given by

û(x, r, θ) = U00(x)R00(r)Θ00(θ) + U10(x)R10(r)Θ10(θ), (C.2)

where the term Umn(x) is expressed by conservation of momentum according to Eq.
(2.50) as a function of the axial pressure gradient

Umn(x) = f

(
dPmn(x)
dx

)
. (C.3)

Thus, Eq. (C.2) may be rewritten as

û(x, r, θ) = f

(
dP00(x)
dx

)
R00(r)Θ00(θ) + f

(
dP10(x)
dx

)
R10(r)Θ10(θ). (C.4)

Expressing the admittance defined by Eq. (2.90), using Eq. (2.41) and (C.4) yields

Y ρ̄c =
f

(
dP00(x)
dx

)
R00(r)Θ00(θ)

P00(x)R00(r)Θ00(θ) + P10(x)R10(r)Θ10(θ)+ (C.5)

f

(
dP10(x)
dx

)
R10(r)Θ10(θ)

P00(x)R00(r)Θ00(θ) + P10(x)R10(r)Θ10(θ) . (C.6)

The admittance for the first transverse mode only reads

Y10ρ̄c =
f

(
dP10(x)
dx

)
R10(r)Θ10(θ)

P10(x)R10(r)Θ10(θ) =
f

(
dP10(x)
dx

)
P10(x) . (C.7)
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Non-reactive Nozzle Acoustics

Comparing Eq. (C.6) and Eq. (C.7) shows that the admittance for the first transverse
mode does not depend on r and θ and is therefore homogeneously distributed in cross-
section. However, the total admittance defined by p̂ and û in Eq. (C.6) depend on x, r
and θ.
The total admittance Y can be expressed as a linear combination of the form

Y = aY00 + bY10, (C.8)

where Y00 is additionally given by

Y00 = 1
ρ̄c

f

(
dP00(x)
dx

)
P00(x) . (C.9)

Equating coefficients of Eq. (C.6) and Eq. (C.8) using Eq. (C.7) and Eq. (C.9) yields

f

(
dP00(x)
dx

)
R00(r)θ00(φ)

P00(x)R00(r)θ00(φ) + P10(x)R10(r)θ10(φ)
!= a

f

(
dP00(x)
dx

)
R00(r)θ00(φ)

P00(x)R00(r)θ00(φ) (C.10)

and

f

(
dP10(x)
dx

)
R10(r)θ10(φ)

P00(x)R00(r)θ00(φ) + P10(x)R10(r)θ10(φ)
!= b

f

(
dP10(x)
dx

)
R10(r)θ10(φ)

P10(x)R10(r)θ10(φ) . (C.11)

Therefore, the coefficients a and b are given by

a = P00(x)R00(r)θ00(φ)
P00(x)R00(r)θ00(φ) + P10(x)R10(r)θ10(φ) = p̂00

p̂
(C.12)

and
b = P10(x)R10(r)θ10(φ)

P00(x)R00(r)θ00(φ) + P10(x)R10(r)θ10(φ) = p̂10

p̂
. (C.13)

Eq. (C.7)-(C.13) show that the mode admittances Ymn must be superimposed pro-
portional to the pressure amplitudes’ ratio of each mode p̂mn and the total acoustic
pressure amplitude p̂. The determination of the pressure amplitude ratio requires a
mode decomposition of the acoustic field.

C.2. Rapid Determination of the Frequency with Maximal
Nozzle Admittance

As suggested in (Schulze et al. 2013a), the characteristic nozzle admittance is a direct
consequence of the superposition of the acoustic waves in the chamber and reflected
waves from the nozzle. It is shown that the frequencies at which maximal admittance
values appear can be linked to the convergent nozzle length. Highest values are therefore
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C.2 Rapid Determination of the Frequency with Maximal Nozzle Admittance
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Fig. C.1.: Amplitude and real part of admittance for nozzle A (left) and nozzle B

(right) in terms of the first longitudinal mode (low frequency range) and
the first transverse mode (high frequency range).

expected when incident and reflected wave superimpose most constructively, which is
the case for eigenfrequencies of the nozzle. Using an averaged speed of sound c and Mach
number M , it is empirically found that the frequency at which the first longitudinal
mode shape fits into the convergent nozzle part can be approximated by

fL1 = c(1 +M2)
4l , (C.14)

where l again denotes the convergent nozzle part length. Eq. (C.14) corresponds to
the first eigenfrequency of the nozzle altered by the mean flow. Quantitatively, the
frequency is given for nozzle A by

fL1,A = 1476 Hz, (C.15)

and for nozzle B by

fL1,B = 386 Hz. (C.16)

The large difference is explained by the very different nozzle lengths, see Tab. 4.1.
In Fig. C.1, the analytically found frequencies are compared to the amplitude and

real part of the admittance for nozzle A and B in the low frequency range. Clearly,
the predicted frequencies excellently match the frequencies at which the maximum
amplitude of the admittance occurs. Furthermore, the real part maximum is located
closely to the predicted frequency, which indicates that the phase is close to zero in
this particular frequency range. A phase of zero confirms the appearance of the first
longitudinal mode structure in the convergent nozzle part.

Deriving an equivalent equation for the determination of the admittance peak fre-
quency for the T1 mode is drastically more complicated due to the complex reflection
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Non-reactive Nozzle Acoustics

pattern inside the nozzle. However, it is found empirically that the corresponding fre-
quency can be determined on the basis of the cut-on frequency of the T1 mode and the
peak frequency for the L1 mode, viz.

fT1 = f coT1 + fL1

2 . (C.17)

The comparison of the analytical results with the nozzle admittance for the T1 mode
in the high frequency range of nozzle A and B is also presented in Fig. C.1, showing
very good agreement.

The rather simple Eq. (C.14) and Eq. (C.17) allow to establish high damping ca-
pabilities by rapidly maximizing the admittance. Assuming invariant mean speed of
sound and Mach numbers, the impact of a modified nozzle length in terms of admit-
tance peak frequency changes can directly be evaluated. Such prediction methods are
especially useful in the iterative design process of novel engines.
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D Geometrical Specifications of the
Perforated Plate

value

hole diameter 3 mm
separation 4 mm
thickness 2 mm
area ratio 51 %
Mach number 0.4
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E Dome Coupling

For frequencies well below the T1 cut-on frequency, the experimentally determined
and numerically reconstructed scattering matrix is shown. Furthermore, the IIR-filter
representation is illustrated.
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Fig. E.1.: Experimental and numerically reconstructed scattering matrix for longitu-
dinal excitation.

242



F T1 Mode Filter Coefficients for
Perforated Plate

F.1. Reflection Coefficient

Tab. F.1.: IIR filter coefficients for RII
IIR.

0 1 2
bk 2.1657E-1 2.3457E-1 8.7522e-03
ak 1.0 6.1325E-1 -

F.2. Scattering Matrix

Tab. F.2.: IIR filter coefficients for RII
IIR.

0 1 2 3 4 5

Tu
bk 8.2352E-1 1.7227E-1 1.5956e-1 - - -
ak 1.0 - - - - -

Rd
bk -3.7452E-2 -3.7452E-2 -3.7452E-2 -3.7452E-2 -3.7452E-2 -3.7452E-2
ak 1.0 2.6616E0 4.0399E0 3.8162E0 2.1595E0 7.0701E-1

Ru
bk 1.4988E-1 1.4092E-1 1.8186E-1 - - -
ak 1.0 7.0373E-1 8.9264E-1 - - -

Td
bk 0.6 - - - - -
ak 1.0 - - - - -
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G L Modes − Non-Reactive Case

For the non-reactive test case the complex frequency of the L1 mode is determined.
Tab. G.1 presents the findings for eigenvalue studies in frequency space and for time
domain consideration. Good agreement is achieved.

Tab. G.1.: Mode frequency f [Hz] and damping rate λ [rad/s] for the L1 mode of the
non-reactive test case.

f λ
Time domain 10697 1145
Frequency space 999 1003

Fig. G.1 shows the corresponding mode shape. The axially oriented wave motion is
clearly visible.

-1

1

Fig. G.1.: Mode shape of the L1 mode in terms of Re(p̂).

7see Morgenweck (2013)
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H GIT Test Case

H.1. Computational Grids

Fig. H.1.: Numerical grids for the GIT convergence study (From left to right: Coarse,
medium and fine).

H.2. Results for Lower Mach Numbers
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GIT Test Case
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I Perforated Plate: Reflection Coef-
ficients
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Fig. I.1.: Amplitude (top) and phase (bottom) of the reflection coefficient at the face
plate Kathan (2013).
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J Derivation of Equivalent Absor-
ber Ring Reflection Coefficient

An equivalent absorber ring reflection coefficient RAR, which can be imposed on
the corresponding circular shell surface ()S, is defined such that fluctuating mass is
conserved, viz.

NSA ˆ̇mSA + ˆ̇mwall = ˆ̇mS, (J.1)

where NSA denotes the number of single absorbers in the ring. The fluctuating mass
flow through the wall is zero. Using the linearized mass equations yields

ρ̄ûiniNSAASA + ρ̂ūiniNSAASA = ρ̄ûiniAS. (J.2)

The Mach number within the absorber cavities is zero, which reduces mass conservation
further to

ρ̄ûiniNSAASA = ρ̄ûiniAS. (J.3)

The fluctuating velocity is replaced by the acoustic admittance, viz.

ρ̄
YSAp̂

ρ̄c
NSAASA = ρ̄

YARp̂

ρ̄c
AS, (J.4)

and acoustic compactness at the absorber inlet interface reduces to

YSANSAASA = YARAS, (J.5)

and

YAR = NSAASA

AS
YSA. (J.6)

In form of a reflection coefficient this reads

RAR = −NSAASAYSA − AS

NSAASAYSA + AS
(J.7)

and on the basis of an impedance ZSA

RAR = ASZSA −NSAASA

ASZSA +NSAASA
, (J.8)

respectively.
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K Effect of Systematic Noise Exci-
tation

To show the effect of systematic noise excitation, a damped signal of a clock-wise
rotating mode A(t) is considered for small amplitudes. The dynamics of A(t) is then
described by the differential equation (5.11).

First, the dynamics with the systematic noise excitation not included is analyzed. In
this case the differential equation reduces to

∂A(t)
∂t

= −λA(t). (K.1)

The solution of Eq. (K.1) describes the well known exponential decay of A(t) in time,
i.e

A(t) = A0e
−λt. (K.2)

According to Eq. (K.2), A(t) approaches zero for t→∞.
In contrast, if the systematic noise excitation is included, the differential equation is

∂A(t)
∂t

= −λA(t) + Γ
A(t) , (K.3)

cf. Eq. (5.11). For t→∞ it holds that

∂A(t)
∂t

= 0, (K.4)

and thus

0 = −λA(t→∞) + Γ
A(→∞) , (K.5)

which yields

A(t→∞) =
√

Γ
λ
. (K.6)

Eq. (K.6) shows that the influence of systematic noise excitation with intensity Γ leads
to a non-zero final state of A(t) for t→∞.
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L Additional Real Gas Relations

L.1. Internal Energy

Ideal gas:

e− e0 = 0 (L.1)

Peng-Robinson:

e− e0 = 1
b
√

8

[
a(T )− T ∂a(T )

∂T

]
ln
(

2(v + b)− b
√

8
2(v + b) + b

√
8

)
(L.2)

with
∂a(T )
∂T

= − a0 n

T Tc

(
1 + n

(
1−

√
T/Tc

))
(L.3)

Soave-Redlich-Kwong:

e− e0 = 1
b

[
a(T )− T ∂a(T )

∂T

]
ln
(

v

v + b

)
(L.4)

with
∂a(T )
∂T

= − a0 n

T Tc

(
1 + n

(
1−

√
T/Tc

))
(L.5)

L.2. Isochoric Specific Heat Capacity

Ideal gas:

cv = cv,0 (L.6)

Peng-Robinson:

cv = cv,0 −
T

b
√

8
∂2a(T )
∂T 2 ln

(
2(v + b)− b

√
8

2(v + b) + b
√

8

)
(L.7)
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L.3 Isobaric Specific Heat Capacity

with
∂2a(T )
∂T 2 = a0 n

2

2T Tc
+ a0n

2

(
1 + n

(
1−

√
T/Tc

))
Tc (T Tc)−1.5 (L.8)

Soave-Redlich-Kwong:

cv = cv,0 −
T

b

∂2a(T )
∂T 2 ln

(
v

v + b

)
(L.9)

with
∂2a(T )
∂T 2 = a0 n

2

2T Tc
+ a0n

2

(
1 + n

(
1−

√
T/Tc

))
Tc (T Tc)−1.5 (L.10)

L.3. Isobaric Specific Heat Capacity

Ideal gas:

cp = cp,0 (L.11)

Peng-Robinson:

cp = cv − T

(
∂p
∂T

)2

v(
∂p
∂v

)
T

(L.12)

with (
∂p

∂T

)
v

= R
v − b

−
a0n

(
1 + n

(
1−

√
T/Tc

))
√
T Tc(v2 + 2bv − b2)

(L.13)

and (
∂p

∂v

)
T

= − RT
(v − b)2 + 2a(T )(v + b)

(v2 + 2bv − b2)2 (L.14)

Soave-Redlich-Kwong:

cp = cv − T

(
∂p
∂T

)2

v(
∂p
∂v

)
T

(L.15)

with (
∂p

∂T

)
v

= R
v − b

−
a0n

(
1 + n

(
1−

√
T/Tc

))
√
T Tc(v[v − b])

(L.16)

and (
∂p

∂v

)
T

= − RT
(v − b)2 + a(T )(2v + b)

(v[v − b])2 (L.17)
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M Molecular Transport Properties

Standard models are employed to calculate the material properties of the single spe-
cies. As already described, heat capacities at ideal gas state are evaluated from NASA
polynomials. Species viscosity is determined from the Rigid Non Interacting Sphere
model, which is given by elementary kinetic theory according to (Hirschfelder et al.
1954):

µ = 26.69
√

WT

σ2
d

, (M.1)

where W denotes the molar mass and σd the collision diameter. Following (Chung et al.
1984), σd can be calculated from

σd = 0.809 3
√
vm,c, (M.2)

where vc,m denotes the critical molar volume.
Lastly, thermal conductivity is calculated based on the Modified Euken Model (Poling

et al. 2001):

σ

µcv
= 1.32 + 1.77R

cv
. (M.3)
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N Axial Distributions of Mean
Quantities for LP1-4

The next page shows the mean quantities’ axial distribution for LP1-4. For this
purpose, the quantities are radially averaged and taken from the single flame CFD
computations.
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Axial Distributions of Mean Quantities for LP1-4
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Fig. N.1.: Axial distributions of mean quantities for LP1-4.
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O Tβ
1 Lx Modes in the BKD Test

Chamber

To explain the chosen nomenclature of the Tβ
1 Lx modes, the corresponding mode

shapes are further investigated. For this purpose, the first four mode shapes, i.e. Tβ
1 L1

- Tβ
1 L4 are calculated and compared in App. O (left column). For the investigations,

the Tβ
1 Lx mode shape is divided into two sections. The division is indicated by the

red line in Fig. O.1. The first section in the chamber comprises the region between the
face plate and the first pressure amplitude node. In this section, a similar amplitude
distribution as for the Tα

1 mode is identified for Tβ
1 L1 - Tβ

1 L4, see also Fig. 7.11. With
increasing longitudinal order, the axial dimension of the first section, and hence of the
Tα

1 equivalent mode shape, reduces. In the second section, a typical combination of a
first transverse mode and a longitudinal mode is found. With increasing longitudinal
order, the second section becomes larger and a higher number of pressure amplitude
nodes is present. In consequence, the Tβ

1 Lx mode can be interpreted as a complex
combination of a Tα

1 equivalent mode, which is only present in the region with low
speed of sound before the first amplitude pressure node, and a conventional T1 mode
structure in the second section of the chamber combined with a longitudinal mode. The
nomenclature Tβ

1 Lx is chosen to discriminate these modes from the Tα
1 mode.

In order to verify that the Tβ
1 Lx mode shapes in the second section of the chamber

actually correspond to a classical combined mode, acoustic simulations are conducted
taking only the second region of the chamber into account. The computational domain
comprises the region between the first pressure amplitude node and the nozzle outlet.
The location of the first pressure amplitude node is taken from the acoustic simulation
results of the entire chamber, see Fig. O.1 in App. O (left column). Furthermore, to
reduce complexity, a uniform mean flow with zero Mach number is assumed, cf. Sec.
2.4. Representative conditions are established by applying a constant speed of sound,
which is generated by averaging over the second chamber section on the basis of the
single flame CFD results. At the inlet, the amplitude pressure node is described by
setting acoustic pressure zero. At the outlet of the nozzle, velocity is set zero. The
simulated mode shapes are shown in Fig. O.1 (right column). A clear first transverse
mode structure is found in cross-section. Furthermore, it can be seen that identical
amplitude distributions in axial direction are calculated in comparison to the mode
shapes of the full chamber (left column in Fig. O.1). Between the inlet and the nozzle
throat location, a clear longitudinal mode structure establishes. In conclusion, the Tβ

1 Lx
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Tβ
1 Lx Modes in the BKD Test Chamber

Tβ
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Tβ
1 L2

Tβ
1 L3

Tβ
1 L4

0 1|p̂|

with mean flow no mean flow

Fig. O.1.: Left: First four TβLx modes shapes simulated with mean flow. Right: Mode
shapes downstream of the first pressure node without mean flow.

mode shapes in the second chamber section correspond to the classical combination of
a first transverse mode and a longitudinal mode.
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P Derivative of Im(k+
Tα

1
) at Cut-on

Using the definition Eq. (2.43), the axial wave number in positive direction is expres-
sed as

k+
Tα1

=
c ωTα1
c2 − ū2

√
1− A2

k(c2 − ū2), (P.1)

where only the second term is accounted for since the first term cannot be become
imaginary. Furthermore, the constant

Ak = s10

Rcc ωTα1
(P.2)

is introduced.
The derivation with respect to c is given by

∂k+
Tα1
∂c

=
ωTα1 (c2 − ū2)− 2c2ωTα1

(c2 − ū2)2

√
1− A2

k(c2 − ū2)−
c ωTα1
c2 − ū2

A2
kc√

1− A2
k(c2 − ū2)

. (P.3)

Evaluating the derivative at the cut-on condition, i.e. for

A2
k(c2 − ū2) = 1, (P.4)

yields

∂k+
Tα1
∂c

∣∣∣∣∣∣
A2
k
(c2−ū2)=1

= 0− (∞), (P.5)

which proves that Im(k+
Tα1

) strongly increases when a mode is cut-off.
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Q Open and Closed Loop Mode
Shapes

Fig. Q.1 shows a comparison of the axial pressure distribution in the anti-nodal line
in case of the Tα

1 mode for the open loop and the close loop system. It can be seen that
both amplitude and phase are in good agreement. In consequence, the flame feedback
does not relevantly influences the mode shape.
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Fig. Q.1.: Comparison of the axial pressure distribution for the Tα
1 mode for the open

loop and the closed loop system.
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R Quantitative Contributions of
Damping and Amplification Ef-
fects for LP1-4

Tab. R.1 summarizes the contributions to damping and amplification quantitatively
for LP1-4. The visualization is presented in Fig. 7.32.

Tab. R.1.: Relative contributions of the different damping and amplification effects to
the closed loop damping rate. Normalization with the open loop damping
rate for LP1.

λ [-] Pressure
coupling

Velocity
coupling

Nozzle
damping

Dome
coupling

Field
damping

Open
loop

Closed
loop

LP1 -0.611 -0.015 0.012 0.007 0.981 1 0.373
LP2 -0.751 -0.016 0.045 0.007 0.698 0.748 -0.015
LP3 -0.488 -0.021 0.011 0.007 0.642 0.660 0.151
LP4 -0.761 -0.035 0.045 0.006 0.714 0.765 -0.022
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(Gröning et al. 2014) as well as additionally calculated quantities. . . . 107

5.2 Damping rates λ for LP1-4: Results of the Lorentzian fitting procedure
and of the parameter extraction method using mode A(t) and B(t). . . 112

6.1 Critical point, acentric factor and gas constant for O2 and H2 (Linstrom
and Mallard 2015). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6.2 Comparison of ideal gas, Peng-Robinson and Soave-Redlich-Kwong equa-
tion of state (Poling et al. 2001). . . . . . . . . . . . . . . . . . . . . . . 127

7.1 Comparison of H2 temperatures in the dome and at injection for LP1-4. 166
7.2 Validation of simulated dome pressure and ratio of chamber pressure to

dome pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
7.3 Eigenfrequencies of the Tα

1 mode for LP1-4: Experimental findings
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Raketenbrennkammer unter repräsentativen Bedingungen. In Deutscher Luft- und
Raumfahrtkongress, Berlin, Germany, 2012.
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S. Köglmeier, R. Kaess, and T. Sattelmayer. Determination of Acoustic Scattering Ma-
trices Using Nonlinear Disturbance Equations. In 20th AIAA/CEAS Aeroacoustics
Conference, Atlanta, USA, 2014b.

T. Kwak and G. Mansoori. Van der waals mixing rules for cubic equations of state.
Applications for supercritical fluid extraction modelling. Chemical Engineering
Science, 41(5):1303 – 1309, 1986. ISSN 0009-2509. doi: http://dx.doi.org/10.1016/
0009-2509(86)87103-2.
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