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Abstract

In this thesis, a reduced basis framework for the pricing of European and American options is developed. The underlying problems are described by parametrized time-dependent variational (in-)equalities. Corresponding reduced problem formulations are introduced, a posteriori error estimates are derived, and the construction of suitable reduced spaces is worked out. The efficiency of the resulting method is demonstrated in the context of calibrating to market data and by comparing it with existing methods used in practice.
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1 Introduction

Modeling financial processes is one of the most dynamically developing branches of science today. In particular, this relates to the option pricing theory, which has been consistently gaining attention from the engineers and the mathematicians since the 70’s when the Black-Scholes formula was derived.

One of the central objectives of this branch of research is the evaluation of the fair price of an option. Options are derivative contracts, which means that their price derivation is based on the price of another economical resource. They allow their owner to sell or to buy the underlying asset (e.g., stocks) for a specified price before or at some time in the future. The options are categorized into different types, depending on the function they perform. The most popular types are European and American options. The latter one, in fact, remains the most complex to value. From the mathematical point of view, these financial products can be described by means of probabilistic methods as well as by deterministic ones, including parametrized partial differential equations (PDEs), where the parameter reflects the properties of the model. One of the simplest and widely know models, which attempts to evaluate the theoretical value of an option, is the Black-Scholes model [BS73]. Although this model is widely used in the option pricing theory, it presents major limitations, such as, e.g., an assumption of a constant volatility. To overcome these limitations, a variety of other models, like, e.g., the constant elasticity of variance (CEV) or the Heston models, have been developed, which mimic the market behavior more realistically. These models are inherently more complex than the Black-Scholes model. Evidently, to deal with the complexity of these models, it becomes imperative to develop suitable numerical approximation techniques. While the finite elements method (FEM), finite differences (FD), or finite volumes (FV) are the canonic numerical methods for PDEs, their application to financial modeling, [AP05b; HRS13; Sey09], is still considered relatively new in comparison to the standard Monte Carlo methods, (binomial) tree methods or semi-analytic formulae. Often, more simple, but less realistic models are favored in practical applications due to the low computational cost. Consequently, the development and utilization of methods for efficient evaluation of option prices, yet in complex models, is of current interest in research, which is one of the motivations for the present work.

The objective of this thesis is to develop a parametric model order reduction framework, based on the reduced basis method (RBM) for an efficient and accurate computation of the solution of option pricing models. Focus is particularly laid on the...
American options which we model as parabolic variational inequalities, discussed in more detail below. The basic idea is to construct the reduced-order model, which can approximate the original high fidelity problem (i.e., the detailed problem) for different variations of the parameter values. The reduced-order model is constructed based on an appropriate low-dimensional approximation solution space by exploiting the parameter dependency of the problem.

The RBM is not a new method, and its beginning can be traced back to the pioneering works of Almroth, Noor, Peters [ASB78; Noo81; NP80] and others for structural engineering applications. More recent developments in RB methods can be found in [GMN+07; GP05; PRV+02; VPR+03] and the references therein. Over the years since, a strong mathematical theory has been developed for the RB methods with a particular focus on sharp and reliable a posteriori error bounds, and the utilization of the standard POD and greedy procedures for the basis construction, see, e.g., [Gre05; Haa13; HO08b; Rov03; VPR+03].

The distinctive difference of the RBM to other reduced-order modeling (ROM) techniques lies in the fact that the method seeks to exploit the physical properties of the system by studying the parametric nature of the problem. That is, the reduced space which is used for an approximation, is chosen such that it represents all possible variations of the model with respect to the parameter. The efficiency of the method is gained by the so-called offline-online decomposition of the computational routine. In short, this splitting separates the parameter-independent computations from the parameter dependent ones. The first phase is computationally expensive, but performed only once, while the latter one is computationally cheap and can be executed multiple times for different instances of an input parameter. This is a significant feature of the method, which allows to perform computations in a real-time and/or multi-query context.

The significant interest of the method has been also in its realization in the wide range of applications, including, e.g., the Stokes problem, linear elasticity and contact problems [BAF16; GV11; MQR08; Rov03; RV07; Ver03]. So far only little attention has been paid to the applications in finance. The recent works include, e.g., [FCG06; PGB15; Pir12; SS08; SS14; SSS14], which are primarily focused on exploiting POD techniques. The first studies with the RBM, where the attention was on the choice of the basis functions, include the work [CLP11] for jump-diffusion models. Subsequently, in [Pir11] it has been extended to the basket options. In [Pir12] it was shown to be a variant of the POD. In the recent paper [MU14] the application of the reduced basis method to more complex models, e.g., with parameter functions as an initial condition, has been investigated. The method also formed the basis of several textbooks and tutorials, [Haa11; Haa16; HRS16; PR06; QMN16] as well as software libraries, e.g., [DHK+12; RBm13].

We point out that previously mentioned studies considered only the linear case of European options, even though the most frequently traded are American options. By
their early exercise property these derivative securities are formulated as an optimal stopping problems, which are, in turn, described by parabolic variational inequalities (PVI). The subject of variational inequalities (VI) has a well developed theory and wide range of applications, especially for obstacle and contact problems. For example, for American options, the pay-off functional acts as an obstacle. To impose the contact condition one uses an inequality constraint. This, however, adds an additional non-linearity that has to be resolved. We refer to [BL82; DL72; IK08; KS00; Lio72; LS67] for the general theory of stationary and instationary variational inequalities. For the numerical treatment a wide range of literature is available, see, e.g., [BHR78; Glo08; GLT81; KO88]. An extensive survey for the treatment of the finite-dimensional variational inequalities is given in [FP03].

We note that the contact condition can be enforced by means of the Lagrange multiplier method, which transforms the original variational inequality into a mixed problem in saddle point form. It can be treated by active set methods, such as the primal-dual active set strategy (PDAS) [HIK02]. For an overview of discretization schemes for such type of problems, we refer to [Woh11].

Employing the reduced basis method to stationary variational inequalities has been initiated by the works [HSW11; HSW12], where the main theoretical results for the reduced problem were discussed together with the derivation of a posteriori error estimates. The interest in such problems has increased, which led to further research in [GU14; GU15; ZBV16]. Despite the interesting mathematical nature of the problem, the non-linearity of the model is reflected in the difficulty of the construction of the reduced bases. On one hand, one has to guarantee the inf-sup stability of the constructed pair of the reduced spaces. One can follow the standard approach of enrichment by supremizers. This, for example, has been used extensively for the treatment of the pressure term in the Stokes problem or for non-coercive problems, see, e.g., [GV11; NMR15; Rov03; RV07; VPR03]. On the other hand, one has to enforce the positivity of the reduced Lagrange multiplier and thereby the approximation of the space of Lagrange multipliers becomes more involved.

The inequality constraints also complicate the derivation of a posteriori error estimates. Specifically, the estimation of the inequality residual is not straightforward and requires a careful treatment. This is also reflected in only partial offline-online decomposition of the a posteriori error estimates. This question was addressed in [ZBV16] for the elliptic variational inequalities and in [BKG15] in the context of optimal control problems with variational inequalities. In this work the authors consider the problem in the so-called primal formulation, which is obtained by introducing an additional “slack” variable. For this formulation they derive simpler error estimates, which are computable in an offline-online fashion. The extension of the RBM to the parabolic case is studied in the works [BAF16; BHS15; GU14; GU15; HSW13]. In [GU14; GU15] the parabolic variational inequalities in the space-time framework has been discussed. There the authors provide a well-posedness result
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and derive a posteriori error estimates for the problem with a relaxed coercivity assumption.

The research in this thesis focuses on two objectives. The first is to construct the generalized reduced basis framework for the parabolic variational inequalities which arise in option pricing. Here we extend an earlier developed methodology for the elliptic variational inequalities, summarized in the aforementioned work [HSW12] to the parabolic case. In particular, we deal with the well-posedness of the reduced problem, the construction of the reduced basis spaces, and a posteriori error estimates. We remark, that in contrast to the space-time parabolic variational inequalities [GU14; GU15], we follow the standard time-stepping approach, where the reduction is performed for the spatial coordinate. For the derivation of a posteriori error estimates we utilize techniques used for elliptic variational inequalities [HSW12] together with the estimates for parabolic problems, see, e.g., [GP05; GRV12]. Most of these results for coercive problems were reported in [BHS+15]. In addition to it, to cover a larger class of models, an extension to weakly coercive problems, i.e., where only the Gårding inequality is satisfied, is presented.

In contrast to the elliptic case, the construction of the reduced spaces for parabolic variational inequalities is more complex because of the time dependence. For the construction of the primal space we still can follow the standard POD-Greedy algorithm, [Haa13; HO08b]. However, for the dual reduced space this is not applicable because of the non-negativity constraint. Instead we consider the new combination of the POD-Angle-Greedy procedure, which has been first introduced in [HSW13] and generalized in [BHS+15]. It unifies the known POD-Greedy algorithm for the primal space and the Angle-Greedy algorithm for the Lagrange multiplier space. An alternative approach based on the non-negative matrix factorization (NNMF) [LS99] was described in [BAF16], where it has been compared to the SVD procedure. In this thesis we also provide a numerical comparison of the performance of both approaches, the NNMF and the POD-Angle-Greedy algorithm.

The second objective of the thesis is the application and the empirical investigation of the RBM to problems in finance. In particular, we consider the problem of calibration on option prices, which requires the solution of a least-squares minimization problem. This is one of the typical applications of the RBM, where many query evaluations of the high-fidelity solutions are required. While, a lot of research has been carried out on the application of model reduction techniques in calibration on option prices, most of them deal with the linear case of European options, [Pir09; SS14]. We present a unified model reduction approach, which covers not only the European, but also the more complex case of the American options. In this part of the work, we investigate the capacity of the RBM and compare it to alternative model reduction approaches, which are popular in financial practice. The numerical findings highlight the potential of the RBM in application to problems in finance, allowing to achieve a computational saving for complex problems. A substantial part of the thesis is
also allocated to the discussion of the Heston option pricing model. This includes the modeling details, boundary conditions and influence of the parameters. We remark, that this model is favorable in calibration on option prices, see, e.g., [AGG10; GGM⁺12; MPS14; SST04], due to its ability to replicate market behavior better than some other models.

The content of this thesis is organized as follows. In Chapter 2 we give a brief overview of the option pricing theory and terminology used throughout this thesis. In particular, we consider the derivation of the Black-Scholes and Heston models. We focus on the Heston model, where we provide a detailed summary of the model setting for different types and styles of options.

Next we introduce the reduced basis methodology in Chapter 3. First we derive the abstract parametrized weak and discrete weak formulations, which constitute the parametrized linear parabolic PDE. The conditions for the existence and uniqueness of the continuous and discrete solutions for the Heston and the Black-Scholes models are discussed. We recall the main characteristics of the RBM for linear parabolic problems, which include the a posteriori error estimates, well-posedness of the reduced problem, offline-online decomposition of the computational routine, and the construction of the reduced spaces. Finally, we present numerical results for the application of the RBM to price European options in the Heston model. Some of these experiments have been published already in a similar form in [BHS⁺15].

In Chapter 4 we extend the RBM methodology to the case of American options, which are mathematically modeled as parabolic variational inequalities. We discuss the well-posedness of the weak and discrete weak formulations. By means of Lagrange multipliers, we study the problem in a saddle-point form. We derive the RBM based on the discrete formulation. We focus especially on the derivation of a posteriori error estimates and the construction of suitable reduced basis spaces. Finally, we test the theoretical findings with suitable numerical experiments, the results of which have appeared in our earlier work [BHS⁺15].

In Chapter 5 we apply the RBM to a realistic market problem. We consider the calibration problem on option prices, where we compare the RBM method to some existing model reduction methods, which include the de-Americanization method and the calibration using closed-form solutions. We use synthetic and real market data sets to demonstrate the performance of different model reduction methods.

We complete this work with concluding remarks and perspectives on future work, which are given in Chapter 6.
2 Models in Option Pricing

2.1 Introduction

With this introductory chapter, we provide basic definitions and an overview of the theory of option pricing with some standard mathematical models. For a more detailed introduction; see, e.g., [AP05b; HRS13; Hul03; Jam03; LL96; Sey09; WDH93; Wil01].

The central question in the option pricing theory is: given a value of an option at its expiration day, \( \tau = T \), how to define a fair price of an option today, \( \tau = 0 \)? To answer this question, many models and techniques were developed, among them the famous Black-Scholes model, which was derived by Fischer Black and Myron Scholes in 1973 [BS73]. Despite being the most popular, the model also has some limitations. One of the main ones is the assumption of a constant volatility, which, in most of the situations, is not fulfilled by market behavior. In 1993 another model was proposed by Steven Heston [Hes93], which assumes a stochastic nature of the volatility and is based on the dynamics of both, the stock price and the volatility.

In this Chapter we provide a mathematical description of both models, specify appropriate boundary conditions and present their closed-form solutions. In particular, in Section 2.2–Section 2.3, we briefly outline the definition of options and stock price processes. In Section 2.4, we discuss the derivation of the Black-Scholes equation and present the Black-Scholes formula for pricing European options. The limitations of the model are considered in Section 2.5. These shortcomings give rise to an introduction of an alternative stochastic volatility model, presented in Section 2.6. We discuss, in great details, several choices of the boundary conditions in Section 2.6.2 for European and in Section 2.6.4 for American options in the Heston model.

2.2 Options

Initially, we recall some basic definitions of financial instruments.

*Derivative securities*, or shortly *derivatives*, are contracts, whose value depends on an underlying asset and an investor’s decision. An *underlying asset* or just *underlying* can be stocks, bonds, currencies etc. We denote the price of an asset by \( S = \{ S_\tau : \tau \geq 0 \} \), where \( \tau \) is time.

An *option* is a derivative contract which permits its owner a right, but not an
obligation, to buy (a call option) or to sell (a put option), an underlying asset at a prespecified fixed strike price \( K \geq 0 \) before or at a certain time \( T \geq 0 \), called maturity. An option is issued by a writer, usually a bank, to a holder, who purchases an option.

There are two common types of options, the European and the American ones. European options can be exercised only at maturity. These options are the simplest ones and are also called plain vanilla options. By contrast, American options, which belong already to the category of complex options, allow an owner to exercise an option at any time prior to the maturity date. In turn, these options are also the most prevalent in the market. For American options we need to know not only the value of an option, but also when it is best to exercise it, which is a hard task.

There are other types of options, e.g., path-dependent options, the value of which depends not only on the value of an asset price at maturity, but also on the history of an asset price.

At an expiration day \( T \), the value of an option is known and called a pay-off. The pay-offs for call and put options are defined as

\[
\mathcal{H}(S) = \begin{cases} 
(S - K)_{+}, & \text{call,} \\
(K - S)_{+}, & \text{put,}
\end{cases}
\]

with \((\cdot)_{+} := \max(\cdot, 0)\).

Provided a pay-off of an option and a price of an underlying \( S_0 \), the task of “option pricing” is to determine a fair price of an option today, i.e., at \( \tau = 0 \). Later in the chapter, a mathematical interpretation of this problem is given. Graphically, the prices of the call and put options for different \( S_0 \) can be presented as in Figure 2.1.

For a call (put), an option is said to be in the money, if \( S > K \) (\( S < K \)); out of the money, if \( S < K \) (\( S > K \)); and at the money, if \( S = K \), for all \( \tau < T \). Different types and combinations of options can be considered, which include more involved strategies and lead to more complicated pay-offs, e.g., digital options, straddles, strangles, butterfly spreads, see, e.g., [Jam03; WDH93; Wil01].

In general, as we will see later, the value of an option \( P \) depends on the maturity time \( T \), strike \( K \), and some set of parameters \( \mu \), which are determined by the model used to price an option.

In this thesis, we focus on two option pricing models: the constant volatility Black-Scholes model, and its extension, the stochastic volatility Heston model.

### 2.3 Stock Price Process

The stock price process is modeled by a Brownian motion. This concept was already introduced in early works on option pricing, in the beginning of the 20th century.
2.3 Stock Price Process

Bachelier was the first to use a stochastic process (a Brownian motion) to model stock options. The work was a part of his dissertation “Théorie de la spéculation” [Bac00].

The price process of an asset is described by a stochastic process on the time horizon $0 \leq \tau \leq T$. In general, we are not interested in the asset price itself, but in the return of an asset price, which describes the relative measure of the change in the price, $dS/S$. Mathematically, it is represented by the following stochastic differential equation (SDE):

$$\frac{dS}{S} = \mu d\tau + \sigma dW.$$  \hspace{1cm} (2.3.1)

The return of an asset (2.3.1) is composed of two terms, the deterministic part $\mu d\tau$, and the stochastic part $\sigma dW$. The deterministic contribution represents a return on money invested in a risk-free bank, where $\mu$ is called a drift, an average rate of growth of the asset price. The remaining term $\sigma dW$ is a stochastic contribution, which models a random change in the price due to some unexpected external events. It is driven by a Wiener process (or a standard Brownian motion) $W$ and a volatility $\sigma$, which measures a range of fluctuations of the returns. We discuss the notion of volatility in more details in Section 2.5.1. For simplicity, we assume, that both $\sigma$ and $\mu$ are constants. For a rigorous mathematical interpretation of (2.3.1) and an introduction to stochastic calculus, see, e.g., [KS91; LL96].

A Wiener process (or a standard Brownian motion) is a real-valued continuous stochastic process $W = \{W_\tau : \tau \geq 0\}$, with the following properties:

(i.) $W_0 = 0$,

(ii.) $W_\tau$ has independent increments, i.e., for all $0 \leq \tau_1 < \tau_2 < \tau_3 < \tau_4$, $W_{\tau_2} - W_{\tau_1}$ and $W_{\tau_4} - W_{\tau_3}$ are independent stochastic variables,
(iii.) $W_\tau - W_s$ is normally distributed, i.e., for $0 \leq s < \tau$, $W_\tau - W_s \sim \mathcal{N}(0, \tau - s)$ with mean $E[W_\tau - W_s] = 0$ and variance $\text{Var}[W_\tau - W_s] = E[(W_\tau - W_s)^2] = \tau - s$.

(iv.) $W_\tau$ has continuous trajectories almost surely.

The SDE (2.3.1) admits the unique solution

$$S_\tau = S_0 e^{(\mu - \sigma^2/2) \tau + \sigma W}.$$  

(2.3.2)

The above solution is a log-normally distributed random variable, which follows a geometric Brownian motion (the exponential of a Brownian motion).

We note that the random term in (2.3.1) plays a crucial role in the modeling of the asset price. Indeed, if we eliminate the term by setting $\sigma = 0$, then the price of an asset $S_\tau = S_0 e^{\mu \tau}$ is fully deterministic, which is not true in real markets.

The SDE (2.3.1) is a particular case of a more general SDE (Itô process),

$$dX = a(X, \tau) d\tau + b(X, \tau) dW, \quad X_0 = Z,$$  

(2.3.3)

where $a : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ is a drift coefficient and $b : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ is a diffusion coefficient. The solution $X = \{X_\tau : \tau \geq 0\}$ of (2.3.3) is called a diffusion. The result of existence and uniqueness of such a solution, under particular regularity assumptions on $a(X, \tau)$ and $b(X, \tau)$, can be found in [LL96, Theorem 3.5.3].

Next we present the Itô formula, which is one of the most fundamental tools in stochastic calculus.

**Lemma 2.3.1** (Itô formula). Let $X = \{X_\tau : \tau \geq 0\}$ follow the Itô process (2.3.3), and let $f(\tau, x) \in C^2([0, \infty) \times \mathbb{R})$. Then for $Y := f(\tau, X)$ the following holds

$$dY = \left( \frac{\partial f}{\partial x} a + \frac{\partial f}{\partial \tau} + \frac{1}{2} \frac{\partial^2 f}{\partial x^2} b^2 \right) d\tau + \frac{\partial f}{\partial x} b dW.$$  

(2.3.4)

The proof of this result can be found in, e.g., [KS91, Section 3.3.A].

The equation (2.3.3), driven by a Wiener process, serves as a basis for a very large class of financial models, called diffusion models, which includes also the Black-Scholes model, which is discussed in the next section.

### 2.4 Black-Scholes Model

The Black-Scholes model is based on the following set of assumptions:

(i) The stock price follows a geometric Brownian motion (2.3.1) with constant parameters $\mu$ and $\sigma$.  


(ii) Short selling of securities is permitted, i.e., the seller may sell the assets, which he may not own.

(iii) The underlying is not paying dividends.

(iv) Security trading is continuous and there are no transaction costs associated with a portfolio.

(v) There are no arbitrage possibilities, meaning no opportunity to make a riskless profit. This is a very crucial assumption for nearly all pricing models. In practice, only very small arbitrage opportunities are observed in the prices.

(vi) The risk-free interest rate \( r \) is constant for all maturities, i.e., an interest rate of risk-free investment or loan is known and constant.

Some of these assumptions can be relaxed, e.g., allowing \( r \) and \( \sigma \) to vary over time, or adding dividends. This leads to more complex models.

There are numerous derivations of the Black-Scholes partial differential equation. We present here the approach from, e.g., [Hul03; Top05; Wil01]. Consider the dynamics of the stock price (2.3.1),

\[
dS = \mu S d\tau + \sigma S dW. \tag{2.4.1}
\]

Let \( P = P(S, \tau) \) to be the price of an option, e.g., a call option. Using Itô’s formula (2.3.4), we write

\[
dP = \left( \frac{\partial P}{\partial S} \mu S + \frac{\partial P}{\partial \tau} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 P}{\partial S^2} \right) d\tau + \frac{\partial P}{\partial S} \sigma S dW. \tag{2.4.2}
\]

Both SDEs (2.4.1) and (2.4.2) are driven by the random term \( dW \). Our goal is to express a value of an option \( P \) in a fully deterministic manner. For this, we construct another variable (portfolio) \( \Pi \). The portfolio \( \Pi \) is represented as a ‘correct’ combination of \( S \) and \( P \) terms

\[
\Pi = \Delta_1 P + \Delta_2 S. \tag{2.4.3}
\]

As we will see below, choosing appropriately \( \Delta_1 \) and \( \Delta_2 \) will allow us to eliminate the randomness in the model and to present it in a deterministic manner.

Incorporating (2.4.1) and (2.4.2), the change of the portfolio \( d\Pi \) in a time interval \( dt \) can be written

\[
d\Pi = \Delta_1 \left( \frac{\partial P}{\partial S} \mu S + \frac{\partial P}{\partial \tau} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 P}{\partial S^2} \right) d\tau + \Delta_2 \mu S d\tau + \left( \Delta_1 \frac{\partial P}{\partial S} \sigma S + \Delta_2 \sigma S \right) dW. \tag{2.4.4}
\]
By setting $\Delta_1$ and $\Delta_2$ as follows, we eliminate the random term $dW$ in (2.4.4):

$$
\Delta_1 := -1, \quad \Delta_2 := \frac{\partial P}{\partial S}.
$$

(2.4.5)

Then (2.4.4) reduces to

$$
d\Pi = -\left(\frac{\partial P}{\partial \tau} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 P}{\partial S^2}\right) d\tau.
$$

(2.4.6)

The portfolio earns a risk-free interest rate $r$ for a short period of time (i.e., an amount $\Pi$, invested in riskless asset, grows exponentially with the constant interest rate)

$$
d\Pi = r\Pi d\tau.
$$

(2.4.7)

From (2.4.3), (2.4.6) and (2.4.7), we obtain

$$
\left(-\frac{\partial P}{\partial \tau} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 P}{\partial S^2}\right) d\tau = r \left(-P + \frac{\partial P}{\partial S} S\right) d\tau,
$$

(2.4.8)

and finally

$$
\frac{\partial P}{\partial \tau} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 P}{\partial S^2} + rS \frac{\partial P}{\partial S} - rP = 0.
$$

(2.4.9)

Equation (2.4.9) is the Black-Scholes or Black-Scholes-Merton partial differential equation. A linear partial differential operator of elliptic type associated with it is

$$
L^{\text{BS}} P := \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 P}{\partial S^2} + rS \frac{\partial P}{\partial S} - rP.
$$

(2.4.10)

Note that the assumption (iii), in general, can be weakened. Then assuming that the asset pays out a dividend $q$, the Black-Scholes operator can be rewritten as following, [AP05b, Section 2.3],

$$
L^{\text{BS}} P := \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 P}{\partial S^2} + (r - q)S \frac{\partial P}{\partial S} - rP.
$$

(2.4.11)

In the compact form the Black-Scholes equation can be expressed as

$$
\frac{\partial P}{\partial \tau} + L^{\text{BS}} P = 0.
$$

(2.4.12)

To specify a particular type of a derivative, appropriate terminal and boundary conditions should be established. For the European call we have

$$
P(T) = H(S) = (S - K)_+, \quad \lim_{S \to \infty} P(\tau, S) = S, \quad P(\tau, 0) = 0.
$$

(2.4.13a) (2.4.13b)
And for the European put,

\[ P(T) = \mathcal{H}(S) = (K - S)_+, \]  
\[ \lim_{S \to \infty} P(\tau, S) = 0, \quad P(\tau, 0) = K e^{-r(\tau - \tau)}. \]

We provide a short interpretation of these conditions. For a call option, when \( S \to \infty \), it is more likely that we exercise the option and its value will tend to the value of an asset. When \( S \to 0 \), the option becomes worthless and falls to zero. For a put option, when \( S \to \infty \), the option is unlikely to be exercised and its value becomes 0. For \( S \to 0 \) the value of an option is a present value of amount \( K \) received at time \( T \).

### 2.4.1 Put-Call Parity

European put and call options with the same strikes \( K \) and maturities \( T \) can be related to each other via a put-call parity relation (2.4.15)

\[ P_C + Ke^{-r(T-\tau)} = P_P + S. \]

It means, that given the price of the European call \( P_C \), the price of the European put \( P_P \) can be directly deduced from it and vice versa, see e.g., [Hu13; Wi01]. This relation is often used in practice, making it sufficient to compute only one type of an option.

### 2.4.2 Black-Scholes Formula

Assuming constant coefficients \( \sigma \) and \( r \) in the Black-Scholes equation (2.4.12), an exact explicit formula for evaluating European options can be derived, [BS73]. Let \( \mathcal{N}(\cdot) \) be a cumulative distribution function (CDF) of a standard normal distribution,

\[ \mathcal{N}(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-\frac{1}{2}z^2} \, dz. \]

Then the price for the European call in the Black-Scholes model is given by

\[ P(\tau, S) = SN(d_1) - Ke^{-r(T-\tau)}N(d_2), \]

where

\[ d_1 = \frac{\log(S/K) + (r + \frac{\sigma^2}{2})(T-\tau)}{\sigma \sqrt{T-\tau}}, \quad d_2 = d_1 - \sigma \sqrt{T-\tau}. \]

Similarly, due to a put-call parity (2.4.15), the European put option can be expressed

\[ P(\tau, S) = -SN(-d_1) + Ke^{-r(T-\tau)}N(-d_2). \]
2.4.3 American Options

We extend our considerations to American type of options. In particular, we start our discussion with American puts. Despite the fact that these options are more complex than European ones, due to the inequality constraints and no closed-form formula for the solution, they are more frequently used in the market.

As it was mentioned already in Chapter 2.2, American options can be exercised at any time before their expiration date, which implies that the owner has more rights compared to the European case, thereby making American options more valuable. Hence, the price of an American put option is always larger than the price of an equivalent European one,

\[ P^{AO} \geq P^{EO}. \]  

(2.4.20)

However, for an American call, one can prove that on non-dividend paying stocks, American and European calls have the same price [Hul03]. In addition, the price of an American put can not fall below its pay-off \( H(S) := (K - S)_+ \),

\[ P(\tau, S) \geq H(S). \]  

(2.4.21)

If, for instance, \( P(\tau, S) \) would be less than the pay-off, \( P(\tau, S) < H(S) \), this would mean that one can purchase the asset and the option and immediately exercise it, which would lead to an immediate profit with a zero initial investment. This case then would contradict to a non-arbitrage argument, Section 2.2. Hence, the condition (2.4.21) is always true.

We can see that the condition (2.4.21) naturally decomposes the strip \((\tau, S) \in [0, T] \times \mathbb{R}_+\) into two parts: the region where (2.4.21) becomes an equality, and the part where only a strict inequality holds; see Figure 2.2. These regions are determined by a so-called early-exercise curve\(^1\) and characterized by the following inequalities:

\[ P(\tau, S) > H(S), \quad S > S_f(\tau), \quad \tau \in [0, T), \]  

(2.4.22)

\[ P(\tau, S) = H(S), \quad S \leq S_f(\tau), \quad \tau \in [0, T]. \]  

(2.4.23)

The curve \( S_f(\tau) \) is changing over time and is not known a priori. A problem of such kind is called a moving boundary problem (for a static case a free boundary problem).

The curve \( S_f(\tau) \) has also an economic meaning, telling us that there exist a particular time \( \tau^* \) (an optimal stopping time), when it is the best to exercise the option. It is clear, that for \( S > S_f \), exercising the put option would lead to an immediate loss \( (K - S - P < 0) \). To eliminate the possible loss, it is rational to continue to hold the option. In this way, the region \( S > S_f \) is called a continuation region. For the case, \( S < S_f \), the holder can create a profit and stops to hold the option by exercising it. This region is called a stopping region.

\(^1\)In some literature the name “critical stock price” is used, e.g., [JLL90].
2.4 Black-Scholes Model

Next we consider a problem in the PDE framework. The price of an American put $P$ satisfies the Black-Scholes equation in the continuation region

$$\frac{\partial P}{\partial \tau} + \mathcal{L}^{BS} P = 0, \quad S > S_f, \quad \tau \in [0,T],$$

with the terminal condition

$$P(T,S) = \mathcal{H}(S).$$

We prescribe a fixed and free boundary conditions for $\tau \in [0,T]$

$$\lim_{S \to \infty} P(\tau,S) = 0,$$

$$\frac{\partial P}{\partial S}(\tau,S_f(\tau)) = -1,$$

$$P(\tau,S_f(\tau)) = K - S_f(\tau),$$

$$P(S,\tau) = \mathcal{H}(S), \quad S < S_f(\tau).$$

Then, the price of an American put option in the Black-Scholes model is a solution of the free-boundary value problem (2.4.24)–(2.4.26). The difficulty of solving this problem is associated with an unknown boundary $S_f(\tau)$. From a numerical point of view, it is nicer to work with another formulation (2.4.27), where the unknown boundary $S_f(\tau)$ does not show up explicitly. This is described below:
The derivation of this result can be found in [BL82; JLL90]. The weak form of the set of inequalities (2.4.27) results in a variational inequality problem, which is studied in Chapter 4.

2.5 Limitations of the Black-Scholes Model

Despite its popularity, the Black-Scholes model has several limitations in capturing real market behavior. The model makes a strong assumption that the stock returns are normally distributed with a constant variance. In most of the situations, the market violates this assumption, a clear evidence of it is the stock market crash in 1987.

Extensive research has been done to extend the Black-Scholes model to a model with a non-constant volatility. As a result several models emerged, where the volatility can be either some deterministic function of time and stock price \( \sigma(\tau, S) \), e.g., the constant elasticity of variance (CEV) model, or a completely random variable, e.g., the Heston model. The first one belongs to the class of a so-called local volatility models, while the second one is related to stochastic volatility models.

In the case of local volatility models, the local volatility function represents an averaging over all possible instantaneous volatilities. These models are frequently applied to price exotic options. In turn, stochastic volatility models are more complex than the local volatility ones, however, they are more capable to replicate the realistic dynamics of an underlying.

The early studies on stochastic volatility models include [Gar76; Hes93; HW87; JS87; Sco97; SS91; Wig87]. The models in [HW87; JS87; Sco97; Wig87] did not provide an analytical solution and used numerical techniques to evaluate an option price. The analytical approach was considered in [SS91] with an assumption that the stock price and volatility processes are uncorrelated. Later, Heston generalized the approach to a model, where these two quantities are correlated with a non-zero correlation parameter, and provided a semi-analytic formula, [Hes93].
model became very popular and nowadays extensively used by both practitioners and researchers.

2.5 Limitations of the Black-Scholes Model

2.5.1 Stochastic Volatility

We start by introducing a concept of volatility, which is used to measure standard deviation of the trading price series. In practice, the volatility can not be observed directly, but it can be measured statistically, for example, by taking a look on its past history.

There are several notions of the volatility, such as actual, historical (realized), implied and forward volatility, [Wil01]. The measure of the randomness in an asset return at any time is defined by an actual volatility; and at some fixed period of time in the past by a historical volatility. The forward volatility is associated with the future time of the stock price movements. The implied volatility is defined from option prices observed in the market. To calculate an implied volatility one needs to insert all available data, $S$, $T$, $K$ and $r$, in the option pricing model, e.g., the Black-Scholes model, and to solve it with respect to the volatility parameter $\sigma$. Since implied volatility is less fluctuating than the option prices, it is also common for traders to work with implied volatilities itself instead of option prices, e.g., for calibration.

One of the features of the implied volatility is the so called volatility ‘smile’ or ‘skew’. It shows that the implied volatility as a function of $K$ is not constant, as in the Black-Scholes settings. Indeed, it generates a curve which has a shape of a smile. This is one of the evidences how market behavior violates the Black-Scholes settings.

Another empirical evidence can be recalled from the stock market crash in October 1987. We present it here as it is described in [Gat06]. On Figure 2.3, the log returns over 15 years of SPX (the Standard & Poor’s 500 index) are depicted. It can be seen the stock price empirically exhibits a so-called volatility clustering, when large/small price changes follow large/small price changes. This property is also known as a mean reverting property of the volatility, [Gat06]. This is one of the characteristics, which can not be described by a constant volatility.

In Figure 2.4, the frequency distribution of SPX daily log returns is plotted. The distribution is fat-tailed and highly peaked compared to a normal distribution, which is assumed for the behavior of the stock price in the Black-Scholes model. This can be a characteristic of the combination of distributions with different variances.

This example serves as a good motivation to consider the volatility as a mean reverting random variable. The Heston model, introduced in the next section, incorporates this feature of the volatility in the modeling of the option price.
Figure 2.3: SPX daily log returns from 31.12.1984, to 31.12.2004. Source: [Gat06].

Figure 2.4: Frequency distribution of (77 years) SPX daily log returns compared with the normal distribution. Source: [Gat06].
2.6 Heston Stochastic Volatility Model

The Heston model [Hes93] is described by the following stock price and volatility dynamics

\[
\begin{align*}
    dS &= \mu S dt + \sqrt{\nu} S dW^1, \quad (2.6.1a) \\
    d\nu &= \kappa (\gamma - \nu) dt + \xi \sqrt{\nu} dW^2, \quad (2.6.1b)
\end{align*}
\]

The dynamics of the stock price follows a geometric Brownian motion as for the Black-Scholes model (2.4.1). The non-constant instantaneous variance \( \nu := \{ \nu_t : \tau \geq 0 \} \) is driven by a mean-reverting square root process (known as Cox-Ingersoll-Ross (CIR) process) with a long-run variance \( \gamma > 0 \), rate of mean reversion \( \kappa > 0 \) and a volatility of variance (also called volatility of volatility) \( \xi > 0 \). The Wiener processes \( W^1 \) and \( W^2 \) are correlated with the correlation parameter \( \rho \in [-1, 1] \).

For the Heston model, the so-called Feller condition is often assumed in the literature. It implies, that the variance process (2.6.1b) is strictly positive if the parameters obey the following condition, see, e.g., [JKW+11],

\[2\kappa \gamma > \xi^2.\]  

(2.6.2)

It is uncommon and, in some cases, not desirable that the parameters violate this condition. In most situations the parameters are chosen in such a way, that the Feller condition is fulfilled.

2.6.1 Heston Partial Differential Equation

The derivation of the partial differential equation for the Heston model (2.6.1) is similar to the derivation of the Black-Scholes model. In our presentation we closely follow [Gat06]. Consider a portfolio of one option \( P \), \( \Delta_1 \) units of stock \( S \) and \( \Delta_2 \) units of another asset \( U \), such that,

\[ \Pi = P + \Delta_1 S + \Delta_2 U. \]  

(2.6.3)

The change in the portfolio value in a time interval \( d\tau \) is

\[ d\Pi = dP + \Delta_1 dS + \Delta_2 dU. \]  

(2.6.4)

Applying the multidimensional version of Itô’s formula [KS91, Theorem 3.6] to \( dP \) and \( dU \) we obtain

\[
\begin{align*}
    dP &= \frac{\partial P}{\partial \tau} d\tau + \frac{\partial P}{\partial S} dS + \frac{\partial P}{\partial \nu} d\nu + \frac{1}{2} \nu S^2 \frac{\partial^2 P}{\partial S^2} d\tau + \frac{1}{2} \xi^2 \nu \frac{\partial^2 P}{\partial \nu^2} d\tau + \xi \nu \rho S \frac{\partial^2 P}{\partial \nu \partial S} d\tau, \quad (2.6.5a) \\
    dU &= \frac{\partial U}{\partial \tau} d\tau + \frac{\partial U}{\partial S} dS + \frac{\partial U}{\partial \nu} d\nu + \frac{1}{2} \nu S^2 \frac{\partial^2 U}{\partial S^2} d\tau + \frac{1}{2} \xi^2 \nu \frac{\partial^2 U}{\partial \nu^2} d\tau + \xi \nu \rho S \frac{\partial^2 U}{\partial \nu \partial S} d\tau. \quad (2.6.5b)
\end{align*}
\]
2 Models in Option Pricing

Incorporating (2.6.5) to (2.6.4), provides
\[
d\Pi = \left( \frac{\partial P}{\partial \tau} + \frac{1}{2} \nu S^2 \frac{\partial^2 P}{\partial S^2} + \frac{1}{2} \xi^2 \nu \frac{\partial^2 P}{\partial \nu^2} + \xi \nu S \frac{\partial^2 P}{\partial \nu \partial S} \right) d\tau
+ \Delta_2 \left( \frac{\partial U}{\partial \tau} + \frac{1}{2} \nu S^2 \frac{\partial^2 U}{\partial S^2} + \frac{1}{2} \xi^2 \nu \frac{\partial^2 U}{\partial \nu^2} + \xi \nu S \frac{\partial^2 U}{\partial \nu \partial S} \right) d\tau
+ \left( \frac{\partial P}{\partial S} + \Delta_2 \frac{\partial U}{\partial S} + \Delta_1 \right) dS + \left( \frac{\partial P}{\partial \nu} + \Delta_2 \frac{\partial U}{\partial \nu} \right) d\nu.
\]
(2.6.6)

The random terms \(dS\) and \(d\nu\) create a risk in the portfolio. To eliminate the risk, we set
\[
\Delta_2 = -\frac{\partial P}{\partial \nu}, \quad \Delta_1 = -\frac{\partial P}{\partial S} - \Delta_2 \frac{\partial U}{\partial S}.
\]
(2.6.7)

Following the steps as for the Black-Scholes model in the preceding section, we require a portfolio to earn a risk-free interest rate \(r\): \(d\Pi = r\Pi d\tau\). Then (2.6.6) reduces to
\[
d\Pi = \left( \frac{\partial P}{\partial \tau} + \frac{1}{2} \nu S^2 \frac{\partial^2 P}{\partial S^2} + \frac{1}{2} \xi^2 \nu \frac{\partial^2 P}{\partial \nu^2} + \xi \nu S \frac{\partial^2 P}{\partial \nu \partial S} \right) d\tau
+ \Delta_2 \left( \frac{\partial U}{\partial \tau} + \frac{1}{2} \nu S^2 \frac{\partial^2 U}{\partial S^2} + \frac{1}{2} \xi^2 \nu \frac{\partial^2 U}{\partial \nu^2} + \xi \nu S \frac{\partial^2 U}{\partial \nu \partial S} \right) d\tau
+ r\Pi d\tau = r(P + \Delta_1 S + \Delta_2 U) d\tau.
\]

Grouping \(P\) and \(U\) terms, we obtain
\[
\frac{\partial P}{\partial \tau} + \frac{1}{2} \nu S^2 \frac{\partial^2 P}{\partial S^2} + \frac{1}{2} \xi^2 \nu \frac{\partial^2 P}{\partial \nu^2} + \xi \nu S \frac{\partial^2 P}{\partial \nu \partial S} + r \frac{\partial P}{\partial S} - rP = \frac{\partial U}{\partial \tau} + \frac{1}{2} \nu S^2 \frac{\partial^2 U}{\partial S^2} + \frac{1}{2} \xi^2 \nu \frac{\partial^2 U}{\partial \nu^2} + \xi \nu S \frac{\partial^2 U}{\partial \nu \partial S} + r \frac{\partial U}{\partial S} - rU.
\]
(2.6.8)

(2.6.9)

The left-hand side is a function of \(P\) and the right-hand side is a function of \(U\), which makes the equality possible only when both sides are equal to some function \(f(\tau, \nu, S)\). We chose \(f = -\kappa(\gamma - \nu) + \lambda(\tau, \nu, S)\) as in [Gat06], where \(\lambda(\tau, \nu, S)\) is a price of volatility risk, such that \(\lambda(\tau, \nu, S) = \nu\), [Hes93]. Then the pricing PDE of the Heston model has the following form
\[
\frac{\partial P}{\partial \tau} + \frac{1}{2} \nu S^2 \frac{\partial^2 P}{\partial S^2} + \xi \nu \frac{\partial^2 P}{\partial \nu \partial S} + r S \frac{\partial P}{\partial S} + [\kappa(\gamma - \nu) - \lambda \nu] \frac{\partial P}{\partial \nu} - rP = 0.
\]
(2.6.10)

We can write \(\kappa(\gamma - \nu) - \lambda \nu = \kappa\gamma - (\kappa + \lambda)\nu = (\kappa + \lambda)(\frac{\kappa}{\kappa + \lambda}\gamma - \nu)\). Then by considering \(\kappa' = \kappa + \lambda\), and \(\gamma' = \frac{\kappa}{\kappa + \lambda}\gamma\), the parameter \(\lambda\) can be eliminated [Hes93; WAW01].
Therefore, without loss of generality it suffices to set $\lambda = 0$ and consider only $\xi, \rho, \gamma, \kappa$ and $r$ as model parameters.

We define a spatial differential operator corresponding to the Heston model as follows

$$L^H P := \frac{1}{2} \nu S^2 \frac{\partial^2 P}{\partial S^2} + \xi \nu \rho S \frac{\partial^2 P}{\partial \nu \partial S} + \frac{1}{2} \xi^2 \nu \frac{\partial^2 P}{\partial \nu^2} + r S \frac{\partial P}{\partial S} + \kappa (\gamma - \nu) \frac{\partial P}{\partial \nu} - r P. \quad (2.6.11)$$

Then equation (2.6.10) can be written in the compact form

$$\frac{\partial P}{\partial \tau} + L^H P = 0. \quad (2.6.12)$$

Analogously to the derivation of the Black-Scholes equation, a standard call or a put type of an option in the Heston model is characterized by the terminal condition (2.4.13a) or (2.4.14a).

**Remark 2.6.1.** Assuming that the volatility is constant in the Heston model, we have $\xi = 0$ and $\nu = \gamma$, and the Heston PDE reduces to the Black-Scholes one with $\nu = \sigma^2 = \gamma$. Thereby, the Heston model can be considered as an extension of the standard Black-Scholes model.

### 2.6.2 European Options

For the parabolic PDE (2.6.10) to be solved with specified terminal conditions, we need to impose appropriate boundary conditions. The Heston model has a complex structure and there are several specifications of the boundary conditions in the literature for both European and American (Section 2.6.4) options. The choice may depend on several aspects and we discuss several different settings, which exist in the literature.

For the case of European call options the commonly used boundary conditions, cf. [Hes93; HF10; WAW01], are given by

$$\lim_{S \to \infty} \frac{\partial P}{\partial S}(\tau, \nu, S) = 1, \quad (2.6.13a)$$

$$P(\tau, \nu, 0) = 0, \quad (2.6.13b)$$

$$\lim_{\nu \to \infty} P(\tau, \nu, S) = S, \quad (2.6.13c)$$

$$\frac{\partial P}{\partial \tau}(\tau, 0, S) + L^H P(\tau, 0, S) = 0, \quad (2.6.13d)$$

with the operator $\tilde{L}^H$ defined as

$$\tilde{L}^H P = r S \frac{\partial P}{\partial S} + \kappa \gamma \frac{\partial P}{\partial \nu} - r P. \quad (2.6.14)$$
We interpret these conditions as follows: For a large stock price $S$, we have a Neumann boundary condition (2.6.13a), which says that the option price grows linearly w.r.t. $S$. When the stock is worthless, $S = 0$, it is natural to assume that the value of the call is also worthless (2.6.13b). With increasing volatility $\nu$, the option price is also increasing, but it remains bounded by the stock price $S$ (2.6.13c). One of the main difficulties for the Heston model appears at the boundary $\nu = 0$, where no boundary conditions can be established and the degeneracy of the PDE occurs. We assume that the equation is satisfied on the line $\nu = 0$ (2.6.13d).

The boundary conditions described above are the ones proposed by Heston [Hes93]. However, this is not a unique way to prescribe boundary conditions for the European call option. Other variations of the boundary conditions exist. In particular, in [Gal08] the following boundary conditions are provided

\[
\lim_{S \to \infty} \frac{\partial P}{\partial S}(\tau, \nu, S) = 1, \quad (2.6.15a)
\]

\[
P(\tau, \nu, 0) = 0, \quad (2.6.15b)
\]

\[
\lim_{\nu \to \infty} \frac{\partial P}{\partial \nu}(\tau, \nu, S) = 0, \quad (2.6.15c)
\]

\[
\frac{\partial P}{\partial \tau}(\tau, 0, S) + \kappa \gamma \frac{\partial P}{\partial \nu}(\tau, 0, S) = 0. \quad (2.6.15d)
\]

The conditions (2.6.15a), (2.6.15b) and (2.6.15d) remain the same as in (2.6.13). The condition (2.6.15d) is identical to (2.6.13d) with an additional assumption of zero interest rate, $r = 0$. The only different condition is (2.6.15c), which tells that for a large volatility, the option price tends to be constant.

An alternative setting is provided in [ZFV98],

\[
\lim_{S \to \infty} P(\tau, \nu, S) = S, \quad (2.6.16a)
\]

\[
\frac{\partial P}{\partial \tau}(\tau, \nu, 0) + \frac{\xi^2 \nu}{2} \frac{\partial^2 P}{\partial \nu^2}(\tau, \nu, 0) + \kappa (\gamma - \nu) \frac{\partial P}{\partial \nu}(\tau, \nu, 0) - r P(\tau, \nu, 0) = 0, \quad (2.6.16b)
\]

\[
\lim_{\nu \to \infty} \left( \frac{\partial P}{\partial \tau}(\tau, \nu, S) + \frac{1}{2} \nu S^2 \frac{\partial^2 P}{\partial S^2}(\tau, \infty, S) + r S \frac{\partial P}{\partial S}(\tau, \infty, S) - r P(\tau, \infty, S) \right) = 0, \quad (2.6.16c)
\]

\[
\frac{\partial P}{\partial \tau}(\tau, 0, S) + r S \frac{\partial P}{\partial S}(\tau, 0, S) + \kappa \gamma \frac{\partial P}{\partial \nu}(\tau, 0, S) - r P(\tau, 0, S) = 0. \quad (2.6.16d)
\]

As we can see, the Heston PDE is satisfied at the boundaries, resulting in the boundary conditions (2.6.16b)–(2.6.16d).
In turn, for European put options, the following set of conditions has been studied in [DF12],

\[
\lim_{S \to \infty} \frac{\partial P}{\partial S}(\tau,\nu,S) = 0, \tag{2.6.17a}
\]

\[
P(\tau,\nu,0) = Ke^{-r(T-\tau)}, \tag{2.6.17b}
\]

\[
\lim_{\nu \to \infty} \frac{\partial P}{\partial \nu}(\tau,\nu,S) = 0, \tag{2.6.17c}
\]

\[
\frac{\partial P}{\partial \tau}(\tau,0,S) = 0. \tag{2.6.17d}
\]

The interpretation of these conditions are similar to the American put options, which will be discussed later.

### 2.6.3 Closed-Form Solution for European Options

One of the main advantages of the Heston model is an existence result of the closed-form solution for European options. This is particularly important for calibration purposes, when multiple evaluations of an option price need to be performed with a small computational effort.

We present a representation formula of a closed-form solution for an European call option presented in the original work by L. Heston using the method of characteristic functions, for details of the derivation see [Hes93]. The solution is guessed in the following form

\[
P_C(t,\nu,S) = SF_1 - Ke^{-rt}F_2, \tag{2.6.18}
\]

where \( t = T - \tau \) is the time to maturity and \( F_j \ (j = 1, 2) \) are cumulative distribution functions (in the \( \ln(K) \) variable). They satisfy the log-transformed PDE \( (x = \ln(S)) \) (2.6.10) and can be evaluated via characteristic functions as follows

\[
F_j(t,\nu,x;\ln(K)) = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \mathbb{R} \left[ \frac{e^{-\phi \ln(K)}f_j(t,\nu,x;\phi)}{i\phi} \right] d\phi, \tag{2.6.19}
\]

where \( f_j \) are the characteristic functions of \( F_j, \ j = 1, 2, \) defined as

\[
f_j(t,\nu,x;\phi) = e^{C_j(t;\phi)+D_j(t;\phi)\nu+i\phi x}, \tag{2.6.20}
\]

\[
C_j(t;\phi) = r\phi t + \frac{\kappa\gamma}{\xi^2} \left\{ (b_j - \rho\xi\phi i + d_j)t - 2\ln \left[ \frac{1 - g_j e^{d_j t}}{1 - g_j} \right] \right\}, \tag{2.6.21}
\]

\[
D_j(t;\phi) = \frac{b_j - \rho\xi\phi i + d_j}{\xi^2} \left[ \frac{1 - e^{d_j t}}{1 - g_j e^{d_j t}} \right], \tag{2.6.22}
\]
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with auxiliary quantities
\[ g_j = \frac{b_j - \rho \xi \phi i + d_j}{b_j - \rho \xi \phi i - d_j}, \quad d_j = \sqrt{(\rho \xi \phi i - b_j)^2 - \xi^2(2u_j \phi i - \phi^2)}, \quad (2.6.23) \]
\[ u_1 = \frac{1}{2}, \quad u_2 = -\frac{1}{2}, \quad b_1 = \kappa - \rho \xi, \quad b_2 = \kappa. \quad (2.6.24) \]

Given the closed-form solution for the price of an European call we can use the put-call parity (2.4.15) to determine the price of an European put with the same strike and maturity.

We note that the integrals in (2.6.19) can not be computed directly and require an appropriate quadrature scheme, hence the Heston’s solution is only semi-analytical.

### 2.6.4 American Put Options

We extend our considerations to American put options in the Heston model. Similar arguments as for the Black-Scholes model, Problem 2.4.1, are used here.

**Problem 2.6.1.** The price of an American put option in the Heston model is a solution of the following system of inequalities

\[ \frac{\partial P}{\partial \tau} + \mathcal{L}^H P \leq 0, \quad (\tau, \nu, S) \in [0, T) \times \mathbb{R}_+^2 \quad (2.6.25a) \]
\[ P \geq \mathcal{H}(S), \quad (\tau, \nu, S) \in [0, T) \times \mathbb{R}_+^2 \quad (2.6.25b) \]
\[ \left( \frac{\partial P}{\partial \tau} + \mathcal{L}^H P \right) (P - \mathcal{H}(S)) = 0, \quad (\tau, \nu, S) \in [0, T) \times \mathbb{R}_+^2 \quad (2.6.25c) \]
\[ P(T, \nu, S) = \mathcal{H}(S), \quad (\nu, S) \in \mathbb{R}_+^2, \quad (2.6.25d) \]

with appropriate boundary conditions.

Analogously to European call options, presented previously, several variations of the boundary conditions are found in the literature. The boundary conditions which are common in the literature, see, e.g., [CP99; KSW12], are

\[ \lim_{S \to \infty} P(\tau, \nu, S) = \lim_{S \to \infty} \mathcal{H}(S) = 0, \quad (2.6.26a) \]
\[ P(\tau, \nu, 0) = \mathcal{H}(0), \quad (2.6.26b) \]
\[ \lim_{\nu \to \infty} \frac{\partial P}{\partial \nu} (\tau, \nu, S) = 0, \quad (2.6.26c) \]
\[ P(\tau, 0, S) = \mathcal{H}(S). \quad (2.6.26d) \]

They can be described as follows, see, e.g., [CP99]: when the stock price is \( S = 0 \), it remains at zero, (2.6.1a), and an immediate exercise of the option is the best in this
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case, which leads to a profit of $K - S$. For a large stock price, $S \to \infty$, the option is far out of the money and becomes worthless. For $\nu \to \infty$, it is expected that the price of the option is insensitive to the change of the volatility. For $\nu$ falling to 0, the asset becomes deterministic and an option is immediately exercised.

As before, the main difficulty and point of discussion appears for the boundary $\nu = 0$, due to the degeneracy of the Heston PDE. For this boundary, one may use a homogeneous Neumann boundary condition, [CP99; DF12],

$$
\lim_{S \to \infty} P(\tau, \nu, S) = 0, \quad \text{(2.6.27a)}
$$

$$
P(\tau, \nu, 0) = \mathcal{H}(0), \quad \text{(2.6.27b)}
$$

$$
\lim_{\nu \to \infty} \frac{\partial P}{\partial \nu}(\tau, \nu, S) = 0, \quad \text{(2.6.27c)}
$$

$$
\frac{\partial P}{\partial \nu}(\tau, 0, S) = 0. \quad \text{(2.6.27d)}
$$

In addition, Clarke et al., [CP99], propose to replace the condition (2.6.27a) with the gradient condition (2.6.28), "which was found in practice to be a better approximation at large volatilities":

$$
\lim_{S \to \infty} \frac{\partial P}{\partial \nu}(\tau, \nu, S) = 0. \quad \text{(2.6.28)}
$$

This modification was taken into account in subsequent research and as a result the following set of conditions appears in [HH15; IT08; IT09; Oos03]:

$$
\lim_{S \to \infty} \frac{\partial P}{\partial \nu}(\tau, \nu, S) = 0, \quad \text{(2.6.29a)}
$$

$$
P(\tau, \nu, 0) = \mathcal{H}(0), \quad \text{(2.6.29b)}
$$

$$
\lim_{\nu \to \infty} \frac{\partial P}{\partial \nu}(\tau, \nu, S) = 0. \quad \text{(2.6.29c)}
$$

For the boundary $\nu \to 0$, it is assumed that the Heston problem (2.6.25) is fulfilled on $\nu = 0$,

$$
\begin{cases}
\frac{\partial P}{\partial \tau} + \tilde{L}^H P \leq 0, & P \geq \mathcal{H}(S), \\
\left(\frac{\partial P}{\partial \tau} + \tilde{L}^H P\right)(P - \mathcal{H}(S)) = 0,
\end{cases} \quad \text{(2.6.29d)}
$$

where the operator $\tilde{L}^H$ is defined in (2.6.14).

Note that in [Oos03], instead of the boundary condition (2.6.29d), the condition (2.6.27d) is used.
In [OO13] the same setting of the boundary conditions (2.6.29) is used, despite a small modification. Instead of the first order derivative terms for \( \nu, S \to \infty \), the second derivative asymptotic boundary condition is employed (2.6.30)

\[
\lim_{\nu,S \to \infty} \frac{\partial^2 P}{\partial S \partial \nu}(\tau, \nu, S) = 0.
\] (2.6.30)

In [FLM+11], all boundary conditions are set up to be the value of the pay-off function,

\[
\lim_{\nu,S \to 0, \nu,S \to \infty} |P(\tau, \nu, S) - \mathcal{H}(S)| = 0.
\] (2.6.31)

In [ZFV98], for \( S \to \infty \) one uses \( P(\tau, \nu, S) = 0 \). The remaining boundary conditions \( (\nu, S \to 0, \nu \to \infty) \) are obtained by taking an asymptotic limit in the Heston PDE (2.6.16b)-(2.6.16d), similarly to the case of European options.

### 2.7 Log-Transformation and Localization of the Problem

The Black-Scholes (2.4.10) and Heston (2.6.11) operators have variable coefficients in the stock price direction. For convenience of numerical simulation and for eliminating the degeneracy of the PDE when \( S = 0 \), a standard way is to perform a log-transformation of a stock variable by introducing a new variable \( x := \log (S/K) \).

In addition, a transformation of the time axis \( t := T - \tau \) allows us to consider a forward problem instead of a backward one.

Denote \( w(t, x) := P(T - t, Ke^x) \) to be an option’s price in the new variables. The pay-off function for a call or put option transforms to \( \chi(x) := \mathcal{H}(Ke^x) \),

\[
\chi(x) = \begin{cases} (Ke^x - K)_+, & \text{call,} \\ (K - Ke^x)_+, & \text{put.} \end{cases}
\] (2.7.1)

Define \( L := L^s \), \( s \in \{\text{BS, H}\} \) to be a spatial operator for the Black-Scholes \( (s = \text{BS}) \) or Heston \( (s = \text{H}) \) models with respect to the log-transformation of the stock-price. It corresponds to an operator \( L^s \), \( s = \{\text{BS, H}\} \) in (2.4.10), (2.6.11), and is defined as follows:

\[
L^\text{BS} w = \frac{1}{2} \sigma^2 \frac{\partial^2 w}{\partial x^2} + \left( r - \frac{1}{2} \sigma^2 \right) \frac{\partial w}{\partial x} - rw,
\] (2.7.2)

\[
L^\text{H} w = \frac{1}{2} \nu \frac{\partial^2 w}{\partial x^2} + \xi \nu \rho \frac{\partial^2 w}{\partial \nu \partial x} + \frac{1}{2} \xi^2 \nu \frac{\partial^2 w}{\partial \nu^2} + \kappa (\gamma - \nu) \frac{\partial w}{\partial \nu} + \left( r - \frac{1}{2} \nu \right) \frac{\partial w}{\partial x} - rw.
\] (2.7.3)
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In a case of a dividend payment, similarly to (2.4.11), the log-transformed Black-Scholes operator is defined as follows

\[ L_{BS}^{w} = \frac{1}{2} \sigma^2 \frac{\partial^2 w}{\partial x^2} + (r - \frac{1}{2} \sigma^2 - q) \frac{\partial w}{\partial x} - rw. \tag{2.7.4} \]

Above operators are of diffusion-convection-reaction type. In a compact form the Heston operator (2.7.3) can be re-written as

\[ L_{H}^{w} = \nabla \cdot A \nabla w - b \cdot \nabla w - rw, \tag{2.7.5a} \]

with \( \nabla := \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial x} \right)^T \), diffusion matrix \( A \) and velocity vector \( b \)

\[
A := \begin{pmatrix}
\xi^2 & \rho \xi \\
\rho \xi & 1
\end{pmatrix}, \quad b := \begin{pmatrix}
-\kappa (\gamma - \nu) + \frac{1}{2} \xi^2 \\
-r + \frac{1}{2} \nu + \frac{1}{2} \xi \rho
\end{pmatrix}. \tag{2.7.5b}
\]

We introduce a spatial domain \( \Omega_{\infty} := (-\infty, \infty) \) for the Black-Scholes model and \( \Omega_{\infty} := (0, \infty) \times (-\infty, \infty) \) for the Heston model.

With the use of these notations, we can reformulate the option pricing problems for European and American options as follows.

**Problem 2.7.1.** The price of the European call/put option in the Black-Scholes or Heston model is a solution of the following problem

\[
\frac{\partial w}{\partial t} - L^{s} w = 0, \quad \text{in} \quad (0, T] \times \Omega_{\infty}, \tag{2.7.6a}
\]

\[
w_{0}(x) = \chi(x), \quad \text{in} \quad \Omega_{\infty}, \tag{2.7.6b}
\]

with \( s \in \{BS, H\} \) and subject to the corresponding boundary conditions.

**Problem 2.7.2.** The price of the American put option in the Black-Scholes or Heston model is a solution of the system of inequalities

\[
\frac{\partial w}{\partial t} - L^{s} w \geq 0, \quad \text{in} \quad (0, T] \times \Omega_{\infty}, \tag{2.7.7a}
\]

\[
w \geq \chi, \quad \text{in} \quad (0, T] \times \Omega_{\infty}, \tag{2.7.7b}
\]

\[
\left( \frac{\partial w}{\partial t} - L^{s} w \right)(w - \chi) = 0, \quad \text{in} \quad (0, T] \times \Omega_{\infty}, \tag{2.7.7c}
\]

\[
w_{0}(x) = \chi(x), \quad \text{in} \quad \Omega_{\infty}, \tag{2.7.7d}
\]

with \( s \in \{BS, H\} \) and subject to the corresponding boundary conditions.
In order to perform a numerical simulation, we localize the problem to a bounded domain \( \Omega \). It is defined as \( \Omega := (x_{\text{min}}, x_{\text{max}}) \subset \mathbb{R} \) for the Black-Scholes model and \( \Omega := (\nu_{\text{min}}, \nu_{\text{max}}) \times (x_{\text{min}}, x_{\text{max}}) \subset \mathbb{R}^2 \) for the Heston model, with \( x_{\text{min}} < 0 < x_{\text{max}} \) and \( 0 < \nu_{\text{min}} < \nu_{\text{max}} \).

If not stated otherwise, we assume that the Feller condition (2.6.2) is satisfied, such that the variance process is strictly positive. Taking \( \nu_{\text{min}} > 0 \) allows us to avoid the degeneracy of the Heston PDE at \( \nu = 0 \) and preserve the matrix \( \mathbf{A} \) in (2.7.5b) to be uniformly positive definite.

Next, we impose boundary conditions on the truncated boundaries of the domain \( \Omega \). The boundary conditions (2.4.13b), (2.4.14b) for European call and put options in the Black-Scholes model transforms accordingly with respect to the new variable. The truncated boundary conditions for the European call option in the Heston model follows from (2.6.13) and are prescribed as in [WAW01]:

\[
\begin{align*}
\Gamma_1 : \nu = \nu_{\text{min}} & \quad w(t, \nu_{\text{min}}, x) = Ke^x N(d_1) - Ke^{-rt} N(d_2), \\
\Gamma_2 : \nu = \nu_{\text{max}} & \quad w(t, \nu_{\text{max}}, x) = Ke^x, \\
\Gamma_3 : x = x_{\text{min}} & \quad w(t, \nu, x_{\text{min}}) = \lambda w(t, \nu_{\text{max}}, x_{\text{min}}) + (1 - \lambda)w(t, \nu_{\text{min}}, x_{\text{min}}), \\
\Gamma_4 : x = x_{\text{max}} & \quad \frac{\partial w}{\partial x}(t, \nu_{\text{max}}) := \mathbf{A} \nabla w \cdot \mathbf{n} = \frac{1}{2} \nu Ke^x. 
\end{align*}
\]

The quantity \( \lambda = \frac{\nu - \nu_{\text{min}}}{\nu_{\text{max}} - \nu_{\text{min}}} \) is defined in (2.4.18). The quantities \( d_{1,2} \) are defined in (2.4.18) with \( \sigma = \sqrt{\nu}, \nu = \gamma \) and \( \gamma = \nu_{\text{min}} \) and \( \gamma = \nu_{\text{max}} \) respectively.

Alternatively, instead of a Neumann condition on \( \Gamma_4 := \{x = x_{\text{max}}\} \), one may impose a Dirichlet boundary condition as a linear interpolation between the values \( \nu = \nu_{\text{min}} \) and \( \nu = \nu_{\text{max}} \),

\[
\begin{align*}
\Gamma_4 : x = x_{\text{max}} & \quad w(t, \nu, x_{\text{max}}) = \lambda w(t, \nu_{\text{max}}, x_{\text{max}}) + (1 - \lambda)w(t, \nu_{\text{min}}, x_{\text{max}}), \\
\lambda & = \frac{\nu - \nu_{\text{min}}}{\nu_{\text{max}} - \nu_{\text{min}}}. 
\end{align*}
\]

For European put options in the Heston model, the truncated boundary conditions
follows from (2.6.17)

\[
\begin{align*}
\frac{\partial w}{\partial \nu}(t, \nu_{\text{min}}, x) &= 0, & \text{on } \Gamma_1, \quad (2.7.10a) \\
\frac{\partial w}{\partial \nu}(t, \nu_{\text{max}}, x) &= 0, & \text{on } \Gamma_2, \quad (2.7.10b) \\
w(t, \nu, x_{\text{min}}) &= Ke^{-rt}, & \text{on } \Gamma_3, \quad (2.7.10c) \\
w(t, \nu, x_{\text{max}}) &= 0, & \text{on } \Gamma_4. \quad (2.7.10d)
\end{align*}
\]

For an American put in the Black-Scholes model we set

\[
w(t, x) = \chi(x), \quad \text{on } \Gamma_3 \cup \Gamma_4. \quad (2.7.11)
\]

The boundary conditions (2.6.26) for an American put in the Heston model on the truncated domain are replaced by

\[
\begin{align*}
\frac{\partial w}{\partial \nu}(t, \nu_{\text{max}}, x) &= 0, & \text{on } \Gamma_2. \quad (2.7.12) \\
\frac{\partial w}{\partial \nu}(t, \nu_{\text{min}}, x) &= 0, & \text{on } \Gamma_1, \quad (2.7.13) \\
w(t, \nu, x_{\text{min}}) &= \chi(x), & \text{on } \Gamma_3 \cup \Gamma_4, \quad (2.7.14a) \\
w(t, \nu, x_{\text{max}}) &= 0, & \text{on } \Gamma_4, \quad (2.7.14b) \\
\frac{\partial w}{\partial \nu}(t, \nu_{\text{max}}, x) &= 0, & \text{on } \Gamma_2. \quad (2.7.14c)
\end{align*}
\]
3 RBM for Parametrized Linear Parabolic Equations

3.1 Introduction

In this chapter we consider an application of the reduced basis methods to European options or, generally speaking, to parametrized linear parabolic problems. The methodology was extensively studied in the literature, cf. [BMP+12; GP05; Gre05; Haa16; HO08b; HRS16; Roz05; VPR+03] and the references therein.

The reduced basis method is a model order reduction technique, which tries to exploit the parameter-dependence of the problem and is based on an approximation by low-dimensional spaces. These spaces are constructed by greedy procedures from a set of snapshots, i.e., solutions computed at different parameter values. For parabolic problems, an adapted version of the greedy strategy, the POD-Greedy procedure, is used, [Haa13; HO08b]. The efficiency of the method is then established with a so-called offline-online decomposition of the computation routine.

We refer to some recent contributions of the reduced basis method in the context of option pricing. In [CLP11] a tailored RB approach is used to price options with diffusion and jump-diffusion models, which later was generalized to basket options [Pir11] and, in fact, was shown to be a variant of the Proper Orthogonal Decomposition method (POD) [Pir12]. In [MU14] the reduced basis method in a space-time framework was applied to price European options in the Heston model with parameter functions as initial condition. The reduced basis method for basket options in the Black-Scholes and Heston model in combination with sparse grids was explored in [PGB15].

In this chapter we recall the theoretical framework of the RBM for linear parabolic equations with an adaptation to the pricing of European options. In particular, we discuss the POD-Greedy procedure for the reduced basis construction as well as a posteriori error estimates. Several numerical tests at the end of the chapter provide a verification of the described approach.

The content of this chapter is structured as follows: In Section 3.2 we present the strong formulation of the model problem to price European options. In Section 3.3 we provide the weak and discrete weak formulations of the problem. In Section 3.4, we outline the main aspects of the reduced basis methodology for linear parabolic equations. In particular, we discuss a derivation of a posteriori error bounds (see
Section 3.4.2) and an algorithm for the construction of reduced basis spaces (see Section 3.4.3). An offline-online computational procedure, in a general framework as well as for particular examples of the Black-Scholes and Heston models, is summarized in Section 3.4.4. Numerical results, given in Section 3.5, illustrate the performance of the method for pricing European options in the Heston model.

3.2 Model Problem: European Options

Recall the problem formulation to price European options, introduced in Chapter 2. We present the problem in the context of a general framework, which can cover a larger class of applications, not necessarily in finance.

Let \( \Omega \subset \mathbb{R}^d, \ d = 1, 2, \) be an open bounded domain with Lipschitz continuous boundary \( \partial \Omega. \) Consider a second order linear differential operator

\[
Lw := \nabla \cdot (K \nabla w) - b \cdot \nabla w - c_0 w,
\]

where \( K : \Omega \rightarrow \mathbb{R}^{d \times d}, \ b : \Omega \rightarrow \mathbb{R}^d, \ c_0 : \Omega \rightarrow \mathbb{R}. \) We impose the following assumptions on the coefficients,

(A1) there exist constants \( 0 < k_1 \leq k_2, \) such that \( k_1|\xi|^2 \leq K(x)\xi \cdot \xi \leq k_2|\xi|^2, \) for all \( \xi \in \mathbb{R}^d, \) a.e. \( x \in \Omega. \)

(A2) \( K := (\kappa_{ij})_{i,j=1}^d, \ b := (b_j)_{j=1}^d, \) with \( \kappa_{ij}, b_j, c_0 \in L^\infty(\Omega). \)

The first condition is often referred as *ellipticity* of the differential operator \( \nabla \cdot (K \nabla w) \) with ellipticity constant \( k_1. \)

Define the space-time cylinder \( Q_T := (0, T] \times \Omega, \ T > 0 \) and the space-time surfaces \( \Sigma_D := (0, T] \times \Gamma_D, \ \Sigma_N := (0, T] \times \Gamma_N, \) where \( \Gamma_D \) and \( \Gamma_N \) denote the Dirichlet and Neumann portions of the boundary \( \partial \Omega, \ \partial \Omega := \Gamma_D \cup \Gamma_N, \ \Gamma_D \cap \Gamma_N = \emptyset, \) respectively.

We are dealing with the following initial and boundary value problem: Given \( w_0 : \Omega \rightarrow \mathbb{R}, \ g : \Sigma_D \rightarrow \mathbb{R} \) and \( h : \Sigma_N \rightarrow \mathbb{R}, \) find \( w : Q_T \rightarrow \mathbb{R}, \) satisfying

\[
\frac{\partial w}{\partial t} - Lw = 0, \quad \text{in} \ Q_T, \quad (3.2.2a)
\]

\[
w(0) = w_0, \quad \text{on} \ \Omega, \quad (3.2.2b)
\]

\[
w = g, \quad \text{on} \ \Sigma_D, \quad (3.2.2c)
\]

\[
\frac{\partial w}{\partial n_L} = h, \quad \text{on} \ \Sigma_N, \quad (3.2.2d)
\]

where \( \frac{\partial w}{\partial n_L} \) is a conormal derivative of \( w \) w.r.t. \( L. \) Note that we consider only a time independent linear operator \( L. \)

Such model covers a very large class of problems, e.g., convection-diffusion-reaction processes with also non-homogeneous right-hand side, where the term \( -\nabla \cdot (K \nabla w) \)
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describes the diffusion (with $K$ being a diffusion/conductivity matrix), the term $b \cdot \nabla w$ models the transport or convection process (with $b$ being a velocity/convective field) and $c_0 w$ represents the reaction term (with a reaction rate $c_0$).

In particular, for the Black-Scholes and Heston models, recall the following settings from Section 2. The domain $\Omega$ is defined in (3.2.3a) and (3.2.3b) respectively.

\begin{align}
\Omega &= \{ x \in \mathbb{R} : -\infty \leq x_{\min} \leq x \leq x_{\max} < \infty \}, \tag{3.2.3a} \\
\Omega &= \{ (\nu, x) \in \mathbb{R}^2 : 0 < \nu_{\min} \leq \nu \leq \nu_{\max} < \infty, -\infty < x_{\min} \leq x \leq x_{\max} < \infty \}. \tag{3.2.3b}
\end{align}

The initial value $w_0$ is defined as the value of the pay-off functional $w_0 = \chi(x)$, $\chi(x) := (K - Ke^x)_+$ or $\chi(x) := (Ke^x - K)_+$, for a call or put option respectively, (2.7.1).

The spatial operator $L$ is defined in (2.7.4) and (2.7.5) for the Black-Scholes and Heston models respectively. The boundary data $h$ and $g$ together with the boundary portions $\Gamma_D, \Gamma_N$ of $\partial \Omega$ are specified in Section 2.7.

3.3 Detailed Problem Formulation

In this section we present a variational formulation of (3.2.2), state a well-posedness result and discuss the discretization of the weak problem.

3.3.1 Mathematical Preliminaries

To recast the problem (3.2.2) in a weak form, we recall the notion of Bochner spaces, which are used to study time-dependent PDEs, see, e.g., [LM72a; LM72b; Zei90].

In the context of parabolic problems, a standard way to consider a space-time function $u$ as a vector-valued function $u : [0, T] \to X$, defined on a time interval $[0, T]$, $0 < T < \infty$ with values in some Banach or Hilbert space $X$. Consider a Gelfand triple (or an “evolution triple”) of Hilbert spaces $X \hookrightarrow H \hookrightarrow X'$, see, e.g., [Zei90, Section 23.4], with $X'$ being the dual space of $X$. Denote by $(\cdot, \cdot)_X$ the scalar product on $X$ with the corresponding norm $\| \cdot \|_X$. Define $(\cdot, \cdot)_{X' \times X}$ to be a duality pairing of $X$ with $X'$. For example, a standard choice for linear parabolic PDEs is

$$
H := L^2(\Omega), \quad H_0^1(\Omega) \subset X \subset H^1(\Omega).
$$

Denote by $L^2(0, T; X)$ the space of all measurable functions $u : [0, T] \to X$, for which

$$
\| u \|_{L^2(0, T; X)} := \left( \int_0^T \| u(t) \|^2_X dt \right)^{1/2} < \infty.
$$

We define the Sobolev space $W(0, T; X)$ as follows:

$$
W(0, T; X) := \left\{ u \in L^2(0, T; X) : u' = \frac{du}{dt} \in L^2(0, T; X') \right\},
$$
where the time derivative \( \frac{du}{dt} \) is understood as a generalized derivative on \((0,T)\), such that
\[
\langle u'(t), v \rangle_{X' \times X} = \frac{d}{dt} (u(t), v)_H, \quad \forall v \in X.
\] (3.3.1)

The space \( W(0,T;X) \) is endowed with the norm
\[
\|u\|_{W(0,T;X)} := \|u\|_{L^2(0,T;X)} + \|u'\|_{L^2(0,T;X')}.
\]

An alternative notation is
\[
W(0,T;X) = \overline{L^2(0,T;X)} \setminus \text{H}^{1/4}(0,T;L^2(\Gamma_D)).
\] (3.3.2)

### 3.3.2 Variational Formulation

Introduce the following spaces
\[
X = \text{H}^1(\Omega), \quad V = \text{H}^1_{\Gamma_D}(\Omega) := \{v \in X : v|_{\Gamma_D} = 0\}.
\] (3.3.3)

If not stated otherwise, we equipped these spaces with the following norms, \( \| \cdot \|_X = \| \cdot \|_{\text{H}^1(\Omega)} \) and \( \| \cdot \|_V = \| \cdot \|_{\text{H}^1(\Omega)} \), where the former is the full \( \text{H}^1 \)-norm and the latter is the corresponding seminorm. We set \( H := \text{L}^2(\Omega) \), and assume that \( w_0 \in H \) and the Dirichlet boundary data \( g \in \text{L}^2(0,T;\text{H}^{1/2}(\Gamma_D)) \cap \text{H}^{1/4}(0,T;\text{L}^2(\Gamma_D)) \). Introduce a linear continuous extension operator \( R \), which extends a non-homogeneous Dirichlet boundary conditions to the interior of the domain,
\[
R : \text{L}^2(0,T;\text{H}^{1/2}(\Gamma_D)) \cap \text{H}^{1/4}(0,T;\text{L}^2(\Gamma_D)) \rightarrow W(0,T;X).
\] (3.3.4)

Such operator can be defined, e.g., as the solution of the heat equation \((\partial \Omega \subset C^2)\), [LM72b, Chapter 4, Section 15.5]. Define the Dirichlet lift function \( u_L \in W(0,T;X) \) as \( u_L = Rg \). For all \( v \in V \) we now define \( f(t) \) via the functional
\[
\langle f(t), v \rangle_{V' \times V} = \int_{\Gamma_N} h(t)v d\Gamma_N - \frac{d}{dt} (u_L(t), v)_H - a(u_L(t), v).
\] (3.3.5)

Assuming that \( h \in \text{L}^2(0,T;\text{L}^2(\Gamma_N)) \) and provided \( u_L \in W(0,T;X) \), we have \( f \in \text{L}^2(0,T;V') \). Next, we define a bilinear form \( a : V \times V \rightarrow \mathbb{R} \), as
\[
a(u, v) = \int_{\Omega} ([\nabla u \cdot \nabla v + b \cdot \nabla uv + c_0 uv]) d\Omega.
\] (3.3.6)

We say that a bilinear form \( a(\cdot, \cdot) \) is (strongly) coercive and continuous, if there exist \( 0 < \alpha_a \leq \gamma_a < \infty \), such that
\[
\begin{align*}
|a(u, v)| & \leq \gamma_a \|u\|_V \|v\|_V \quad \forall u, v \in V, \quad \text{(continuity)} \quad (3.3.7a) \\
a(v, v) & \geq \alpha_a \|v\|_V^2 \quad \forall v \in V. \quad \text{(coercivity)} \quad (3.3.7b)
\end{align*}
\]
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We also introduce a weaker condition than a strong coercivity, referred to as the Gårding inequality. We say, that the bilinear form satisfies the Gårding inequality if there exist \( \alpha > 0 \) and \( 0 \leq \lambda < \infty \), such that

\[
a(v, v) \geq \alpha \|v\|^2_V - \lambda \|v\|^2_{L^2(\Omega)} \quad \forall v \in V.
\]

(Gårding inequality) (3.3.7c)

Obviously, if the bilinear form is coercive, then it satisfies the Gårding inequality.

We define \( u(t) := w(t) - u_L(t) \), \( t \in (0, T) \), with \( u(0) = u_0 := w(0) - u_L(0) \). Then we consider the following weak formulation of (3.2.2) with the homogeneous Dirichlet boundary conditions: Given \( u_0 \in H, f \in L^2(0, T; V') \), find \( u \in W(0, T; V) \), such that for a.e. \( t \in (0, T) \) it holds

\[
\frac{d}{dt}(u(t), v)_H + a(u(t), v) = \langle f(t), v \rangle_{V' \times V}, \quad \forall v \in V,
\] (3.3.8a)

\[
u(0) = u_0.
\] (3.3.8b)

The well-posedness of the problem (3.3.8) is a well-know result; see e.g., [DL00, Chapter XVIII, §3], [QV94, Theorem 11.1.1, Remark 11.1.1] and is summarized in the following theorem.

**Theorem 3.3.1.** Let \( V, H \) are given and form a Gelfand triple. Assume a bilinear form \( a(\cdot, \cdot) \) is continuous and satisfies a Gårding inequality on \( V \), (3.3.7). Then, given \( f \in L^2(0, T; V') \) and \( u_0 \in H \), there exist a unique solution \( u \in W(0, T; V) \) of (3.3.8).

**Remark 3.3.1.** Note that under the assumptions (A1)–(A2), the bilinear form \( a(\cdot, \cdot) \) (3.3.6) is always continuous and satisfies a Gårding inequality, see, e.g., [QV94]. However a coercivity condition does not follow directly and requires additional investigations of the coefficients. In some cases, e.g., if

\[
c_0(x) - \frac{1}{2} \nabla \cdot b(x) \geq \mu_0 > 0 \quad \text{in } \Omega \quad b \cdot n \geq 0 \quad \text{on } \Gamma_N,
\]

then we can conclude that the bilinear form is coercive on \( V \) with \( \| \cdot \|_V = | \cdot |_{H^1} \), see e.g., [QV94].

3.3.3 Parametrized Problem

We consider option pricing models which involve a set of different parameters. It is convenient to reformulate the problem (3.3.8) as a parametrized PDE. Denote by \( \mu = (\mu_1, \ldots, \mu_p) \) an input parameter vector, collecting all parameters of the model, and by \( \mathcal{P} \subset \mathbb{R}^p \), a \( p \)-dimensional parameter set. Then for any \( \mu \in \mathcal{P} \) we consider
the following parametrized form of the problem (3.3.8): Given \( f(\mu) \in L^2(0,T;V') \), \( u_0(\mu) \in H \), find \( u(\mu) \in W(0,T;V) \) such that for a.e. \( t \in (0,T) \) it holds

\[
\begin{align*}
\frac{d}{dt}(u(t;\mu),v)_H + a(u(t;\mu),u(t;\mu)) &= \langle f(t;\mu),v \rangle_{V' \times V}, \quad \forall v \in V, \tag{3.3.10a} \\
u(0) &= u_0(\mu). \tag{3.3.10b}
\end{align*}
\]

For the well-posedness of the parametrized problem, we need to require that the parameter dependent bilinear form \( a(\cdot,\cdot;\mu) \) remains continuous and coercive (or at least satisfies the Gårding inequality) for all values of the parameter \( \mu \in P \), i.e., there exist positive constants \( 0 < \alpha_a(\mu), 0 < \gamma_a(\mu) \leq \gamma_a < \infty, 0 \leq \lambda_a(\mu) \leq \lambda_a < \infty, \) such that

\[
\begin{align*}
|a(u,v;\mu)| &\leq \gamma_a(\mu)\|u\|_V\|v\|_V \quad \forall u, v \in V, \tag{3.3.11} \\
a(v,v;\mu) &\geq \alpha_a(\mu)\|v\|_V^2 - \lambda_a(\mu)\|v\|_{L^2(\Omega)}^2 \quad \forall v \in V. \tag{3.3.12}
\end{align*}
\]

For all \( \mu \in P \) the coercivity and continuity constants are, respectively, defined as

\[
\gamma_a(\mu) = \sup_{\mu \in V} \frac{a(u,v;\mu)}{\|u\|_V\|v\|_V}, \quad \alpha_a(\mu) = \inf_{\mu \in V} \frac{a(u,u;\mu) + \lambda_a(\mu)\|u\|_{L^2(\Omega)}^2}{\|u\|_V^2}. \tag{3.3.13}
\]

We note that the optimal choice of \( \alpha_a(\mu) \) still depends on an admissible choice of \( \lambda_a(\mu) \), which should fulfill

\[
\lambda_a(\mu) > -\inf_{u \in L^2(\Omega)} \frac{a(u,u;\mu)}{\|u\|_{L^2(\Omega)}^2}.
\]

Due to the strict inequality, which can not be relaxed, there is still some freedom in the choice of \( \lambda_a(\mu) \).

To simplify the presentation, in some cases we omit the parameter vector \( \mu \) in the notation of the parameter dependent quantities.

**Parametrized form of the Black-Scholes and Heston models**

Recall that in the case of the Black-Scholes model, \( \mu = (\sigma,q,r) \in P \subset \mathbb{R}^3 \) with \( \sigma > 0, q,r \geq 0 \) (see Section 2.4), and in the Heston model, \( \mu = (\xi,\rho,\gamma,\kappa,r) \in P \subset \mathbb{R}^5 \), with \( \xi,\gamma,\kappa > 0, r \geq 0, \rho \in (-1,1) \) (see Section 2.6).

We define the bilinear form \( a(\cdot,\cdot;\mu) := a^s(\cdot,\cdot;\mu), s = \{\text{BS},\text{H}\} \), for the Black-Scholes (3.3.14a) and Heston (3.3.14b) models. Note that \( a(\cdot,\cdot;\mu) \) is given by (3.3.6), where \( K = \frac{1}{2}\sigma^2, b = (\frac{1}{2}\sigma^2 + q - r) \), and \( c_0 = r \) for the Black-Scholes and \( K = A \) and
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\[ c_0 = r \] for the Heston models:

\[
\begin{align*}
\mathcal{A}_{BS}(u, v; \mu) &:= \int_{\Omega} \left( \frac{1}{2} \sigma^2 \nabla u \cdot \nabla v + \left( \frac{1}{2} \sigma^2 + q - r \right) \nabla uv + ruv \right) d\Omega, \\
\mathcal{A}_{H}(u, v; \mu) &:= \int_{\Omega} \left( A \nabla u \cdot \nabla v + b \cdot \nabla uv + ruv \right) d\Omega,
\end{align*}
\]  
(3.3.14a/b)

where

\[
A := \frac{1}{2} \nu \begin{bmatrix} \xi^2 & \rho \xi \\ \rho \xi & 1 \end{bmatrix}, \quad b := \begin{bmatrix} -\kappa (\gamma - \nu) + \frac{1}{2} \xi^2 \\ -r + \frac{1}{2} \nu + \frac{1}{2} \xi \rho \end{bmatrix},
\]  
(3.3.15)

Note, we have \( \nu \geq \nu_{\text{min}} > 0, \rho \in (-1, 1) \) and, hence, \( A \) is uniformly positive definite on \( \Omega \).

It follows, from the admissible values of the parameters, that for both models the assumptions (A1) and (A2) are fulfilled. Hence, the bilinear forms (3.3.14) are continuous and satisfy the Gårding inequality, and the existence of a unique solution for the Black-Scholes and Heston models is guaranteed, see Theorem 3.3.1, Remark 3.3.1.

Moreover, for \( r > 0 \), \( \mathcal{A}_{BS}(\cdot, \cdot) \) is also coercive, see Remark 3.3.1. However, the same is not true for \( \mathcal{A}_{H}(\cdot, \cdot) \). In fact, if the coefficients of the Heston model are such that \( r > \frac{1}{2} \kappa \) and, if (2.7.8d) is applied, also \( \frac{1}{2} \xi \rho - r > 0 \), then the bilinear form \( \mathcal{A}_{H}(\cdot, \cdot) \) is coercive, Remark 3.3.1, see also [WAW01, Theorem 3.1].

3.3.4 Discretization

We introduce a high-fidelity approximation of (3.3.10). Upon the discrete problem we will later build our reduced basis approximation. In this context, the discrete problem is often referred as the “detailed” or “truth” one, and the original model problem (3.2.2) as the “exact” one.

Let \( X_N \subset X \) and \( V_N \subset V \) be finite-dimensional subspaces of \( X \) and \( V \) respectively, endowed with the basis

\[
X_N = \text{span}\{\phi_i, \ i = 1, \ldots, N_X\}, \quad V_N = X_N \cap V = \text{span}\{\phi_i, \ i = 1, \ldots, N_V\},
\]

of the dimension \( \dim(V_N) = N_V = N \) and \( \dim(X_N) = N_X \). The dimensions \( N, N_X \) are assumed to be large enough, such that the error between the exact and discrete solution is negligible. The discrete spaces inherit the inner products and norms of the exact spaces, i.e., \( (\cdot, \cdot)_{X_N} = (\cdot, \cdot)_X, \quad \|\cdot\|_{X_N} = \|\cdot\|_X \), and analogously for \( V_N \).

For the temporal discretization, we apply a \( \theta \)-scheme, with \( \theta = 1 \) for the implicit Euler, \( \theta = 0 \) for the explicit Euler and \( \theta = 1/2 \) for the Crank-Nicolson schemes. Since, for \( 1/2 \leq \theta \leq 1 \) the scheme is unconditionally stable, see, e.g., [QV94], for further discussion we restrict ourselves to this choice of the parameter \( \theta \).
We divide the interval \([0,T]\) into \(I\) subintervals of equal length \(\Delta t := T/I\) and \(t^k := k\Delta t, 0 < k \leq I\). For notational convenience, we introduce the following sets of indices
\[
\mathbb{I} \equiv \{0, \ldots, I-1\}, \quad \mathbb{I}_0 \equiv \mathbb{I} \cup \{I\}
\]
(3.3.16)
The exact solution \(u(t; \mu)\) is then approximated by \(u^{k+1}_N(\mu) := u_N(t^{k+1}; \mu) \in V_N,\)
\[
u^{k+1}_N(\mu) = \sum_{j=1}^{N} u^{k+1}_j(\mu) \phi_j, \quad u^{k+1}_N(\mu) \in \mathbb{R}, \quad k \in \mathbb{I}.
\]
Denote by \(g^k_N(\mu)\) the nodal interpolation of the Dirichlet data \(g^k(\mu) \in \mathcal{P}, k \in \mathbb{I}_0,\) i.e., \(g^k_N(\mu) = \mathcal{I}_N(g^k(\mu))\), where \(\mathcal{I}_N\) is the nodal interpolation operator. Denote by \(X^0_N \subset X_N\) the space of basis functions associated with the nodes on the Dirichlet boundary \(\Gamma_D\). Then we introduce a discrete linear continuous extension operator \(\mathcal{R}_N : X^0_N \to X_N,\) and a discrete lift function \(u^k_{N^d}(\mu) = \mathcal{R}_N(g^k_N(\mu)) \in X_N\). Furthermore, for all \(\mu \in \mathcal{P}, k \in \mathbb{I},\) we define the linear functional
\[
J^{k+\theta}(v; \mu) = \int_{\Gamma_N} \left( \theta h^{k+1}(\mu) + (1-\theta)h^k(\mu) \right) v d\Gamma_N
\]
\[
- \frac{1}{\Delta t} \left( u^{k+1}_{N^d}(\mu) - u^k_{N^d}(\mu), v \right)_{L^2(\Gamma)} - a \left( \theta u^{k+1}_N(\mu) + (1-\theta)u^k_N(\mu), v; \mu \right).
\]
(3.3.17)

**Problem 3.3.1** (Detailed problem). Given \(\mu \in \mathcal{P}, \theta \in [1/2,1],\) find \(u^{k+1}_N(\mu) \in V_N, k \in \mathbb{I},\) such that for all \(v \in V_N\) holds
\[
\frac{1}{\Delta t} \left( u^{k+1}_N(\mu) - u^k_N(\mu), v \right)_{L^2(\Omega)} + a \left( \theta u^{k+1}_N(\mu) + (1-\theta)u^k_N(\mu), v; \mu \right) = J^{k+\theta}(v; \mu),
\]
(3.3.18a)
\[
\left( u^0_N(\mu) - u^k_N(\mu), v \right)_V = 0, \quad \forall v \in V_N.
\]
(3.3.18b)

Note that it is also possible to replace the Galerkin projection of the initial condition (3.3.18b) by an interpolation, for instance \(u^0_N(\mu) = \mathcal{I}_N u^0(\mu)\). This introduces an additional interpolation error in the detailed solution, but does not affect the following arguments.

Due to conformity of the spaces \(V_N \subset V,\) the bilinear form remains continuous and coercive (or satisfies the Gårding inequality) on \(V_N,\) with discrete constants,
\[
\gamma^N_a(\mu) = \sup_{u \in V_N} \sup_{v \in V_N} \frac{a(u,v;\mu)}{\|u\|_V \|v\|_V}, \quad \alpha^N_a(\mu) = \inf_{u \in V_N} \frac{a(u,u;\mu) + \lambda_a^N(\mu) \|u\|^2_{L^2(\Omega)}}{\|u\|^2_V}.
\]
(3.3.19)

Note that for all \(\mu \in \mathcal{P}, \alpha^N_a(\mu) \geq \alpha_a(\mu) > 0\) and \(\gamma^N_a(\mu) \leq \gamma_a(\mu) < \infty.\) Then for a small enough time step \(\Delta t < 1/(\theta \lambda^N_a(\mu)),\) by a generalized Lax-Milgram argument, the detailed problem (3.3.18) admits a unique solution, [AP05b; QV94].
3.4 Reduced Basis Approximation

In this section we outline the RBM methodology for linear parabolic PDEs. In particular, we consider the application to European option pricing, as introduced before. We discuss the main properties of the reduced system, construction of the reduced bases, a posteriori error estimates, and offline-online computational procedures.

3.4.1 Formulation

Consider a finite set of parameters \( P_N = \{\mu_1, \ldots, \mu_N\} \subset P \), with \( \mu_i \neq \mu_j, \forall i \neq j \), \( N \in \mathbb{N} \). For selected parameters we compute high-fidelity solutions, by solving the detailed problem (3.3.18), and form a set of snapshots \( S^u_N = \{u^k_N(\mu_1), \ldots, u^k_N(\mu_S)\} \), \( k \in I_0, S \in \mathbb{N} \). The reduced basis \( \Psi_N = \{\psi_1, \ldots, \psi_N\} \subset S^u_N \) is composed of linearly independent functions, which are suitably constructed from the set \( S^u_N \). Different algorithms can be used for the construction of the basis. The standard approach for linear parabolic problems is a POD-Greedy algorithm, presented in Section 3.4.3.

We approximate the high-dimensional space \( V_N \) by a low-dimensional reduced basis space \( V_N \), \( \dim(V_N) := N \ll N := \dim(V_N) \), which is defined as

\[
V_N := \text{span}\{\psi_1, \ldots, \psi_N\} \subset V_N. \tag{3.4.1}
\]

The computation of a reduced solution is obtained as a Galerkin projection on \( V_N \), i.e., for all \( \mu \in P \) and \( k \in I \)

\[
u^{k+1}_N(\mu) := \sum_{j=1}^N u^{k+1}_{N,j}(\mu)\psi_j, \tag{3.4.2}
\]

with a reduced basis coefficient vector \( u^{k+1}_N := (u^{k+1}_{N,j}(\mu))_{j=1}^N \in \mathbb{R}^N \). Then the reduced problem reads as follows.

Problem 3.4.1 (Reduced problem). Given \( \mu \in P, \theta \in [1/2, 1] \), find \( u^{k+1}_N(\mu) \in V_N, k \in I \), such that for all \( v_N \in V_N \) it holds

\[
\frac{1}{\Delta t} \left( u^{k+1}_N(\mu) - u^k_N(\mu), v_N \right)_{L^2(\Omega)} + a \left( \theta u^{k+1}_N(\mu) + (1 - \theta) u^k_N(\mu), v_N; \mu \right) = f^{k+\theta}(v_N; \mu). \tag{3.4.3a}
\]

The initial value is chosen as the orthogonal projection of \( u^0_N(\mu) \) on \( V_N \), i.e., for all \( v_N \in V_N \)

\[
\left( u^0_N - u^0_N, v_N \right)_V = 0. \tag{3.4.3b}
\]
By the construction procedure, $V_N \subset V'_N$, and under the continuity and coercivity (or Gårding inequality) assumptions on the bilinear form $a(\cdot,\cdot;\mu)$, for all $\mu \in P$, the well-posedness of the reduced problem (3.4.3) is inherited from that of the high-fidelity one (3.3.18).

The next property is the reproduction of the solutions, which is a consistency property of the reduced basis scheme.

**Proposition 3.4.1** (Reproduction of the solutions). *If for some $\mu \in P$ and all $k \in I$ $u_N^{k+1}(\mu) \in V_N$ with $u_N^0(\mu) \in V_N$, then $u_N^k(\mu) = u_N^k(\mu)$ for all $k \in I_0$.***

**Proof.** We prove this property by induction. For $k = 0$, $u_N^0 \in V_N$ and for $u_N^0 \in V_N$ we have by (3.4.3b), that $(u_N^0 - u_N^0, v_N)_V = 0$ for all $v_N \in V_N$. Set $v_N = u_N^0 - u_N^0$, then

$$\left( u_N^0 - u_N^0, u_N^0 - u_N^0 \right)_V = 0,$$

which holds only for $u_N^0 = u_N^0$. For the next induction step, we assume that $u_N^k = u_N^k$. We chose $v_N = v_N \in V_N \subset V'_N$ and obtain

$$\frac{1}{\Delta t} (u_N^{k+1}(\mu) - u_N^k(\mu), v_N)_{L^2(\Omega)} + a(\theta u_N^{k+1}(\mu) + (1 - \theta) u_N^k(\mu), v_N; \mu) = f^{k+\theta}(v_N; \mu),$$

which implies that $u_N^{k+1} \in V_N$ solves the reduced problem (3.4.3). Due to the uniqueness of the solution, we obtain $u_N^k = u_N^k$, $\forall k \in I_0$.

### 3.4.2 A Posteriori Error Estimates

We now turn to the a posteriori error estimation for the reduced basis approximation.

Define for all $\mu \in P$ and $k \in I_0$ the following error quantities

$$e_u^k(\mu) := u_N^k(\mu) - u_N^k(\mu), \quad (3.4.4a)$$

$$e_N^u(\mu) := \left( e_u^k(\mu) \right)_{k \in I_0}. \quad (3.4.4b)$$

For all $\mu \in P$, $\theta \in [1/2, 1]$, $k \in I$ and $v \in V_N$, define the residual associated with the reduced basis approximation

$$r^{k+\theta}(v; \mu) := \frac{1}{\Delta t} (u_N^{k+1}(\mu) - u_N^k(\mu), v)_{L^2(\Omega)} + a(\theta u_N^{k+1}(\mu) + (1 - \theta) u_N^k(\mu), v; \mu) - f^{k+\theta}(v; \mu),$$

with the norm

$$\|r^{k+\theta}(\mu)\|_V := \sup_{v \in V_N} \frac{|r^{k+\theta}(v; \mu)|}{\|v\|_V}. \quad (3.4.5)$$
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From the Riesz representation theorem there exist \( \hat{r}^k(\mu) \in V_N \), such that for all \( \mu \in P \) and \( k \in I \)

\[
(\hat{r}^{k+\theta}(\mu), v)_V = r^{k+\theta}(v; \mu), \quad \forall v \in V_N,
\]

\[
\|\hat{r}^{k+\theta}(\mu)\|_V = \|r^{k+\theta}(\mu)\|_{V'}.
\]

(3.4.7) \hspace{1cm} (3.4.8)

Let \( a(\cdot, \cdot; \mu) \) be a (strongly) coercive bilinear form and for \( v = (v^{k+1})_{k \in I} \) and \( \theta = [1/2, 1] \) we define the following discrete spatio-temporal norm

\[
|||v|||_\mu := \left( \|v_I\|_{L^2(\Omega)}^2 + \alpha_N^V(\mu) \Delta t \sum_{k=0}^{I-1} \|v^{k+\theta}\|_V^2 \right)^{1/2},
\]

(3.4.9)

where

\[
v^{k+\theta} = \theta v^{k+1} + (1-\theta)v^k.
\]

Recall Young’s inequality, i.e., for \( \varepsilon, a, b \in \mathbb{R} \), the following holds

\[
ab \leq \frac{a^2}{2\varepsilon^2} + \frac{\varepsilon^2b^2}{2}.
\]

(3.4.10)

The following classical relation will be useful for the derivation of the error bounds,

\[
(a - b, a)_{L^2(\Omega)} = \frac{1}{2} \|a\|_{L^2(\Omega)}^2 - \frac{1}{2} \|b\|_{L^2(\Omega)}^2 + \frac{1}{2} \|a - b\|_{L^2(\Omega)}^2, \quad \forall a, b \in L^2(\Omega).
\]

(3.4.11)

Then we obtain the following result for the error bound, introduced first in [GP05] and generalized in [HO08b].

**Theorem 3.4.2 (A posteriori error estimates).** For all \( \mu \in P \), \( k \in I \), \( \theta \in [1/2, 1] \), we have the following error bound for the primal error

\[
|||e_N^\mu(\mu)|||_\mu \leq \Delta t \sum_{k=0}^{I-1} \|r^{k+\theta}(\mu)\|^2_V. \]

(3.4.12)

**Proof.** The proof is a modification of [Gre05, Proposition 11, Section 4.8] for \( \theta = 1 \) and [Gre05, Proposition 19, Appendix B] for \( \theta = 1/2 \).

Using the Problem 3.3.1, (3.4.5), we obtain

\[
(e_u^{k+1} - e_u^k, v)_{L^2(\Omega)} + \Delta t a(e_u^{k+\theta}, v) = \Delta t r^{k+\theta}(v), \quad \forall v \in V_N,
\]

(3.4.13)

where \( e_u^{k+\theta} := \theta e_u^{k+1} + (1-\theta)e_u^k \). Then choosing the test function \( v = e_u^{k+\theta} \) and using the coercivity assumption of \( a(\cdot, \cdot) \), we obtain

\[
(e_u^{k+1} - e_u^k, e_u^{k+\theta})_{L^2(\Omega)} + \alpha_N^V \Delta t \|e_u^{k+\theta}\|_V^2 \leq \Delta t r^{k+\theta}(e_u^{k+\theta}).
\]

(3.4.14)
Using (3.4.11), the first term on the left-hand side can be estimated as
\[
\left( e_u^{k+1} - e_u^k, e_u^{k+\theta} \right)_{L^2(\Omega)} = \frac{\theta}{2} \left( \| e_u^{k+1} \|^2_{L^2(\Omega)} - 2 \| e_u^k \|^2_{L^2(\Omega)} + \| e_u^{k+1} - e_u^k \|^2_{L^2(\Omega)} \right) + \frac{(\theta - 1)}{2} \left( \| e_u^k \|^2_{L^2(\Omega)} - \| e_u^{k+1} \|^2_{L^2(\Omega)} + \| e_u^k - e_u^{k+1} \|^2_{L^2(\Omega)} \right) = \frac{1}{2} \| e_u^{k+1} \|^2_{L^2(\Omega)} - \frac{1}{2} \| e_u^k \|^2_{L^2(\Omega)} + \frac{(2\theta - 1)}{2} \| e_u^{k+1} - e_u^k \|^2_{L^2(\Omega)}.
\]

Then (3.4.14) can be written as
\[
\frac{1}{2} \| e_u^{k+1} \|^2_{L^2(\Omega)} - \frac{1}{2} \| e_u^k \|^2_{L^2(\Omega)} + \alpha_a^N \Delta t \| e_u^{k+\theta} \|_{V'}^2 = \Delta t \; r^{k+\theta}(e_u^{k+1}) + \frac{(1 - 2\theta)}{2} \| e_u^{k+1} - e_u^k \|^2_{L^2(\Omega)}.
\]

Taking into account that \((1 - 2\theta) \leq 0\), for \(\theta \in [1/2, 1]\), and applying Young’s inequality, with \(\varepsilon^2 = \alpha_a^N(\mu)\), the right-hand side of (3.4.15) can be bounded as
\[
\Delta t \; r^{k+\theta}(e_u^{k+1}) + \frac{(1 - 2\theta)}{2} \| e_u^{k+1} - e_u^k \|^2_{L^2(\Omega)} \leq \Delta t \| r^{k+\theta} \|_{V'} \| e_u^{k+\theta} \|_{V'} \leq \frac{\Delta t}{2\alpha_a^N} \| r^{k+\theta} \|_{V'}^2 + \frac{\Delta t}{2} \alpha_a^N \| e_u^{k+\theta} \|_{V'}^2.
\]

Combining the last estimate with (3.4.15), we obtain
\[
\frac{1}{2} \| e_u^{k+1} \|^2_{L^2(\Omega)} + \frac{\alpha_a^N}{2} \Delta t \| e_u^{k+\theta} \|_{V'}^2 \leq \frac{\Delta t}{2\alpha_a^N} \| r^{k+\theta} \|_{V'}^2 + \frac{1}{2} \| e_u^k \|^2_{L^2(\Omega)}.
\]

Making a summation from \(k = 0, \ldots, I - 1\), and multiplying by 2, we obtain a telescopic sum, which leads to
\[
\| e_u^I \|^2_{L^2(\Omega)} + \alpha_a^N \Delta t \sum_{k=0}^{I-1} \| e_u^{k+\theta} \|_{V'}^2 \leq \frac{\Delta t}{\alpha_a^N} \sum_{k=0}^{I-1} \| r^{k+\theta} \|_{V'}^2 + \| e_u^0 \|^2_{L^2(\Omega)}.
\]

Taking the square root on both sides of the last inequality, we obtain the necessary result. 

For all \(\mu \in \mathcal{P}\), denote \(\alpha_a^{LB}(\mu)\) a lower bound of the discrete coercivity constant \(\alpha_a^N(\mu)\). If for all \(\mu \in \mathcal{P}\) this bound is computable, with the computational cost independent of \(N\), then we can substitute \(\alpha_a^N(\mu)\) with \(\alpha_a^{LB}(\mu)\) in \(\Delta u^N\) and obtain an efficient computation of an a posteriori error bound in an offline-online fashion, with the online cost independent of \(N\).
In the case, when the bilinear form $a(\cdot, \cdot; \mu)$ is not coercive, but satisfies the Gårding inequality and $\Delta t$ is sufficiently small, i.e., $\Delta t < 1/(2\lambda_0^N(\mu))$, we can obtain a similar result. In particular, for the special case of an implicit Euler scheme, $\theta = 1$, the error bound is given as follows

$$|||e_N^\mu(\mu)|||_\mu \leq \Delta^N(\mu),$$

$$\Delta^N(\mu) := \left(\|e_0^\mu(\mu)\|^2_{L^2(\Omega)} + \Delta t \sum_{k=0}^{I-1} \left(1 - 2\lambda_0^N(\mu)\Delta t\right)^k \|r^{k+1}(\mu)\|^2_V\right)^{1/2},$$

(3.4.16)

where $r^{k+1}$ is defined as in (3.4.5) with $\theta = 1$, and the discrete spatio-temporal norm is defined as

$$|||v|||_\mu^2 := \left(1 - 2\lambda_0^N(\mu)\Delta t\right)^I \|v^I\|^2_{L^2(\Omega)} + \alpha^N_a(\mu)\Delta t \sum_{k=0}^{I-1} \left(1 - 2\lambda_0^N(\mu)\Delta t\right)^k \|v^{k+1}\|^2_V.$$

(3.4.17)

The derivation of this result is equivalent to the one, presented for the variational inequalities in Chapter 4, and hence, for compactness of the presentation we omit it here. Note, when the bilinear form $a(\cdot, \cdot; \mu)$ is coercive for all $\mu \in \mathcal{P}$, then $\lambda_0^N(\mu) = 0$, and we recover the case (3.4.12).

### 3.4.3 Reduced Basis Construction

The reduced basis generation procedure remains one of the main components of the construction of the reduced basis approximation spaces, which influences the approximation quality and efficiency of the method. In the context of the parametrized PDEs, the most common are the POD (Proper Orthogonal Decomposition) method and the greedy strategies.

The POD method is used to reduce the dimensionality of the given data set (e.g., set of snapshots) by decomposing it onto a set of orthonormal basis vectors, called POD modes, retaining the essential information of the data. Different notions of the method can be found, e.g., Principal Component Analysis (PCA), Karhunen-Loève expansion or Hotelling transformation.

The greedy procedure is an iterative method which, at each iteration step, selects the worst resolved parameter and constructs the corresponding new basis vector. The selection procedure is based on a suitable error criterion, which can be either a true projection error (a strong greedy algorithm) or an a posteriori error bound (a weak greedy algorithm). The computation of the true error involves the evaluation of the expensive high-fidelity solutions and results in a high computational cost. Hence, the availability of efficiently computable a-posteriori error bounds becomes crucial for preserving the efficiency of the method.
Both greedy and POD algorithms have some distinctive properties. While the POD method is optimal in a least square sense, i.e., it minimizes the $L^2$-projection error, the greedy approach minimizes a maximal projection error. In terms of efficiency, a weak greedy method is much less computationally costly than a POD method, however it always requires a computable error bound.

In the context of parabolic PDEs, the application of only greedy or POD procedures may not be sufficient for an efficient basis construction procedure. Due to the inclusion of a time dimension, the POD method requires the computation of a large snapshot matrix for all time steps, which can result in a high computational cost. By contrast, a greedy loop for both parameter and time, e.g., [GP05; Gre05], may not capture all important information associated with a time trajectory. The common procedure is to use a combined strategy: a greedy search in a parameter space and a POD method in the temporal direction. This results in a combined algorithm, called POD-Greedy [Haa13; HO08b]. Additionally, under certain conditions the algorithm admits an exponential convergence rate, see [Haa13].

**POD-Greedy Algorithm**

Given a set of snapshots $v_1, \ldots, v_n \in V_N$, the POD basis of rank $l > 0$ is the set of orthonormal basis functions $\phi_1, \ldots, \phi_l$ which solve the minimization problem

$$\text{POD}_l\left(\{v_i\}_{i=1}^n\right) := \arg \min_{\phi_1, \ldots, \phi_l} \sum_{i=1}^n \omega_i \|v_i - \sum_{j=1}^l (v_i, \phi_j)_V \phi_j\|_V^2, \quad (3.4.18)$$

subject to $(\phi_i, \phi_j)_V = \delta_{i,j}, \quad i, j = 1, \ldots, l,$

where $\omega_i$ are some positive weights, e.g., $\omega_i = 1$.

The POD-Greedy procedure is presented in Algorithm 3.1 and can be described as follows: Find the worst resolved parameter using a greedy loop with some error measure $E_N(\mu)$ (Step 3), compute the corresponding snapshot trajectory $\{u^k_\mu(\mu), \ k \in I_0\}$ (Step 6), project the whole trajectory onto the current reduced basis space, and, using POD with respect to time, compress the projection error into the first $m$ POD modes (Step 7). We restrict our attention to a single POD mode, i.e., $m = 1$.

In the algorithm, $\Pi_{V_N}$ denotes the orthogonal projection on $V_N$ with respect to the inner product $(\cdot, \cdot)_V$. The selection of the parameter in Step 3 requires an error measure $E_N(\mu)$, which can be chosen as, e.g., the projection error (3.4.19a), the $L^2$-error (3.4.19b), the space-time error (3.4.19c), or the error bound (3.4.19d). Note that for the case of $E_N(\mu) = E^{\text{proj}}_u(\mu)$, Algorithm 3.1 does not involve any reduced
3.4 Reduced Basis Approximation

Algorithm 3.1 POD-Greedy Algorithm

**Input:** Maximum number of iterations $N_{\text{max}} > 0$, training sample set $\mathcal{P}_{\text{train}} \subset \mathcal{P}$, target tolerance $\varepsilon_{\text{tol}}$

**Output:** RB basis $\Psi_N$, RB space $V_N$

1. compute initial basis $\Psi_0$, $V_0 = \text{span}\{\Psi_0\}$
2. for $N = 1, \ldots, N_{\text{max}}$ do
3. \[ \varepsilon_{\text{train}}^N, \mu_N \] = arg max $\mu \in \mathcal{P}_{\text{train}} E_{N-1}(\mu)$
4. if $\varepsilon_{\text{train}}^N < \varepsilon_{\text{tol}}$ then return
5. \[ \psi_N = \text{POD}_1 \left( \left\{ u_k^N(\mu_N) - \Pi_{V_{N-1}}(u_k^N(\mu_N)) \right\} \right) \]
6. $\Psi_N = \Psi_{N-1} \cup \{\psi_N\}$, $V_N = \text{span}\{\Psi_N\}$
9. end for

basis simulation procedure.

\[ E^{\text{proj}}_{\text{u}}(\mu) := \left( \Delta t \sum_{k=0}^{I} \| u_k^N(\mu) - \Pi_{V_N}(u_k^N(\mu)) \|^2_{V N} \right)^{1/2}, \] (3.4.19a)

\[ E^{\text{true}}_{\text{u}}(\mu) := \left( \Delta t \sum_{k=0}^{I} \| e_k^N(\mu) \|^2_{V N} \right)^{1/2} = \left( \Delta t \sum_{k=0}^{I} \| u_k^N(\mu) - u_k^N(\mu) \|^2_{V} \right)^{1/2}, \] (3.4.19b)

\[ E^\mu_{\text{u}}(\mu) := \| u_k^N(\mu) \|_{\mu} = \| (u_k^N(\mu) - u_k^N(\mu))_{k \in \mathbb{I}_0} \|_{\mu}, \] (3.4.19c)

\[ E^{\text{a post}}_{\text{u}}(\mu) := \Delta_N^N(\mu), \] (3.4.19d)

where $\Delta_N^N(\mu)$ is defined in (3.4.12) or in (3.4.16).

**Remark 3.4.1.** Different choices of an initial basis $\Psi_0$ can be used. One may consider, e.g., $\Psi_0$ as an orthonormalization of a detailed solution $u_k^N(\mu')$ for arbitrary chosen $\mu' \in \mathcal{P}_{\text{train}}$ and $k' \in \mathbb{I}_0$. Alternatively, taking the orthonormalization of the set of all different initial data $u_0^N(\mu)$ for varying $\mu \in \mathcal{P}_{\text{train}}$ can give already a good initial reduced basis, [HO08b].

The POD-Greedy algorithm produces also an error sequence

\[ \varepsilon_{\text{train}}^N := \max_{\mu \in \mathcal{P}_{\text{train}}} E_N(\mu), \quad N = 1, \ldots, N_{\text{max}}, \]

often referred as the “training” error. In general, this error may not be a reliable quality measure of the reduced basis approximation, due to the possible overfitting effect, i.e., when $\max_{\mu \in \mathcal{P}} E_N(\mu) \gg \varepsilon_{\text{train}}^N$. Such situations can happen, e.g., when the training set $\mathcal{P}_{\text{train}}$ is not sufficiently large. To exclude these possibilities, one
may evaluate the error $\varepsilon_N^{\text{test}} := \max_{P \in \mathcal{P}_{\text{test}}} E_N(\mu)$ on an independent finite test set $\mathcal{P}_{\text{test}} \subset \mathcal{P}$ (e.g., set of randomly distributed parameter values) with $|\mathcal{P}_{\text{test}}| \gg |\mathcal{P}_{\text{train}}|$. We point out that the basis generation procedure is a computationally expensive routine and belongs to the offline computational phase, which we describe in the next section.

### 3.4.4 Offline–Online Computational Procedure

The efficiency of the reduced basis method relies on the assumption of affine parameter dependence of bilinear and linear forms. If the assumption is fulfilled, the computational procedure can be split into so-called offline and online routines. This decomposition brings a significant computational speed-up for solving the reduced system and allows to perform simulations in a real-time and multi-query context.

An affine parameter dependence (or parameter-separability) of bilinear and linear forms implies that for every $\mu \in \mathcal{P}$ there exist functions $\Theta_a(q) : \mathcal{P} \rightarrow \mathbb{R}$, for $q = 1, \ldots, Q_a$ and $\Theta_f^{k,q} : \mathcal{P} \rightarrow \mathbb{R}$, for $q = 1, \ldots, Q_f, k \in I$, such that

\[
a(u, v; \mu) = \sum_{q=1}^{Q_a} \Theta_a(q) a_q(u, v), \quad f^k(v; \mu) = \sum_{q=1}^{Q_f} \Theta_f^{k,q}(\mu) f_q(v),
\]

where the bilinear and linear forms $a_q : \mathcal{V} \times \mathcal{V} \rightarrow \mathbb{R}$, $f^k_q : \mathcal{V} \rightarrow \mathbb{R}$, $k \in I$ are parameter independent. In addition, we assume a parameter separability of the initial condition,

\[
u_0(\mu) = \sum_{q=1}^{Q_u} \Theta_u^q(\mu) u_0^q,
\]

with $\Theta_u^q : \mathcal{P} \rightarrow \mathbb{R}$, $q = 1, \ldots, Q_u$. Obviously, for all $\mu \in \mathcal{P}$ the discrete initial condition $u_0^N(\mu)$ will enjoy the same property (3.4.21) with parameter independent components $u_0^N,q$.

For the functional $f^{k+\theta}(v; \mu)$, defined in (3.3.17), the affine parameter dependence is inherited from the affine separability of $h^k(\mu)$ and $u_{L,N}^k(\mu)$, $\mu \in \mathcal{P}, k \in I_0$. Assume, that there exist $\Theta_{n,k}^q, \Theta_{m,k}^q : \mathcal{P} \rightarrow \mathbb{R}$, such that both functions can be represented as

\[
h^k(\mu) = \sum_{q=1}^{Q_m} \Theta_{n,k}^q(\mu) h_q^k, \quad u_{L,N}^k(\mu) = \sum_{q=1}^{Q_m} \Theta_{m,k}^q(\mu) \ell_q^k
\]

### Remark 3.4.2

In fact, an affine decomposition of the lift function $u_{L,N}^k(\mu)$ depends on affine decomposition of the Dirichlet data $g_{L,N}^k(\mu), k \in I_0$. Indeed, assuming that $g_{N}^k$ admits an affine decomposition, $g_{N}^k(\mu) = \sum_{q=1}^{Q_n} c^q(\mu) g_{N,q}^k$, and incorporating linearity of an extension operator $R_{N}$, we obtain that $u_{L,N}^k(\mu) = R_{N} g_{L,N}^k(\mu) = \sum_{q=1}^{Q_n} \Theta_{g,k}^q(\mu) R_{N} g_{N,q}^k$, where $\ell_q^k := R_{N} g_{N,q}^k$. 
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Define the following quantities
\[ n_q^k(v) := (h_q^k, v)_{L^2(\Gamma_N)}, \quad q = 1, \ldots, Q_n, \] (3.4.23a)
\[ m_q^k(v) := (\mathcal{L}_q^k, v)_{L^2(\Omega)}, \quad q = 1, \ldots, Q_m, \] (3.4.23b)
\[ s_{q,q'}^k(v) := (a_q^k(\ell_q^k), v)_{L^2(\Omega)}, \quad q = 1, \ldots, Q_n, \quad q' = 1, \ldots, Q_a. \] (3.4.23c)

Then the functional \( f^{k+\theta}(v; \mu) \), \( k \in \mathbb{I} \), in (3.3.17), admits the following affine representation
\[
f^{k+\theta}(v; \mu) = \sum_{q=1}^{Q_n} \left\{ \theta \Theta_q^{m,k+1}(\mu)n_q^{k+1}(v) + (1 - \theta)\Theta_q^{m,k}(\mu)n_q^k(v) \right\} \\
- \frac{1}{\Delta t} \sum_{q=1}^{Q_m} \left\{ \Theta_q^{m,k+1}(\mu)m_q^{k+1}(v) - \Theta_q^{m,k}(\mu)m_q^k(v) \right\} \\
- \sum_{q=1}^{Q_a} \Theta_q^s(\mu) \sum_{q'=1}^{Q_a} \left\{ \theta \Theta_q^{m,k+1}(\mu)s_{q,q'}^{k+1}(v) + (1 - \theta)\Theta_q^{m,k}(\mu)s_{q,q'}^{k}(v) \right\}. \] (3.4.24)

Recall, that for every \( \mu \in \mathcal{P} \), \( k \in \mathbb{I} \), the reduced solution can be expanded as
\[ u_N^{k+1}(\mu) := \sum_{j=1}^{N} u_N^{k+1}(\mu)\psi_j \in V_N, \] with \( V_N = \text{span}\{\Psi_N\} \), where \( \Psi_N = \{\psi_1, \ldots, \psi_N\} \) is an orthonormal basis, constructed by, e.g., Algorithm 3.1. Denote the reduced basis coefficient vector by \( \mathbf{u}_N^k := (u_{N,1}^k, \ldots, u_{N,N}^k)^T \in \mathbb{R}^N \). Choosing a test function \( v_N = \psi_i, 1 \leq i \leq N \), in (3.4.3), and invoking the parameter-separability of the bilinear and linear forms, the reduced Problem 3.4.1 can be written in the following algebraic form
\[
\left( \frac{1}{\Delta t} \mathbf{M}_N + \theta \mathbf{A}_N(\mu) \right) \mathbf{u}_N^{k+1}(\mu) = \left( \frac{1}{\Delta t} \mathbf{M}_N + (\theta - 1)\mathbf{A}_N(\mu) \right) \mathbf{u}_N^k(\mu) + f_N^{k+\theta}(\mu),
\] (3.4.25)

with the initial condition \( \mathbf{M}_N^0 \mathbf{u}_N^0(\mu) = \mathbf{u}_N^0(\mu) \), where the reduced quantities \( \mathbf{A}_N \in \mathbb{R}^{N \times N}, \mathbf{M}_N \in \mathbb{R}^{N \times N}, \mathbf{M}_N^V \in \mathbb{R}^{N \times N}, \mathbf{U}_N^0 \in \mathbb{R}^N \) are the defined as follows
\[
\mathbf{A}_N(\mu) := \sum_{q=1}^{Q_a} \Theta_q^s(\mu) \mathbf{A}_{N,q}, \quad \mathbf{M}_N := \left( (\psi_j, \psi_i)_{L^2(\Omega)} \right)_{i,j=1}^N,
\] (3.4.26)
\[
\mathbf{U}_N^0(\mu) := \sum_{q=1}^{Q_a} \Theta_q^s(\mu) \mathbf{u}_N^0, \quad \mathbf{M}_N^V := \left( (\psi_j, \psi_i)_{V} \right)_{i,j=1}^N,
\] (3.4.27)
with
\[
\mathbf{A}_{N,q} := (a_q(\psi_j, \psi_i))_{j=1}^N \in \mathbb{R}^{N \times N}, \quad \mathbf{u}_N^0 := \left( (u_{N,q}^0, \psi_i)_{V} \right)_{i=1}^N \in \mathbb{R}^N. \] (3.4.28a)
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The reduced vector \( f_{k+\theta}^N(\mathbf{\mu}) := (f_{k+\theta}(\mathbf{\psi}_i; \mathbf{\mu}))_{i=1}^N \in \mathbb{R}^N \), according to (3.4.24), involves the computation of the following reduced quantities:

\[
\begin{align*}
  n_{k,q}^i & := \left( n_k^i(\mathbf{\psi}_1) \right)_{i=1}^N, & q = 1, \ldots, Q_n, \\
  m_{k,N,q}^i & := \left( m_k^i(\mathbf{\psi}_1) \right)_{i=1}^N, & q = 1, \ldots, Q_m, \\
  s_{k,q}^{\ell} & := \left( s_k^{\ell,q}(\mathbf{\psi}_1) \right)_{i=1}^N, & q, q' = 1, \ldots, Q_a.
\end{align*}
\] (3.4.28b, c, d)

Due to the inclusion \( V_N \subset V_N \), the reduced basis functions \( \{\mathbf{\psi}_j\}_{j=1}^N \subset V_N \) can be expanded in a detailed basis \( \{\mathbf{\phi}_i\}_{i=1}^N \subset V_N \) of the high-fidelity problem, i.e., \( \psi_j = \sum_{i=1}^N \psi_{i,j} \mathbf{\phi}_i \). Define the coefficient matrix

\[
\Psi_N := (\psi_{i,j})_{i,j=1}^N \in \mathbb{R}^{N \times N},
\] (3.4.29)

and introduce the following high-fidelity matrices and vectors:

\[
\begin{align*}
  M & := \left( (\mathbf{\phi}_j, \mathbf{\phi}_i)_{L^2(\Omega)} \right)_{i,j=1}^N, & \mathbf{A}_q & := (a_q(\mathbf{\phi}_j, \mathbf{\phi}_i))_{i,j=1}^N, & M_V & := ((\mathbf{\phi}_j, \mathbf{\phi}_i)_V)_{i,j=1}^N, \\
  \widetilde{M} & := \left( (\mathbf{\phi}_j, \mathbf{\phi}_i)_{L^2(\Omega)} \right)_{i,j=1}^{N \times N}, & \mathbf{\tilde{A}}_q & := (a_q(\mathbf{\phi}_j, \mathbf{\phi}_i))_{i,j=1}^{N \times N}, \\
  n_{q}^i & := \left( n_q^i(\mathbf{\phi}_j) \right)_{i=1}^N, & m_{q}^i & := \left( m_q^i(\mathbf{\phi}_j) \right)_{i=1}^N, & s_{q}^{\ell} & := \left( s_q^{\ell,q}(\mathbf{\phi}_j) \right)_{i=1}^N.
\end{align*}
\]

Denote the coefficient vector of the parameter independent lift functions \( \mathbf{\theta}_q \), (3.4.22), \( \mathbf{u}_{L,q} := (\mathbf{u}_q^k)_{k=1}^K \in \mathbb{R}^{N \times N} \). Then we can express \( \mathbf{m}_q^k, s_{q}^{k,q'} \) as \( \mathbf{m}_q^k = M\mathbf{u}_{L,q}^k \) and \( s_{q}^{k,q'} = \mathbf{A}_q \mathbf{u}_{L,q}^k \).

The reduced matrices and vectors can be expressed via high-fidelity ones as follows

\[
\begin{align*}
  \mathbf{M}_N & = \Psi_N^T M \Psi_N, & \mathbf{A}_{N,q} & = \Psi_N^T A_q \Psi_N, & \mathbf{M}_V & = \Psi_N^T M_V \Psi_N, \\
  n_{k,q}^i & = \Psi_N^T n_k^i, & m_{k,N,q}^i & = \Psi_N^T m_k^i, & s_{k,q}^{\ell} & = \Psi_N^T s_k^{\ell}.
\end{align*}
\] (3.4.30a, b)

and \( \mathbf{u}_{L,q}^0 = \Psi_N^T M \mathbf{u}_{L,q} \), where \( \mathbf{u}_{L,q}^0 \) denotes the coefficient vector of \( u_{N,q}^0 \).

The offline-online procedure is set up as follows: In the offline stage, we compute snapshots \( S_{N}^u = \{u_k^N(\mathbf{\mu}_1), \ldots, u_k^N(\mathbf{\mu}_N)\}, k \in \mathbb{N}_0 \), and construct a reduced basis \( \Psi_N = \{\psi_1, \ldots, \psi_N\} \subset S_{N}^u \), as well as compute all parameter independent quantities (3.4.30). Then for every new instance parameter \( \mathbf{\mu} \in \mathcal{P} \), we perform an online routine. Namely, we assemble all precomputed quantities into the reduced ones, e.g., \( \mathbf{A}_N(\mathbf{\mu}), f_{k+\theta}(\mathbf{\mu}) \), and solve the reduced problem (3.4.25).

An offline routine involves a calculation of computationally expensive matrices and vectors corresponding to a high-fidelity problem of dimension \( N_X \). However, it needs
to be performed only once. By contrast, an online stage is executed multiple times for different values of the parameter $\mu \in \mathcal{P}$, yet with the cheaper computational cost, which is independent of $N_X$.

We remark, that an offline-online procedure applies also to the calculation of the error estimates, which are used either for the construction of the reduced basis spaces offline or for the certification of the method in an online routine. For both situations an efficient evaluations of the error bounds is significant. We provide the description of this procedure in the next chapter in the context of variational inequalities and omit it here for to avoid redundancy.

We comment on the computational complexity of both routines. Computation of $N$ snapshots in the offline stage requires $O(N I (N_X)^p)$ operations, where $I$ is the number of time-steps and $p$ is some number, determined by the solver used for the detailed problem ($p \leq 3$). The cost of construction of all parameter independent matrices and vectors is $O((Q_a + 1)N^2N + Q_nNN + Q_mN(N_X) + Q_mQ_aN(N_X))$. As we can see, the total offline cost is dominated by the snapshots computation cost $O(N I (N_X)^p)$. In the online routine, given $\mu \in \mathcal{P}$, we assign all parameter dependent matrices and vectors with the cost $O((Q_a + 1)N^2 + IN(Q_n + Q_m + Q_aQ_n))$ and solve a dense reduced system with complexity $O(IN^3)$. We can see, that the total cost of the online computational procedure, which involves the dimension of the reduced system $N$ and a number of time steps $I$, is independent of the detailed dimension $N_X \gg N$.

**Empirical Interpolation Method**

Computational efficiency of the reduced basis method strongly depends on the affine parameter dependence of the problem. For non-affine problems, the efficiency of the method may be highly deteriorated. To recover a parameter separability in this case, one may employ a so-called empirical interpolation method (EIM), first introduced in [BMN+04] and later extended for non-affine and nonlinear parabolic problems, e.g., [DHO12; GMN+07; Gre05]. A similar approach, called discrete empirical interpolation method (DEIM), which is based on the POD method, was introduced in [CS09; CS10].

In this section we outline the main idea of the EIM method and refer to [MNP+09] for more details and a theoretical study. Assume that the function $g : \Omega \times \mathcal{P} \to \mathbb{R}$, $g(\mu) \in C^0(\overline{\Omega})$, $\mu \in \mathcal{P}$ does not admit an affine decomposition with respect to the parameter $\mu$. The idea of EIM relies on an assumption of sufficient regularity of the parameter induced manifold $\mathcal{M}_g$, $$\mathcal{M}_g := \{g(\mu) : \mu \in \mathcal{P}\},$$ which makes it then possible to approximate $g(z; \mu), \mu \in \mathcal{P}, z \in \Omega$ by a linear combination of snapshots $g(\cdot; \mu_1), \ldots, g(\cdot; \mu_M)$ at well-chosen parameters $\mu_1, \ldots, \mu_M \in \mathcal{P}$.
Define the approximation space $X_M$ as

$$X_M := \text{span}\{g(\cdot; \mu_1), \ldots, g(\cdot; \mu_M)\} = \text{span}\{q_1, \ldots, q_M\}.$$ 

Then for all $\mu \in \mathcal{P}$ and $z \in \Omega$ we look for an approximation $g_M(z; \mu) \in X_M$ of $g(z; \mu)$, which is defined as

$$g_M(z; \mu) = \mathcal{I}_M g(z; \mu) = \sum_{j=1}^{M} c_j(\mu) q_j(z), \quad z \in \Omega. \quad (3.4.31)$$

The approximation is performed via an interpolation operator $\mathcal{I}_M$, which is exact in $M$ interpolation points $\zeta_1, \ldots, \zeta_M \in \Omega$ (often referred to as “magic points” [MNP+09]), i.e.,

$$\mathcal{I}_M g(\zeta_i; \mu) = g(\zeta_i; \mu), \quad i = 1, \ldots, M. \quad (3.4.32)$$

Let $T_M = \{\zeta_1, \ldots, \zeta_M\}$ be a set of interpolation points. Then for $\mu \in \mathcal{P}$, to find an interpolant $\mathcal{I}_M g(z; \mu)$ we have to determine the coefficients $c_j(\mu) \in \mathbb{R}$ by solving the following linear system

$$\sum_{j=1}^{M} c_j(\mu) q_j(\zeta_i) = g(\zeta_i; \mu), \quad i = 1, \ldots, M. \quad (3.4.33)$$

The last system (3.4.33) can be written in a matrix form

$$Q_M c_M(\mu) = g_M(\mu), \quad \forall \mu \in \mathcal{P}, \quad (3.4.34)$$

where $Q_M := (q_j(\zeta_i))_{i,j=1}^{M} \in \mathbb{R}^{M \times M}$, $c_M(\mu) := (c_j(\mu))_{j=1}^{M} \in \mathbb{R}^{M}$ and $g_M(\mu) := (g(\zeta_i; \mu))_{i=1}^{M} \in \mathbb{R}^{M}$.

In order to solve the system (3.4.33), one should construct the basis functions $q_j(z) \in X_M$ and determine the set of interpolation points $T_M$. In the standard EIM, the construction of both ingredients is based on a greedy strategy. The summary of the procedure is presented in Algorithm 3.2. In this case the matrix $Q_M$ is lower triangular with $(Q_M)_{ij} = 1$ for $i = j$, and hence invertible, [BMN+04; GMN+07]. For every instance $\mu \in \mathcal{P}$, the system (3.4.34) is solved in an online computational routine with the cost $O(M^2)$, generally with $M$ being relatively small.

We comment on an approach, that is similar to EIM, which is referred to as DEIM [CS09; CS10] (discrete empirical interpolation method). To avoid a confusion, DEIM is not the discrete version of Algorithm 3.2 and has some differences compared to EIM. In particular, the construction of the basis vectors is performed not via a greedy iterative procedure, but using a POD method. The selection of the interpolation points follows the same greedy routine as in Algorithm 3.2. In this case the interpolation matrix $Q_M$ is full and the cost of solving a system (3.4.34) in general scales...
Algorithm 3.2 EIM Algorithm

**Input:** maximum number of interpolation points $M_{\text{max}} > 0$, training sample set $\mathcal{P}_{\text{train}} \subset \mathcal{P}$, target tolerance $\varepsilon_{\text{tol}}$

**Output:** set of basis functions $X_M = \{q_1, \ldots, q_M\}$, and interpolation points $T_M = \{\zeta_1, \ldots, \zeta_M\}$

1. set $\mu_1 = \arg \max_{\mu \in \mathcal{P}_{\text{train}}} \|g(\cdot; \mu)\|_{L^\infty(\Omega)}$
2. set $q_1 = g(z; \mu_1)/g(\zeta_1; \mu_1)$
3. for $m = 2, \ldots, M_{\text{max}}$ do
   5. $[\varepsilon_m, \mu_m] = \arg \max_{\mu \in \mathcal{P}_{\text{train}}} \|g(\cdot; \mu) - I_{m-1}g(\cdot; \mu)\|_{L^\infty(\Omega)}$
   6. if $\varepsilon_m < \varepsilon_{\text{tol}}$ then return
   7. end if
   8. compute $\delta(z) = g(z; \mu_m) - I_{m-1}g(z; \mu_m)$
   9. $\zeta_m = \arg \max_{z \in \Omega} |\delta(z)|$
   10. $q_m(z) = \delta(z)/\delta(\zeta_m)$
4. end for

Offline-Online Decomposition for the Black-Scholes and Heston Models

In this subsection we comment on affine parameter dependence of the Black-Scholes and Heston models. The bilinear form in the Black-Scholes model, $a(\cdot, \cdot; \mu) = a^{\text{BS}}(\cdot, \cdot; \mu)$, defined in (3.3.14a), admits the affine decomposition

$$a^{\text{BS}}(u, v; \mu) = \sum_{q=1}^{3} \Theta^q_{a}(\mu) a^{\text{BS}}_q(u, v),$$

with

$$\Theta^1_a = \frac{\sigma^2}{2}, \quad a^{\text{BS}}_1(u, v) = (\nabla u, \nabla v)_{L^2(\Omega)};$$

$$\Theta^2_a = \frac{1}{2}\sigma^2 + q - r, \quad a^{\text{BS}}_2(u, v) = (\nabla u, v)_{L^2(\Omega)};$$

$$\Theta^3_a = r, \quad a^{\text{BS}}_3(u, v) = (u, v)_{L^2(\Omega)}.$$  \hfill (3.4.35a)

For the Heston model $a(\cdot, \cdot; \mu) = a^{\text{H}}(\cdot, \cdot; \mu)$, defined in (3.3.14b), can be written as

$$a^{\text{H}}(u, v; \mu) = \sum_{q=1}^{6} \Theta^q_{a}(\mu) a^{\text{H}}_q(u, v),$$

with

$$\Theta^1_a = \frac{\sigma^2}{2}, \quad a^{\text{H}}_1(u, v) = (\nabla u, \nabla v)_{L^2(\Omega)};$$

$$\Theta^2_a = \frac{1}{2}\sigma^2 + q - r, \quad a^{\text{H}}_2(u, v) = (\nabla u, v)_{L^2(\Omega)};$$

$$\Theta^3_a = r, \quad a^{\text{H}}_3(u, v) = (u, v)_{L^2(\Omega)};$$

$$\Theta^4_a = \frac{1}{2}\sigma^2 + q - r, \quad a^{\text{H}}_4(u, v) = (\nabla u, \nabla v)_{L^2(\Omega)};$$

$$\Theta^5_a = r, \quad a^{\text{H}}_5(u, v) = (\nabla u, v)_{L^2(\Omega)};$$

$$\Theta^6_a = r, \quad a^{\text{H}}_6(u, v) = (u, v)_{L^2(\Omega)}.$$  \hfill (3.4.35b)
with parameter functions
\[ \Theta_1^a = \frac{1}{2} \xi^2, \quad \Theta_2^a = \frac{1}{2} \xi \rho, \quad \Theta_3^a = \frac{1}{2}, \quad (3.4.36a) \]
\[ \Theta_4^a = -\kappa \gamma + \frac{1}{2} \xi^2, \quad \Theta_5^a = \kappa, \quad \Theta_6^a = -r, \quad (3.4.36b) \]
and bilinear forms
\[ a_H^1(u, v) = \begin{pmatrix} \nu & 0 \\ 0 & 0 \end{pmatrix} \nabla u, \nabla v \left( L^2(\Omega) \right), \quad (3.4.36c) \]
\[ a_H^2(u, v) = \begin{pmatrix} \nu & 0 \\ 0 & 1 \end{pmatrix} \nabla u, \nabla v \left( L^2(\Omega) \right) + \begin{pmatrix} 0 \\ 1 \end{pmatrix} \cdot \nabla u, v \left( L^2(\Omega) \right), \quad (3.4.36d) \]
\[ a_H^3(u, v) = \begin{pmatrix} \nu & 0 \\ 0 & 1 \end{pmatrix} \nabla u, \nabla v \left( L^2(\Omega) \right) + \begin{pmatrix} 0 \\ 1 \end{pmatrix} \cdot \nabla u, v \left( L^2(\Omega) \right), \quad (3.4.36e) \]
\[ a_H^4(u, v) = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \cdot \nabla u, v \left( L^2(\Omega) \right), \quad (3.4.36f) \]
\[ a_H^5(u, v) = \begin{pmatrix} \nu & 1 \\ 0 & 0 \end{pmatrix} \nabla u, \nabla v \left( L^2(\Omega) \right), \quad (3.4.36g) \]
\[ a_H^6(u, v) = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \cdot \nabla u, v \left( L^2(\Omega) \right) - (u, v)_{L^2(\Omega)}. \quad (3.4.36h) \]

The affine decomposition of the linear form \( f^{k+\theta}(:, \mu) \) for both Black-Scholes and Heston models follows directly from the affine decomposition of the Dirichlet and Neumann boundary data, defined in Section 2.7, see Remark 3.4.2. However, for some cases, e.g., for the European call option in the Heston model with the boundary conditions specified as in (2.7.8), the function \( g^{k+1}_N(z, \mu) \), \( z = (\nu, x) \in \Omega \subset \mathbb{R}^2 \) is not affine w.r.t. the parameter \( r \), see (2.7.8a), (2.4.16). Hence, the lift function \( u^{k+1}_L (\mu) \) is also not parameter separable and the cost of an online routine depends on the dimension of the high-fidelity problem, \( \mathcal{N}_X \).

To recover the online \( \mathcal{N} \)-independence, the (D)EIM strategy can be employed. We replace \( g^{k+1}_N(z; \mu) \) by an affine approximation \( g^{k+1}_M(z; \mu) \). The notable difference in this case, is the inclusion of the time variable. To apply the (D)EIM procedure, described above, one of the possibilities could be to treat the time variable as an additional parameter instance \( \tilde{\mu} := (t^{k+1}, \mu) \), \( k \in \mathbb{N} \), residing in a time-parameter domain \( \tilde{\mathcal{P}} := (0, T) \times \mathcal{P} \), see, e.g., [DHO12; GMN+07; Gre05]. Then \( g_M(z; \tilde{\mu}) := g^{k+1}_M(z; \mu) \), \( k \in \mathbb{N} \) can be represented as
\[ g_M(z; \tilde{\mu}) = \sum_{m=1}^{M} c_m(\tilde{\mu}) q_m(z), \quad z \in \Gamma_D, \]
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satisfying \( M \) interpolation constraints

\[
g_M(\zeta; \tilde{\mu}) = g_N(\zeta; \tilde{\mu}), \quad \zeta_i \in \Gamma_D, \quad i = 1, \ldots, M. \tag{3.4.37}
\]

The basis functions \( q_m \) are constructed by, e.g., the POD algorithm from snapshots \( \{ g_N(\tilde{\mu}_1), \ldots, g_N(\tilde{\mu}_M) \} \), \( \tilde{\mu}_i \in \tilde{\mathcal{P}}_{\text{train}} \). Then for every \( \mu \in \mathcal{P} \), a system of interpolation equations (3.4.37) is solved in the online computational phase, with the cost \( \mathcal{O}(IM^2) \), which depends on the number of time steps \( I \).

Using the linearity of the extension operator, we can recover an affine decomposition of the lift function \( u_{L_N}^{k+1}(\mu), \mu \in \mathcal{P}, k \in \mathbb{I}, \)

\[
u_{L_N}^{k+1}(\mu) = \mathcal{R}_N(g_{L_N}^{k+1}(\mu)) \approx \sum_{m=1}^{M} c_m(t^{k+1}, \mu)q_{L_m},
\]

where \( q_{L_m} = \mathcal{R}_N(q_m) \in X_N \).

3.5 Numerical Results

In this section we present numerical results of the application of the RBM to the model problem of pricing European options in the Heston model, described in Section 3.2. Due to the existence of the Black-Scholes analytic formula and its relatively cheap evaluation, we do not perform numerical experiments for pricing European options in this model.

We define the approximation spaces \( X_N, V_N \) to be the standard conforming piecewise linear finite element spaces. More precisely, consider a triangulation \( T_N \) of \( \Omega \), consisting of \( J \) simplices \( T_j \in T_N \), \( 1 \leq j \leq J \), such that \( \Omega = \cup_{T_j \in T_N} T_j \), where \( \Omega \in \mathbb{R}^d \), \( d = 1, 2 \) is a polygonal domain. We use standard conforming nodal first order finite element spaces, defined as

\[
X_N := \{ v \in X : v|_{T_j} \in P_1(T_j), 1 \leq j \leq J \}, \quad V_N = X_N \cap V. \tag{3.5.1}
\]

We associate the basis function \( \phi_i \in X_N \) with its Lagrange node \( m_i \in \Omega \), i.e., \( \phi_i(m_j) = \delta_{i,j} \), for \( i, j = 1, \ldots, N_X, N_X = N + N_D \), where a number \( N \) corresponds to the interior nodes of \( \Omega \) and \( N_D \) refers to the nodes on \( \Gamma_D \). For a time discretization, we choose \( \theta = 1/2 \) corresponding to the Crank-Nicolson method. The time domain \([0, T]\) is discretized with a uniform mesh of step size \( \Delta t := T/I \). The spatial computational domain \( \Omega = (\nu_{\text{min}}, \nu_{\text{max}}) \times (x_{\text{min}}, x_{\text{max}}) \) consist of \( N_X = 49 \times 97 = 4753 \) nodes. Recall, that for the Heston model the model parameter vector is \( \mu = (\xi, \rho, \gamma, \kappa, \rho) \in \mathcal{P} \).

We consider the European call and put options with the pay-off functions \( \chi(x) := (K - Ke^x)_+ \) and \( \chi(x) := (Ke^x - K)_+ \), respectively. The boundary conditions for the call options are chosen as in (2.7.8), and for the put as in (2.7.10). The strike price \( K \) can be considered as a scaling factor, and we set \( K = 1 \).
To generate the snapshots and to build the reduced basis we use a finite subset \( P_{\text{train}} \subset \mathcal{P} \), which is, if not specified, composed of equidistantly distributed points.

To validate and test the reduced model, we use a random test subset \( P_{\text{test}} \subset \mathcal{P} \).

### 3.5.1 European Call Option in the Heston Model

We start our consideration with the pricing of the European call options in the Heston model. We consider \( T = 1 \), \( I = 20 \), \( \nu_{\text{min}} = 0.0025 \), \( \nu_{\text{max}} = 0.5 \), \( x_{\text{min}} = -5 \), \( x_{\text{max}} = 5 \). The parameter domain is chosen as follows

\[
\mathcal{P} \equiv [0.6, 0.9] \times [0.21, 0.9] \times [0.16, 0.25] \times [3, 5] \times [0.01, 0.2] \subset \mathbb{R}^5.
\]

To motivate the application of the reduced basis approach, first, we demonstrate the variability of the solution in parameter and time. In Figure 3.1 the detailed solution for a fixed parameter value \( \mu^* = (0.4, 0.55, 0.06, 2.5, 0.0198) \) is presented at the final time \( t = T = 1 \) (left) and an evolution over time (right). The variation of the solution with respect to different values of the parameter is depicted in Figure 3.2. While some of the parameters are varying, the others are fixed and taking their values from the reference parameter vector \( \mu^* \).

![Figure 3.1](image)

Figure 3.1: Left: The value of the European call option in the Heston model for \( \mu^* = (0.4, 0.55, 0.06, 2.5, 0.0198) \) at \( t = T = 1 \). Right: A time evolution of the option price for \( \mu^* \), extracted at \( \nu = 0.1683 \).

The next step is a computation of the snapshots for different \( \mu_i \in \mathcal{P}_{\text{train}} \). We apply the reduced basis approach for different dimensions of the parameter domain \( \mathcal{P} \subset \mathbb{R}^d \), \( d = 2, 3, 4, 5 \), in particular, we consider \( \mu = (\gamma, \kappa) \in \mathbb{R}^2 \), \( \mu = (\gamma, \kappa, r) \in \mathbb{R}^3 \), \( \mu = (\rho, \gamma, \kappa, r) \in \mathbb{R}^4 \) and \( \mu = (\xi, \rho, \gamma, \kappa, r) \in \mathbb{R}^5 \). For each choice of \( \mu_i \), the remaining parameter values are assumed to be fixed and taken from the default parameter...
Figure 3.2: Snapshots of the solution for different parameter values, extracted at the fixed volatility $\nu = 0.1683$ and maturity $T = 1$. 
vector $\mu^* = (0.3, 0.21, 0.095, 2, 0.0198)$. Then the POD-Greedy Algorithm 3.1, with $E_u^{\text{true}}(\mu)$ (see (3.4.19b)) as a selection criterion, is used to construct the reduced basis space $V_N$.

In the first test, we consider $\mu = (\kappa, \gamma)$ and $|P_{\text{train}}| = 15^2 = 225$ equidistantly distributed points. The first six orthonormal reduced basis vectors produced by the POD-Greedy algorithm are presented in Figure 3.3.

![Figure 3.3: First six vectors of the reduced basis $\{\psi_k\}_{k=1}^N \subset \Psi_N$, $\mu = (\gamma, \kappa)$.](image)

To quantify the approximation quality of the reduced basis method, we investigate the error decay when increasing the dimension of the reduced system. For each reduced model, we consider the “training” error, i.e., the error produced by the basis construction algorithm: $\max_{\mu \in P_{\text{train}}} \{E_u^{\text{true}}(\mu)\}$ over $N$. We can observe, as expected, an exponential decay of the error, Figure 3.4 (left). To study the reliability of the constructed reduced basis, we, in addition, compute the “testing” error $\max_{\mu \in P_{\text{test}}} \{E_u^{\text{true}}(\mu)\}$ over an independent random test set $|P_{\text{test}}| = 400$. We observe that the “training” and “testing” errors are almost the same, that suggests the reliability of the constructed reduced basis space. The selected parameters produced by the POD-Greedy algorithm are depicted in Figure 3.4 (right). By the “frequency of the selection” of the parameters, we mean how often the same parameter is chosen during the basis generation. Larger circles indicate training parameters which are chosen more often during the POD-Greedy procedure. We can observe that the selected parameters are distributed over a whole parameter domain, which indicates that POD-Greedy tries to exploit all possible parameter variations.
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Figure 3.4: Left: Evolution of $\max_{\mu \in \mathcal{P}_{\text{train}}/\text{test}} \{E_u^{\text{true}}(\mu)\}$ for the European call option in the Heston model produced by Algorithm 3.1 with $\mu = (\gamma, \kappa)$, $|\mathcal{P}_{\text{train}}| = 15^2 = 225$, $|\mathcal{P}_{\text{test}}| = 400$. Right: Plot of the selected parameters $\mu_1, \ldots, \mu_N \in \mathcal{P}_{\text{train}}$ and their frequency of the selection.

The analogous results for other choices of $\mu = (\gamma, \kappa, r)$, $\mu = (\rho, \gamma, \kappa, r)$ and $\mu = (\xi, \rho, \gamma, \kappa, r)$ are presented in Figure 3.5 and Figure 3.6, respectively. For these cases we observe similar performance of the reduced basis method. In particular, we can see the exponentially decaying behavior of the error, however with much slower convergence for the larger dimension of the parameter domain. This can be explained by the increasingly complex parameter dependence of the model. Additionally, for the

Figure 3.5: Left: Evolution of $\max_{\mu \in \mathcal{P}_{\text{train}}/\text{test}} \{E_u^{\text{true}}(\mu)\}$ for the European call option in the Heston model produced by Algorithm 3.1 with $\mu = (\gamma, \kappa, r)$, $|\mathcal{P}_{\text{train}}| = 9^3 = 729$, $|\mathcal{P}_{\text{test}}| = 1024$. Right: Plot of the selected parameters $\mu_1, \ldots, \mu_N \in \mathcal{P}_{\text{train}}$ and their frequency of the selection.
Figure 3.6: Left: Evolution of max$_{\mu \in P_{\text{train/test}}} \{ E_u^{\text{true}}(\mu) \}$ for the European call option in the Heston model produced by Algorithm 3.1 with $\mu = (\rho, \gamma, \kappa, r)$, $|P_{\text{train}}| = 7^4 = 2401$, $|P_{\text{test}}| = 3000$ (left) and with $\mu = (\xi, \rho, \gamma, \kappa, r)$, $|P_{\text{train}}| = 6^5 = 7776$, $|P_{\text{test}}| = 10000$ (right).

last example, $\mu = (\xi, \rho, \gamma, \kappa, r)$, see Figure 3.6 (right), we can notice a larger deviation between the “training” and “testing” errors. This observation can be justified by the fact that, possibly, the size of the training set $P_{\text{train}}$ is not sufficiently large. In this situation, a larger training set is required. The problem, which may occur here, is that we do not know a priori how large the training set should be. While too large dimension of $P_{\text{train}}$ results in a very expensive offline routine, too coarse $P_{\text{train}}$ may not be sufficient to capture the parameter dependence of the model, as we could already observe experimentally. Different strategies can be proposed to overcome this difficulty. One of them, is to consider the adaptive training set partitioning, see, e.g., [HDO11; HO08a], where initially one starts with the coarse training set and adaptively refines $P_{\text{train}}$ within the iterations of the greedy loop. Such a procedure has similarities to the adaptive finite element method.

3.5.2 European Put Options in the Heston Model

Due to the availability of closed-form solutions, in practice, it is sufficient to evaluate only, e.g., put options and then, using the put-call parity relation, to obtain the corresponding call prices. However, for the numerical approximation of the underlying PDE we are not aware of the error produced by the put-call parity relation. Several sources, such as different boundary conditions, can cause an additional error. For this reason, we consider an application of the reduced basis method to the European put option as well. For comparative purposes with the American put options, studied in the next chapter, we restrict ourselves to similar settings. Namely, we consider $T = 2$, $I = 250$ and $\nu_{\text{min}} = 10^{-5}$, $\nu_{\text{max}} = 3$, $x_{\text{min}} = -5$, $x_{\text{max}} = 5$. The parameter
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domain is set to
\[ \mathcal{P} \equiv [0.1, 0.9] \times [-0.95, 0.95] \times [0.01, 0.5] \times [0.1, 5] \times [0.0001, 0.8] \subset \mathbb{R}^5. \] (3.5.3)

The snapshot of the detailed solution for \( \boldsymbol{\mu} = (0.64, 0.21, 0.16, 0.1, 0.07) \) at maturity \( T = 2 \) and its time evolution are depicted in Figure 3.7.

Similarly to the European call options, we construct the reduced model for the put options. In particular, we consider different variations of the parameter: \( \boldsymbol{\mu} = (\xi, \rho, \gamma) \in \mathcal{P} \subset \mathbb{R}^3 \) and \( \boldsymbol{\mu} = (\xi, \rho, \gamma, \kappa, r) \in \mathcal{P} \subset \mathbb{R}^5 \). The remaining parameters are set to the values of the reference parameter vector \( \boldsymbol{\mu}^* = (0.2, -0.2, 0.16, 0.1, 0.07) \).

We apply the POD-Greedy algorithm with \( E_{\text{true}}^0 \) as the selection criterion. The training errors, produced by the algorithm for different scenarios are depicted in Figure 3.8. As previously, we observe that the convergence of the RBM becomes slower with increasing the dimension of the parameter domain, which again confirms a non-trivial parameter dependence of the model.

We close this chapter with the efficiency study of the method. In particular, we consider the following measures of the computational times.

- \( t_1 \): Computation time for the trajectory of a single detailed solution for a given parameter value \( \boldsymbol{\mu} \in \mathcal{P} \). This includes the time \( t_{1,1} \) to assemble the detailed system and the time \( t_{1,2} := t_1 - t_{1,1} \) to solve the high-fidelity problem.

**Online phase**

- \( t_2 \): Computation time to assemble the reduced system and to solve the reduced problem for a given \( \boldsymbol{\mu} \in \mathcal{P} \).

- \( t_1/t_2 \): Asymptotic speed-up of the online routine while using the reduced basis method.
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Figure 3.8: Left: Evolution of \( \max_{\mu \in \mathcal{P}_{\text{train}}} \{ E_u^{\text{true}}(\mu) \} \) for the European put option in the Heston model produced by Algorithm 3.1 with \( \mu = (\xi, \rho, \gamma) \), \( |\mathcal{P}_{\text{train}}| = 7^3 = 343 \) (left) and with \( \mu = (\xi, \rho, \gamma, \kappa, r) \), \( |\mathcal{P}_{\text{train}}| = 4^5 = 1024 \) (right).

**Offline phase**

- \( t_3 \): Computation time for the construction of the reduced bases using Algorithm 3.1 with \( E_N(\mu) = E_u^{\text{true}}(\mu) \) as a selection criterion.
- \( t_4 \): Computation time to construct the parameter independent reduced data.
- \( t_5 \): Computation time for evaluation of the snapshots, i.e., the time for computing the detailed solutions \( u_N^k(\mu) \), for all \( \mu \in \mathcal{P}_{\text{train}} \). This cost depends on the size of \( \mathcal{P}_{\text{train}} \).

The measurements of the run-time performance corresponding to the previous two examples of the European put options are summarized in Table 3.1.

| \( N_{\max} \) | \( |\mathcal{P}_{\text{train}}| \) | \( t_1 \) | \( t_2 \) | \( t_3 \) | \( t_4 \) | \( t_5 \) | \( t_1/t_2 \) |
|----------------|----------------|--------|--------|--------|--------|--------|----------|
| \( \mu = (\xi, \rho, \gamma) \) | 100 | 343 | 33.11 | 0.0682 | 9140 | 0.084 | 4018 | 485.9 |
| \( \mu = (\xi, \rho, \gamma, \kappa, r) \) | 100 | 1024 | 31.94 | 0.0613 | 27192 | 0.0835 | 12977 | 521 |

Table 3.1: Run-time measurements (in seconds) of the reduced basis method for different \( N_{\max} \) and for different model parameter settings.

We notice that the performance of the RBM in the online stage is very similar for both scenarios and provides more than 400 times speed-up compared to the FEM. However, due to the different dimensions of the parameter domain, the computational effort of the offline routine differs significantly.
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Note that the time $t_1$ includes not only the solution time for the detailed problem, but also the matrix assembly time $t_{1,1}$, which is in the present case equal to $t_{1,1} = 26.21$ seconds on average. Hence, the asymptotic speed-up for only solving the problem is $t_{1,2}/t_2 \approx 101.17$ for the first case and $t_{1,2}/t_2 \approx 93.47$ for the second case. In the multi-query context, using the affine-decomposition, if given, the assembly time can be neglected for the computation of the asymptotic speed-up.
4 RBM for Parametrized Parabolic Variational Inequalities

4.1 Introduction

In this chapter we extend the reduced basis methodology to more complex models, in particular to ones used to price American options. Mathematically, this leads to solving a variational problem with inequality constraints in a weak form, referred to as a variational inequality problem.

In general, abstract variational inequalities provide a solid framework to study many different kind of processes, e.g., in engineering, physics, and finance. The study of abstract variational inequalities goes back to the works of A. Signorini [Sig59] and G. Fichera [Fic63]. Since then extensive research has been done; for more details on the theoretical study as well as different areas of application we refer to, e.g., [BL82; DL72; KO88; KS00; LS67]. The numerical analysis of variational inequalities is very broad and an overview can be found in some classical sources [Glo08; GLT81].

The goal of this chapter is to provide a general framework for accurately and efficiently solving parameterized time dependent variational inequalities with the reduced basis method. This work involves an extension and combination of the reduced basis methodology for the linear parabolic problems (Chapter 3) and stationary variational inequalities [HSW12]. The method is presented here in the context of option pricing; however it can cover a large class of applications, as mentioned previously. Much of the content of this chapter follows [BHS+15; HSW13].

As discussed previously, we consider the examples of pricing American options in the Black-Scholes and Heston models (see Chapter 2). The numerical solution of these problems can be accomplished with standard techniques, such as finite differences, see, e.g., [HF10; IT08; IT09] or finite elements; see, e.g., [AP05b; FLM+11; HRS+13; KSW12; WAW01; ZFV98].

For the development of the reduced basis method we reformulate the problem in a saddle point form. We refer to, e.g., [BFB13; BHR78; Woh11] for the numerical treatment of such type of problems.

The application of the reduced basis method for parabolic variational inequalities considered in a space-time framework can be found in [GU14; GU15]. The works on stationary variational inequalities include [HSW12] and [ZBV16], where in the latter one the variational inequality is treated by a primal-dual approach.
The chapter is organized as follows: In Section 4.2 we present the model formulation to price American options. In Section 4.3 we pose the problem in a variational and a discrete variational form and discuss the existence and uniqueness of the weak and discrete solutions. In Section 4.4 we develop the reduced basis methodology for time dependent variational inequalities. Here, we discuss the main properties, such as well-posedness of the reduced system. In Section 4.5 we derive a posteriori estimates for the reduced basis error. In particular, in Section 4.5.1 we state some preliminary results needed for the further analysis and in Section 4.5.2 we present the a posteriori error bounds. Finally, in Section 4.6 we present algorithms which can be used for the construction of the reduced basis. Section 4.7 discusses the algorithmic aspects of the method, namely, the practical and efficient implementation of the reduced problem and a posteriori error bounds. We close the chapter with Section 4.8, where, using numerous examples of pricing American options in the Black-Scholes and Heston models, we provide an empirical illustration of the developed methodology.

### 4.2 Model Problem: American Put Options

We recall Problem 2.7.2 for pricing American put options restated in the log-transformed variables. We follow the same setting as introduced in Section 3.2. Namely, we consider an open bounded domain $\Omega \subset \mathbb{R}^d$, $d = 1, 2$, cf. (3.2.3), with Lipschitz continuous boundary $\partial \Omega = \Gamma_D \cap \Gamma_N$ and the space-time cylinder $Q_T = (0, T] \times \Omega$, $T > 0$ with space-time boundaries $\Sigma_D := (0, T] \times \Gamma_D$, $\Sigma_N := (0, T] \times \Gamma_N$. Then the problem for finding the price $w$ of an American put option can be written as

\[
\begin{align*}
\frac{\partial w}{\partial t} - Lw &\geq 0, & \text{in } Q_T, \\
w &\geq \chi, & \text{in } Q_T, \\
\left(\frac{\partial w}{\partial t} - Lw\right)(w - \chi) &= 0, & \text{in } Q_T, \\
w(0) &= w_0, & \text{on } \Omega,
\end{align*}
\]

with the pay-off $\chi(x) := (Ke^{x} - K)_+$ and $w_0 = \chi(x)$. The problem (4.2.1) is subject to the corresponding Dirichlet and Neumann boundary conditions (see Section 2.7) which are defined for the Black-Scholes model in (4.2.2a) and for the Heston model in (4.2.2b), respectively.

\[
\begin{align*}
w &= g = \chi, & \text{on } \Sigma_D, & \Sigma_N = \emptyset, & \quad (4.2.2a) \\
w &= g = \chi, & \text{on } \Sigma_D, & \frac{\partial w}{\partial n_L} = h = 0, & \text{on } \Sigma_N. & \quad (4.2.2b)
\end{align*}
\]
4.3 Detailed Problem Formulation

4.3.1 Variational Formulation

To pose the problem (4.2.1) in a weak form, we make use of the separable Hilbert spaces $X, V$ and $H$, introduced in Section 3.3, i.e., $X = H^1(\Omega)$, $V = \{ v \in X : v|_{\Gamma_D} = 0 \}$ and $H = L^2(\Omega)$, with $\| \cdot \|_X = \| \cdot \|_{H^1(\Omega)}$ and $\| \cdot \|_V = \| \cdot \|_{L^2(\Omega)}$.

As before, in order to tackle non-homogeneous boundary conditions, we introduce the Dirichlet lift function $u_L \in W(0, T; X)$, defined by an extension operator (3.3.4), and set $u(t) := w(t) - u_L(t)$, $t \in (0, T)$, with $u(0) = u_0 := w(0) - u_L(0)$. We denote the modified pay-off functional by $\tilde{\chi}(t) := \chi - u_L(t)$ and introduce the closed convex subset $K(t)$ of $V$ as

$$K(t) = \{ v \in V : v \geq \tilde{\chi}(t) \text{ in } \Omega \}, \quad \text{a.e. } t \in [0, T],$$

where the inequality is understood pointwise almost everywhere. We assume the function $\tilde{\chi}(t)$ is such that $K(t) \neq \emptyset$ for almost all $t \in [0, T]$. Define the linear continuous operator $A \in L(V; V')$ induced by the bilinear form $a(\cdot, \cdot) : V \times V \to \mathbb{R}$, such that $a(u, v) = (A u, v)$ for all $v, u \in V$.

Consider the following variational formulation of the problem (4.2.1) with homogeneous Dirichlet boundary conditions: Given $u_0 \in K$, find $u \in W(0, T; V)$, such that $u(t) \in K(t)$ for almost all $t \in [0, T]$, and satisfies

$$\left\langle \frac{d}{dt} u(t), v - u(t) \right\rangle_{V' \times V} + a(u(t), v - u(t)) \geq \langle f(t), v - u(t) \rangle_{V' \times V}, \quad \forall v \in K(t),$$

$$u(0) = u_0,$$  

where $f \in L^2(0, T; V')$, and is defined in (3.3.5). To obtain a solution of (4.3.2), we use a result on the existence of strong solutions according to [DL72; GLT81; Lio72]. For this result an additional assumption is needed, namely that $f' \in L^2(0, T; V')$, where $f' = \frac{df}{dt}$. In fact, assuming additionally $u_L' \in W(0, T; X)$, and since there are only homogeneous Neumann boundary conditions, the regularity $f' \in L^2(0, T; V')$ can be guaranteed in this context. Note additionally, that the result on strong solutions will guarantee a higher regularity of the time derivative of $u$, such that the duality pairing for the time derivative in (4.3.2) can be replaced by the $L^2$-inner product.

The following result establishes the existence and uniqueness of the solution of (4.3.2); see e.g., [GLT81, Chapter 6, Theorem 2.1], [DL72, Chapter 1, Theorem 5.1], [Lio72, Chapter 2, Theorem 2.1].

**Theorem 4.3.1.** Let $V, H$ be given and form the Gelfand triple. Assume that the bilinear form $a(\cdot, \cdot)$ is continuous and satisfies the Gårding inequality on $V$ and $f, f' \in L^2(0, T; V')$. Then there exists a unique solution $u \in W(0, T; V)$ of the variational formulation (4.3.2) with the following properties:

1. $u \in L^2(0, T; V)$,
2. $u_t \in L^2(0, T; V')$,
3. $f \in L^2(0, T; V')$.

Moreover, $u$ satisfies the following properties:

1. $u(0) = u_0$,
2. $u_t(0) = f_0$,
3. $u_t(T) = f_T$,

where $u_0, f_0, f_T \in L^2(0, T; V)$.
$L^2(0,T;V')$, where $f' = df/dt$. Moreover, assume, $u_0 \in K(0)$, $K(t) \neq \emptyset$, $t \in [0,T]$, and $f(0) - Au_0 \in H$. Then the problem (4.3.2) admits a unique solution $u$, which, in addition, satisfies: $u \in L^2(0,T;V)$, $u' \in L^2(0,T;V) \cap L^\infty(0,T;H)$.

Parametrized Problem

To present a parametrized form of the problem (4.3.2), as before, we denote by $\mu \in P$ an input parameter vector from a $p$-dimensional parameter space $P \subset \mathbb{R}^p$. For any $\mu \in P$, we define a parametrized version of $K(t)$:

$$K(t; \mu) = \{ v \in V : v \geq \tilde{\chi}(t; \mu) \text{ in } \Omega \}, \quad \text{a. e. } t \in [0,T].$$

Then the parametrized version of the variational problem (4.3.2), reads as follows: For a given $\mu \in P$, $u_0(\mu) \in K(\mu)$, $f(\mu), f'(\mu) \in L^2(0,T;V')$, find $u(\mu) \in W(0,T;V) \cap K(\mu)$, such that for all $v \in K(t; \mu)$ holds

$$\left\langle \frac{d}{dt} u(t; \mu), v - u(t; \mu) \right\rangle_{V' \times V} + a(u(t; \mu), v - u(t; \mu); \mu) \geq \langle f(t; \mu), v - u(t; \mu) \rangle_{V' \times V}$$

(4.3.3a)

$$u(0) = u_0(\mu), \quad (4.3.3b)$$

As before, to guarantee the well-posedness of the parametrized problem, we need to require that the bilinear form remains continuous and coercive (or satisfies a Gårding inequality) for all $\mu \in P$, with the coercivity constant $\alpha_a(\mu)$ (the Gårding constant $\lambda_a(\mu)$) and the continuity $\gamma_a(\mu)$ constant, defined in (3.3.13).

4.3.2 Discretization

In this section we present an abstract framework for the discrete approximation of the parabolic variational inequality (4.3.3). Upon this formulation we will build the reduced basis approximation.

For the temporal discretization we consider a finite differences approach. In particular, we apply an implicit Euler scheme. Recall, that the interval $[0,T]$ is divided into $I$ subintervals of equal length $\Delta t := T/I$ and $t^k := k\Delta t$, $0 < k \leq I$. We use sets of indices $I, I_0$, specified in (3.3.16). For all $\mu \in P$, $k \in I_0$, we denote the semi-discrete solution $u^{k+1}(\mu) := u(t^{k+1}; \mu)$ and introduce a semi-discretization of the convex sets

$$K^{k+1}(\mu) = \{ v \in V : v \geq \tilde{\chi}^{k+1}, \text{ in } \Omega \}. \quad (4.3.4)$$

Then we arrive in the following semi-discrete formulation of (4.3.3).
Problem 4.3.1 (Semi-discrete Problem). Given $\mu \in \mathcal{P}$ and $u^0(\mu) = u_0(\mu)$, find $u^{k+1}(\mu) \in K^{k+1}(\mu)$, $k \in \mathbb{I}$, such that for all $v \in K^{k+1}(\mu)$ holds

$$\frac{1}{\Delta t} \left( u^{k+1}(\mu) - u^k(\mu), v - u^{k+1}(\mu) \right)_{L^2(\Omega)} + a(u^{k+1}(\mu), v - u^{k+1}(\mu); \mu) \geq f^{k+1}(v - u^{k+1}(\mu); \mu), \quad (4.3.5)$$

with $f^{k+1}(\cdot; \mu)$ defined as in (3.3.17) for $h = 0$ and $\theta = 1$, i.e.,

$$f^{k+1}(v; \mu) = -\frac{1}{\Delta t} \left( u^{k+1}_{L^N}(\mu) - u^k_{L^N}(\mu), v \right)_{L^2(\Omega)} - a(u^{k+1}_{L^N}(\mu), v; \mu). \quad (4.3.6)$$

The above scheme is unconditionally stable, [Glo08, Chapter III, Section 3.2], and often used in practice.

Alternatively, one may use a weighted $\theta$-scheme, $\theta \in [0,1]$. Let $\omega \in \{1, \theta\}$ and recall an index

$$\omega_{k+\theta} = \omega_{k+1} + (1-\omega)\omega, \quad \theta \in [0,1]. \quad (4.3.7)$$

Denote the semi-discrete convex cone by

$$K^{k+\omega}(\mu) = \{ v \in V : v \geq \tilde{\chi}^{k+\omega}, \quad \text{in } \Omega \}. \quad (4.3.8)$$

Then we consider an alternative semi-discrete problem.

Problem 4.3.2. Given $\mu \in \mathcal{P}$, $\omega \in \{1, \theta\}$, $\theta \in [0,1]$, $u^0(\mu) = u_0(\mu)$, find $u^{k+\omega}(\mu) \in K^{k+\omega}(\mu)$, $k \in \mathbb{I}$, such that for all $v \in K^{k+\omega}(\mu)$ holds

$$\frac{1}{\Delta t} \left( u^{k+1}(\mu) - u^k(\mu), v - u^{k+\omega}(\mu) \right)_{L^2(\Omega)} + a(u^{k+\theta}(\mu), v - u^{k+\omega}(\mu); \mu) \geq f^{k+\theta}(v - u^{k+\omega}(\mu); \mu), \quad (4.3.9)$$

with $f^{k+\theta}(\cdot; \mu)$ defined as in (3.3.17) for $h = 0$ and $\theta \in [0,1]$.

The index $\omega$ encodes at which time step the constraints are imposed. For $\omega = 1$, we impose the constraints at the $k+1$ time step, as in (4.3.8). For $\omega = \theta$, the constraints are established at the $k+\theta$ time step. Obviously, for $\theta = \omega = 1$, we obtain the implicit Euler scheme and (4.3.5) and (4.3.9) become equivalent formulations. However, other situations may occur, for instance, (a) $\omega = 1$, $\theta \in [0,1]$ or (b) $\omega = \theta = 1/2$. In the first case, according to [GLT81, Chapter 6, Section 3.2], the scheme is referred as “scheme I” and there it is proven unconditional stability for $\theta = 1$. For $\theta = \frac{1}{2}$ only a conditional stability is shown. In the second case, according to [Glo08, Chapter III, Section 4] the scheme (4.3.5) is referred as a Crank-Nicolson scheme and unconditionally stable. However, in this case $u^{k+1}$ may not belong to $K^{k+1}$, and the scheme is not recommended if the continuous solution is lacking regularity in time.

We restrict our attention to the case $\omega = 1$, and $\theta \in [1/2,1]$. For the a posteriori error analysis, we will only consider $\omega = \theta = 1$. 
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Saddle Point Formulation

It is well-known that stationary variational inequalities with a symmetric bilinear form can equivalently be reformulated as constrained minimization problems. In turn, using the method of Lagrange multipliers, these problems can be reformulated as saddle point problems. This leads to search for the solution of the minimization problem in a linear space, instead of a closed convex set.

In our setting we are dealing with the time dependent problems and, generally, non symmetric bilinear forms, which means that the variational inequality cannot be characterized as constrained minimization problem. However, we can still use the notion of the saddle point problem.

Let \( W \) be a Hilbert space endowed with an inner product \( \langle \cdot, \cdot \rangle_W \) and norm \( \| \cdot \|_W \) and let \( M \subset W \) be a nonempty closed convex cone. Furthermore, define a parameter independent, continuous bilinear form on \( W \times V \), \( b : W \times V \to \mathbb{R} \) with continuity constant \( \gamma_b \), i.e.,

\[
|b(\eta,v)| \leq \gamma_b \|\eta\|_W \|v\|_V. \tag{4.3.10}
\]

We say, that \( b(\cdot, \cdot) \) is inf-sup stable on \( W \times V \), if there exist \( \beta_0 > 0 \), such that

\[
\beta := \inf_{\eta \in W} \sup_{v \in V} \frac{b(\eta,v)}{\|v\|_V \|\eta\|_W} \geq \beta_0 > 0. \tag{4.3.11}
\]

The pair of spaces \( (V,W) \) satisfying (4.3.11) are referred to as a “stable” pair.

For the particular case \( W = V' \), which we consider in our numerical experiments, we define \( b(\cdot, \cdot) \) to be a duality pairing \( b(\eta,v) := \langle \eta,v \rangle_{V' \times V} \), and the cone \( M \) to be a “dual cone”, cf., e.g., [IM91], and expressed as

\[
M := \{ \eta \in W : b(\eta,v) \geq 0, \ v \in V^+ \}, \tag{4.3.12}
\]

where \( V^+ := \{ v \in V : \ v \geq 0 \} \).

For \( \mu \in \mathcal{P} \) and \( k \in I \), we introduce the functional \( g^{k+1} \in W' \),

\[
g^{k+1}(\eta; \mu) := b(\eta,\chi^{k+1}) = b(\eta,\chi) - b(\eta, u^{k+1}_L(\mu)).
\]

We also assume, that the convex set \( \mathcal{K}^{k+1}(\mu), \ \mu \in \mathcal{P}, \ k \in I \), can be expressed in terms of the cone \( M \), i.e,

\[
\mathcal{K}^{k+1}(\mu) = \{ v \in V : b(\eta,v) \geq g^{k+1}(\eta; \mu), \ \eta \in M \}. \tag{4.3.13}
\]

Then the problem (4.3.9) can be written in the following semi-discrete saddle point form.
Problem 4.3.3. For a given $\mu \in P$, $\theta \in [1/2, 1]$, $u^0(\mu) \in V$ find $(u^{k+1}(\mu), \lambda^{k+1}(\mu)) \in V \times M$, $k \in \mathbb{I}$, such that for all $v \in V$, $\eta \in M$ it holds

$$\frac{1}{\Delta t} (u^{k+1}(\mu) - u^k(\mu), v)_{L^2(\Omega)} + a(u^{k+\theta}(\mu), v; \mu) - b(\lambda^{k+1}(\mu), v) = f^{k+\theta}(v; \mu),$$

(4.3.14a)

$$b(\eta - \lambda^{k+1}(\mu), u^{k+1}(\mu)) \geq g^{k+1}(\eta - \lambda^{k+1}(\mu); \mu).$$

(4.3.14b)

The following theorem establishes the well-posedness of Problem 4.3.3.

Theorem 4.3.2. Let for all $\mu \in P$, $k \in \mathbb{I}$, $a(\cdot, \cdot; \mu)$ be continuous and satisfy the Gårding inequality on $V$, $f^{k+1}(\mu) \in V'$, $\Delta t < 1/(\theta \lambda_a(\mu))$ and $K^{k+1}(\mu) \subset V$, $K^{k+1}(\mu) \neq \emptyset$. In addition, assume that $b(\cdot, \cdot)$ is inf-sup stable on $W \times V$, that is (4.3.11) holds. Then the following statements are true:

(i) there exist a unique solution $(u^{k+1}(\mu), \lambda^{k+1}(\mu)) \in V \times W$ of Problem 4.3.3,

(ii) the formulations (4.3.9) and (4.3.14) are equivalent, which means, if the pair $(u^{k+1}(\mu), \lambda^{k+1}(\mu))$ is a solution of Problem 4.3.3, then $u^{k+1}(\mu)$ is a solution of Problem 4.3.1 and vice versa.

Proof. The proof can be found in, e.g., [BHR78, Theorem 2.1], [Woh11, Lemma 2.1] for the second statement.

We often refer to $u^{k+1}(\mu) \in V$ as a primal solution and to the Lagrange multiplier $\lambda^{k+1}(\mu)$ as a dual one; similarly for the spaces $V$ and $W$.

Spatial Discretization

For the spatial discretization of the saddle-point problem (4.3.14), we consider conforming finite dimensional approximation spaces $X_N \subset X$, $V_N \subset V$ and $W_N \subset W$, given in terms of the basis functions $\phi_p$ and $\chi_q$:

$$X_N = \text{span}\{\phi_p, p = 1, \ldots, N_X\}, \quad V_N = X_N \cap V = \text{span}\{\phi_p, p = 1, \ldots, N_V\},$$

$$W_N = \text{span}\{\chi_q, q = 1, \ldots, N_W\}.$$  

The dimensions of the spaces are $\dim(X_N) = N_X$, $\dim(V_N) = N_V$ and $\dim(W_N) = N_W$, with $N_X$, $N_V$, $N_W$ being sufficiently large, such that the approximation error is small enough. As before, these spaces inherit the inner products and norms of the exact spaces, i.e., $(\cdot, \cdot)_{X_N} = (\cdot, \cdot)_X$, $\|\cdot\|_{X_N} = \|\cdot\|_X$ and in similar manner for the other spaces.
The discrete Lagrange multiplier cone \( M_N \subset W_N \) is defined as follows

\[
M_N = \text{span}_+ \{ \chi_q \}_{q=1}^{N_W} := \{ \eta \in W_N : \ \eta = \sum_{q=1}^{N_W} \alpha_q \chi_q, \ \alpha_q \geq 0 \}. \tag{4.3.15}
\]

**Remark 4.3.1.** Note that we do not necessary require the conformity of the discrete cone, \( M_N \subset M \). In particular, in our numerical simulations we use discontinuous dual biorthogonal basis functions for the discretization of \( W_N \) (see [Woh00; Woh01; Woh11]). This results in \( M_N \not\subset M \), i.e., with respect to the Lagrange multiplier the method is not conforming.

For a given \( \mu \in \mathcal{P} \) and \( k \in \mathbb{I} \), the solution pair \((u^{k+1}(\mu), \lambda^{k+1}(\mu)) \in V \times M\) is then approximated by \((u_N^{k+1}(\mu), \lambda_N^{k+1}(\mu)) \in V_N \times M_N\), where

\[
u_N^{k+1}(\mu) = \sum_{p=1}^{N_N} u_N^{k+1}(\mu) \phi_p, \quad \lambda_N^{k+1}(\mu) = \sum_{q=1}^{N_N} \lambda_N^{k+1}(\mu) \chi_q.
\]

For \( \mu \in \mathcal{P}, k \in \mathbb{I}_0 \) the Dirichlet lift function \( u^k_L(\mu) \in X \) is approximated by the discrete functions \( u^k_L(\mu) \); see Section 3.3.4. Accordingly, for the modified pay-off \( \tilde{\chi}^k \in V \) we consider an approximation \( \tilde{\chi}_N^k(\mu) = \sum_{p=1}^{N_N} \tilde{\chi}_N^k(\mu) \phi_p \). The initial condition \( u^0_N \) is chosen as \( u^0_N(\mu) = \tilde{\chi}^0_N(\mu) \). Then we consider the following fully discrete saddle point formulation of Problem 4.3.3.

**Problem 4.3.4** (Detailed saddle point problem). For a given \( \mu \in \mathcal{P}, \theta \in [1/2, 1], u^k_N(\mu) \in V_N, \) find \( u^{k+1}_N(\mu) \in V_N, \lambda^{k+1}_N(\mu) \in M_N, k \in \mathbb{I}, \) such that for all \( v \in V_N, \eta \in M_N \) it holds

\[
\frac{1}{\Delta t} \left( u^{k+1}_N(\mu) - u^k_N(\mu), v \right)_{L^2(\Omega)} + a \left( u^{k+1}_N(\mu), v; \mu \right) - b(\lambda^{k+1}_N(\mu), v) = f^{k+\theta}(v; \mu), \tag{4.3.16a}
\]

\[
b(\eta - \lambda^{k+1}_N(\mu), u^{k+1}_N(\mu)) \geq g^{k+1}(\eta - \lambda^{k+1}_N(\mu); \mu), \tag{4.3.16b}
\]

with

\[
f^{k+\theta}(v; \mu) = -\frac{1}{\Delta t} \left( u^{k+1}_L(\mu) - u^k_L(\mu), v \right)_{L^2(\Omega)} - a(u^{k+\theta}_L(\mu), v; \mu). \tag{4.3.17}
\]

As previously, the continuity and coercivity properties of the bilinear forms (or Gårding inequality) are carried over to the discrete spaces. That is, \( a(\cdot, \cdot; \mu) \) is continuous and coercive on \( V_N \) (or satisfies the Gårding inequality) with the corresponding discrete continuity \( \gamma_N^k(\mu) \) and coercivity constants \( \alpha_N^k(\mu) \) (with \( \lambda_N^k(\mu) \)), defined in (3.3.19), and \( b(\cdot, \cdot) \) is continuous on \( W_N \times V_N \) with continuity a constant \( \gamma_N^b(\mu) \).
Proposition 4.3.3. Let \( V_N \subset V, W_N \subset W \) and the conditions of Theorem 4.3.2 hold. Assume that \( b(\cdot, \cdot) \) is inf-sup stable on \( W_N \times V_N \): that is, there exists a constant \( \beta_0 \) independent of the mesh size, such that

\[
\beta_N := \inf_{\eta \in W_N} \sup_{v \in V_N} \frac{b(\eta, v)}{\|v\|_V \|\eta\|_W} \geq \beta_0 > 0. \tag{4.3.18}
\]

Then for every \( \mu \in \mathcal{P}, k \in I \), there exists a unique solution \( (u^{k+1}_N(\mu), \lambda^{k+1}_N(\mu)) \) of Problem 4.3.4.

Proof. The proof directly follows from Theorem 4.3.2. See also, e.g., [BHR78, Theorem 4.4].

Upon Problem 4.3.4 we build the reduced basis method, described in the next section. To guarantee the well-posedness of the detailed problem (4.3.16), we always assume that \( V_N \) and \( W_N \) are chosen such that the discrete inf-sup condition is fulfilled.

4.4 Reduced Basis Approximation

In this section we present a reduced basis scheme for parabolic variational inequalities and give an existence and uniqueness result together with other properties of the reduced system.

4.4.1 Formulation

We consider a finite subset \( \mathcal{P}_N := \{\mu_1, \ldots, \mu_N\} \subset \mathcal{P} \) with \( \mu_i \neq \mu_j, \forall i \neq j, N \in \mathbb{N} \). The primal and dual sets of snapshots are denoted by \( S^N_\psi := \{u^N_{k}(\mu_1), \ldots, u^N_{k}(\mu_S)\} \) and \( S^N_\lambda := \{\lambda^N_{k}(\mu_1), \ldots, \lambda^N_{k}(\mu_S)\} \), \( k \in I_0, S \in \mathbb{N} \). Using a suitable algorithm, we construct the reduced primal \( \Psi_N \) and dual \( \Xi_N \) bases using \( S^N_\psi \) and \( S^N_\lambda \),

\[
\Psi_N := \{\psi_1, \ldots, \psi_{N_V}\} \subset V_N, \quad \Xi_N := \{\xi_1, \ldots, \xi_{N_W}\} \subset W_N.
\]

Numerical algorithms to build these two sets will be discussed in Section 4.6. Then the detailed primal and dual spaces are approximated by low-dimensional reduced spaces \( V_N \subset V \) and \( W_N \subset W \), defined as

\[
V_N := \text{span} \{\psi_i, \quad 1 \leq i \leq N_V\}, \quad W_N := \text{span} \{\xi_j, \quad 1 \leq j \leq N_W\}.
\]

The reduced basis approximation \( M_N \) of the detailed cone \( M_N \) is defined as

\[
M_N = \text{span}_+ \{\xi_j\}_{j=1}^{N_W} := \left\{ \sum_{j=1}^{N_W} \alpha_j \xi_j, \quad \alpha_j \geq 0 \right\}. \tag{4.4.1}
\]
4 RBM for Parametrized Parabolic Variational Inequalities

For the construction of the reduced space, we assume \( \xi_j \in M_N \), and hence \( M_N \subseteq M_N \). We define the reduced basis solution pair \( (u_N^{k+1}(\mu), \lambda_N^{k+1}(\mu)) \in V_N \times M_N, \mu \in \mathcal{P}, k \in \mathbb{I} \), where

\[
\begin{aligned}
  u_N^{k+1}(\mu) &= \sum_{p=1}^{N_V} u_{N,j}^{k+1}(\mu) \psi_p, \\
  \lambda_N^{k+1}(\mu) &= \sum_{q=1}^{N_W} \lambda_{N,q}^{k+1}(\mu) \xi_q. 
\end{aligned}
\]

(4.4.2)

Then the reduced problem reads as follows.

**Problem 4.4.1** (Reduced problem). Given \( \mu \in \mathcal{P}, \theta \in [1/2, 1] \), find \( u_N^{k+1}(\mu) \in V_N \), \( \lambda_N^{k+1}(\mu) \in M_N \), \( k \in \mathbb{I} \), that for all \( v_N \in V_N \), \( \eta_N \in M_N \) satisfy

\[
\begin{aligned}
  \frac{1}{\Delta t} \left( u_N^{k+1} - u_N^{k}, v_N \right)_{L^2(\Omega)} + a(u_N^{k+1}, v_N; \mu) - b(\lambda_N^{k+1}, v_N) &= f^{k+\theta}(v_N; \mu), \\
  b(\eta_N - \lambda_N^{k+1}, u_N^{k+1}) \geq g^{k+1}(\eta_N - \lambda_N^{k+1}; \mu). 
\end{aligned}
\]

(4.4.3a)  

(4.4.3b)

The initial value \( u_N^0 \) is chosen as the orthogonal projection of \( u_N^0 \) on \( V_N \), i.e., \( (u_N^0 - u_N^0, v_N)_{V} = 0 \) for all \( v_N \in V_N \).

**4.4.2 Properties of the Reduced System**

The well-posedness of the reduced saddle point problem (4.4.3) follows with identical arguments as for the detailed one. In particular, the properties of coercivity (Garding inequality) and continuity of \( a(\cdot, \cdot; \mu) \) on \( V_N \times V_N \) and continuity of \( b(\cdot, \cdot) \) on \( W_N \times V_N \) are directly inherited from the corresponding properties on the high-fidelity spaces \( V_N \) and \( W_N \).

However, the same argumentation is not applicable for the inf-sup stability of \( b(\cdot, \cdot) \) on \( W_N \times V_N \). Hence, additional care should be taken for an appropriate construction of \( V_N, W_N \), that guarantee the existence of \( \beta_0 > 0 \), such that

\[
\beta_N := \inf_{\eta_N \in W_N} \sup_{v_N \in V_N} \frac{b(\eta_N, v_N)}{\|v_N\|_{V} \|\eta_N\|_{W}} \geq \beta_0 > 0. 
\]

(4.4.4)

To verify the condition (4.4.4), let us first introduce the following operator \( T : W_N \rightarrow V_N \), defined as

\[
(T\eta, v)_V := b(\eta, v), \quad \forall v \in V_N. 
\]

(4.4.5)

Note that for \( v \in V_N \), \( \eta \in W_N \), \( b(\eta, v) = (B\eta, v)_{V' \times V} \), where \( B : W \rightarrow V' \) is a linear continuous operator. Then by the Riesz representation theorem, \( T\eta \) is, in fact, a Riesz representer of \( B\eta \in V' \) and it holds

\[
\|T\eta\|_V = \|B\eta\|_{V'} = \sup_{v \in V_N} \frac{(B\eta, v)_{V' \times V}}{\|v\|_V} = \sup_{v \in V_N} \frac{b(\eta, v)}{\|v\|_V}. 
\]

(4.4.6)
4.4 Reduced Basis Approximation

The operator $T$ is often referred to as the supremizer operator, since it is realizing the supremum in (4.4.6).

From (4.4.6) and (4.3.18) we obtain the following characterization of $\beta_N$ for the detailed problem,

$$\beta_N = \inf_{\eta \in W_N} \frac{\|T\eta\|_V}{\|\eta\|_W}. \quad (4.4.7)$$

Then to form a stable pair of the reduced spaces $V_N, W_N$, a sufficient condition could be an “inclusion of the supremizers” in the primal space. The supremizers are the elements $T\xi_i \in V_N$, where $\xi_i \in W_N$, $1 \leq i \leq N_W$, is a basis of $W_N$.

In the context of the reduced basis method, this approach was first introduced in [Rov03], and subsequently widely applied for, e.g., non-coercive or Stokes problems, e.g., [GV11; NMR15; Rov03; RV07; VPR+03]. Note that inclusion of the supremizers is not a unique way to obtain a stable pair of the reduced spaces. Alternatively, for variational inequalities an enrichment of the primal space by a-priori or unconstrained solutions can be considered, see for more details [HSW11; HSW12].

Let $\{\tilde{\psi}_i\}_{i=1}^{NS}$ denote a set of basis functions, which are built only from the set of the primal snapshots $S^N_u$. Then we consider the following “enriched” primal reduced space

$$V_N := \text{span}\{\tilde{\psi}_i\}_{i=1}^{NS} = \text{span}\{\tilde{\psi}_i, T\xi_j\}_{i,j=1}^{NS,N_W} \subset V_N. \quad (4.4.8)$$

The following lemma demonstrates that, with this choice, $(V_N, W_N)$ satisfies the stability condition (4.4.4).

**Lemma 4.4.1.** Let $V_N$ be given by (4.4.8), then $b(\cdot, \cdot)$ is inf-sup stable on $W_N \times V_N$, (4.4.4), and hence the reduced problem admits a unique solution. Moreover, there exist $\beta^0 > 0$, such that the following inequalities holds

$$\beta_N \geq \beta_N^0 \geq \beta^0 > 0. \quad (4.4.9)$$

**Proof.** The proof can be found in e.g., [HSW12; RV07]. For a self-contained presentation, we provide it here. Using the fact that $V_N \subset V'_N$, the definition of the supremizer operator (4.4.5), (4.4.6), and the enrichment of $V_N$ by supremizers (4.4.8), we can derive that

$$\beta_N = \inf_{\eta \in W_N} \sup_{v \in V_N} \frac{b(\eta, v)}{\|v\|_V \|\eta\|_W} \leq \inf_{\eta \in W_N} \sup_{v \in V_N} \frac{b(\eta, v)}{\|v\|_V \|\eta\|_W} \leq \inf_{\eta \in W_N} \|T\eta\|_V \|\eta\|_W = \beta_N. \quad \square$$

As the next step, similar to the linear case in Chapter 3, Proposition 3.4.1, we provide a consistency property of the reduced basis solution.
Proposition 4.4.2 (Reproduction of solutions). If for some \( \mu \in \mathcal{P} \), \( \theta \in [1/2, 1] \) and all \( k \in \mathbb{I} \), \( u^{k+1}_N(\mu) \in V_N \), and \( \lambda^{k+1}_N(\mu) \in M_N \) with \( u^0_N(\mu) \in V_N \), then

\[
u^{k+1}_N(\mu) = u^{k+1}_N(\mu), \quad \lambda^{k+1}_N(\mu) = \lambda^{k+1}_N(\mu), \quad \forall k \in \mathbb{I}.
\]

Proof. We prove this property by induction. For \( k = 0 \), \( u^0_N \in V_N \) and for \( u^0_N \in V_N \) we have \( (\nu^k_N - u^0_N, v_N)_V = 0 \), for all \( v_N \in V_N \). Set \( v_N = u^0_N - u^0_N \), then

\[
(u^0_N - u^0_N, u^0_N - u^0_N)_V = 0,
\]

which is true only for \( u^0_N = u^0_N \). For the induction step, we assume that \( u^k_N = u^k_N \), \( \lambda^k_N = \lambda^k_N \). Then, choosing \( v = v_N \in V_N \subset V_N \), \( \eta = \eta_N \in M_N \subset M_N \), we directly obtain

\[
\frac{1}{\Delta t} (\nu^{k+1}_N - \nu^k_N, v_N)_{L^2(\Omega)} + a(u^{k+1}_N, v_N; \mu) - b(\lambda^{k+1}_N, v_N) = f^{k+1}(v_N; \mu),
\]

\[
b(\eta_N - \lambda^{k+1}_N, u^{k+1}_N) \geq g^{k+1}(\eta_N - \lambda^{k+1}_N; \mu),
\]

which implies that \( (\nu^{k+1}_N, \lambda^{k+1}_N) \in V_N \times M_N \) solves the reduced problem (4.4.3). Using the uniqueness of the solution, we obtain \( u^{k+1}_N = u^{k+1}_N \) and \( \lambda^{k+1}_N = \lambda^{k+1}_N \), \( k \in \mathbb{I} \). \( \square \)

We comment on the regularity of the solution w.r.t. the parameter. In particular, the solution of the reduced problem is Lipschitz continuous, if the data is also Lipschitz continuous, see, e.g., [HSW12].

4.5 A Posteriori Error Analysis

In this section we present an a posteriori error analysis of the reduced scheme (4.4.3). For the derivation we restrict ourselves to the implicit Euler time discretization scheme, i.e., \( \theta = 1 \).

4.5.1 Preliminaries

Recall that for linear parabolic problems, the error associated with the reduced basis approximation is controlled in terms of the equality residuals; see Section 3.4.2. By contrast, for the current problem an additional error associated with the inequality constraints should be also taken into account.

For every \( \mu \in \mathcal{P}, k \in \mathbb{I} \), we define the equality and inequality residuals associated with the reduced basis approximation as

\[
r^{k+1}(v; \mu) := \frac{1}{\Delta t} (u^{k+1}_N(\mu) - u^k_N(\mu), v)_{L^2(\Omega)} + a(u^{k+1}_N(\mu), v; \mu) - b(\lambda^{k+1}_N(\mu), v) - f^{k+1}(v; \mu), \quad \forall v \in V_N, \tag{4.5.1}
\]

\[
s^{k+1}(\eta; \mu) := b(\eta, u^{k+1}_N(\mu)) - g^{k+1}(\eta; \mu), \quad \forall \eta \in M_N. \tag{4.5.2}
\]
Note that for every $\mu \in \mathcal{P}$, $\lambda_{N}^{k+1} \in M_{N}$ and $\lambda_{N}^{k+1} \in M_{N}$, we have

$$
\begin{align*}
&b(\lambda_{N}^{k+1}, u_{N}^{k+1}(\mu)) - g^{k+1}(\lambda_{N}^{k+1}, \mu) = 0, \\
&b(\lambda_{N}^{k+1}, u_{N}^{k+1}(\mu)) - g^{k+1}(\lambda_{N}^{k+1}, \mu) = 0.
\end{align*}
$$

These properties (4.5.3) are obtained by simply taking $\eta = 0$, $\eta = 2\lambda_{N}^{k+1}(\mu)$ in (4.3.16b) and $\eta = 0$, $\eta = 2\lambda_{N}^{k+1}(\mu)$ in (4.4.3b).

We also introduce the primal and dual errors associated with the reduced basis approximation as

$$
\begin{align*}
e_{u}^{k}(\mu) &:= u_{N}^{k}(\mu) - u_{N}^{k}(\mu), & e_{a}^{k}(\mu) &:= \left(e_{u}^{k}(\mu)\right)_{k \in \mathbb{I}}, \\
e_{\lambda}^{k}(\mu) &:= \lambda_{N}^{k}(\mu) - \lambda_{N}^{k}(\mu), & e_{\lambda}^{k}(\mu) &:= \left(e_{\lambda}^{k}(\mu)\right)_{k \in \mathbb{I}}.
\end{align*}
$$

Using the linearity of $r^{k+1}(v; \mu)$ and (4.3.16), one has for all $v \in V_{N}$ that

$$
r^{k+1}(v; \mu) = \frac{1}{\Delta t}(e_{u}^{k+1}(\mu) - e_{u}^{k}(\mu), v)_{L^{2}(\Omega)} + a(e_{u}^{k+1}(\mu), v) - b(e_{u}^{k+1}(\mu), v).$$

For all $k \in \mathbb{I}$, we define the Riesz representer $\hat{r}^{k+1}(\mu) \in V_{N}$ of the equality residuals, and by $s^{k+1}(\mu) \in W_{N}$ the Riesz representer of the inequality residuals:

$$
\begin{align*}
&\langle v, r^{k+1}(\mu) \rangle_{V} = r^{k+1}(v; \mu), & \forall v \in V_{N}, \\
&\langle \eta, s^{k+1}(\mu) \rangle_{W} = s^{k+1}(\eta; \mu), & \forall \eta \in W_{N}.
\end{align*}
$$

In the error analysis, we make use of the following norm bound

$$
\|v\|_{L^{2}(\Omega)} \leq C_{\Omega}\|v\|_{V}, & \forall v \in V_{N}.
$$

If $V = H_{0}^{1}(\Omega)$ with $\| \cdot \|_{V} = \| \cdot \|_{H^{1}}$, then (4.5.7) is the standard Friedrichs-Poincaré inequality with the Friedrichs-Poincaré constant $C_{\Omega}$.

From now on we assume that $\Delta t < 1/(2\lambda_{N}^{N}(\mu))$, and recall, from Chapter 3, the discrete spatio-temporal norm (3.4.17)

$$
|||v|||_{\mu} := \left( \begin{array}{c}
(1 - 2\lambda_{N}^{N}(\mu)\Delta t)^{T} \|v^{T}\|_{L^{2}(\Omega)}^{2} + a_{a}^{N}(\mu)\Delta t \sum_{k=0}^{L-1} (1 - 2\lambda_{N}^{N}(\mu)\Delta t)^{k} \|v^{k+1}\|_{V}^{2}
\end{array} \right)^{1/2},
$$

where $v = (v^{k+1})_{k \in \mathbb{I}} \in V_{N}$.

**Primal-Dual Error Relation**

We recall the following result from [BHS+15], which establishes the connection between the primal and dual errors and is used later to derive the a posteriori error bounds.
Lemma 4.5.1 (Primal-dual error relation). For all $\mu \in \mathcal{P}$, $k \in \mathbb{I}$, the dual error at each time step $t^{k+1}$, can be bounded by the primal error as

$$
\|e^{k+1}_\lambda(\mu)\|_W \leq \frac{1}{\beta_N} \left( \frac{C_\Omega}{\Delta t} \|e_u^{k+1}(\mu) \|_{L^2(\Omega)} + \gamma_a^N(\mu) \|e_u^{k+1}(\mu)\|_V + \|r^{k+1}(\mu)\|_V \right).
$$

(4.5.9)

Proof. The inf-sup stability of $b(\cdot,\cdot)$ ensures that for all $\eta \in W_N$ there exist an element $v^* \in V_N$, $v^* \neq 0$ such that the following holds

$$
\beta_N \|v^*\|_V \|\eta\|_W \leq b(\eta,v^*).
$$

Taking $\eta := e^{k+1}_\lambda \in W_N$, using (4.5.5), the Cauchy-Schwarz inequality, and the continuity of $a(\cdot,\cdot)$, we obtain

$$
\beta_N \|v^*\|_V \|e^{k+1}_\lambda\|_W \leq \frac{1}{\Delta t} (e_u^{k+1} - e_u^k, v^*)_{L^2(\Omega)} + a(e_u^{k+1}, v^*) - r^{k+1}(v^*) \\
\leq \frac{1}{\Delta t} (e_u^{k+1} - e_u^k)_{L^2(\Omega)} \|v^*\|_{L^2(\Omega)} + \gamma_a^N \|e_u^{k+1}\|_V \|v^*\|_V + \|r^{k+1}\|_V \|v^*\|_V. \quad (4.5.10)
$$

Applying the norm bound (4.5.7), we obtain the desired result. \hfill \square

Projectors

The derivation of the a posteriori error estimates for saddle point problems with equality constraints, e.g., for the Stokes problem, [GRV12; GV11], includes the estimate of the norms of residuals $\|r^k\|_V$, and $\|s^k\|_{W'}$. By contrast, in our setting, we are dealing with inequality constraints. Hence, the quantity $\|s^k\|_{W'} = \|\tilde{s}^k\|_W$ is not a straightforward error estimator component. Estimating the norm of the residual $\|s^k\|_{W'}$ would lead to a penalization of both the positive and negative parts of $s^k$.

Hence, to treat the inherent nonlinearity induced by the inequalities, we consider a family\(^1\) of projectors on the cone $\tilde{M}_N \subset W_N$, $\pi^{k+1} : W_N \rightarrow \tilde{M}_N$, $k \in \mathbb{I}$, where

$$
\tilde{M}_N := \{ \eta \in W_N : (\eta,\eta')_W \geq 0, \ \eta' \in M_N \}. \quad (4.5.11)
$$

4.5.2 A Posteriori Error Estimators

For any $\mu \in \mathcal{P}$, $k \in \mathbb{I}$, we define the following estimators:

$$
\delta^{k+1}_{\pi}(\mu) := \|r^{k+1}(\mu)\|_V = \|\tilde{r}^{k+1}(\mu)\|_V, \quad (4.5.12a)
$$

$$
\delta^{k+1}_{s}(\mu) := \|s^{k+1}(\mu) - \pi^{k+1}(\tilde{s}^{k+1}(\mu))\|_{W'}, \quad (4.5.12b)
$$

$$
\delta^{k+1}_{\tilde{s}}(\mu) := (\lambda^{k+1}_{\tilde{N}}(\mu), \pi^{k+1}(\tilde{s}^{k+1}(\mu)))_W. \quad (4.5.12c)
$$

\(^1\) In fact, the projectors $\pi^{k+1}$ can be chosen invariant with respect to time and the index $k+1$ is redundant in this case. However, for convenience of further analysis we preserve this index.
The next result, which is a generalization of Theorem 4.2 in [BHS+15] to a non-coercive bilinear form \( a(\cdot, \cdot; \mu) \), establishes an error bound in terms of the estimators (4.5.12).

**Theorem 4.5.2.** For all \( \mu \in \mathcal{P} \), we obtain the following upper bound for the primal error:

\[
||| e_N(\mu)|||_\mu \leq \Delta_N^u(\mu) := \left( \frac{1}{2} \sum_{k=0}^{I-1} \left( 1 - 2\lambda_a^N(\mu) \Delta t \right) \delta^k(\mu)^k \right)^{1/2}, \tag{4.5.13}
\]

where

\[
d^{k+1} = \frac{\Delta t}{\alpha_a^N} \left( \delta_r^{k+1} + \frac{\delta_r^{k+1} \lambda_a^N}{\beta_a^N} \right)^2 + \frac{C_{\Omega} \delta^k}{\beta_a^N} + 2\Delta t \frac{\delta^{k+1} \delta^k}{\beta_a^N} + 2\Delta t \delta^{k+1}.
\]

**Proof.** Taking the test function \( v := e^{k+1}_u \) in (4.5.5) and using the Gårding inequality, we obtain

\[
\frac{1}{\Delta t} \left( e^{k+1}_u - e^{k}_u, e^{k+1}_u \right)_{L^2(\Omega)} + \alpha_a^N \|e^{k+1}_u\|^2 - \lambda_a^N \|e^{k+1}_u\|^2_{L^2(\Omega)} \leq \delta^{k+1}(e^{k+1}_u) + b(e^{k+1}_\lambda, e^{k+1}_u). \tag{4.5.14}
\]

Using (3.4.11), the first term of the inequality (4.5.14) can be expressed as

\[
\left( e^{k+1}_u - e^{k}_u, e^{k+1}_u \right)_{L^2(\Omega)} = \frac{1}{2} \|e^{k+1}_u\|^2_{L^2(\Omega)} - \frac{1}{2} \|e^{k}_u\|^2_{L^2(\Omega)} + \frac{1}{2} \|e^{k+1}_u - e^{k}_u\|^2_{L^2(\Omega)}. \tag{4.5.15}
\]

Using (4.5.3), (4.5.6b), the definition of \( s^{k+1}(\eta) \) and \( \pi^{k+1} \) (4.11), and the fact that \( b(\lambda_{N+1}^{k+1}, u_{N+1}^{k+1}) - g^{k+1}(\lambda_{N+1}^{k+1}) \geq 0 \) from (4.3.16b), we can estimate the term \( b(e^{k+1}_\lambda, e^{k+1}_u) \) in (4.5.14):

\[
b(e^{k+1}_\lambda, e^{k+1}_u) = b(\lambda_{N+1}^{k+1}, u_{N+1}^{k+1}) - b(\lambda_{N+1}^{k+1}, u_{N+1}^{k+1}) + b(\lambda_{N+1}^{k+1}, u_{N+1}^{k+1}) \\
\leq g^{k+1}(\lambda_{N+1}^{k}) - g^{k+1}(\lambda_{N+1}^{k+1}) - g^{k+1}(\lambda_{N+1}^{k+1}) + g^{k+1}(\lambda_{N+1}^{k}) \\
= -s^{k+1}(\lambda_{N+1}^{k}) = s^{k+1}(e^{k+1}_\lambda) = \left( e^{k+1}_\lambda, s^{k+1} \right)_W \\
= (e^{k+1}_\lambda, s^{k+1} - \pi^{k+1}(s^{k+1}))_W + (e^{k+1}_\lambda, \pi^{k+1}(s^{k+1}))_W \\
\leq \|e^{k+1}_\lambda\|_W \|s^{k+1} - \pi^{k+1}(s^{k+1})\|_W + (\lambda_{N+1}^{k+1}, \pi^{k+1}(s^{k+1}))_W \\
= \delta^{k+1}_\lambda \|e^{k+1}_\lambda\|_W + \delta^{k+1}_s.
\]

This estimate combined with (4.5.15) and with the Cauchy-Schwarz inequality, applied to the first term on the right-hand side of (4.5.14), gives rise to:

\[
\frac{1}{2\Delta t} \|e^{k+1}_u\|^2_{L^2(\Omega)} + \frac{1}{2\Delta t} \|e^{k+1}_u - e^{k}_u\|^2_{L^2(\Omega)} + \alpha_a^N \|e^{k+1}_u\|^2 - \lambda_a^N \|e^{k+1}_u\|^2_{L^2(\Omega)} \\
\leq \frac{1}{2\Delta t} \|e^{k}_u\|^2_{L^2(\Omega)} + \delta^{k+1}_r \|e^{k+1}_u\|_V + \delta^{k+1}_s \|e^{k+1}_\lambda\|_W + \delta^{k+1}_s.
\]
Using Lemma 4.5.1 and Young’s inequality (3.4.10) with $\varepsilon = 1$, we can bound the dual error $\|e_{\lambda}^{k+1}\|_W$ in (4.5.16) as

\[
\delta_{s}^{k+1}\|e_{\lambda}^{k+1}\|_W \leq \frac{1}{2\Delta t}\left(\frac{C_{\Omega}\delta_{s}^{k+1}}{\beta_N}\right)^2 + \frac{1}{2\Delta t}\|e_{u}^{k+1} - e_{u}^{k}\|_{L^2(\Omega)}^2 + \frac{\delta_{r}^{k+1}}{\beta_N}\left(\gamma_{a}^{N}\|e_{\lambda}^{k+1}\|_V + \tilde{\delta}_{s}^{k+1}\right).
\]

With this estimate, (4.5.16) can be simplified to

\[
\frac{1}{2\Delta t}\|e_{u}^{k+1}\|_{L^2(\Omega)}^2 + \alpha_{a}^{N}\|e_{u}^{k+1}\|_V^2 - \lambda_{a}^{N}\|e_{u}^{k+1}\|_{L^2(\Omega)}^2 \leq \frac{1}{2\Delta t}\|e_{u}^{k}\|_{L^2(\Omega)}^2 + \frac{1}{2\Delta t}\left(\frac{C_{\Omega}\delta_{s}^{k+1}}{\beta_N}\right)^2 + \left(\delta_{r}^{k+1} + \frac{\delta_{k+1}\gamma_{a}^{N}}{\beta_N}\right)\|e_{u}^{k+1}\|_V + \frac{\delta_{k+1}\delta_{r}^{k+1}}{\beta_N} + \tilde{\delta}_{s}^{k+1}. \tag{4.5.17}
\]

Applying Young’s inequality (3.4.10) with $\varepsilon = \sqrt{\alpha_{a}^{N}}$ to the third term on the right-hand side of (4.5.17) gives:

\[
\left(\delta_{r}^{k+1} + \frac{\delta_{k+1}\gamma_{a}^{N}}{\beta_N}\right)\|e_{u}^{k+1}\|_V \leq \frac{1}{2\alpha_{a}^{N}}\left(\delta_{r}^{k+1} + \frac{\delta_{k+1}\gamma_{a}^{N}}{\beta_N}\right)^2 + \frac{1}{2}\alpha_{a}^{N}\|e_{u}^{k+1}\|_V^2.
\]

Combining the last estimates, we can write (4.5.17) as

\[
\frac{1}{2\Delta t}\|e_{u}^{k+1}\|_{L^2(\Omega)}^2 + \frac{1}{2\alpha_{a}^{N}}\left(\delta_{r}^{k+1} + \frac{\delta_{k+1}\gamma_{a}^{N}}{\beta_N}\right)^2 + \frac{1}{2\Delta t}\left(\frac{C_{\Omega}\delta_{s}^{k+1}}{\beta_N}\right)^2 + \frac{\delta_{k+1}\delta_{r}^{k+1}}{\beta_N} + \tilde{\delta}_{s}^{k+1}.
\]

Multiplying the last inequality by $2\Delta t(1 - 2\lambda_{a}^{N}\Delta t)^k$, $k \in I$, we obtain

\[
\left(1 - 2\lambda_{a}^{N}\Delta t\right)^{k+1}\|e_{u}^{k+1}\|_{L^2(\Omega)}^2 + \left(1 - 2\lambda_{a}^{N}\Delta t\right)^{k}\Delta t\alpha_{a}^{N}\|e_{u}^{k+1}\|_V^2 \leq \left(1 - 2\lambda_{a}^{N}\Delta t\right)^{k}\|e_{u}^{k}\|_{L^2(\Omega)}^2 + \left(1 - 2\lambda_{a}^{N}\Delta t\right)^{k}d^{k+1},
\]

where

\[
d^{k+1} = \frac{\Delta t}{\alpha_{a}^{N}}\left(\delta_{r}^{k+1} + \frac{\delta_{k+1}\gamma_{a}^{N}}{\beta_N}\right)^2 + \left(\frac{C_{\Omega}\delta_{s}^{k+1}}{\beta_N}\right)^2 + 2\Delta t\frac{\delta_{k+1}\delta_{r}^{k+1}}{\beta_N} + 2\Delta t\tilde{\delta}_{s}^{k+1}.
\]

Making a summation of the resulting inequalities from $k = 0, \ldots, I - 1$, we obtain a telescopic sum. Taking the square root provides us with the desired result. \(\square\)
If \( W = V' \), one may consider an equivalent choice for the family of projectors used in the a posteriori error estimators. In particular, consider the family of projectors \( \Pi^{k+1} : V_N \to V_N^+ \) on the cone \( V_N^+ = \{ v \in V_N : \langle v, \eta \rangle_{V \times V'} \geq 0, \ \eta \in M_N \}, \ k \in \mathbb{I} \). Furthermore, introduce the following quantities:

\[
\delta^{k+1}_s(\mu) := \| s^{k+1}(\mu) - \Pi^{k+1}(s^{k+1}(\mu)) \|_V, \quad (4.5.18a)
\]

\[
\tilde{\delta}^{k+1}_s(\mu) := (\lambda^{k+1}_N(\mu), \Pi^{k+1}(s^{k+1}(\mu)))_{V' \times V}. \quad (4.5.18b)
\]

In fact, for this specification, we obtain the same result for a posteriori error estimators.

**Proposition 4.5.3.** For all \( \mu \in \mathcal{P}, \ k \in \mathbb{I} \), the error bounds from Theorem 4.5.2 holds true for the specification of \( \delta^{k+1}_s(\mu) \) and \( \tilde{\delta}^{k+1}_s(\mu) \) in (4.5.18).

**Proof.** The proof directly follows from the proof of Theorem 4.5.2, without using the Riesz representers of the residuals, by directly expressing \( s^{k+1}(e^{k+1}_\lambda) = (s^{k+1}, e^{k+1}_\lambda)_{W' \times W} = (e^{k+1}_\lambda, s^{k+1})_{V' \times V} \).

Under an additional assumption we can further simplify the error bound, which is stated in the following result.

**Proposition 4.5.4.** Under the conditions of Theorem 4.5.2, and additionally assuming that the projectors \( \pi^{k+1} \) satisfy the condition

\[
(\pi^{k+1}(s^{k+1}), \lambda^{k+1}_N)_{W} = 0, \quad k \in \mathbb{I}, \quad (4.5.19)
\]

we obtain that \( \tilde{\delta}^{k+1}_s = 0 \) and the error bounds simplifies accordingly.

Projectors satisfying (4.5.19) have been used in [BHS+15] in the context of the RBM. We also refer to [Woh11; WW09] where such techniques are applied for finite element based error estimators in contact mechanics and for obstacle problems.

If we assume that there exists computable (in an offine-online fashion) lower and upper bounds of the discrete coercivity \( \alpha_a^N(\mu) \), continuity \( \gamma_a^N(\mu) \), and Gårding \( \lambda_a^N(\mu) \) constants, and a lower bound of the inf-sup stability constant \( \beta_N \), that is,

\[
0 < \alpha_a^U \leq \alpha_a^N(\mu), \quad \gamma_a^N(\mu) \leq \gamma_a^U, \quad \lambda_a^N(\mu) \leq \lambda_a^U, \quad \beta_N \geq \beta^U > 0, \quad (4.5.20)
\]

then, under the assumption \( \Delta t < 1/(2\lambda_a^U) \), the computationally expensive, discrete coercivity, continuity and inf-sup stability constants in the definition of an upper bound \( \Delta_a^N \) can be replaced by their cheaper computable respective bounds. However, we still will have only a partial offline-online decomposition of the error bounds, see Section 4.7.4.
4.6 Reduced Basis Spaces Construction

In this section, we present an overview of the different methods to build the reduced primal $\Psi_N \subset V_N$ and dual bases $\Xi_N \subset M_N$. Since we are considering a time-dependent variational inequality, special care should be taken to appropriately construct the reduced cone $M_N$ as well as to tackle the additional time dimension.

For stationary variational inequalities, one could employ the standard greedy procedure to iteratively build $\Psi_N$ and $\Xi_N$ from the set of snapshots [HSW12; ZBV16]. However, for time dependent variational inequalities, applying a greedy iteration in both parameter and time may result in a high computational cost. Alternatively, a POD procedure, Section 3.4.3, which is standard for linear time-dependent problems, can not be unified with the construction of the dual space, due to the possible disruption of the positivity of $M_N$.

In this section we describe several strategies which can be applied for a suitable reduced dual space construction. In particular, we consider the POD-Angle-Greedy algorithm, the Non-Negative Matrix Factorization (NNMF) algorithm and the standard greedy procedure. For the primal space, since it does not involve any constraints, we follow the POD-Greedy algorithm.

Let us also comment on time-dependent variational inequalities treated in a space-time framework. For this case, there is no need for an additional temporal compression, as the reduction approach is performed in both a time and space, and one can employ the same greedy strategy as for the stationary variational inequalities, see [GU14; GU15].

4.6.1 POD-Angle-Greedy Algorithm

The POD-Angle-Greedy algorithm, introduced in [BHS+15; HSW13], consists in building iteratively and simultaneously the reduced primal and dual bases in a greedy fashion. In particular, the construction of the primal reduced basis is performed by the standard POD-Greedy Algorithm 3.1, while for the dual one we employ the so-called Angle-Greedy procedure, presented in Algorithm 4.1, see also [BHS+15; HSW13].

We comment on the idea behind the POD-Angle-Greedy algorithm. As in Section 3.4.3, we consider a finite training set $\mathcal{P}_{\text{train}} \subset \mathcal{P}$. Given the initial (quite arbitrary) choice of the reduced basis spaces, we initiate a greedy loop (Step 5). The loop is repeated $N_{\text{max}}$ times or until the desired tolerance $\varepsilon_{\text{tol}}$ is reached (Step 7). Particularly, for given primal and dual spaces at the stage $N - 1$, we identify the parameter vector $\mu_N$ in the training set $\mathcal{P}_{\text{train}}$, that currently leads to the worst reduced basis approximation (Step 6). For this parameter, new primal and dual basis vectors are generated. In particular, the selection of new primal reduced basis vectors is based on the idea of the POD-Greedy procedure (Step 11), described in
Reduced Basis Spaces Construction

4.6 Reduced Basis Spaces Construction

The dual reduced basis vectors are selected using an Angle-Greedy criterion (Step 9–10). The idea is to maximize the volume of the resulting cone, i.e., we include the snapshot showing the largest deviation from the current reduced dual space. That is, the vector \( \lambda^{k_N}(\mu_N) \) that maximizes

\[
\angle(\eta, Y) := \arccos \left( \frac{\| \Pi_Y \eta \|_W}{\| \eta \|_W} \right)
\]

(4.6.1)
denotes the angle between the vector \( \eta \in W \) and the linear space \( Y \subset W \), with \( \Pi_Y \eta \) being an orthogonal projection of \( \eta \) on \( Y \).

**Algorithm 4.1 POD-Angle-Greedy Algorithm**

**Input:** Maximum number of iterations \( N_{\text{max}} > 0 \), training sample set \( \mathcal{P}_{\text{train}} \subset \mathcal{P} \), target tolerance \( \varepsilon_{\text{tol}} \)

**Output:** RB bases \( \Psi_N, \Xi_N \) and RB spaces \( V_N, W_N \)

1. choose arbitrarily \( \mu_0 \in \mathcal{P}_{\text{train}} \) and \( k' \in I_0 \)
2. compute \( \{ u_k^{k'}(\mu_0) \}_{k \in I_0}, \{ \lambda_N^{k'}(\mu) \}_{k \in I} \)
3. set \( \xi_0 = \lambda_N^{k'}(\mu_0) / \| \lambda_N^{k'}(\mu_0) \|_W, \Xi_0 = \{ \xi_0 \}, W_0 = \text{span}\{ \Xi_0 \} \)
4. set \( \Psi_0 = \text{orthonormalize} \left\{ u_k'(\mu_0), T\xi_0 \right\}, V_0 = \text{span}\{ \Psi_0 \} \)
5. for \( N = 1, \ldots, N_{\text{max}} \) do
6. \( \left[ \varepsilon_{\text{train}}^N, \mu_N \right] = \text{arg max}_{\mu \in \mathcal{P}_{\text{train}}} E_{N-1}(\mu) \)
7. if \( \varepsilon_{\text{train}}^N < \varepsilon_{\text{tol}} \) then return
8. end if
9. \( k_N = \text{arg max}_{k \in I} \left( \angle \left( \lambda_N^{k+1}(\mu_N), W_{N-1} \right) \right) \)
10. \( \xi_N = \lambda_N^{k_N}(\mu) / \| \lambda_N^{k_N}(\mu) \|_W, \Xi_N = \Xi_{N-1} \cup \{ \xi_N \}, W_N = \text{span}\{ \Xi_N \} \)
11. \( \psi_N = \text{POD}_1 \left\{ u_k^{k_N}(\mu_N) - \Pi_{V_{N-1}} \left( u_k^{k_N}(\mu_N) \right) \right\}_{k \in I_0} \)
12. \( \Psi_N = \text{orthonormalize} \left\{ \psi_N \right\}, V_N = \text{span}\{ \Psi_N \} \)
13. end for

As it was pointed out in Section 4.4.2, to ensure the stability of the reduced basis system (4.4.3), we need to guarantee that the reduced basis spaces \( V_N, W_N \) form an inf-sup stable pair. For this, we enrich the primal reduced basis by the “supremizers” (Step 12). This results in \( |\Psi_N| \leq 2N_{\text{max}} \) and \( |\Xi_N| \leq N_{\text{max}} \).

In practice, to have smaller and faster reduced models, one may skip the “supremizer enrichment” procedure. However, in this case there is no proof of stability of the system, see for more details, e.g., [HSW12].

The selection of the “worst” parameter in the greedy loop requires a measure \( E_N(\mu) \) (Step 6). This error estimator can be chosen similarly as for the POD-Greedy algorithm (Algorithm 3.1), i.e., a primal projection error or a true error, see (3.4.19a), (3.4.19b), (3.4.19c) or an a posteriori error bound (4.5.13), \( E_{\text{apost}}(\mu) := \).
\[ \Delta \chi_N(\mu). \] A combination of the primal and dual errors could be also utilized, e.g.,
\[ E_N(\mu) = \omega_u E_u^\text{true}(\mu) + \omega_\lambda E_\lambda^\text{true}(\mu), \]
where \( \omega_u, \omega_\lambda \geq 0 \) are some weights and
\[
E_\lambda^\text{true}(\mu) := \left( \Delta t \sum_{k=0}^{l-1} \| e_{k+1}(\mu) \|_W^2 \right)^{1/2} = \left( \Delta t \sum_{k=0}^{l-1} \| (\chi_N^k(\mu) - \chi_N^{k+1}(\mu)) \|_W^2 \right)^{1/2}.
\]

**Remark 4.6.1.** For the European option case, due to the absence of the Lagrange multiplier, the system no longer has a saddle point structure. Hence, in Algorithm 4.1 we omit the supremizer enrichment in Step 12 and the Angle-Greedy routine in Step 9–10. Then the algorithm reduces to the classical (strong) POD-Greedy algorithm (Algorithm 3.1).

### 4.6.2 POD-NNMF

Instead of the “angle-greedy” strategy in Algorithm 4.1, one may employ alternative algorithms which can preserve the positivity constraints for the dual space construction. One of the choices is the non-negative matrix factorization (NNMF) procedure.

NNMF is a matrix factorization algorithm, which uses non-negativity constraints. It was introduced in the context of face recognition problems [LS99]. Since then much research has been done for the theoretical study of the method as well as for the extension to the different fields of application, e.g., for sound object extraction [Sma04], image processing, e.g., [LHZ01; LS99]. In combination with the reduced basis method, NNMF was recently applied to contact problems [BAF16] and compared to the SVD procedure.

Here we briefly describe the main idea behind the NNMF approach. We consider a non-negative snapshot matrix \( X \in \mathbb{R}^{m \times n} \), which consist of \( n \) data points in \( \mathbb{R}^m \). Given a constant \( r < m \), the non-negative matrix factorization algorithm is a procedure to find a non-negative matrix \( Q \in \mathbb{R}^{m \times r} \) and another non-negative matrix \( H \in \mathbb{R}^{r \times n} \), that solve the problem:

\[
\begin{align*}
\text{minimize} & \quad \| X - QH \|_F^2 \\
\text{subject to} & \quad Q \geq 0, H \geq 0.
\end{align*}
\]

Here, \( \| \cdot \|_F \) is the Frobenius norm, i.e., for \( X \in \mathbb{R}^{m \times n} \), it is defined as \( \| X \|_F = \left( \sum_{i=1}^{m} \sum_{j=1}^{n} X_{ij}^2 \right)^{1/2} \). We can interpret \( QH \) as a compressed from of \( X \), \( X \approx QH \). The matrix \( Q \) is regarded as a basis matrix and \( H \) as an encoding matrix.

We remark that no closed form solutions exist for the minimization problem (4.6.2). Hence, an appropriate numerical approximation should be utilized to solve it. In addition, the objective functional is only convex with respect to \( Q \) or \( H \), but not in \( Q \) and \( H \) together. Hence, most iterative algorithms will converge to a local minima.
Popular algorithms for NNMF are based on multiplicative update rules, where \( Q, H \)
are defined iteratively following the rule, see [LS00; LS99]:

\[
Q \leftarrow Q \circ \frac{XH^T}{QHH^T}, \quad H \leftarrow H \circ \frac{Q^TX}{Q^TQH}.
\]

(4.6.3)

Here, “\( \circ \)” denotes an element-wise multiplication (the Hadamard product) and “\( \cdot \)”
denotes an element-wise division. Different choices of the multiplicative update rule
for \( Q \) and \( H \) lead to different variants of the NNMF algorithm, such as NNMF-
orthogonal [Cho08], NNMF-convolutive [Sma04], NNMF-local [LHZ01] etc.

The NNMF algorithm also has a geometric interpretation. It can be seen as a
problem of finding a simplicial cone in the positive orthant, which contains the given
data points. In, e.g, [DS04; HSS14] such problem was studied as well as the geometric
conditions presented, under which the factorization is unique.

We incorporate the NNMF strategy for the reduced basis construction. In Algorithm 4.2 one of the variations how to apply NNMF for the dual reduced basis is
presented.

**Algorithm 4.2 POD-NNMF-Greedy Algorithm**

**Input:** Maximum number of iterations \( N_{\text{max}} > 0 \), training sample set \( P_{\text{train}} \subset P \),
target tolerance \( \varepsilon_{\text{tol}} \), initial bases \( \Psi_0, \Xi_0 \), \( V_0 = \text{span}\{\Psi_0\} \), \( W_0 = \text{span}\{\Xi_0\} \)

1: for \( N = 1, \ldots, N_{\text{max}} \) do
2: \( [\varepsilon_{\text{train}}^N, \mu_N] = \arg \max_{\mu \in P_{\text{train}}} E_{N-1}(\mu) \)
3: if \( \varepsilon_{\text{train}}^N < \varepsilon_{\text{tol}} \) then return
4: end if
5: compute \( \{u^N_{k,i}(\mu_i)\}_{k=0,i=1}^{N} \), \( \{\lambda^N_{k+1,i}(\mu_i)\}_{k,i=1}^{N} \)
6: \( \Xi_N = \text{NNMF}_N \left( \{\lambda^N_{k+1,i}(\mu_i)\}_{k,i=1}^{N} \right), \ W_N = \text{span}\{\Xi_N\} \)
7: \( \Psi_N = \text{POD}_N \left( \{u^N_{k,i}(\mu_i)\}_{k=0,i=1}^{N} \right) \)
8: \( \Psi_N = \text{orthonormalize} \ \{\Psi_N, T\Xi_N\}, \ V_N = \text{span}\{\Psi_N\} \)
9: end for

We use an “enrichment by supremizers” to obtain a stable pair of reduced basis
spaces. Note that the algorithm requires given primal and dual initial bases,
which, e.g., can be chosen as in Algorithm 4.1, Steps 1–4. Note, the abbreviation
NNMF_N \( \left( \{\lambda^N_{k+1,i}(\mu_i)\}_{k,i=1}^{N} \right) \) implies the application of the NNMF procedure (4.6.2)
to the snapshot matrix, consisting of the coefficient vectors of \( \lambda^N_{k+1,i}(\mu) \), \( \mu \in P, k \in I \).
That is, \( \lambda^N_{k,i}(\mu) := \left( \lambda^N_{k,i,j}(\mu) \right)_{j=1}^{N_{\text{max}}} \) denotes the coefficient vector of \( \lambda^N_{k,i}(\mu) \), the snapshot
matrix \( X \) is defined as

\[
X := [\lambda^1(\mu_1), \ldots, \lambda^1(\mu_1), \ldots, \lambda^1(\mu_N), \ldots, \lambda^I(\mu_N)] \in \mathbb{R}^{N \times (IN)} , \quad N \leq N_{\text{max}}.
\]
4.7 Implementation Aspects

In this section we present a method to solve the reduced problem (4.4.3). We describe several steps of the efficient offline-online computation procedure for the reduced solutions as well as the solver for the reduced system. We highlight the main ingredients for the computation of the a posteriori error bounds and describe an offline-online computational procedure.

4.7.1 Algebraic Saddle Point Formulation

We start by providing the algebraic formulation for the detailed and reduced problems.

Denote by \(u_{k+1}(\mu) \in \mathbb{R}^{N_N}, \lambda_{k+1}(\mu) = \mathbb{R}^{N_W} \) the coefficient vectors of the detailed solutions \(u_{k+1}(\mu) \in V_N \) and \(\lambda_{k+1}(\mu) \in M_N, k \in \mathbb{I}, \mu \in \mathcal{P}. \) Introduce the following high-fidelity matrices and vectors:

\[
M := \left( (\phi_j, \phi_i)_{L^2(\Omega)} \right)_{i,j=1}^{N_N}, \quad A(\mu) := \left( a(\phi_j, \phi_i; \mu) \right)_{i,j=1}^{N_N}, \quad B := \left( b(\chi_j, \phi_i) \right)_{i,j=1}^{N_N}, \quad f := \left( f_k(\mu) \right)_{i=1}^{N_N}, \quad g_{k+1}(\mu) := \left( g_{k+1}(\chi_i; \mu) \right)_{i=1}^{N_W}.
\]

Note, if \(\chi_j\) are the biorthogonal basis functions, the matrix \(B\) is a diagonal matrix or an identity after suitable rescaling of the basis functions. For \(\tau \in \{\theta, (1-\theta)\}, \) where \(\theta \in \left[\frac{1}{2}, 1\right]\), we denote

\[
S^\tau(\mu) := \frac{1}{\Delta t} M + \tau A(\mu).
\]

Then the algebraic form of the detailed saddle point problem (4.3.16) reads as follows.

**Problem 4.7.1 (Algebraic detailed saddle point problem).** For a given \(\mu \in \mathcal{P}, \theta \in \left[\frac{1}{2}, 1\right]\), to find a detailed pair of solutions \((u_{k+1}(\mu), \lambda_{k+1}(\mu)) \in V_N \times M_N\) with the corresponding coefficient vectors \((u_{k+1}(\mu), \lambda_{k+1}(\mu)) \in \mathbb{R}^{N_N} \times \mathbb{R}^{N_W}\), \(k \in \mathbb{I}\), we need to solve the system of inequalities

\[
S^\theta(\mu) u_{k+1}(\mu) - B \lambda_{k+1}(\mu) = S^{\theta-1}(\mu) u_k(\mu) + f^{k+\theta}(\mu), \quad \lambda_{k+1}(\mu) \geq 0, \quad B^T u_{k+1}(\mu) - g_{k+1}(\mu) \geq 0, \quad \left( \lambda_{k+1}(\mu) \right)^T \left( B^T u_{k+1}(\mu) - g_{k+1}(\mu) \right) = 0.
\]

The equivalent representation (4.7.1b)–(4.7.1d) of the variational inequality is often referred to as a complementarity problem (CP) in the literature, see, e.g., [FP03].
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Similarly, for the reduced problem, denote by \( u_N^{k+1}(\mu) \in \mathbb{R}^{N_V}, \lambda_N^{k+1}(\mu) \in \mathbb{R}^{N_W} \), the coefficient vectors of the reduced solutions \( u_N^{k+1}(\mu) = \sum_{j=1}^{N_V} u_{N,j} \psi_j \in V_N \) and \( \lambda_N^{k+1}(\mu) = \sum_{j=1}^{N_W} \lambda_{N,j} \xi_j \in M_N, k \in \mathbb{I}, \mu \in \mathcal{P} \). Define the following reduced basis matrices and vectors

\[
M_N := \left[ (\psi_j, \psi_i)_{L^2(\Omega)} \right]_{i,j=1}^{N_V}, \quad A_N(\mu) := \left[ a(\psi_j, \psi_i; \mu) \right]_{i,j=1}^{N_V}, \quad B_N := \left[ b(\xi_j, \psi_i) \right]_{i,j=1}^{N_V}, \quad \mathbf{f}_N^{k+\theta}(\mu) := \left[ f^{k+\theta}(\psi_i; \mu) \right]_{i=1}^{N_V}, \quad \mathbf{g}_N^{k+1}(\mu) := \left[ g^{k+1}(\xi_j; \mu) \right]_{j=1}^{N_W}.
\]

As previously, for \( \tau \in \{ \theta, (1 - \theta) \}, \theta \in [1/2, 1] \), we introduce the reduced basis matrix

\[
S_N^\theta(\mu) := \frac{1}{\Delta t} M_N + \tau A_N(\mu).
\]

Then, in the algebraic form the reduced basis saddle point problem (4.4.3) can be stated as follows.

**Problem 4.7.2** (Algebraic reduced saddle point problem). For a given \( \mu \in \mathcal{P}, \theta \in [1/2, 1] \), to find a reduced pair of solutions \( (u_N^{k+1}(\mu), \lambda_N^{k+1}(\mu)) \in V_N \times M_N \) with the corresponding coefficient vectors \( (u_N^{k+1}(\mu), \lambda_N^{k+1}(\mu)) \in \mathbb{R}^N \times \mathbb{R}^N \), \( k \in \mathbb{I} \), is equivalent to solve the following system of inequalities

\[
S_N^\theta(\mu) u_N^{k+1}(\mu) - B_N \lambda_N^{k+1}(\mu) = S_N^{\theta-1}(\mu) u_N^k(\mu) + f_N^{k+\theta}(\mu), \quad (4.7.2a)
\]

\[
\lambda_N^{k+1}(\mu) \geq 0, \quad (4.7.2b)
\]

\[
B_N^T u_N^{k+1}(\mu) - g_N^{k+1}(\mu) \geq 0, \quad (4.7.2c)
\]

\[
\left( \lambda_N^{k+1}(\mu) \right)^T \left( B_N^T u_N^{k+1}(\mu) - g_N^{k+1}(\mu) \right) = 0, \quad (4.7.2d)
\]

where \( u_N^0(\mu) \in \mathbb{R}^{N_V} \) is obtained by solving \( ((u_N^0(\mu) - u_N^0(\mu), \psi)^N_{p=1} = 0 \) (see Section 3.4.4).

4.7.2 Solution Algorithm

In this section we comment on the solution algorithm for the detailed and reduced problems. The approach is based on the Primal-Dual-Active-Set strategy (PDAS), see [HHW10; HIK02], and its adapted version for the reduced problem, see [BHS’15]. The PDAS algorithm is equivalent to a semi-smooth Newton method, which converges locally superlinearly; see for more details [HIK02].

**Detailed problem**

For generic coefficient vectors \( \mathbf{U}, \mathbf{A} \in \mathbb{R}^n, n > 0 \), we introduce a non-differentiable complementarity function \( C \), defined as follows, [FP03; HIK02],

\[
C(\mathbf{U}, \mathbf{A}) := \mathbf{A} - \max \left( 0, \mathbf{A} + c \mathbf{U} \right), \quad (4.7.3)
\]
where the max operation is understood pointwise with some arbitrary $c > 0$. For other choices of the NCP function $C(\cdot, \cdot)$; see [FP03].

Then we reformulate the system of inequality constraints (4.7.1b)–(4.7.1d) as a non-linear system of equations or, as often referred to, a non-linear complementarity problem (NCP). We require:

\[
S^\theta(\mu)u^{k+1}(\mu) - B\lambda^{k+1}(\mu) = S^{\theta-1}(\mu)u^k(\mu) + f^{k+\theta}(\mu),
\]

\[
C(g^{k+1}(\mu) - B^T u^{k+1}(\mu), \lambda^{k+1}(\mu)) = 0.
\]

To solve (4.7.4), we employ a primal-dual active set strategy, [HIK02], which is described in Algorithm 4.3.

**Algorithm 4.3** Primal-Dual Active Set Strategy for the Detailed Problem

**Input:** Initial condition $(u^0, \lambda^0)$, e.g., $\lambda^0 = 0$, number of time steps $I$

**Output:** Detailed solution trajectory $(u^{k+1}, \lambda^{k+1})$, for all $k \in I$

1: for $k = 0, \ldots, I - 1$

2: set $(u^{k+1,0}, \lambda^{k+1,0}) = (u^k, \lambda^k)$

3: for $m = 0, \ldots$

4: update the active $A_m$ and inactive $I_m$ sets

\[
A_m := A(g^{k+1} - B^T u^{k+1,m}, \lambda^{k+1,m}),
\]

\[
I_m := I(g^{k+1} - B^T u^{k+1,m}, \lambda^{k+1,m}).
\]

5: if $m \geq 1$ and $A_m = A_{m-1}$ and $I_m = I_{m-1}$ then

6: $(u^{k+1,m}, \lambda^{k+1,m}) = (u^{k+1,m}, \lambda^{k+1,m})$ and go to Step 9

7: end if

8: compute $(u^{k+1,m+1}, \lambda^{k+1,m+1})$ by solving

\[
S^\theta u^{k+1,m+1} - B\lambda^{k+1,m+1} = S^{\theta-1} u^k + f^{k+\theta},
\]

\[
B^T u^{k+1,m+1} = g^{k+1},
\]

\[
\lambda^{k+1,m+1} = 0,
\]

on $A_m$

on $I_m$.

9: end for

10: end for

For generic coefficient vectors $U, \Lambda \in \mathbb{R}^n$, $n > 0$, the functions $A$ and $I$, which are used to update the active and inactive sets, are defined as follows:

\[
A(U, \Lambda) = \{i : 1 \leq i \leq n, (\Lambda + cU)_i \geq 0 \},
\]

\[
I(U, \Lambda) = \{i : 1 \leq i \leq n, (\Lambda + cU)_i < 0 \}.
\]
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Reduced Problem

Analogously, we can rewrite the system of reduced complementarity inequalities (4.7.2) as a non-linear complementarity equation.

\[
S_N^\theta(\mu)u^{k+1}_N(\mu) - B_N\lambda^{k+1}_N(\mu) = S^{-1}_N u^{k}_N(\mu) + f^{k+\theta}_N(\mu), \quad (4.7.5a)
\]

\[
C(g^{k+1}_N(\mu) - B^T_N u^{k+1}_N(\mu), \lambda^{k+1}_N(\mu)) = 0. \quad (4.7.5b)
\]

To solve the reduced system (4.7.5), we adapt Algorithm 4.3 to the reduced system, which comprises Algorithm 4.4.

**Algorithm 4.4** Primal-Dual Active Set Strategy for the Reduced Problem

**Input:** Initial condition \((u^0_N, \lambda^0_N)\), e.g., \(\lambda^0_N = 0\), number of time steps \(I\)

**Output:** Reduced solution trajectory \((u^{k+1}_N, \lambda^{k+1}_N)\), for all \(k \in I\)

1: for \(k = 0, \ldots, I - 1\) do

2: set \((u^{k+1,0}_N, \lambda^{k+1,0}_N) = (u^k_N, \lambda^k_N)\)

3: for \(m = 0, \ldots\) do

4: update the active \(A_m\) and inactive \(I_m\) sets

\[
A_m := A(g^{k+1}_N - B^T_N u^{k+1,m}_N, \lambda^{k+1,m}_N),
\]

\[
I_m := I(g^{k+1}_N - B^T_N u^{k+1,m}_N, \lambda^{k+1,m}_N).
\]

5: if \(m \geq 1\) and \(A_m = A_{m-1}\) and \(I_m = I_{m-1}\) then

6: \((u^{k+1}_N, \lambda^{k+1}_N) = (u^{k+1,m}_N, \lambda^{k+1,m})\) and go to Step 9

7: end if

8: compute \((u^{k+1,m+1}_N, \lambda^{k+1,m+1}_N)\) by solving

\[
S^\theta_N u^{k+1,m+1}_N - B_N \lambda^{k+1,m+1}_N = S^{-1}_N u^k_N + f^{k+\theta}_N, \quad \text{on } A_m
\]

\[
B^T_N u^{k+1,m+1}_N = g^{k+1}_N, \quad \text{on } A_m
\]

\[
\lambda^{k+1,m+1}_N = 0, \quad \text{on } I_m.
\]

9: end for

10: end for

We comment on the difference between Algorithm 4.3 and Algorithm 4.4. As mentioned before, by an appropriate choice of the dual basis, the matrix \(B\) in (4.7.1) can be an identity matrix. Consequently, the algebraic detailed saddle point problem in Step 8 in Algorithm 4.3 can be simplified to a system of linear equations on the inactive set. By contrast, for the reduced problem the matrix \(B_N\) is full and not diagonal, which does not allow to perform similar simplification for solving the algebraic reduced saddle point problem (Step 8 in Algorithm 4.4).
4.7.3 Offline-Online Computational Procedure

In this section we comment on the efficient offline-online computational procedure for solving the reduced saddle point problem. Since the steps are very similar to those outlined in Section 3.4.4, to avoid redundancy, we provide only a brief explanation.

The same as before, we require an assumption of affine parameter dependence of the parameter dependent bilinear and linear forms. That is, there exist \( \Theta^a_q : \mathcal{P} \to \mathbb{R} \), \( \Theta^{f,k}_q : \mathcal{P} \to \mathbb{R} \), such that, for all \( v \in V \), \( \mu \in \mathcal{P} \),

\[
a(u,v;\mu) = \sum_{q=1}^{Q_a} \Theta^a_q(\mu) a_q(u,v), \quad f^k(v;\mu) = \sum_{q=1}^{Q_k} \Theta^{f,k}_q(\mu) f^k_q(v).
\]

In addition, we assume an affine parameter dependence of the obstacle functional, i.e., there exist \( \Theta^g_{q,k} : \mathcal{P} \to \mathbb{R} \), such that, for all \( \eta \in W \), \( \mu \in \mathcal{P} \),

\[
g^k(\eta;\mu) = \sum_{q=1}^{Q_g} \Theta^{g,k}_q(\mu) g^k_q(\eta).
\]

Note that the bilinear form \( b(\cdot,\cdot) \) in (4.4.3) is parameter independent. The computation of the initial condition \( u^0_N(\mu) \) follows the same routine as in Section 3.4.4, and we will omit its representation here.

Using these assumptions, the offline-online procedure for Problem 4.7.2 can be summarized as follows. In the offline stage we compute all parameter independent matrices and vectors,

\[
M_N := \left( (\psi_j,\psi_i)_{L^2(\Omega)} \right)_{i,j=1}^{N_V} \in \mathbb{R}^{N_V \times N_V}, \quad f^k_N,q := \left( f^k_q(\psi_i) \right)_{i=1}^{N_V} \in \mathbb{R}^{N_V},
\]

\[
A_{N,q} := \left( a_q(\psi_j,\psi_i) \right)_{i,j=1}^{N_V} \in \mathbb{R}^{N_V \times N_V}, \quad g^k_{N,q} := \left( g^k_q(\xi_i) \right)_{i=1}^{N_W} \in \mathbb{R}^{N_W},
\]

\[
B_N := \left( b(\xi_j,\psi_i) \right)_{i,j=1}^{N_V,N_W} \in \mathbb{R}^{N_V \times N_W}.
\]

Then for a given \( \mu \in \mathcal{P} \), we perform an online routine, where we assemble all parameter dependent matrices and vectors and solve the reduced problem (4.7.2) using, e.g., Algorithm 4.4,

\[
A_N(\mu) = \sum_{q=1}^{Q_a} \Theta^a_q(\mu) A_{N,q}, \quad f^k_N(\mu) = \sum_{q=1}^{Q_k} \Theta^{f,k}_q(\mu) f^k_{N,q}, \quad g^k_N(\mu) = \sum_{q=1}^{Q_g} \Theta^{g,k}_q(\mu) g^k_{N,q}.
\]

Using the conformity of the reduced spaces, we can expand the reduced basis functions \( \psi_j, \xi_j \), with respect to the basis functions of \( V_N \) and \( W_N \). That is, \( \psi_j = \sum_{i=1}^{N_V} \psi_{j,i} \hat{\phi}_i, \xi_j = \sum_{i=1}^{N_W} \xi_{j,i} \chi_i \). Denote by \( \Psi_N \) and \( \Xi_N \) the transformation matrices for the primal and dual bases respectively,

\[
\Psi_N = \left( \psi_{j,i} \right)_{i,j=1}^{N_V,N_V} \in \mathbb{R}^{N_V \times N_V}, \quad \Xi_N = \left( \xi_{i,j} \right)_{i,j=1}^{N_W,N_V} \in \mathbb{R}^{N_W \times N_V}.
\]

(4.7.6)
Then the reduced matrices and vectors, can be represented via the high-fidelity ones,

\[ M_N = \Psi_N^T M \Psi_N, \quad A_{N,g} = \Psi_N^T A_q \Psi_N, \quad B_N = \Psi_N^T B \Xi_N, \]

\[ f_{N,q}^k = \Psi_N^T f_{N,q}^k, \quad g_{N,q}^k = \Xi_N^T g_{N,q}^k. \]

Note that for our computations we require an evaluation of \( f^{k+\theta} (\mu) \) instead of \( f^k (\mu) \). We refer to Section 3.4.4 where it has been discussed in detail.

Let us comment on the affine parameter dependence for the particular case of the Black-Scholes or Heston models. For both models, as it was shown in Section 3.4.4, the bilinear and linear forms admit an affine decomposition. An affine decomposition of the linear forms \( f^k (\cdot; \mu) \), \( g^k (\cdot; \mu) \) depends on the affine decomposition of the boundary data and an obstacle functional. Note that in the present case these quantities are parameter-independent, cf. (4.2.2).

### 4.7.4 A Posteriori Estimates

In this section we comment on the computational procedure of the a posteriori error bounds presented in Section 4.5. We remark, that in contrast to the RBM for linear problems, a posteriori error bounds for variational inequalities involve the computation of the non-linear projection, which admits only a partial offline-online decomposition.

Recall, that the discrete spaces \( V_N \) and \( W_N \) can be written in terms of their bases,

\[ V_N = \text{span}\{ \phi_p, \quad p = 1, \ldots, N_V \}, \quad W_N = \text{span}\{ \chi_q, \quad q = 1, \ldots, N_W \}. \]

As before, for all \( \mu \in \mathcal{P} \), \( k \in \mathbb{I} \), let \( u_{N,k+1}^k (\mu) \), \( \lambda_{N,k+1}^k (\mu) \) be the coefficient vectors of \( u_{N,k+1}^k (\mu) \) and \( \lambda_{N,k+1}^k (\mu) \) respectively.

Denote by \( \eta, \eta' \in \mathbb{R}^{N_W} \) and \( v, v' \in \mathbb{R}^{N_V} \) the coefficient vectors of \( \eta, \eta' \in W_N \) and \( v, v' \in V_N \), respectively. The computation of a posteriori quantities requires the evaluation of the inner products on \( V_N \) and \( W_N \), i.e.,

\[ (v, v')_V = v^T M_V v', \quad (\eta, \eta')_W = \eta^T M_W \eta'. \]  

(4.7.7)

with inner product matrices \( M_V \) and \( M_W \),

\[ M_V := ((\phi_i, \phi_j)_{V_{i,j}})_{i,j=1}^{N_V}, \quad M_W := ((\chi_i, \chi_j)_{W_{i,j}})_{i,j=1}^{N_W}. \]  

(4.7.8)

In some cases, the primal and dual inner product matrices can be related, see, e.g., [HSW11, Appendix A.2], which is stated in the following proposition.

**Proposition 4.7.1.** If \( W = V' \) and taking the dual basis functions for \( W_N \) we have that \( M_W = M_V^{-1} \). Moreover, if \( M_V \) is an \( M \)-matrix, then for all \( \eta, \eta' \in M_N \), one obtains the additional property

\[ (\eta, \eta')_W \geq 0. \]  

(4.7.9)
Proof. By taking the dual basis functions on the same mesh as primal ones, one has \( \tilde{N}_V = N_W = \tilde{N} \). Recall, that for \( \eta \in W_N \), by the Riesz representation theorem, there exist an element \( \tilde{\eta} \in V_N \), such that for all \( v \in V_N \), \((\tilde{\eta}, v)_V = \eta(v)\). Let \( \tilde{\eta} \) be the coefficient vector of \( \tilde{\eta} \), then
\[
(\tilde{\eta}, v)_V = \tilde{\eta}^T M_V v = \eta^T v,
\]
and hence \( \tilde{\eta} = M_V^{-1} \eta \). Then for \( \eta, \eta' \in W_N \),
\[
\eta^T M_W \eta' = (\eta, \eta')_W = (\tilde{\eta}, \tilde{\eta}')_V = \tilde{\eta}^T M_V \tilde{\eta}' = (M_V^{-1} \eta)^T M_V (M_V^{-1} \eta') = \eta^T M_V^{-1} \eta'.
\]
If \( M_V \) is an \( M \)-matrix, that is, the matrix with positive diagonal and negative off-diagonal elements, then its inverse, \( M_V^{-1} \), has positive entries. Then choosing \( \eta, \eta' \in M_N \), by the definition of \( M_N \), we have \( \eta, \eta' \geq 0 \) and (4.7.9) follows directly. \( \square \)

Remark 4.7.1. For some cases, e.g., for the finite element formulation of the Laplace operator on a triangular mesh with “well-shaped” elements, one obtains an \( M \)-matrix [Ber03]. “Well-shaped” means, that the sum of two angles, which are opposite to each interior edge, should be not more than \( 180^\circ \).

Computation of the Equality Residual Norm

In this section we discuss the computational procedure for the a posteriori error bounds. For simplicity of representation, in this section we restrict our consideration to the case of the implicit Euler time-stepping scheme, i.e., \( \theta = 1 \).

The computation of the error bounds involves the computation of the norm of the equality residual \( \delta_r^{k+1} := \| r^{k+1}(\mu) \|_{V'} \), defined in (4.5.12a). We comment on the procedure, which allows to perform this computation in the offline-online manner.

Using affine parameter dependence of the bilinear and linear forms, the residual (4.5.1) can be written as follows
\[
r^{k+1}(v, \mu) := \frac{1}{\Delta t} \sum_{i=1}^{N_V} (u^{k+1}_{N,i}(\mu) - u^k_{N,i}(\mu))(\psi_i, v)_{L^2(\Omega)} + \sum_{q=1}^Q \sum_{k=1}^{N_W} \Theta_q^a(\mu) b^{k+1}(\mu) a_q(\psi_i, v)
\]
\[
\quad - \sum_{i=1}^{N_W} \lambda^{k+1}_{N,i}(\mu) b(\xi_i, v) - \sum_{q=1}^{Q_f} \Theta^{f^{k+1}}(\mu) f^{k+1}_q(v), \quad v \in V_N.
\]
Introduce the coefficient vector with \( Q_r = N_V + Q_a N_V + N_W + Q_f \) components,
\[
\Theta^{r,k+1}(\mu) := \left( \Theta^{r,k+1}_{\Theta_1}, \ldots, \Theta^{r,k+1}_{\Theta_{Q_r}} \right)^T
\]
\[
:= \left( \frac{1}{\Delta t}(u^{k+1}_N - u^k_N)^T, (u^{k+1}_N)^T \Theta^a_1, \ldots, (u^{k+1}_N)^T \Theta^a_{N_a}, -(\lambda^{k+1}_N)^T, -\Theta^{f^{k+1}}_{\Theta_1}, \ldots, -\Theta^{f^{k+1}}_{\Theta_{Q_f}} \right)^T.
\]
Following a similar ordering we define
\[
\left(r_1^{k+1}(), \ldots, r_{Q_r}^{k+1}()\right)^T := \left((\psi_1(), L^2(\Omega)), \ldots, (\psi_{N_V}, L^2(\Omega)), \ldots \right.
\]
\[a_1(\psi_1(), a_1(\psi_{N_V}), \ldots, a_{Q_n}(\psi_1(), \ldots, a_{Q_n}(\psi_{N_V}), \ldots
\]
\[b(\xi_1(), \ldots, b(\xi_{N_W}), f_1^{k+1}(), \ldots, f_{Q_f}^{k+1}()\right)^T.
\]

It follows, that the residual admits an affine decomposition, i.e.,
\[
r^{k+1}(v; \mu) = \sum_{q=1}^{Q_r} \Theta^{r,k+1}_q r^{k+1}_q(v).
\]

Denote by \(\hat{r}^{k+1}_q\) the Riesz representer of \(r^{k+1}_q\), i.e.,
\[
(\nu, \hat{r}^{k+1}_q(\mu))_{V} = r^{k+1}_q(v, \hat{r}^{k+1}_q)_{V},
\]
then we obtain
\[
(v, \hat{r}^{k+1}_q(\mu))_{V} = r^{k+1}_q(v; \mu) = \sum_{q=1}^{Q_r} \Theta^{r,k+1}_q(\mu) r^{k+1}_q(v),
\]
hence, we recover the affine decomposition of the Riesz representer,
\[
\hat{r}^{k+1}_q(\mu) = \sum_{q=1}^{Q_r} \Theta^{r,k+1}_q(\mu) \hat{r}^{k+1}_q.
\]

Then the computation of the norm of the residual leads to the computation
\[
\|r^{k+1}(\mu)\|^2_{V} = \sum_{q=1}^{Q_r} \sum_{q'=1}^{Q_r} \Theta^{r,k+1}_q(\mu) (\hat{r}^{k+1}_q, \hat{r}^{k+1}_{q'})_{V},
\]
or in matrix form
\[
\|r^{k+1}(\mu)\|^2_{V} = (\Theta^{r,k+1}(\mu))^T G^{k+1} r^{k+1}(\mu),
\]
where \(G^{k+1}_r := \left((\hat{r}^{k+1}_q, \hat{r}^{k+1}_{q'})_{V}\right)_{q,q'=1}^{Q_r} \in \mathbb{R}^{Q_r \times Q_r}\). Then an offline-online procedure looks as follows: in the offline stage, for each \(k \in \mathbb{I}\), we compute the Gramian matrix \(G^{k+1}_r\) with the cost \(O(IQ_r N^2_V + IQ_r^2 N_V)\). In the parameter dependent online routine, we evaluate (4.7.11) for each time step \(k \in \mathbb{I}\), with the cost \(O(IQ^2_r)\), which is independent of \(N_V\).
**Computation of the Inequality Residual Norm**

Next, we describe the computation of the quantities, associated with the inequality residual. Depending on the choice of the projection $\pi^{k+1}$ or $\Pi^{k+1}$, $k \in \mathbb{N}$, we require the evaluation of $\delta_s^{k+1}$, $\tilde{\delta}_s^{k+1}$, defined in (4.5.12) or (4.5.18), respectively.

We define $\pi^{k+1} : W_N \rightarrow \tilde{M}_N$ as in [BHS+15; HSW11; HSW12],

$$\pi^{k+1}(\eta) = \tau(\eta) = \sum_{i=1}^{N_W} \tau_i \chi_i, \quad \tau = (\tau_i)_{i=1}^{N_W} := M_W^{-1}[M_W \eta]_+, \quad (4.7.12)$$

where $[\cdot]_+$ denotes the component-wise positive part of the vector. Additionally, to ensure the validity of the assumption (4.5.19), we denote by $\tilde{\lambda}_N^{k+1}(\mu) \in \mathbb{R}^{N_W}$, $k \in \mathbb{N}$, $\mu \in \mathcal{P}$, the coefficient vector of the reduced solution $\lambda_N^{k+1}(\mu)$ represented in the detailed basis, and define the family of projections $\pi^{k+1}$ as

$$\pi^{k+1}(\eta) = \sum_{i=1}^{N_W} \pi^{k+1}_i \chi_i, \quad \pi^{k+1} = (\pi^{k+1}_i)_{i=1}^{N_W} := M_W^{-1}\left([M_W \eta]_+ \circ I_{\tilde{\lambda}_N^{k+1}=0}\right). \quad (4.7.13)$$

Here, "$\circ$" denotes the Hadamard product and $I_{\tilde{\lambda}_N^{k+1}=0} = \left(I_{\tilde{\lambda}_N^{k+1,i}=0}\right)_{i=1}^{N_W}$ is defined as

$$I_{\tilde{\lambda}_N^{k+1,i}=0} = \begin{cases} 0 & \text{if } \tilde{\lambda}_N^{k+1,i} \neq 0, \\ 1 & \text{else,} \end{cases} \quad (4.7.14)$$

where $\tilde{\lambda}_N^{k+1,i}$ denotes the $i$-th component of the vector $\tilde{\lambda}_N^{k+1}$.

Taking into account that $\tilde{s}^{k+1}(\mu) = M_W^{-1}s^{k+1}(\mu)$, the error estimators $\delta_s^{k+1}(\mu)$, $\tilde{\delta}_s^{k+1}(\mu)$, as in (4.5.12), can be expressed as follows:

$$\begin{align*}
(\delta_s^{k+1}(\mu))^2 &= (\tilde{s}^{k+1}(\mu) - M_W^{-1}[M_Ws^{k+1}(\mu)]_+)^T M_W (\tilde{s}^{k+1}(\mu) - M_W^{-1}[M_Ws^{k+1}(\mu)]_+) \\
&= (M_W^{-1}s^{k+1}(\mu) - M_W^{-1}[s^{k+1}(\mu)]_+)^T M_W (M_W^{-1}s^{k+1}(\mu) - M_W^{-1}[s^{k+1}(\mu)]_+) \\
&= (s^{k+1}(\mu) - [s^{k+1}(\mu)]_+)^T M_W^{-1}(s^{k+1}(\mu) - [s^{k+1}(\mu)]_+) \\
\tilde{\delta}_s^{k+1}(\mu) &= (M_W^{-1}(\tilde{\lambda}_N^{k+1}(\mu)))^T M_W (M_W^{-1}[M_Ws^{k+1}(\mu)]_+) = (M_W^{-1}(\tilde{\lambda}_N^{k+1}(\mu)))^T [s^{k+1}(\mu)]_+.
\end{align*}$$

With the choice of the projection (4.7.13), we directly arrive in the following,

$$\begin{align*}
(\delta_s^{k+1}(\mu))^2 &= (s^{k+1}(\mu) - [s^{k+1}(\mu)]_+)^T M_W^{-1}(s^{k+1}(\mu) - [s^{k+1}(\mu)]_+) \circ I_{\tilde{\lambda}_N^{k+1,i}=0} \\
\tilde{\delta}_s^{k+1}(\mu) &= (M_W^{-1}(\tilde{\lambda}_N^{k+1}(\mu)))^T [s^{k+1}(\mu)]_+ \circ I_{\tilde{\lambda}_N^{k+1,i}=0} = 0.
\end{align*}$$
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Both projections (4.7.12) and (4.7.13) are associated to a similar computational cost, and numerically we did not observe significant differences in the quality of the error estimator with either choice of the projection. Therefore, in the following numerical experiments we focus on the case (4.7.12).

In the specific case \( W = V' \) we can base our error estimate on the alternative derivation in Proposition 4.5.3. In this case, we define \( \Pi^{k+1} : V_N \rightarrow V_N \) as follows:

\[
\Pi^{k+1}(v) = \Pi(v) = \sum_{i=1}^{N_V} \Pi_i \phi_i, \quad \Pi = (\Pi_i)_{i=1}^{N_V} := [v]_+.
\]

Then we directly obtain the following expressions for the quantities (4.5.18):

\[
(\tilde{\delta}_s^{k+1}(\mu))^2 = \left( s^{k+1}(\mu) - [s^{k+1}(\mu)]_+ \right)^T M_V \left( s^{k+1}(\mu) - [s^{k+1}(\mu)]_+ \right).
\]

Assuming that dual basis functions are employed, we have that \( M_V = M_W^{-1} \); see Proposition 4.7.1. Comparing now the estimator quantities derived with the projections (4.7.12) and (4.7.15), we observe that in both cases we obtain an equivalent result. This provides an approach with a simpler derivation in this specific setting.

In contrast to the offline-online decomposition of the equality residual norm, we can observe that the computation of the inequality residual norm is not offline-online decomposable. The online computation remain dependent on the dimension of a high-fidelity problem \( N_W \). However, since the evaluation of the specific choice of \( \pi^{k+1} \) requires only a coordinate-wise application of the max function and a multiplication with \( M_V \) (no “solution” operation), the computational cost of this operation is very low. Alternatively, one may treat inequality constraints by the primal-dual approach by introducing an auxiliary dual (or slack) variable, see [ZBV16]. The advantage of this transformation is the possibility of obtaining a fully offline-online decomposable error bounds. However, this approach imposes additional restrictions and requires a solution of a supplementary reduced basis problem.

4.8 Numerical Results

For our numerical simulation we chose \( X = H^1(\Omega), \ V = H^1_D = \{v \in X : v|_{\Gamma_D} = 0\} \) with \( \|\cdot\|_V = |\cdot|_{H^1} \), and \( W = V' \). The polygonal domain \( \Omega \subset \mathbb{R}^d, d = 1, 2 \), is resolved by a triangulation \( T_N \), consisting of \( J \) simplices \( T^j_N \), \( j = 1, \ldots, J \). The discrete spaces are defined as in Chapter 3, that is,

\[
X_N := \{v \in X : v|_{T^j_N} \in \mathbb{P}^1(T^j_N), 1 \leq j \leq J\}, \quad V_N = X_N \cap V.
\]
We can represent $X_N = \text{span}\{\phi_p, \ p = 1, \ldots, N + N_D\}$ and $V_N = \text{span}\{\phi_p, \ p = 1, \ldots, N\}$, where $\phi_i$ are the nodal Lagrange basis functions and $N$ stands for the number of inner nodes and $N_X = N + N_D$ for the number of all nodes.

For the discretization of the dual space $W$, we use discontinuous piecewise linear biorthogonal basis functions, which are defined on the same mesh as the basis functions of $V_N$, [Woh00; Woh01; Woh11]. That is, $W_N := \text{span}\{\chi_q, \ q = 1, \ldots, N\}$, where $\chi_q$ satisfy a local biorthogonality relation:

$$\int_{T_N}^j \chi_q \phi_p = \delta_{p,q} \int_{T_N}^j \phi_p \geq 0, \ p, q = 1, \ldots, N.$$  

Recall, that the discrete cone $M_N \subset W_N$ is given as

$$M_N = \text{span}_+ \{\chi_q\}_{q=1}^N := \{\eta \in W_N : \ \eta = \sum_{q=1}^{N_W} \alpha_q \chi_q, \ \alpha_q \geq 0\}. \quad (4.8.1)$$

We can observe that $\chi_q \not\in M$, i.e., $M_N \not\subset M$, and we obtain a non-conforming approach with respect to the Lagrange multiplier; see Remark 4.3.1.

If not specified, we establish the following setting to perform the numerical simulations. The computational domain $\Omega$ is set to $\Omega = (x_{\min}, x_{\max}) = (-5, 5)$ for the Black-Scholes model and to $\Omega = (\nu_{\min}, \nu_{\max}) \times (x_{\min}, x_{\max}) = (10^{-5}, 3) \times (-5, 5)$ for the Heston model. For the Black-Scholes model we set $N_X = 500$ nodes and for Heston $N_X = 49 \times 97 = 4753$ nodes. The time domain $[0, T]$ with $T = 2$ is discretized with a uniform mesh with $\Delta t = 0.008$ and $I = 250$. We consider the implicit Euler discretization, i.e., $\theta = 1$.

Recall the model parameter $\mu = (\sigma, q, r) \in P$ for the Black-Scholes model and $\mu = (\xi, \rho, \gamma, \kappa, r) \in P$ for the Heston model. We consider the following specifications of $P$ for the Black-Scholes model:

$$P \equiv [0.2, 0.6] \times [0.014, 0.06] \times [0.001, 0.06] \subset \mathbb{R}^3, \quad (4.8.2a)$$

and for the Heston model

$$P \equiv [0.2, 0.6] \times [0.02, 0.06] \times [0.001, 0.06] \subset \mathbb{R}^3, \quad (4.8.2b)$$

and

$$P \equiv [0.1, 0.9] \times [-0.95, 0.95] \times [0.01, 0.5] \times [0.1, 5] \times [0.0001, 0.8] \subset \mathbb{R}^5. \quad (4.8.2c)$$

Since the purpose of this section is to study the approximation qualities and the properties of the reduced basis method for large variations of the parameters, we do not restrict ourselves only to the financially meaningful ranges of the parameter and allow, e.g., cases when the Feller condition (2.6.2) is not fulfilled.

To generate the basis we consider a finite set $P_{\text{train}}$ composed of values, which are equidistantly distributed in $P$. The size $|P_{\text{train}}|$ will be specified in each particular case. The strike $K$ is set to $K = 1$. 
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4.8.1 Detailed Solution

Based on the discretization described above, the detailed solution of an American option price in the Black-Scholes and Heston models are depicted in Figure 4.1 and Figure 4.2 respectively.

Figure 4.1: A time evolution of the American put option in the Black-Scholes model $u_N^k(\mu)$ for $\mu^* = (0.6, 0.014, 0.04)$ (left), and the corresponding Lagrange multiplier $\lambda_N^k(\mu)$ (middle). The price of the option in the original stock price variable $S$, $S = Ke^x$, (right, zoomed in view).

Figure 4.2: The value of the American put option $u_N^I(\mu)$ and its pay-off (left) and the corresponding Lagrange multiplier $\lambda_N^I(\mu)$ (right) in the Heston model at $t = T = 2$ and corresponding to $\mu^* = (0.9, 0.21, 0.16, 3, 0.01)$.

To motivate the application of the reduced basis method, we demonstrate the variability of the solution with respect to the parameter $\mu \in \mathcal{P}$. In Figure 4.3, the variation of the primal and dual solutions of the Black-Scholes model for different parameter values is visualized. While one of the parameters is varying, the rest are fixed and take the values of the reference parameter $\mu^* = (0.6, 0.06, 0.06)$. We observe, that biggest alteration of the solution corresponds to the volatility parameter $\sigma$. 
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Analogously for the Heston model, the snapshots of the solution for different parameter values are presented in Figure 4.4. Overall, for both models we can observe that the parameter dependence is significant and non-trivial.

Figure 4.3: Snapshots of the primal solutions (top) and corresponding Lagrange multipliers (bottom) in the Black-Scholes model at $T = 2$ for different values of $\sigma$, $q$, and $r$.

### 4.8.2 Reduced Basis Spaces Construction

Since the approximation quality of the reduced basis method depends on many factors, such as the smoothness of the parameter manifold and the complexity of the underlying model, we first study the influence of the parameter complexity of each model. We consider different dimensions of the parameter domain $\mathcal{P}$. In particular, we consider for the Black-Scholes model the following cases:

(B1) $\mu = \sigma \in \mathcal{P}$, $\mathcal{P} := [0.2, 0.6] \subset \mathbb{R}^1$, cf. (4.8.2b);

(B2) $\mu = (\sigma, q, r) \in \mathcal{P}$, $\mathcal{P} := [0.2, 0.6] \times [0.014, 0.06] \times [0.001, 0.06] \subset \mathbb{R}^3$, cf. (4.8.2a).

Accordingly, for the Heston model we choose:

(H1) $\mu = (\gamma, \kappa) \in \mathcal{P}$, $\mathcal{P} := [0.01, 0.5] \times [0.1, 5] \subset \mathbb{R}^2$, cf. (4.8.2c);

(H2) $\mu = (\xi, \rho, \gamma) \in \mathcal{P}$, $\mathcal{P} := [0.1, 0.9] \times [-0.95, 0.95] \times [0.01, 0.5] \subset \mathbb{R}^3$, cf. (4.8.2c).

The remaining parameters we fix to the values of the reference parameter vector $\mu^* = (0.4, 0, 0.001)$ for the Black-Scholes model and $\mu^* = (0.9, 0.21, 0.16, 0.1, 0.007)$
4.8 Numerical Results

Figure 4.4: Snapshots of the primal solutions (top) and corresponding Lagrange multipliers (bottom) in the Heston model for different values of $\xi$, $\rho$, and $\gamma$ at $T = 2$. The remaining parameters are set to $r = 0.007$, $\kappa = 0.1$.

for the Heston model. If not stated otherwise, we always follow the enrichment by suprimerizers strategy to guarantee the stability of the reduced spaces. Recall, that in this case we obtain $N_V \leq 2N_{\max}$ and $N_W \leq N_{\max}$.

For the case $(B1)$ of the Black-Scholes model, we consider $|\mathcal{P}_{\text{train}}| = 50$ equidistantly distributed points. For the construction of the reduced bases, we apply POD-Angle-Greedy (Algorithm 4.1), with the true error $E_N(\mathbf{\mu}) = \omega_\mu E_u^{\text{true}}(\mathbf{\mu}) + \omega_\lambda E_\lambda^{\text{true}}(\mathbf{\mu})$ as the selection criterion, for some weights $\omega_\mu$, $\omega_\lambda \in \mathbb{R}_+$. The evolution of the error produced by the algorithm using different weights for the error indicators is depicted in Figure 4.5. We observe, that in all cases the error is decaying with growing value of $N_{\max}$. Moreover, it can be seen, that despite the choice of the weights $\omega_\mu$, $\omega_\lambda$ of the error indicator, we obtain the same convergence order of the error.

Now, we consider the reduced basis performance for the Heston model. First, we consider the case $(H1)$. Using $\mathcal{P}_{\text{train}}$ with $|\mathcal{P}_{\text{train}}| = 64$, we build the reduced bases using Algorithm 4.1 with $E_N(\mathbf{\mu}) = E_u^{\text{true}}(\mathbf{\mu})$. The evolution of the error is presented in Figure 4.6 (left). In addition, in the same figure (right) we plot the parameters which were selected during the iterations of the algorithm. As before, the diameter of the circles corresponds to the “frequency of the selection” of the parameters.

Next, we consider the remaining case $(B2)$ for the Black-Scholes model and the case $(H2)$ for the Heston model. For both models we use $\mathcal{P}_{\text{train}}$ of $|\mathcal{P}_{\text{train}}| = 343$ uniformly distributed points. The reduced bases are built with Algorithm 4.1 using $E_N(\mathbf{\mu}) = E_u^{\text{true}}(\mathbf{\mu})$. The evolution of the error is presented in Figure 4.7 (left) and
Figure 4.5: Evolution of $\max_{\mu \in \mathcal{P}_{\text{train}}} E_{u/\lambda}^{\text{true}}(\mu)$ for the American put option in the Black-Scholes model (case (B1)) during the iterations of Algorithm 4.1 using the error estimator $E_N(\mu) = \omega_u E_{u}^{\text{true}}(\mu) + \omega_\lambda E_{\lambda}^{\text{true}}(\mu)$ as a selection criterion with $\omega_u = 1$, $\omega_\lambda = 0$ (left), $\omega_u = 0$, $\omega_\lambda = 1$ (middle) and $\omega_u = \omega_\lambda = 0.5$ (right).

Figure 4.6: Left: Evolution of $\max_{\mu \in \mathcal{P}_{\text{train}}} E_{u}^{\text{true}}(\mu)$ for the American put option in the Heston model produced by Algorithm 4.1 with $\mu = (\gamma, \kappa)$. Right: Plot of the selected parameters $\mu_1, \ldots, \mu_{N_{\text{max}}} \in \mathcal{P}_{\text{train}}$ and their frequency of the selection. The training set consists of $|\mathcal{P}_{\text{train}}| = 8^2 = 64$ equidistantly distributed points.

Figure 4.8 (left) for the Black-Scholes and Heston models respectively. For both cases we observe an error decay with increasing dimension of the reduced system. However, it can be observed that the convergence of the error for the Heston model is much slower than for the Black-Scholes model. The RBM requires more than twice the number of basis functions to reach a similar accuracy. This can be explained by, e.g., the non-trivial parameter dependence as well as the complexity of the Heston model. Due to a non-linearity of the variational inequality problem we can clearly observe that the error decay for American put options is much slower than for European put options, see Section 3.5. To achieve a similar accuracy for American options, one
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clearly needs to work with the larger dimension of the reduced problem.

Figure 4.7: Left: Evolution of max $\mu \in \mathcal{P}_{\text{train}} E_u^{\text{true}}(\mu)$ for the American put option in the Black-Scholes model produced by Algorithm 4.1 with $\mu = (\sigma, q, r)$. Right: Plot of the selected parameters $\mu_1, \ldots, \mu_{N_{\text{max}}} \in \mathcal{P}_{\text{train}}$ and their frequency of the selection. The training set consists of $|\mathcal{P}_{\text{train}}| = 7^3 = 343$ equidistantly distributed points.

Figure 4.8: Left: Evolution of max $\mu \in \mathcal{P}_{\text{train}} E_u^{\text{true}}(\mu)$ for the American put option in the Heston model produced by Algorithm 4.1 with $\mu = (\xi, \rho, \gamma)$. Right: Plot of the selected parameters $\mu_1, \ldots, \mu_{N_{\text{max}}} \in \mathcal{P}_{\text{train}}$ and their frequency of the selection. The training set consists of $|\mathcal{P}_{\text{train}}| = 7^3 = 343$ equidistantly distributed points.

Using the computed reduced basis sets $\Psi_N, \Xi_N$ (constructed as described above, for the cases $(B2)$ and $(H2)$), we construct reduced basis spaces $V_N$ and $W_N$ of dimension $N_V = 80, N_W = 40$ for the Black-Scholes model and $N_V = 200, N_W = 100$ for the Heston model. We consider the performance of the RB approach for a random
parameter $\mu^* \in \mathcal{P} \setminus \mathcal{P}_{\text{train}}$. The results are depicted in Figure 4.9 and Figure 4.10 for the Black-Scholes and Heston models respectively. We observe that in both cases the detailed primal and reduced solutions are hardly distinguishable and the relative error in the maximum norm is of order $10^{-4}$, which reveals a good RB approximation. The illustration of the RB basis vectors for the Black-Scholes model are presented in Figure 4.11.

![Figure 4.9: Detailed and reduced primal solutions (left) and the corresponding detailed and reduced dual solutions (middle) of the American put option in the Black-Scholes model at $T = 2$ and for $\mu^* = (0.57, 0.04, 0.02) \notin \mathcal{P}_{\text{train}}$. The difference of the primal detailed and reduced solutions (right).](image1)

![Figure 4.10: Detailed and reduced primal solutions (left) and the corresponding detailed and reduced dual solutions (middle) of the American put option in the Heston model at $T = 2$, extracted at $\nu = 0.25$, and for $\mu^* = (0.7, 0.2, 0.16, 0.1, 0.007) \notin \mathcal{P}_{\text{train}}$. The difference of the primal detailed and reduced solutions (right).](image2)

### 4.8.3 Comparison of Different RB Spaces

In our previous test we exploit the POD-Angle-Greedy, Algorithm 4.1. Now, we present numerical tests for the alternative approaches. That is, we investigate the combination of the NNMF algorithm with POD-Greedy algorithm, described in Section 4.6.2.
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Figure 4.11: The first eight vectors of the primal (left) and dual (right) reduced bases obtained with Algorithm 4.1 using $E^u_{\text{true}}(\mu)$ as a selection criterion for the American put option in the Black-Scholes model.

We restrict ourselves to the Heston model and consider the following settings: $\Omega = (0.0025, 0.5) \times (-5, 5)$, $N_X = 4753$, $T = 1$, $I = 20$. The parameter specifications are chosen as in the case (H1) with $|\mathcal{P}_{\text{train}}| = 10^2 = 100$ equidistantly distributed points. For the primal space construction we apply POD-Greedy, Algorithm 4.1, and for the dual one we explore and compare different approaches, such as NNMF, greedy or Angle-Greedy. Furthermore, using different multiplicative update rules for the NNMF algorithm we consider several variants of NNMF, such as NNMF-orthogonal, NNMF-local and NNMF-convolutive. The corresponding simulations for NNMF are performed using the NMFlib (v0.1.3) [Gri10] library. We consider Algorithm 4.2 with $E_N(\mu) = E^u_{\text{true}}(\mu)$, and we build the reduced basis spaces with $N_{\text{max}} = 5, 10, 15, 25, 35$. As before, for stability reasons, we enrich the reduced primal space with the supremizers, which results in $N_V \leq 2N_{\text{max}}$ and $N_W \leq N_{\text{max}}$. The values of $\max_{\mu \in \mathcal{P}_{\text{train}}} E_N(\mu)$ obtained during the iterations of the basis construction algorithm for different $N_{\text{max}}$ and different strategies for the construction of $W_N$ are reported in Table 4.1.

<table>
<thead>
<tr>
<th>Method</th>
<th>$N_{\text{max}} = 5$</th>
<th>$N_{\text{max}} = 10$</th>
<th>$N_{\text{max}} = 15$</th>
<th>$N_{\text{max}} = 25$</th>
<th>$N_{\text{max}} = 35$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle-Greedy</td>
<td>1.163e-01</td>
<td>5.764e-02</td>
<td>2.452e-02</td>
<td>1.192e-02</td>
<td>8.944e-03</td>
</tr>
<tr>
<td>NNMF</td>
<td>1.374e-01</td>
<td>5.565e-02</td>
<td>2.647e-02</td>
<td>1.330e-02</td>
<td>1.057e-02</td>
</tr>
<tr>
<td>NNMF-orthogonal</td>
<td>1.174e-01</td>
<td>5.621e-02</td>
<td>3.218e-02</td>
<td>1.880e-02</td>
<td>2.164e-02</td>
</tr>
<tr>
<td>NNMF-local</td>
<td>1.178e-01</td>
<td>5.004e-02</td>
<td>3.060e-02</td>
<td>2.351e-02</td>
<td>1.652e-02</td>
</tr>
<tr>
<td>NNMF-convolutive</td>
<td>1.173e-01</td>
<td>5.413e-02</td>
<td>2.692e-02</td>
<td>1.357e-02</td>
<td>1.172e-02</td>
</tr>
<tr>
<td>Greedy</td>
<td>1.170e-01</td>
<td>5.630e-02</td>
<td>2.459e-02</td>
<td>1.641e-02</td>
<td>1.251e-02</td>
</tr>
</tbody>
</table>

Table 4.1: Comparison of the maximal training errors produced by the different basis construction algorithms.
Overall, we observe that all algorithms produce a similar accuracy for the approximation. The graphical representation of these results is given in Figure 4.12. The corresponding selected parameters, obtained during the basis generation routine are presented in Figure 4.13. We can observe that Angle-Greedy, NNMF-convolutive, and greedy procedures provide the most stable and sharp approximations. Comparing the distribution of the parameters in Figure 4.13 we can conclude that the Angle-Greedy tends to exploit more of the parameter variation of the model than the other approaches.

![Figure 4.12](image)

Figure 4.12: Evolution of $\max_{\mu \in \mathcal{P}_{\text{train}}} E_{\text{true}}^{\mu}(\mu)$ with respect to the different dimension $N_{\text{max}}$ using different algorithms for the the dual reduced space construction.

### 4.8.4 A Posteriori Error Estimates

We now turn to the numerical investigation of the error estimates derived in Section 4.5 using the example of American put options in the Black-Scholes and Heston models. For the Heston model we consider the same settings, introduced at the beginning of this section. Namely, the computational domain $\Omega$ is set to $\Omega = (10^{-5}, 3) \times (-5, 5)$ with $N_X = 49 \times 97 = 4753$ nodes. We recall the time domain $[0, T] = [0, 2]$ and $\Delta t = 0.008$, $I = 250$, $\theta = 1$.

We consider POD-Angle-Greedy algorithm (Algorithm 4.1) for basis construction, and use alternatively $E_N(\mu) = E_0^u(\mu) = |||e_N^u(\mu)|||_\mu$ or $E_N(\mu) = E_{\text{apost}}^u(\mu) = \Delta_N^u(\mu)$, with the error bound $E_{\text{apost}}^u(\mu)$ defined as in (4.5.13) and $E_0^u(\mu)$ as in (4.5.8). To measure the rate of overestimation of the a posteriori error bounds, we define the effectivity $\eta_N(\mu)$, associated with the error bound as

$$
\eta_N(\mu) = \frac{E_{\text{apost}}^u(\mu)}{E_0^u(\mu)}.
$$
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Figure 4.13: The selected parameters $\mu_1, \ldots, \mu_{N_{\text{max}}} \in \mathcal{P}_{\text{train}}$ and their frequency of the selection using different algorithms for the dual reduced space construction.

We consider the values of the quantity $\max_{\mu \in \mathcal{P}_{\text{train}}} E_N(\mu)$ along the iterations of Algorithm 4.1, with $E_N(\mu) = E_{\mu}^{\text{apost}}(\mu)$.

Single Parameter Case

To study the effect of the error estimator, first, we consider $\mathcal{P}_{\text{train}}$, composed of only a single parameter $\mu$, $|\mathcal{P}_{\text{train}}| = 1$, with $\mu = (0.6, 0.0217, 0.001)$ for the Black-Scholes model, and $\mu = (0.9, -0.6333, 0.01, 0.1, 0.007)$ for the Heston model. The corresponding results for both models are presented in Figure 4.14. We can observe that the error bound is tighter in the case of the Black-Scholes model. In fact, the effectivity $\eta_N(\mu)$ for the Black-Scholes model is, on average, one order of magnitude smaller as for the Heston model. This can be explained by the more complex structure of the model. Taking a look on the constants contributing to the error estimator $E_{\mu}^{\text{apost}}(\mu)$ for a given $\mu$, we obtain the following values: $\alpha_a(\mu) = 0.18$, $\gamma_a(\mu) = 0.3717$, $\lambda_a(\mu) = 0$, $\gamma_a(\mu)/\alpha_a(\mu) \approx 2.065$ for the Black-Scholes model and $\alpha_a(\mu) = 0.0226$, $\gamma_a(\mu) = 2.447$, $\lambda_a(\mu) = 24.909$, $\gamma_a(\mu)/\alpha_a(\mu) \approx 108.27$ for the Heston model. We observe that, for instance, the quotient $\gamma_a(\mu)/\alpha_a(\mu)$, which certainly influences the effectivity of the error bound, is much larger for the Heston model.
Next, we extend our consideration to the general case. Namely, we consider the settings \((B1)-(B2)\) for the Black-Scholes model and \((H2)\) for the Heston model (described in Section 4.8.2). As before, we study the evolution of \(\max_{\mu \in P_{\text{train}}} E_{N}(\mu)\) during the iterations of Algorithm 4.1, choosing either \(E_{N}(\mu) = E_{u}^{\mu}(\mu)\) or \(E_{N}(\mu) = E_{u}^{\text{apost}}(\mu)\) as the selection criterion. The results are presented in Figure 4.15 and Figure 4.16 for the Black-Scholes model, and in Figure 4.17 for the Heston model. Note that the choice of the error measure \(E_{N}(\mu)\) does not have a significant impact on the effectivities.

We notice that for both models, using \(E_{N}(\mu) = E_{u}^{\mu}(\mu)\) as an error measure in Algorithm 4.1, results in less monotone error convergence of \(E_{u}^{\text{apost}}(\mu)\) with respect to \(N_{\text{max}}\), and vice versa. However, overall we obtain similar order of convergence when using either of these error indicators. From this we can conclude that the rigorous upper bound of the error is confirmed in the numerical experiments and reflects the error behavior, hence provides the certification of the reduced basis method. As we have already observed, the sharpness of an error bound can be model dependent, which could be investigated in greater detail in a future work.

In addition, we investigate the effect of the maturity \(T\) (length of the time interval) on the effectivities. To this purpose, for the same reduced bases computed above, we also evaluate the error indicators with \(\tilde{T} = \Delta t \tilde{I}\) where \(\tilde{I} \in \mathbb{N}, \tilde{I} \leq I\). It is clear that the result from Theorem 4.5.2 remains valid if we replace \(I\) by \(\tilde{I}\) in the definition of
the error $E_u^\mu(\mu)$ and the estimator $E_u^{apost}(\mu)$. Numerical values of the corresponding effectiveness are reported in Table 4.2 and Table 4.3.

We point out that the error bound (4.5.13) includes the term $(C_\beta \delta_k^k/\beta_N)^2$, which does not have a multiplicative factor $\Delta t$. This suggest a possible growth of an error in the number of the time steps. However, empirically this behavior can be observed rather weakly (see Table 4.2 and Table 4.3).

Figure 4.15: Evolution of $\max_{\mu \in P_{\text{train}}} E_u^\mu_{/\text{apost}}(\mu)$ for the American put option in the Black-Scholes model during the iterations of Algorithm 4.1 with the error estimator $E_N(\mu) = E_u^\mu(\mu)$ (left) and $E_N(\mu) = E_u^{apost}(\mu)$ (right) as a selection criterion. The training set consists of $|P_{\text{train}}| = 50$ equidistantly distributed points and $\mu = \sigma$. 
Figure 4.16: Evolution of $\max_{\mu \in \mathcal{P}_{\text{train}}} E_{\mu}^{u/\text{apost}}(\mu)$ for the American put option in the Black-Scholes model during the iterations of Algorithm 4.1 with the error estimator $E_N(\mu) = E_{\mu}^u(\mu)$ (left) and $E_N(\mu) = E_{\mu}^{\text{apost}}(\mu)$ (right) as a selection criterion. The training set consists of $|\mathcal{P}_{\text{train}}| = 343$ equidistantly distributed points and $\mu = (\sigma, q, r)$.

Figure 4.17: Evolution of $\max_{\mu \in \mathcal{P}_{\text{train}}} E_{\mu}^{u/\text{apost}}(\mu)$ for the American put option in the Heston model during the iterations of Algorithm 4.1 with the error estimator $E_N(\mu) = E_{\mu}^u(\mu)$ (left) and $E_N(\mu) = E_{\mu}^{\text{apost}}(\mu)$ (right) as a selection criterion. The training set consists of $|\mathcal{P}_{\text{train}}| = 343$ equidistantly distributed points and $\mu = (\xi, \rho, \gamma)$. 
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<table>
<thead>
<tr>
<th>( \tilde{T} = 30 )</th>
<th>( \tilde{T} = 60 )</th>
<th>( \tilde{T} = 120 )</th>
<th>( \tilde{T} = 180 )</th>
<th>( \tilde{T} = 250 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_{\text{max}} = 5 )</td>
<td>1.74e+01</td>
<td>2.44e+01</td>
<td>2.98e+01</td>
<td>3.82e+01</td>
</tr>
<tr>
<td>( N_{\text{max}} = 15 )</td>
<td>7.32e+01</td>
<td>8.81e+01</td>
<td>9.94e+01</td>
<td>1.19e+02</td>
</tr>
<tr>
<td>( N_{\text{max}} = 25 )</td>
<td>1.10e+02</td>
<td>1.21e+02</td>
<td>1.54e+02</td>
<td>2.33e+02</td>
</tr>
<tr>
<td>( N_{\text{max}} = 30 )</td>
<td>9.42e+01</td>
<td>2.26e+02</td>
<td>2.86e+02</td>
<td>3.09e+02</td>
</tr>
<tr>
<td>( N_{\text{max}} = 35 )</td>
<td>1.06e+02</td>
<td>1.37e+02</td>
<td>1.52e+02</td>
<td>1.84e+02</td>
</tr>
<tr>
<td>( N_{\text{max}} = 45 )</td>
<td>9.63e+01</td>
<td>9.06e+01</td>
<td>1.00e+02</td>
<td>1.79e+02</td>
</tr>
<tr>
<td>( N_{\text{max}} = 50 )</td>
<td>3.47e+02</td>
<td>4.59e+02</td>
<td>4.87e+02</td>
<td>8.65e+02</td>
</tr>
</tbody>
</table>

(a) \( E_N(\mu) = E_u^u(\mu) \)

<table>
<thead>
<tr>
<th>( \tilde{T} = 30 )</th>
<th>( \tilde{T} = 60 )</th>
<th>( \tilde{T} = 120 )</th>
<th>( \tilde{T} = 180 )</th>
<th>( \tilde{T} = 250 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_{\text{max}} = 5 )</td>
<td>1.07e+01</td>
<td>1.45e+01</td>
<td>1.70e+01</td>
<td>2.06e+01</td>
</tr>
<tr>
<td>( N_{\text{max}} = 15 )</td>
<td>3.91e+02</td>
<td>5.49e+02</td>
<td>5.53e+02</td>
<td>5.37e+02</td>
</tr>
<tr>
<td>( N_{\text{max}} = 25 )</td>
<td>5.50e+02</td>
<td>5.01e+02</td>
<td>4.93e+02</td>
<td>7.06e+02</td>
</tr>
<tr>
<td>( N_{\text{max}} = 30 )</td>
<td>4.01e+02</td>
<td>4.27e+02</td>
<td>5.81e+02</td>
<td>7.81e+02</td>
</tr>
<tr>
<td>( N_{\text{max}} = 35 )</td>
<td>6.29e+02</td>
<td>2.46e+02</td>
<td>3.35e+02</td>
<td>8.04e+02</td>
</tr>
<tr>
<td>( N_{\text{max}} = 45 )</td>
<td>2.37e+02</td>
<td>4.27e+01</td>
<td>8.85e+02</td>
<td>1.30e+03</td>
</tr>
<tr>
<td>( N_{\text{max}} = 50 )</td>
<td>1.06e+02</td>
<td>1.13e+02</td>
<td>1.47e+02</td>
<td>1.25e+02</td>
</tr>
</tbody>
</table>

(b) \( E_N(\mu) = E_u^{apost}(\mu) \)

Table 4.2: Maximum effectiveness for the American put option in the Black-Scholes model for different maturities \( \tilde{T} = \tilde{I} \Delta t \), with a fixed \( \Delta t = 0.008 \) and for different values of \( N_{\text{max}} \), using the error measure \( E_N(\mu) = E_u^u(\mu) \) or \( E_N(\mu) = E_u^{apost}(\mu) \) as a selection criterion (always for \( \tilde{I} = I = 250 \)). The training set consists of \( |P_{\text{train}}| = 50 \) equidistantly distributed points and \( \mu = \sigma \).
<table>
<thead>
<tr>
<th>$N_{\text{max}}$</th>
<th>$\widehat{I} = 30$</th>
<th>$\widehat{I} = 60$</th>
<th>$\widehat{I} = 120$</th>
<th>$\widehat{I} = 180$</th>
<th>$\widehat{I} = 250$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.54e+02</td>
<td>2.24e+02</td>
<td>2.83e+02</td>
<td>3.89e+02</td>
<td>4.89e+02</td>
</tr>
<tr>
<td>15</td>
<td>1.95e+02</td>
<td>2.64e+02</td>
<td>3.22e+02</td>
<td>4.38e+02</td>
<td>5.55e+02</td>
</tr>
<tr>
<td>25</td>
<td>2.51e+02</td>
<td>3.90e+02</td>
<td>4.97e+02</td>
<td>6.52e+02</td>
<td>7.58e+02</td>
</tr>
<tr>
<td>30</td>
<td>1.64e+02</td>
<td>2.34e+02</td>
<td>2.90e+02</td>
<td>3.88e+02</td>
<td>4.52e+02</td>
</tr>
<tr>
<td>35</td>
<td>1.16e+02</td>
<td>1.49e+02</td>
<td>1.77e+02</td>
<td>2.27e+02</td>
<td>2.84e+02</td>
</tr>
<tr>
<td>45</td>
<td>2.80e+02</td>
<td>4.33e+02</td>
<td>5.47e+02</td>
<td>6.90e+02</td>
<td>8.20e+02</td>
</tr>
<tr>
<td>50</td>
<td>2.42e+02</td>
<td>2.28e+02</td>
<td>2.21e+02</td>
<td>2.23e+02</td>
<td>2.36e+02</td>
</tr>
</tbody>
</table>

(a) $E_N(\mu) = E_{\mu}^{\mu}(\mu)$

<table>
<thead>
<tr>
<th>$N_{\text{max}}$</th>
<th>$\widehat{I} = 30$</th>
<th>$\widehat{I} = 60$</th>
<th>$\widehat{I} = 120$</th>
<th>$\widehat{I} = 180$</th>
<th>$\widehat{I} = 250$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.18e+03</td>
<td>1.75e+03</td>
<td>2.22e+03</td>
<td>3.04e+03</td>
<td>3.70e+03</td>
</tr>
<tr>
<td>15</td>
<td>4.82e+02</td>
<td>7.86e+02</td>
<td>9.76e+02</td>
<td>1.16e+03</td>
<td>1.24e+03</td>
</tr>
<tr>
<td>25</td>
<td>5.49e+03</td>
<td>9.57e+03</td>
<td>8.43e+03</td>
<td>8.20e+03</td>
<td>9.11e+03</td>
</tr>
<tr>
<td>30</td>
<td>1.58e+03</td>
<td>1.92e+03</td>
<td>2.19e+03</td>
<td>2.67e+03</td>
<td>3.05e+03</td>
</tr>
<tr>
<td>35</td>
<td>6.33e+02</td>
<td>6.72e+02</td>
<td>7.66e+02</td>
<td>8.74e+02</td>
<td>8.64e+02</td>
</tr>
<tr>
<td>45</td>
<td>2.65e+03</td>
<td>3.93e+03</td>
<td>3.41e+03</td>
<td>2.90e+03</td>
<td>3.23e+03</td>
</tr>
<tr>
<td>50</td>
<td>5.94e+03</td>
<td>4.05e+03</td>
<td>3.40e+03</td>
<td>3.22e+03</td>
<td>3.64e+03</td>
</tr>
</tbody>
</table>

(b) $E_N(\mu) = E_{\mu}^{\text{apost}}(\mu)$

Table 4.3: Maximum effectivities for the American put option in the Heston model for different maturities $\widehat{T} = \tilde{I}\Delta t$, with a fixed $\Delta t = 0.008$ and for different values of $N_{\text{max}}$, using the error measure $E_N(\mu) = E_{\mu}^{\mu}(\mu)$ or $E_N(\mu) = E_{\mu}^{\text{apost}}(\mu)$ as a selection criterion (always for $\tilde{I} = I = 250$). The training set consists of $|\mathcal{P}_{\text{train}}| = 343$ equidistantly distributed points and $\mu = (\xi, \rho, \gamma)$.
4.8.5 Efficiency of the Method

Now we turn to the study of the efficiency of the reduced basis method. The runtime performance of the reduced basis scheme compared to the computation of the detailed solution is reflected in Table 4.4. We compare different model settings, as described in Section 4.8.2. We measure the computational times of the offline and online phases, similarly as in Section 3.5. We briefly recall the following quantities:

- $t_1$: Computation time for a single detailed solution for a given parameter $\mu \in P$.

**Online phase**

- $t_2$: Computation time to assemble the reduced system and to solve the reduced problem for a given $\mu \in P$.

**Offline phase**

- $t_3$: Computation time for the construction of the reduced bases using Algorithm 4.1 with $E_N(\mu) = E_{\text{true}}(\mu)$.
- $t_4$: Computation time to construct the parameter independent reduced data, e.g., $A_{N}^{q_1}, B_{N}$ etc.
- $t_5$: Computation time for evaluation of the snapshots, that is the time for computing the detailed solutions $(u^{k_N}_{N}(\mu), \lambda^{k_N}_{N}(\mu))$, for all $\mu \in P_{\text{train}}$. The cost is influenced by the dimension of $P_{\text{train}}$, which is $|P_{\text{train}}| = 50$ for the case $(B1)$, $|P_{\text{train}}| = 343$ for $(B2)$ and $(H2)$, and $|P_{\text{train}}| = 64$ for $(H1)$.
- $t_1/t_2$: Asymptotic speed-up of the online routine obtained using the reduced basis method.

<table>
<thead>
<tr>
<th>$N_{\text{max}}$</th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_3$</th>
<th>$t_4$</th>
<th>$t_5$</th>
<th>$t_1/t_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black-Sholes, (B1)</td>
<td>50</td>
<td>1.971</td>
<td>0.331</td>
<td>1661</td>
<td>0.0268</td>
<td>80.46</td>
</tr>
<tr>
<td>Black-Sholes, (B2)</td>
<td>35</td>
<td>1.798</td>
<td>0.1471</td>
<td>1810</td>
<td>0.0054</td>
<td>529.1</td>
</tr>
<tr>
<td>Heston, (H1)</td>
<td>50</td>
<td>270.3</td>
<td>0.2545</td>
<td>3155</td>
<td>0.0425</td>
<td>46830</td>
</tr>
<tr>
<td>Heston, (H2)</td>
<td>100</td>
<td>264.6</td>
<td>0.5008</td>
<td>13471</td>
<td>0.1073</td>
<td>138901</td>
</tr>
</tbody>
</table>

Table 4.4: Runtime measurements (in seconds) of the reduced basis method for different $N_{\text{max}}$ and for different model parameter settings.

We observe a significant speed-up, in particular, when dealing with the more complex Heston model, where the complexity of the two dimensional detailed problem prevails the complexity of the one-dimensional Black-Scholes model. We also can notice that
the costly offline routine does not suggest to apply the reduced basis method for a single parameter evaluation only. However, this cost will pay off in the case when we are performing multi-query simulations. A situation where the need for multi-query simulations arises naturally will be studied in the next chapter in the context of the calibration to market data.

We also note that similarly to the case of European options, in the multi-query context it makes sense to neglect the assembly time in $t_1$, when computing the asymptotic speed up. However, in the present case this does not have a significant effect, since $t_1$ is not dominated by the assembly time, but by the detailed solution procedure, i.e., the PDAS strategy. For the Heston model the contribution of the assembly time to $t_1$ is less than 10% for the given numerical examples.
5 Application to the Calibration on Option Prices

"But the days of closed-form solutions are numbered because models are increasingly complex. Numerical algorithms will have to be more efficient because speed is becoming a dominant factor with high-frequency trading..."


5.1 Introduction

To calculate the price of an option (European or American) in a specific model, one needs to provide the respective input data. These data consist of the current stock price $S_0$, the maturity time $T$, the strike price $K$, and the set of the input parameters, which we previously denoted by $\mu \in \mathcal{P}$. Whereas the first three components, $S_0$, $K$, $T$, are known and provided by the market data, the input parameter vector $\mu$ is not known a priori, except for the interest rate $r$, and needs to be estimated from the market. These types of problems are referred to as parameter identification problems or, among practitioners, calibration problems. That is, given a set of observations of market option prices, we are searching for the parameter $\mu$ that provides the best fit of the given data to the model one.

Generally, the market data is characterized by:

1. The spot price today $S_0$

2. The market option prices $P_i^{\text{obs}} = P_i^{\text{obs}}(S_0, T_i, K_i)$ (for American or European options, put or call) for different maturities $T_i$ and for different strikes $K_i$, $i = 1, \ldots, M$.

Mathematically, the calibration on option prices can be stated as a least squares minimization problem: find $\mu \in \mathcal{P}_{\text{opt}} \subset \mathcal{P}$ that solves

$$\min_{\mu} J(\mu), \quad J(\mu) := \frac{1}{M} \sum_{i=1}^{M} |P_i^{\text{obs}} - P_i(\mu)|^2,$$  \hspace{1cm} (5.1.1)
where \( P_i(\mu) = P(S_0, T_i, K_i; \mu) \) are the model prices, which can be computed by, e.g., solving the PDE corresponding to the particular model. In Chapter 2 we saw that for European options, \( P_i \) solves

\[
\frac{\partial P_i(\mu)}{\partial \tau} + \mathcal{L}(\mu)P_i(\mu) = 0, \quad \text{in } [0, T_i) \times \mathbb{R}_+^n, \\
P_i(T_i; \mu) = \mathcal{H}_i, \quad \text{in } \mathbb{R}_+^n,
\]

(5.1.2a)

(5.1.2b)

where \( \mathcal{H}_i = (K_i - S)_+ \) for the put and \( \mathcal{H}_i = (S - K_i)_+ \) for the call options and \( n = 1, 2 \). For the case of American put options we have

\[
\frac{\partial P_i(\mu)}{\partial \tau} + \mathcal{L}(\mu)P_i(\mu) \leq 0, \quad \text{in } [0, T_i) \times \mathbb{R}_+^n, \\
\quad P_i(\mu) \geq \mathcal{H}_i, \quad \text{in } [0, T_i) \times \mathbb{R}_+^n, \\
\left( \frac{\partial P_i(\mu)}{\partial \tau} + \mathcal{L}(\mu)P_i(\mu) \right) (P_i(\mu) - \mathcal{H}_i) = 0, \quad \text{in } [0, T_i) \times \mathbb{R}_+^n, \\
P_i(T_i; \mu) = \mathcal{H}_i, \quad \text{in } \mathbb{R}_+^n.
\]

(5.1.3a)

(5.1.3b)

(5.1.3c)

(5.1.3d)

with \( \mathcal{H}_i := (K_i - S)_+ \). Both models are subject to suitable boundary conditions. As before, the partial differential operator \( \mathcal{L} \) is defined by the model used to price the option; see Chapter 2 for more details.

We note that, alternatively, one can work directly in the stochastic framework and compute \( P_i \), e.g., by the Monte Carlo method or by the (binomial) tree method, see e.g., [CRR79]. For European options, one can also use analytic techniques such as closed-form solutions or FFT. However, since for complex options, such as American puts, in general, one can not expect to derive an analytic formula to value an option, this framework remains still restrictive. Therefore, to maintain the generality of our approach we focus on the calibration problem within the PDE framework.

The problem of type (5.1.1) is also referred in the literature as a PDE constrained optimization problem or an optimal control problem (in a reduced form). For American options, it is also interpreted as an optimal control problem constrained by parabolic variational inequalities. These problems have been extensively studied in the literature, cf. [Hin01; HR86; IK00; Mig76; MP84]. In the context of option pricing, we refer to, e.g., [Ach05; AIP04; AP05a; AP05b; BI97].

The solvability of (5.1.1) is accomplished by the construction of an appropriate numerical optimization algorithm coupled with the numerical approximation of the underlying PDE problem. The performance and the choice of the algorithm is directly connected to the properties of \( J(\mu) \), such as differentiability, convexity etc. At each iteration of the optimization algorithm we evaluate several times the least square objective \( J(\mu) \), which requires to solve \( M \) times a PDE. However, if one performs the usual log-transformation of the stock variable, \( S = Ke^x \) (see Section 2.7), this reduces to a single solution of the underlying PDE. Indeed, in the new variable
\( x = \log(S/K) \), the strike price \( K \) enters as a scaling factor in the PDE. Hence, taking \( T = \max(T_i) \) and choosing some reference value of \( K \), e.g., \( K = 1 \), for each \( \mu \), to find \( P_i(\mu) \), \( i = 1, \ldots, M \), reduces to solve the problem (5.1.2) or (5.1.3) only once.

Even though we can reduce the number of the PDE computations from \( M \) to a single evaluation, we still have to solve a high-fidelity problem, the cost of which, especially for complex options, can be very high. And since the market data is changing rapidly, there is a high demand to provide fast and efficient calibration routines. Accordingly, the use of model order reduction techniques to accelerate the optimization process are of high interest. One of the approaches is to replace the underlying complex model by the reduced-order surrogate one, which is constructed by, e.g., the POD or the reduced basis method. The employment of POD techniques for calibration gained its popularity in recent years, e.g., [SS08; SS14; SSS14]. The reduced basis method was studied in [CLP11; Pir09].

We also mention the application of model order reduction techniques in the general context of PDE constrained optimization problems. This comprises the works [SV10] using the POD method and recent work [DH15] for the reduced basis method. For inverse problems the method was applied in [GHH16].

For European options, the efficiency can be improved by using closed form solutions, see e.g., [GGM+12; MPS14; SST04]. The availability and fairly easy and cheap computations of these solutions make this approach very popular in applications.

In turn, for American options, which do not admit an analytic expansion, one can consider, the so called de-Americanization approach [BGG+16; CW10], which is frequently used among practitioners. This method translates American prices into European ones and then performs the calibration on the respective European prices by directly using the closed-form solutions for European options.

As we can see there is a high demand of fast, accurate and reliable techniques to calibration on option prices. Motivated by this example, the goal of this chapter is twofold. From one side, we seek to apply the previously developed methodology to the calibration on American options. And from another side, we introduce alternative techniques, such as the de-Americanization method and provide a numerical comparison of both approaches.

Due to the richer parameter nature of the Heston model and its ability to replicate closer the market behavior than the standard Black-Scholes model does, we restrict our consideration in this chapter to this model only. It is worth to mention that the reduced basis method as well as the other approaches investigated here are general enough that they can be easily adapted to different models.

The content of the chapter is structured as follows: We start in Section 5.2.1 by describing the optimization problem with the detailed model. In Section 5.2.2 and Section 5.2.3 we consider the optimization with the surrogate models, obtained by the RBM and the de-Americanization methods. In Section 5.2.4 we briefly comment on the optimization algorithms to solve the problems. Eventually, in Section 5.3
we supply the reader with numerous numerical examples of the calibration with the reduced-order models. We start in Section 5.3.1 by demonstrating the performance of the reduced basis method for calibrating on American and European options. Next, in Section 5.3.2, we take a look on the numerical study of the de-Americanization method. Then the comparison of both techniques is presented in Section 5.3.3 on the synthetic and in Section 5.3.3 on the real market data sets.

5.2 Calibration Procedure

5.2.1 Problem Setting

We describe the calibration problem for the Heston model. Recall the model parameter $\mu = (\xi, \rho, \gamma, \kappa, r) \in \mathcal{P} \subset \mathbb{R}^5$. Apart from the interest rate $r$, the remaining parameters need to be identified. Given $S_0$ and the set of observations $P_{\text{obs}}^i$ at $(T_i, K_i)$, $i = 1, \ldots, M$, we need to compute the corresponding prices in the Heston model $P_i(\nu, S_0, T_i, K_i)$, where $\nu_0 \in \mathbb{R}_+$ is the initial volatility. The value of $\nu_0$ is not known and needs to be estimated together with the other parameters. We collect all parameters to be identified in the single vector $\Theta = (\Theta_1, \ldots, \Theta_5) = (\xi, \rho, \gamma, \kappa, \nu_0) \in \mathcal{P}_{\text{opt}}$, where

$$\mathcal{P}_{\text{opt}} := \{ \Theta \in \mathbb{R}^5 : \Theta_{\text{min},i} \leq \Theta_i \leq \Theta_{\text{max},i}, \ i = 1, \ldots, 5 \}.$$

(5.2.1)

We replace the PDE constraints with the corresponding weak discrete problem in a log-transformed variable. To avoid repetition, we do not present the full procedure here and refer to Chapter 3 and Chapter 4, where the weak and discrete formulations for European and American options have been derived in detail. We remain in the same functional analytic settings as introduced in the aforementioned chapters. Recall, that suitably chosen discrete approximation spaces to price European and American options are denoted by $X_N \subset X$, $V_N \subset V$ and $(V_N, W_N) \subset (V, W)$ and the discrete cone by $M_N \subset W_N$. Let $t := T - \tau$ and denote by $T$ the maximal maturity time, $T = \max(T_i)$, $i = 1, \ldots, M$. The time interval $[0, T]$ is subdivided into $I$ subintervals of equal length, $t^k = k\Delta t$, $0 < k \leq I$ with $\Delta t = T/I$. We consider the $\theta$-weighted scheme for the time integration, in particular, $\theta = 1/2$. Recall the definition of the Dirichlet lift function $u_{k,N}^L(\nu, x; \mu)$ with $(\nu, x) \in \Omega$, where $\Omega = (\nu_{\text{min}}, \nu_{\text{max}}) \times (x_{\text{min}}, x_{\text{max}}) \subset \mathbb{R}^2$. For a given $\mu \in \mathcal{P}$ we approximate $P(\nu, K e^x, t^k; \mu)$ by $w_{k,N}^L(\nu, x; \mu)$, where $w_{k,N}^L(\nu, x; \mu) := u_{k,N}^L(\nu, x; \mu) + u_{L,N}^k(\nu, x; \mu)$.

The detailed solution $u_{k,N}^L(\mu) \in V_N$ for the European option problem solves the following discrete problem (see Problem 3.3.1)

$$\mathbb{E}_{k,N}^{\text{EO}}(\mu) = \begin{cases} \frac{1}{\Delta t} \left( u_{k,N}^{k+1} - u_{k,N}^k, v \right)_{L^2(\Omega)} + a(u_{k,N}^{k+\theta}, v; \mu) = f^{k+\theta}(v; \mu), \\ (v_0^N - u^0, v)_V = 0, \quad v \in V_N. \end{cases}$$
5.2 Calibration Procedure

Respectively, the solution pair \((u^k_N(\mu), \lambda^k_N(\mu)) \in V_N \times M_N\) for the American option problem satisfies (see Problem 4.3.4)

\[
\mathbb{E}_N^{AO}(\mu) = \begin{cases} 
\frac{1}{\Delta t} \left( v^{k+1}_N - v^k_N \right)_{L^2(\Omega)} + a(v^{k+1}_N, v; \mu) - b(\lambda^{k+1}_N, v) = f^{k+\theta}(v; \mu), \\
b(\eta - \lambda^{k+1}_N, v^{k+1}_N) \geq g^{k+1}(\eta - \lambda^{k+1}_N; \mu), \quad \eta \in M_N, \quad v \in V_N, \\
(u^0_N - u^0, v)_V = 0.
\end{cases}
\]

For \(i = 1, \ldots, M\) we denote the approximate model price

\[
P_i^{N,s}(\Theta) := w^i_k(\log(S_0/K_i), \nu_0; \mu),
\]

where \(w^i_k(\mu) := u^i_N(\mu) + u^i_{1,N}(\mu)\), and \(u^i_N(\mu)\) solves \(\mathbb{E}_N := \mathbb{E}_N^s, \ s \in \{EO, AO\}\). By abuse of notation, we often omit the index \(s\) in the notation of \(P_i^{N,s}\), if it is clear from the context. Then the minimization problem (5.1.1) can be written in the following form (often referred to as a reduced problem in the optimal control theory),

\[
\min_{\Theta \in P_{opt}} J_N(\Theta), \quad J_N(\Theta) := \frac{1}{M} \sum_{i=1}^{M} |P_i^{\text{obs}} - P_i^{N}(\Theta)|^2.
\] (5.2.2)

We comment on the solvability of the above finite dimensional minimization problem. Since for a given \(\mu \in \mathcal{P}\) under appropriate conditions there exist a unique solution \(u^k_N(\mu)\) of \(\mathbb{E}_N^{EO}(\mu)\) or \(\mathbb{E}_N^{AO}(\mu)\) (see Section 3.3.4 and Section 4.3.2), invoking the continuity of the solution map, we then can guarantee the existence of the global solution \(\Theta \in P_{opt}\) of (5.2.2). The uniqueness is more involved and studied depending on the particular properties of \(J(\Theta)\), which is not convex, in the present case.

5.2.2 Reduced Basis Approximation

As it has been pointed out previously, the high-fidelity discrete problem \(\mathbb{E}_N\) is computationally expensive and significantly slows down the calibration procedure. To reduce the complexity we apply the reduced basis method and substitute the detailed model \(\mathbb{E}_N\) with the reduced-order surrogate one \(\mathbb{E}_N\). The detailed procedure of the construction of the efficient reduced basis method is reported in Chapter 3 and Chapter 4 and omitted here to avoid redundancy.

Using a suitable basis generation procedure, see Section 3.4.3 and Section 4.6, we construct the low-dimensional reduced spaces \(V_N \subset V_N\) for European options and \(W_N \subset W_N, \ M_N \subset M_N\) for American options with \(\dim(V_N) \ll \dim(V_N), \dim(W_N) \ll \dim(W_N)\). The reduced surrogate models to price European
and American options are defined as follows

\[
\begin{align*}
E_N^{\text{EO}}(\mu) &= \begin{cases} 
\frac{1}{\Delta t} \left( u^{k+1}_N - u^k_N, v \right) \left. \right|_{L^2(\Omega)} \left. \right| + a\left(u^k_N + \theta, v; \mu\right) = f^k + \theta(v; \mu), \\
(u^0_N - u^0, v)_V = 0, & v \in V_N.
\end{cases} \\
E_N^{\text{AO}}(\mu) &= \begin{cases} 
\frac{1}{\Delta t} \left( u^{k+1}_N - u^k_N, v \right) \left. \right|_{L^2(\Omega)} \left. \right| + a\left(u^k_N + \theta, v; \mu\right) - b\left(\lambda^{k+1}_N, v\right) = f^k + \theta(v; \mu), \\
b(\eta - \lambda^{k+1}_N, \lambda^{k+1}_N) \geq g^{k+1}(\eta - \lambda^{k+1}_N, \mu), & \eta \in M_N, \ v \in V_N,
\end{cases}
\end{align*}
\]

Analogously, for \( i = 1, \ldots, M \) we denote the reduced basis approximation of the model price as

\[
P_{N,s}^i(\Theta) := w_{k+1}^i(\log(S_0/K_i), \nu_0; \mu),
\]

where \( w_{k+1}^i(\mu) := u_{k+1}^i(\mu) + u_{L^{k+1}_N}(\mu) \), and \( u_{k+1}^i(\mu) \) solves \( E_N := E_N^s, s \in \{\text{EO}, \text{AO}\} \). Then we approximate \( J_N(\Theta) \approx J_{N,s}(\Theta) \), and obtain the following minimization problem for the reduced model

\[
\min_{\Theta \in \mathcal{P}_{\text{opt}}} J_N(\Theta), \quad J_N(\Theta) := \frac{1}{M} \sum_{i=1}^M |P_{N,s}^i - P_{N,s}^i(\Theta)|^2.
\]

**Remark 5.2.1.** Since the interest rate \( r \) is not a calibrated parameter and it is provided by the data set, for the construction of the reduced basis spaces, one may consider the variation of only four parameters \( \mu = (\xi, \rho, \gamma, \kappa) \in \mathcal{P} \subset \mathbb{R}^4 \). However, this choice is restrictive and for new market data one needs to construct a new reduced basis set. Therefore, to conserve generality in our approach, we consider the variation of all parameters, \( \mu = (\xi, \rho, \gamma, \kappa, r) \), and consequently the constructed reduced basis will be entirely market-independent.

### 5.2.3 De-Americanization Method (DAS)

The de-Americanization approach, which is frequently applied by practitioners, can also be considered as a model order reduction technique for calibration on American options. However, in contrast to the reduced basis framework, where the reduction was performed towards the underlying PDE constraints, in the de-Americanization method we substitute the original minimization problem by means of a perturbation of the given input data set. That is, given an input data of American put options, we consider minimization problem (5.2.2) with \( J_N(\Theta) \approx \tilde{J}_N(\Theta) \),

\[
\min_{\Theta \in \mathcal{P}_{\text{opt}}} \tilde{J}_N(\Theta), \quad \tilde{J}_N(\Theta) := \frac{1}{M} \sum_{i=1}^M |\tilde{P}_{N,s}^i - P_{N,s}^i(\Theta)|^2,
\]

where the prices \( \tilde{P}_{N,s}^i \) are the pseudo-European put prices. These are obtained by perturbing American put prices \( P_{N,s}^i \), i.e., \( \tilde{P}_{N,s}^i := D(P_{N,s}^i) \), where \( D : \mathbb{R} \to \mathbb{R} \), and...
the corresponding model prices are \( P_{N_i}^{i}(\Theta) = P_{N_i}^{i,\text{EO}}(\Theta) \), \( i = 1, \ldots, M \). Following the approach as in [BGG+16], we use the binomial tree method, see [CRR79], to transform American put option prices into pseudo-European (“de-Americanized”) put prices.

The advantage of this method is that the complexity of the non-linear model for pricing American options can be reduced to that of the linear model for pricing European options. To perform a further reduction, one may consider instead of solving linear, but still high-dimensional problem \( E_{N_i}^{\text{EO}} \), to use the closed-form solutions to evaluate the model prices. Denote the model prices, obtained by the closed-form solutions, by \( P_{i}^{\text{CF}} \). For the European call option in the Heston model it is defined in (2.6.19). Using the put-call parity (2.4.15) the respective European put prices can be obtained.

Then we are dealing with the following minimization problem

\[
\min_{\Theta \in \Theta_{\text{opt}}} \tilde{J}_{\text{CF}}(\Theta), \quad \tilde{J}_{\text{CF}}(\Theta) := \frac{1}{M} \sum_{i=1}^{M} |\tilde{P}_{i}^{\text{obs}} - P_{i}^{\text{CF}}(\Theta)|^2. \tag{5.2.5}
\]

As it was remarked previously, closed-form solutions can have limited applicability and in some cases, e.g., for the Heston model, one should make use of suitable numerical approximation techniques to approximate the integrals.

Being simple in implementation and efficient, the de-Americanization method, to the best of our knowledge, is lacking a rigorous theoretical framework. In [BGG+16] the de-Americanization error is numerically investigated for different models (CEV, Heston and Merton) and the settings, in which the application of the de-Americanization method leads to pitfalls, are explored. From the computational point of view, the method is very attractive, especially in combination with the closed-form solutions. However, for each set of observations, it requires an additional pre-processing time to transform the American data into European one, and, as we will see later, this cost can dominate significantly the computational cost of the entire calibration routine.

One could also consider a combination of the RBM with the de-Americanization strategy, i.e., applying the RBM to approximate \( E_{N_i}^{\text{EO}} \) by \( E_{N_i}^{\text{EO}} \). The corresponding minimization problem can be stated as follows

\[
\min_{\Theta \in \Theta_{\text{opt}}} \tilde{J}_{N}(\Theta), \quad \tilde{J}_{N}(\Theta) := \frac{1}{M} \sum_{i=1}^{M} |\tilde{P}_{i}^{\text{obs}} - P_{i}^{N}(\Theta)|^2, \tag{5.2.6}
\]

with \( P_{i}^{N}(\Theta) = P_{i}^{N,\text{EO}}(\Theta) \).

### 5.2.4 Optimization Algorithms

The minimization problems we have introduced belong to the class of finite dimensional optimization problems with box constraints. To solve such problems one needs
to employ an appropriate numerical optimization algorithm, which, ideally, would satisfy some basic requirements, e.g., to be robust, efficient and to identify the solution with sufficient accuracy. Among a wide variety of the existing algorithms, see, e.g., [NW06] for an overview, there is no general approach fulfilling all these requirements. The choice and construction of the algorithm is solely based on the structure and properties of the objective $J(\mu)$, such as convexity and differentiability, as well as the structure of the admissible set $P_{\text{opt}}$. In general, the fastest algorithms, such as gradient-based ones, provide only a local solution. Global optimization algorithms, e.g., probabilistic methods as simulated annealing or genetic algorithms, do not require any information of the gradient. However, they are known to be computationally demanding.

For the particular case of the calibration with European options, the most popular algorithms are the gradient-based optimization methods; see, e.g., [AIP04; AP05a; AP05b; SS14]. By contrast, for American options, the situation is more involved not only due to the non-linearity of the underlying PDE model, but also due to the fact that one can not guarantee the differentiability of the solution map. The remedy is to apply regularization techniques, e.g., by adding penalty terms or smoothing the inequality constraints, e.g., [Ach05; Ach08; AP05a; Hin01; IK00; SW13].

Since the purpose of this chapter is to apply the reduced basis method to real-world examples and to compare it to alternative model reduction techniques, we do not consider this issues as a main focus of the work and leave a detailed study of the impact of the numerical solver of the optimization problem for future investigation.

For our numerical experiments we use the MATLAB Optimization Toolbox [Mat]. In particular, the built-in “black-box” optimization solver \texttt{lsqnonlin} or \texttt{fmincon}, in which the gradients are approximated by finite differences.

### 5.3 Numerical Results

For the numerical experiments we consider the setting for the Heston model as in Section 4.8. In particular, we set $X = H^1(\Omega)$, $V = H^1_D(\Omega)$ and $W = W'$. The approximate spaces $X_N$, $V_N$ are the standard conforming nodal first order finite elements. The dual space $W_N$ is composed of the dual biorthogonal basis functions. We set $T = 2$ and $I = 250$, $\Delta t = T/I = 0.008$. The computational domain $\Omega = (\nu_{\text{min}}, \nu_{\text{max}}) \times (x_{\text{min}}, x_{\text{max}}) = (10^{-5}, 3) \times (-5, 5)$ is resolved by a triangulation with $N_\pi = 4753$ nodes. For $\mu = (\xi, \rho, \gamma, \kappa, r) \in \mathcal{P} \subset \mathbb{R}^5$ and $\Theta = (\xi, \rho, \gamma, \kappa, \nu_0) \in \mathcal{P}_{\text{opt}} \subset \mathbb{R}^5$, we define

\begin{align}
\mathcal{P} &\equiv [0.1, 0.9] \times [-0.95, 0.95] \times [0.01, 0.5] \times [0, 1, 5] \times [0.0001, 0.8], \\
\mathcal{P}_{\text{opt}} &\equiv [0.1, 0.9] \times [-0.95, 0.3] \times [0.01, 0.5] \times [0, 1, 5] \times [10^{-5}, 1].
\end{align}
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5.3 Numerical Results

5.3.1 Calibration on Options with the RBM

For the detailed problem of pricing European, $E_{N}^{EO}(\mu)$, and American put options, $E_{N}^{AO}(\mu)$, in the Heston model the boundary conditions are chosen as in (2.7.10) and (2.7.14) respectively. We consider $\mathcal{P}_{\text{train}}$ composed of uniformly distributed points in $\mathcal{P}$ with $|\mathcal{P}_{\text{train}}| = 1024$ for the European put and $|\mathcal{P}_{\text{train}}| = 3125$ for the American put options. The basis generations are conducted by using POD-Greedy algorithm (Algorithm 3.1), and POD-Angle-Greedy algorithm (Algorithm 4.1) with $E^{\text{true}}(\mu)$ as a selection criterion for both models. In addition, for American options, we enrich $V_{N}$ with supremizers to guarantee the stability of the reduced system. Accordingly, we obtain the dimensions of the reduced system as $N_{\text{max}} = 100$ for European put and $N_{\text{max}} = 125$ for American put options.

Unless otherwise stated, the calibration routine is performed with $\text{lsqnonlin}$, which uses a Trust-Region-Reflective algorithm, and the stopping criterion is set as $\|J(\Theta) - J(\Theta^*)\| \leq 10^{-12}, \|\Theta - \Theta^*\|_{2} \leq 10^{-5}$, where $\Theta^*$ is a locally optimal solution.

Calibration on the Synthetic Data Set

First, we consider a performance of the RBM on a synthetic data set composed of option prices for different maturities and strikes under the following settings:

\[
S_{0} = 1, \quad r = 5%,
\]
\[
T_{1} = \frac{2}{12}, \quad K_{1} = \{0.95, 0.975, 1, 1.025, 1.05\},
\]
\[
T_{2} = \frac{6}{12}, \quad K_{2} = K_{1} \cup \{0.9, 0.925, 1.075, 1.1\},
\]
\[
T_{3} = \frac{9}{12}, \quad K_{3} = K_{2} \cup \{0.85, 0.875, 1.125, 1.15\},
\]
\[
T_{4} = 1, \quad K_{4} = K_{3} \cup \{0.8, 0.825, 1.175, 1.2\},
\]
\[
T_{5} = 2, \quad K_{5} = K_{4} \cup \{0.75, 0.775, 1.225, 1.25\}.
\]

For each pair $(T_{i}, K_{i})_{i=1,\ldots,5}$, we generate two artificial sets of observations $P_{\text{obs}}$ which consist of 65 European and American put options computed at $\Theta = \Theta_{\text{ex}} = (0.7, -0.8, 0.3, 1.4, 0.3)$. That is, we solve the detailed problems (5.2.2) with $E^{AO}$ and $E_{N}^{EO}$ for the parameter $\mu = (0.7, -0.8, 0.3, 1.4, 0.3)$ and $K = 1$ and interpolate the corresponding solutions $K_{i}u_{N}^{K_{i}}(\nu, x; \mu)$ at $\nu^{*} = \nu_{0}, x_{i}^{*} = \log(S_{0}/K_{i})$.

We perform the optimization routine with the reduced surrogate model (5.2.3). To verify the approach, we also carry out the optimization with the high-fidelity detailed problem (5.2.2). For both procedures we use the same initial guess $\Theta_{\text{in}}$ for the numerical optimization routine. The results of the calibration for two different data sets of American and European options are presented in Table 5.1a. We observe that using the detailed models $E_{N}^{s}, s \in \{AO, EO\}$ we can recover the exact parameter
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The graphical illustration of the results can be found in Figure 5.1 and Figure 5.3 for American and European put options respectively. In the plots, we hardly can observe any differences in the option price obtained from the synthetic and the calibrated data with the detailed problem and with the reduced problem. To quantify the differences between the reduced and detailed calibration, we plot the pointwise absolute relative errors $|P_{\text{obs}} - P^{\star}(\Theta^{\star})|/P_{\text{obs}}$, $s \in \{N, N\}$, $i = 1, \ldots, M$, in Figure 5.2 and in Figure 5.4. We observe that the reduced models produce very good fit to the observed synthetic data with the relative error within the 0.5% margin.

The run-time performance is reported in Table 5.1b. We notice that the optimization routine with the surrogate reduced model is about 100 times faster for American put options and about 350 times faster for European put options.

In addition, one can observe that the reduced model for American options recovers the parameter slightly better than the European one, which intuitively would seem surprising. This fact can be explained by the larger dimension of the reduced system for American options and the larger training set, which is is also reflected in the run-time performance. Consequently, depending on the priority of the task, i.e., accuracy vs. efficiency, one can always manually adjust the dimension of the reduced system.

It is well known that optimization algorithms are sensitive to the initial guess. To study the robustness of the algorithm w.r.t. an initial guess, we consider a sample of 30 initial values $\Theta^{\star}$, randomly distributed in $\mathcal{P}^{\text{opt}}$ for both cases of American and European put options. We averaged the results and for American (European) options these are: $\Theta^{\star} = (0.6940, -0.8314, 0.2983, 1.4466, 0.3013)$ ($\Theta^{\star} = (0.6162, -0.8858, 0.2926, 1.3063, 0.3003)$), the average number of iterations is 18 (17), the average number of function evaluations $\#J$ is 114 (108), the average time for calibration is 12.56 min (2.58 min). These results are similar to the ones reported in Table 5.1, which suggests that the optimization algorithm is robust with respect to an initial guess.

### 5.3.2 Numerical Study of the de-Americanization Approach

Next, we turn to the numerical investigation of the de-Americanization method as an alternative model reduction approach to calibrate with American put options, which was briefly described in Section 5.2.3. Since we are not aware of any theoretical study on the approximation quality of the method, we try to examine it numerically in various scenarios. For a more detailed parameter study of the de-Americanization effect we refer to [BGG+16].

First, we study the approach and the errors caused by transforming from American to European options. In particular we investigate the discrepancy of the de-Americanized put options with the corresponding American ones. We consider the
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| Method | $E(\mu)$ | $\Theta$ | $\xi$ | $\rho$ | $\gamma$ | $\kappa$ | $\nu_0$ | $||\Theta_{ex} - \Theta^*||_2$ |
|--------|----------|---------|-------|-------|-------|-------|--------|-------------------------------|
| $\Theta_{ex}$ | 0.700 | -0.800 | 0.300 | 1.400 | 0.300 |         |        |                               |
| $\Theta_{in}$ | 0.601 | -0.682 | 0.487 | 2.020 | 0.496 |         |        |                               |
| $J_N(\Theta)$ | $E_N^A$ | $\Theta^*$ | 0.700 | -0.800 | 0.300 | 1.399 | 0.300 | 2.14e-05                     |
| $J_N(\Theta)$ | $E_N^N$ | $\Theta^*$ | 0.694 | -0.831 | 0.298 | 1.447 | 0.303 | 5.62e-05                     |
| $J_N(\Theta)$ | $E_N^E$ | $\Theta^*$ | 0.700 | -0.800 | 0.300 | 1.399 | 0.300 | 2.05e-05                     |
| $J_N(\Theta)$ | $E_N^N$ | $\Theta^*$ | 0.616 | -0.886 | 0.293 | 1.306 | 0.300 | 1.52e-01                     |

(a) Parameters obtained by the calibration routine.

(b) Calibration results in terms of the run-time performance. The number “# iter.” corresponds to the number of iterations and “# $J$” is the total number of function evaluations performed by the optimization routine.

Table 5.1: Calibration results for the synthetic data set of American and European put options in the Heston model using different approaches.

![Figure 5.1](image)

Figure 5.1: Results of the calibration to the synthetic data set of American put options in the Heston model using the detailed model $E_N(\mu)$ (left) and the reduced surrogate model $E_N(\mu)$ (right). The circles are the synthetic prices and the stars are the prices in the calibrated model.

following settings

\begin{align*}
S_0 & = 1 \\
K & = \{0.80, 0.85, 0.90, 0.95, 1.00, 1.05, 1.10, 1.15, 1.20\} \\
T & = \left\{ \frac{1}{12}, \frac{2}{12}, \frac{3}{12}, \frac{4}{12}, \frac{6}{12}, \frac{9}{12}, \frac{12}{12}, \frac{24}{12} \right\} \\
r & = \{0, 0.01, 0.02, 0.05, 0.07\} .
\end{align*}
Figure 5.2: Calibration results for the synthetic data set of American put options in terms of pointwise absolute relative errors, \(|P_{i}^{obs} - P_{i}^{AO(\Theta^*)}|/P_{i}^{obs}\), \(i = 1, \ldots, M\), using the Heston model. Left: calibration with the detailed model \(E_{N}(\mu)\), \(s = N\). Right: calibration with the reduced surrogate model \(E_{N}(\mu)\), \(s = N\).

Figure 5.3: Results of the calibration to the synthetic data set of European put options in the Heston model using the detailed model \(E_{N}(\mu)\) (left) and the reduced surrogate model \(E_{N}(\mu)\) (right). The circles are the synthetic prices and the stars are the prices in the calibrated model.

We consider different scenarios that correspond to the different values of the parameter \(\Theta\), presented in Table 5.2. We comment on the choice of these parameters. Since, in statistical tests it is commonly observed that the correlation between stocks and their volatilities is negative (the leverage effect), we exclude positive values of the parameter \(\rho\) in our scenarios. Starting from scenario \(p_1\), we increase the volatility of volatility parameter \(\xi\) and decrease the correlation \(\rho\), and accordingly increase
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Figure 5.4: Calibration results for the synthetic data set of European put options in terms of pointwise absolute relative errors, \(|P_{N,\text{AO}}^{\text{obs}} - P_{N,\text{EO}}^{\text{obs}}(\Theta^*)}/P_{N,\text{obs}}^{\text{obs}}|, i = 1, \ldots, M, using the Heston model. Left: calibration with the detailed model \(E_N(\mu), s = N\). Right: calibration with the reduced surrogate model \(E_N(\mu), s = N\).

the long-run variance \(\gamma\) and the mean reversion speed \(\kappa\). In all scenarios the initial volatility is set to the value of the mean reversion \(\gamma\), i.e., \(\nu_0 = \gamma\).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>(\xi)</th>
<th>(\rho)</th>
<th>(\gamma)</th>
<th>(\kappa)</th>
<th>(\nu_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p_1)</td>
<td>0.10</td>
<td>-0.20</td>
<td>0.07</td>
<td>0.1</td>
<td>0.07</td>
</tr>
<tr>
<td>(p_2)</td>
<td>0.25</td>
<td>-0.50</td>
<td>0.10</td>
<td>0.4</td>
<td>0.10</td>
</tr>
<tr>
<td>(p_3)</td>
<td>0.40</td>
<td>-0.50</td>
<td>0.15</td>
<td>0.6</td>
<td>0.15</td>
</tr>
<tr>
<td>(p_4)</td>
<td>0.55</td>
<td>-0.45</td>
<td>0.20</td>
<td>1.2</td>
<td>0.20</td>
</tr>
<tr>
<td>(p_5)</td>
<td>0.70</td>
<td>-0.80</td>
<td>0.30</td>
<td>1.4</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Table 5.2: Overview of the parameter sets for the Heston model, used to study the de-Americanization approach.

For these parameter scenarios we construct different synthetic data sets, i.e., the data sets corresponding to the different values of the parameters \(\Theta_i\), and interest rates \(r_j, i, j = 1, \ldots, 5\). Each data set is composed of the respective American put option prices in the Heston model, \(P_{N,\text{AO}}^{N,\text{AO}}, i = 1, \ldots, 72\), computed for each pair \((T_i, K_j), i = 1, \ldots, 8, j = 1, \ldots, 9\). Then, applying the de-Americanized approach, we translate these option prices into the corresponding European put prices \(P_{N,\text{EO}}^{N,\text{EO}} := D(P_{N,\text{AO}}^{N,\text{EO}})\).

To investigate the error produced by this transformation, we compare the European put prices produced by the de-Americanization method \(P_{N,\text{EO}}^{N,\text{EO}}\) with the European put prices obtained by solving the Heston PDE directly, \(P_{N,\text{EO}}^{N,\text{EO}}\). The values of maximal error (\(\max_i |\hat{P}_{N,\text{EO}}^{N,\text{EO}}(\Theta) - P_{N,\text{EO}}^{N,\text{EO}}(\Theta)|\)) are presented in Table 5.3. The reference values
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(max, \( P_{\phi}^{N,EO}(\Theta) \)) are presented in the second column of the table.

<table>
<thead>
<tr>
<th>( r = 0% )</th>
<th>( r = 1% )</th>
<th>( r = 2% )</th>
<th>( r = 5% )</th>
<th>( r = 7% )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_1 )</td>
<td>( 0.206 )</td>
<td>( 0.207 )</td>
<td>( 0.200 )</td>
<td>( 0.194 )</td>
</tr>
<tr>
<td>( T_2 )</td>
<td>( 0.220 )</td>
<td>( 0.222 )</td>
<td>( 0.202 )</td>
<td>( 0.194 )</td>
</tr>
<tr>
<td>( T_3 )</td>
<td>( 0.232 )</td>
<td>( 0.234 )</td>
<td>( 0.202 )</td>
<td>( 0.194 )</td>
</tr>
<tr>
<td>( T_4 )</td>
<td>( 0.245 )</td>
<td>( 0.248 )</td>
<td>( 0.212 )</td>
<td>( 0.202 )</td>
</tr>
<tr>
<td>( T_5 )</td>
<td>( 0.265 )</td>
<td>( 0.270 )</td>
<td>( 0.222 )</td>
<td>( 0.207 )</td>
</tr>
<tr>
<td>( T_6 )</td>
<td>( 0.291 )</td>
<td>( 0.297 )</td>
<td>( 0.231 )</td>
<td>( 0.207 )</td>
</tr>
<tr>
<td>( T_7 )</td>
<td>( 0.314 )</td>
<td>( 0.322 )</td>
<td>( 0.242 )</td>
<td>( 0.207 )</td>
</tr>
<tr>
<td>( T_8 )</td>
<td>( 0.384 )</td>
<td>( 0.400 )</td>
<td>( 0.362 )</td>
<td>( 0.278 )</td>
</tr>
</tbody>
</table>

Table 5.3: Summary of the de-Americanization effects for the Heston model.

We observe that for each parameter setting the de-Americanization error tends to increase with increasing interest rate \( r \). We can also see that for \( r = 0\% \) the de-Americanization has the weakest effect. Another observation is that, for scenarios \( P_4 \) and \( P_5 \), where the volatility of volatility \( \xi \) and correlation \( \rho \) have high magnitudes, the de-Americanization has the strongest effect. These findings can be traced also in the reconstruction of these parameters in the calibration routine, as we will see in the next section. Additionally, we notice that for short maturities the de-Americanized price is lower than the according European price, whereas for high maturities the de-Americanized price is higher than the European one.

5.3.3 Comparison of Different Model Reduction Approaches

In this section we perform a numerical comparison of the calibration with American put options using different model reduction techniques: the reduced basis method, the de-Americanization approach and the combination of both techniques. That is, we consider the minimization problems (5.2.3), (5.2.4) and (5.2.6). For the purposes of comparison, we also carry out the calibration with the detailed solver (5.2.2).

First, we generated a synthetic set of observations \( P_{\text{obs}} \) with the settings as in (5.3.3). We consider different parameter scenarios corresponding to different values of \( \Theta \in P_{\text{opt}} \); see Table 5.4. For each scenario, we construct an artificial set of observations
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\[ P_{i}^{\text{obs}} := P_{i}^{N, AO}, \quad i = 1, \ldots, 65. \]

We note that, in general, the parameter \( \kappa \) is price-insensitive, see, e.g. \([JKW+11]\), and thus it cannot be reconstructed. Therefore, for each scenario we fix the parameter \( \kappa \) to its exact value and do the parameter estimation only for the remaining parameters \( \xi, \rho, \gamma, \) and \( \nu_0 \).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>( \xi )</th>
<th>( \rho )</th>
<th>( \gamma )</th>
<th>( \kappa )</th>
<th>( \nu_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_1 )</td>
<td>0.10</td>
<td>-0.20</td>
<td>0.07</td>
<td>0.5</td>
<td>0.07</td>
</tr>
<tr>
<td>( p_2 )</td>
<td>0.25</td>
<td>-0.50</td>
<td>0.10</td>
<td>0.5</td>
<td>0.10</td>
</tr>
<tr>
<td>( p_3 )</td>
<td>0.40</td>
<td>-0.50</td>
<td>0.15</td>
<td>0.6</td>
<td>0.15</td>
</tr>
<tr>
<td>( p_4 )</td>
<td>0.55</td>
<td>-0.45</td>
<td>0.20</td>
<td>1.2</td>
<td>0.20</td>
</tr>
<tr>
<td>( p_5 )</td>
<td>0.70</td>
<td>-0.80</td>
<td>0.30</td>
<td>1.4</td>
<td>0.30</td>
</tr>
<tr>
<td>( p_6 )</td>
<td>0.2928</td>
<td>-0.7571</td>
<td>0.0707</td>
<td>0.6067</td>
<td>0.0707</td>
</tr>
</tbody>
</table>

Table 5.4: Overview of the parameter sets used to generate the synthetic data set.

The results of the calibration are summarized in Table 5.5. We observe that, overall, all methods provide a good reconstruction of the parameters. The optimization routine with the detailed solver identifies the parameter up to the optimization tolerance, that demonstrates the robustness of the optimization algorithm.

For clarity, the graphical illustration of these scenarios using different model reduction techniques is depicted in Figure 5.5. To eliminate the effect of different scaling we also present the value of each parameter in Figure 5.6. It can be seen that for all approaches the main difficulty lies in identifying \( \xi \) and \( \rho \). In fact, this tendency has been also observed for the detailed solver (see cases \( p_1, p_4 \), Table 5.5). The remaining parameters \( \gamma \) and \( \nu_0 \) are recovered almost exactly. We also note that for scenarios \( p_1-p_3 \), which correspond to the cases when the magnitudes of \( \xi, \nu_0 \) and \( \rho \) are the smallest, the calibration with the de-Americanized approach is able to provide a better reconstruction of the parameter \( \xi \) than the reduced basis method. By contrast, in the scenarios \( p_4 \) and \( p_5 \), which correspond to large magnitude of the correlation parameter, the de-Americanization gives poorer results for \( \xi \) and \( \rho \). This is consistent with the observation made in Section 5.3.2, where we noticed that the errors caused by de-Americanization are the largest in the cases where the absolute values of \( \xi \) and \( \rho \) are large (see Table 5.3, scenario \( p_5 \), maturity \( T_8 \)).

To summarize, we can say that the cases with “extreme” parameter values have a significant impact on the performance of the optimization routine, in both the detailed and the reduced problems. In the case of the reduced basis method, this difficulty may be overcome by considering, e.g., an adaptive parameter domain partition, see [HDO11], in particular for \( \xi \) and \( \rho \) or by increasing the number of snapshots, and furthermore increasing the dimension of the reduced system.

As the next step we study the efficiency of both methods. The statistical data about the run-time performance is given in Table 5.6. We observe that all reduction
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<table>
<thead>
<tr>
<th>Scenario</th>
<th>Method</th>
<th>$E(\mu)$</th>
<th>$\Theta$</th>
<th>$\xi$</th>
<th>$\rho$</th>
<th>$\gamma$</th>
<th>$\nu_0$</th>
<th>$J(\Theta^*)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>$J_N(\Theta)$</td>
<td>$E_N^A$</td>
<td>$\Theta^*$</td>
<td>0.1</td>
<td>-0.2</td>
<td>0.07</td>
<td>0.07</td>
<td>7.8806e−14</td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.1002</td>
<td>-0.1997</td>
<td>0.07</td>
<td>0.07</td>
<td>1.0248e−07</td>
</tr>
<tr>
<td></td>
<td>$\check{J}_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.1477</td>
<td>-0.0788</td>
<td>0.0697</td>
<td>0.0700</td>
<td>4.3440e−08</td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.1849</td>
<td>-0.1801</td>
<td>0.0772</td>
<td>0.0634</td>
<td>3.2571e−07</td>
</tr>
<tr>
<td>$p_2$</td>
<td>$J_N(\Theta)$</td>
<td>$E_N^A$</td>
<td>$\Theta^*$</td>
<td>0.25</td>
<td>-0.5</td>
<td>0.1</td>
<td>0.1</td>
<td>6.4756e−17</td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.2404</td>
<td>-0.5388</td>
<td>0.1001</td>
<td>0.0991</td>
<td>1.1363e−08</td>
</tr>
<tr>
<td></td>
<td>$\check{J}_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.2860</td>
<td>-0.4824</td>
<td>0.0968</td>
<td>0.1015</td>
<td>9.9148e−08</td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.2973</td>
<td>-0.4104</td>
<td>0.1087</td>
<td>0.0959</td>
<td>1.1681e−07</td>
</tr>
<tr>
<td>$p_3$</td>
<td>$J_N(\Theta)$</td>
<td>$E_N^A$</td>
<td>$\Theta^*$</td>
<td>0.4</td>
<td>-0.5</td>
<td>0.15</td>
<td>0.15</td>
<td>2.9834e−18</td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.4282</td>
<td>-0.4620</td>
<td>0.1544</td>
<td>0.1492</td>
<td>2.2003e−09</td>
</tr>
<tr>
<td></td>
<td>$\check{J}_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.3537</td>
<td>-0.5731</td>
<td>0.1456</td>
<td>0.1504</td>
<td>6.2085e−09</td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.4576</td>
<td>-0.4155</td>
<td>0.1519</td>
<td>0.1484</td>
<td>4.4351e−08</td>
</tr>
<tr>
<td>$p_4$</td>
<td>$J_N(\Theta)$</td>
<td>$E_N^A$</td>
<td>$\Theta^*$</td>
<td>0.55</td>
<td>-0.45</td>
<td>0.2</td>
<td>0.2</td>
<td>4.8235e−14</td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.5502</td>
<td>-0.4499</td>
<td>0.2</td>
<td>0.2</td>
<td>1.5377e−09</td>
</tr>
<tr>
<td></td>
<td>$\check{J}_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.5801</td>
<td>-0.4220</td>
<td>0.2044</td>
<td>0.1989</td>
<td>1.6681e−08</td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.5048</td>
<td>-0.4980</td>
<td>0.1989</td>
<td>0.1995</td>
<td>1.9256e−08</td>
</tr>
<tr>
<td>$p_5$</td>
<td>$J_N(\Theta)$</td>
<td>$E_N^A$</td>
<td>$\Theta^*$</td>
<td>0.7</td>
<td>-0.8</td>
<td>0.3</td>
<td>0.3</td>
<td>3.4388e−18</td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.7718</td>
<td>-0.7136</td>
<td>0.3102</td>
<td>0.2991</td>
<td>2.3145e−08</td>
</tr>
<tr>
<td></td>
<td>$\check{J}_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.8433</td>
<td>-0.6668</td>
<td>0.3170</td>
<td>0.2990</td>
<td>1.8369e−08</td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.6881</td>
<td>-0.8259</td>
<td>0.2994</td>
<td>0.3006</td>
<td>1.0533e−08</td>
</tr>
<tr>
<td>$p_6$</td>
<td>$J_N(\Theta)$</td>
<td>$E_N^O$</td>
<td>$\Theta^*$</td>
<td>0.3527</td>
<td>-0.5209</td>
<td>0.0814</td>
<td>0.0638</td>
<td>3.5672e−07</td>
</tr>
</tbody>
</table>

Table 5.5: Calibration results on American put options in the Heston model with different model reduction techniques.

approaches provide a significant speed-up compared to the expensive detailed solver, which on average takes about eight hours for each scenario. We also note that, despite the computational efficiency of the de-Americanization method in the calibration process, it requires an additional time to pre-process the data, i.e., to transform the American prices into the corresponding pseudo-European ones. This deteriorates
Figure 5.5: Graphical illustration of the reconstructed parameters for different scenarios obtained by calibrating on American put options in the Heston model using different model reduction approaches.

significantly the overall efficiency of the method.
We note that the combined approach (5.2.6), i.e., a combination of RBM with the de-Americanization method, also provides promising results, especially in terms of efficiency, where it seems to be the fastest. However, in terms of the reconstruction of the parameter, the method is inferior to other approaches, which could be explained by the “double” reduction error, caused, first by the de-Americanization method and, secondly by the RBM (scenarios $p_5$, $p_6$).

**Calibration on Google Options**

Finally, we extend our consideration to the calibration on a real market data set, provided by options on the Google stock. Since the Google stock does not pay dividends, the American call options can be priced the same as the European call options,
5.3 Numerical Results

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Method</th>
<th>$E(\mu)$</th>
<th>#J</th>
<th>calib. time</th>
<th>pre-process. time for $P_{obs}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>$\hat{J}_N(\Theta)$ $E^AO_N$</td>
<td>75</td>
<td>8.524 hrs</td>
<td>36.045 min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$ $E^EO_N$</td>
<td>145</td>
<td>18.018 min</td>
<td>36.045 min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$J_N(\Theta)$ $E^AO_N$</td>
<td>70</td>
<td>3.912 min</td>
<td>36.045 min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$ $E^EO_N$</td>
<td>170</td>
<td>4.855 min</td>
<td>36.045 min</td>
<td></td>
</tr>
<tr>
<td>$p_2$</td>
<td>$\hat{J}_N(\Theta)$ $E^AO_N$</td>
<td>65</td>
<td>8.035 hrs</td>
<td>36.830 min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$ $E^EO_N$</td>
<td>70</td>
<td>3.489 min</td>
<td>36.830 min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$J_N(\Theta)$ $E^AO_N$</td>
<td>70</td>
<td>2.050 min</td>
<td>36.830 min</td>
<td></td>
</tr>
<tr>
<td>$p_3$</td>
<td>$\hat{J}_N(\Theta)$ $E^AO_N$</td>
<td>60</td>
<td>8.341 hrs</td>
<td>35.374 min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$ $E^EO_N$</td>
<td>60</td>
<td>3.574 min</td>
<td>35.374 min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$J_N(\Theta)$ $E^AO_N$</td>
<td>70</td>
<td>2.353 min</td>
<td>35.374 min</td>
<td></td>
</tr>
<tr>
<td>$p_4$</td>
<td>$\hat{J}_N(\Theta)$ $E^AO_N$</td>
<td>50</td>
<td>7.087 hrs</td>
<td>36.660 min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$ $E^EO_N$</td>
<td>45</td>
<td>2.813 min</td>
<td>36.660 min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$J_N(\Theta)$ $E^AO_N$</td>
<td>55</td>
<td>2.189 min</td>
<td>36.660 min</td>
<td></td>
</tr>
<tr>
<td>$p_5$</td>
<td>$\hat{J}_N(\Theta)$ $E^AO_N$</td>
<td>40</td>
<td>6.331 hrs</td>
<td>36.574 min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$ $E^EO_N$</td>
<td>65</td>
<td>8.607 min</td>
<td>36.574 min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$J_N(\Theta)$ $E^AO_N$</td>
<td>45</td>
<td>2.271 min</td>
<td>36.574 min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$ $E^EO_N$</td>
<td>65</td>
<td>1.933 min</td>
<td>36.574 min</td>
<td></td>
</tr>
<tr>
<td>$p_6$</td>
<td>$\hat{J}_N(\Theta)$ $E^AO_N$</td>
<td>70</td>
<td>9.665 hrs</td>
<td>36.960 min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$ $E^EO_N$</td>
<td>70</td>
<td>9.555 min</td>
<td>36.960 min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$J_N(\Theta)$ $E^AO_N$</td>
<td>90</td>
<td>4.503 min</td>
<td>36.960 min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\tilde{J}_N(\Theta)$ $E^EO_N$</td>
<td>100</td>
<td>3.055 min</td>
<td>36.960 min</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.6: Computational time for calibrating American put options using different model reduction techniques.

[Hul03]. Hence, we restrict consideration to only American put options. Namely, we consider the data $P_{obs}$ of 401 American put options with $S_0 = 523.755$, $r = 0.15\%$ on February 2nd, 2015. The data is pre-processed by using the methodology applied to the volatility index (VIX) by the Chicago board of exchange [CBO09]:

- For each option with the strike price $K_i$, we consider the midpoint of the bid-ask spread.
- Options with zero bid prices are neglected.
- If two puts with consecutive strike prices have zero bid prices, no puts with lower strike prices are included.
Application to the Calibration on Option Prices

The used data is given in Table 5.7. In terms of the moneyness, we consider all types, out-of-the-money \((K_i < S_0)\), at-the-money \((K_i = S_0)\) and in-the-money \((K_i > S_0)\) options.

In our synthetic test scenarios, the Feller condition (2.6.2) was automatically satisfied. However, this does not hold for general calibration processes. Thus, we incorporate the following additional constraint on \(\Theta = (\xi, \rho, \gamma, \kappa, \nu_0) \in \mathcal{P}_{opt}\)

\[
\mathcal{P}_{opt} := \left\{ \Theta \in \mathbb{R}^5 : \Theta_{\text{min},i} \leq \Theta_i \leq \Theta_{\text{max},i}, \ 2\Theta_3\Theta_4 - \Theta_i^2 < 0, \ i = 1, \ldots, 5 \right\}.
\]  

As optimization algorithm, we take the MATLAB function `fmincon` based on the Interior-Point method and which, in contrast to `lsqnonlin`, allows the inclusion of inequality constraints. We consider the same termination condition for the optimization routine as previously.

To calibrate the parameters, we consider the detailed minimization problem (5.2.2) and, as previously, the reduced models: the RBM (5.2.3), the de-Americanization method (5.2.4) and the combination of both (5.2.6). For completeness, we also consider the calibration of the de-Americanized data using the closed-form solutions (2.6.19) for the problem (5.2.5).

The results of the calibration are presented in Table 5.8. At the first glance, we observe that all approaches provide a very similar reconstructed parameter. In particular, \(\gamma\) and \(\nu_0\) seem to be easily identified, which has been already noted in our previous experiments. The rate of mean reversion \(\kappa\) appears to be a non-identifiable parameter, and all models provide quite different results. For the remaining parameters \(\xi\) and \(\rho\), we observe that the de-Americanization method tends to underestimate the volatility of volatility \(\xi\) and the correlation \(\rho\), compared to the detailed and reduced approach. This is clearly reflected in all models that use the perturbed de-Americanized data, i.e., \(\tilde{J}_N(\Theta)\), \(\tilde{J}_N(\Theta)\), and \(\tilde{J}_{CF}(\Theta)\). This is in good agreement with our observations for the synthetic data sets (see scenario \(p_5\) and \(p_6\)), where for large absolute values of the correlation parameters the de-Americanization method was unable to provide a good reconstruction of the parameters \(\xi\) and \(\rho\).

The graphical illustrations of the results are presented in Figure 5.7 for the detailed and reduced models using the calibration on the actual market data. In Figure 5.8, the results corresponding to the calibration on the de-Americanized data with detailed model and closed-form solutions are also reported. The relative error for all approaches does not exceed 60% and increases in the out-of-the-money region, which corresponds to the smallest option prices. To reduce this effect, one may consider different weights in the objective functional, e.g., imposing more weights for small option price values.

The results of the run-time performance of the different methods are given in Table 5.8b. We notice that the detailed approach requires an extensive amount of time, which might be fully impractical for industrial applications. The reduction
5.3 Numerical Results

Table 5.7: Google market data consisting of 401 American put options with $S_0 = 523,755$ on February 2nd, 2015.
5 Application to the Calibration on Option Prices

Calib. val.: $\xi = 0.5953$, $\rho = -0.7210$, $\gamma = 0.0527$, $\kappa = 3.3615$, $\nu_0 = 0.0584$

(a) Detailed problem, $J_N(\Theta)$

Calib. val.: $\xi = 0.5144$, $\rho = -0.7964$, $\gamma = 0.0521$, $\kappa = 2.5906$, $\nu_0 = 0.0554$

(b) Reduced problem, $J_N(\Theta)$

Figure 5.7: Left: the Google data set of American put options (circles) and the calibrated model data in the Heston model (stars). Right: the relative error of the market and calibrated data, $|P_{t_i}^{obs} - P_{t_i}^{k, AO}(\Theta^*)|/P_{t_i}^{obs}$, $i = 1, \ldots, M$, $s \in \{N, N\}$.

approaches in this case seem to be powerful and necessary tools, which allow to reduce significantly the cost from a couple of days to less than an hour. Notably, we observe the substantial speed-up obtained by evaluating model prices with the closed-form solutions. This approach appears to us the most efficient when dealing with European options. However, taking into consideration the additional time for pre-processing the data in the de-Americanization approach, the total time for calibration with this method can be much slower than the calibration with American options.
5.3 Numerical Results

Calib. val.: $\xi = 0.4095$ $\rho = -0.6818$ $\gamma = 0.0516$ $\kappa = 1.6262$ $\nu_0 = 0.0567$

(a) De-Americanized problem, $\tilde{J}_N(\Theta)$

(b) De-Americanized problem with the closed-form solutions, $\tilde{J}_{CF}(\Theta)$

Figure 5.8: Left: the Google data set of the de-Americanized American put options (circles) and the calibrated model data in the Heston model (stars). Right: the relative error of the market and calibrated data, $|P_{i}^{\text{obs}} - P_{i}^{\text{EO}}(\Theta^*)|/P_{i}^{\text{obs}}, i = 1, \ldots, M, s \in \{N, CF\}$.

using the RBM, depending how often the calibration has to be performed with new market data. We point out, that for the cases of multiple usage of the same data set the de-Americanization strategy with the closed form solutions could seem to be more attractive from the performance point of view than the reduced basis method. However, the de-Americanization method introduces an additional error. Together with the lack of a rigorous theoretical analysis of the de-Americanization approach, the combination of the calibration with American options and the RBM appears to
5 Application to the Calibration on Option Prices

(a) Parameters obtained by the calibration routine.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\mathbb{E}(\mu)$</th>
<th>$\Theta$</th>
<th>$\xi$</th>
<th>$\rho$</th>
<th>$\gamma$</th>
<th>$\kappa$</th>
<th>$\nu_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_N(\Theta)$</td>
<td>$\mathbb{E}_{\text{AO}}^N$</td>
<td>$\Theta^*$</td>
<td>0.5953</td>
<td>-0.7210</td>
<td>0.0527</td>
<td>3.3615</td>
<td>0.0584</td>
</tr>
<tr>
<td>$J_N(\Theta)$</td>
<td>$\mathbb{E}_{\text{NO}}^N$</td>
<td>$\Theta^*$</td>
<td>0.5144</td>
<td>-0.7964</td>
<td>0.0521</td>
<td>2.5906</td>
<td>0.0554</td>
</tr>
<tr>
<td>$\tilde{J}_N(\Theta)$</td>
<td>$\mathbb{E}_{\text{EO}}^N$</td>
<td>$\Theta^*$</td>
<td>0.4095</td>
<td>-0.6818</td>
<td>0.0516</td>
<td>1.6262</td>
<td>0.0567</td>
</tr>
<tr>
<td>$\tilde{J}_N(\Theta)$</td>
<td>$\mathbb{E}_{\text{NO}}^N$</td>
<td>$\Theta^*$</td>
<td>0.3785</td>
<td>-0.9469</td>
<td>0.0500</td>
<td>4.9822</td>
<td>0.0717</td>
</tr>
<tr>
<td>$\tilde{J}_{CF}(\Theta)$</td>
<td>—</td>
<td>$\Theta^*$</td>
<td>0.3927</td>
<td>-0.6518</td>
<td>0.0580</td>
<td>1.4554</td>
<td>0.0546</td>
</tr>
</tbody>
</table>

(b) Calibration results in terms of the run-time performance. The number “# iter.” corresponds to the number of iterations and “# $J$” is the total number of function evaluations performed by the optimization routine.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\mathbb{E}(\mu)$</th>
<th># iter.</th>
<th># $J$</th>
<th>calib. time</th>
<th>pre-process. time for $P_{\text{obs}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_N(\Theta)$</td>
<td>$\mathbb{E}_{\text{AO}}^N$</td>
<td>35</td>
<td>219</td>
<td>68.72 hrs</td>
<td></td>
</tr>
<tr>
<td>$J_N(\Theta)$</td>
<td>$\mathbb{E}_{\text{NO}}^N$</td>
<td>38</td>
<td>260</td>
<td>44.20 min</td>
<td></td>
</tr>
<tr>
<td>$\tilde{J}_N(\Theta)$</td>
<td>$\mathbb{E}_{\text{EO}}^N$</td>
<td>34</td>
<td>207</td>
<td>56.47 min</td>
<td>4.96 hrs</td>
</tr>
<tr>
<td>$\tilde{J}_N(\Theta)$</td>
<td>$\mathbb{E}_{\text{NO}}^N$</td>
<td>35</td>
<td>228</td>
<td>37.40 min</td>
<td>4.96 hrs</td>
</tr>
<tr>
<td>$\tilde{J}_{CF}(\Theta)$</td>
<td>—</td>
<td>43</td>
<td>265</td>
<td>4.30 min</td>
<td>4.96 hrs</td>
</tr>
</tbody>
</table>

Table 5.8: Calibration results for the market data set of American put options given on the Google stock in the Heston model using different approaches.

be an attractive choice for this application.
6 Conclusions and Outlook

In this thesis we have developed a framework of the reduced basis method which enables an efficient evaluation of finance products, such as option prices. The deduced theoretical results are supported by numerical studies. In addition, we have applied the method to financial applications and compared its efficiency to commonly used methods. In conclusion, we can say that the RBM method can be considered as an efficient, reliable and competitive method for option pricing problems, especially for the evaluation of complex options, such as American puts.

The main objective of the present work was to develop the methodology of the RBM for parabolic variational inequalities and to adapt it in the context of option pricing problems. The theoretical results for the reduced variational inequality problem have been presented in the second part of the thesis. The well-posedness of the reduced system and a posteriori error estimates have been derived. The latter ones have been also extended to cover the cases of weakly coercive problems. One of the challenges, caused by the non-linearity of the problem is reflected in the approximation of the reduced space of Lagrange multipliers, where one needs to preserve the positivity constraint. Here we have compared different algorithms which could tackle this difficulty, such as the Angle-Greedy and the NNMF strategies. With the developed framework we have been able to treat realistic examples for the variational inequalities which concern the pricing of American options. We have observed a significant speedup with the RBM compared to the FEM.

In order to evaluate the practical efficiency of the method, we have extended the RBM to the application of a calibration on option prices. Here, we have studied the performance of the RBM for both linear and nonlinear models, that is, pricing European and American options. However, our primary focus was on the RBM for American options, due to the fact that for calibration on European options, one can already gain a significant speed up by using, e.g., closed-form solutions. We have compared the RBM to some reduction approaches which are common in practice, such as the de-Americanization method. The empirical study demonstrated a high efficiency of the RBM method and its competitiveness to other model reduction approaches. One of the main advantages of the RBM is in its independence on the given market data set, i.e., the method does not require an additional online computational time to pre-process the given data. Additionally, the RBM framework allows to control the reduction error, by enlarging the dimension of the RB space, in contrast to, e.g., the de-Americanization method, where the approximation error
remains fixed.

During the development of the current RBM methodology, we encountered several open questions and problems which can serve as potential extensions to our approach.

With the use of the RBM we have been able to perform the reduction of the spatial complexity only. To reduce the complexity further, i.e., in the temporal direction, one may consider space-time discretization schemes. These schemes in combination with the RBM have been already successfully applied in [GU14; MU14; Ste14; UP14; Yan14; YPU14], however only in the context of the tensor product spaces. One can consider a more general approach, that is, a full space-time method [Kar15; NS11; NS13; Ste15], which does not restrict us to the tensor-product structure. Here, the time variable is treated as an additional spatial variable. This approach can be considered as a general framework to perform more sophisticated adaptive local refinement in a whole space-time cylinder. This feature could be beneficial for the detailed solver for American options, where one can provide an adaptive refinement in the early exercise region that constitutes the area of actual interest. It also allows to apply the RBM without loss of its consistency property.

The online efficiency of the RBM applied to the time-stepping schemes mostly depends on the three ingredients, which are the RB dimension, the number of time steps and the computational cost of the reduced solver. The first two, which provide the most contribution to the online computational cost, are adjustable depending on the model problem and desired accuracy of the reduced basis approximation. The reduced solver is dependent on the nature of the problem. In our computational study for parabolic variational inequalities we have limited ourselves to the solution algorithm based on the primal-dual active set strategy (PDAS). A competitive studies of the different reduced and detailed solvers and their efficiency could be a potential topic of interest.

In the present work, we did not attempt to reduce the cost of the offline stage. However, as we could observe from the numerical results, there are situations when the accuracy of the RBM does not seem to be sufficient or the method is lacking in recovering some of the parameters. This can be improved in several ways. The natural choice would be to enlarge the dimension of the reduced space. Additionally, one can conduct an empirical study by using a richer training set or an adaptive parameter domain partitioning, see, e.g., [HDO11; HO08a]. However this could lead to a significant increase of the offline computational cost. To overcome this difficulty, additional techniques from HPC, such as parallelization, could be applied.

Another open question concerns the optimization problem for the calibration on the American put options. The main difficulty here comes from the fact that one can not guarantee the differentiability of the objective functional with respect to the parameter. Hence, in order to theoretically justify the application of gradient based optimization algorithms, the problem needs to be regularized. This can be achieved by, e.g., smoothing the inequality constrains or by adding a penalty term,
see, e.g., [Ach05; Ach08; AP05a]. Although this topic has been discussed actively in
the literature, in particular in the context of the optimal control problems, e.g., [Hin01;
HR86; IK00; Mig76; MP84; SW13], in the RBM framework this remains an interest-
ing and new perspective for future research.
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