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Abstract

Purpose: A detailed family history provides an inexpensive alternative to genetic profiling for individual risk assessment. We updated the PCPT Risk Calculator to include detailed family histories.

Materials and methods: The study included 55,168 prostate cancer cases and 638,218 controls from the Swedish Family Cancer Database who were 55 years old or older in 1999 and had at least 1 male first-degree relative 40 years old or older and 1 female first-degree relative 30 years old or older. Likelihood ratios, calculated as the ratio of risk of observing a specific family history pattern in a prostate cancer case compared to a control, were used to update the PCPT Risk Calculator.

Results: Having at least 1 relative with prostate cancer increased the risk of prostate cancer. The likelihood ratio was 1.63 for 1 first-degree relative 60 years old or older at diagnosis (10.1% of cancer cases vs 6.2% of controls), 2.47 if the relative was younger than 60 years (1.5% vs 0.6%), 3.46 for 2 or more relatives 60 years old or older (1.2% vs 0.3%) and 5.68 for 2 or more relatives younger than 60 years (0.05% vs 0.009%). Among men with no diagnosed first-degree relatives the likelihood ratio was 1.09 for 1 or more second-degree relatives diagnosed with prostate cancer (12.7% vs 11.7%). Additional first-degree relatives with breast cancer, or first-degree or second-degree relatives with prostate cancer compounded these risks.

Conclusions: A detailed family history is an independent predictor of prostate cancer compared to commonly used risk factors. It should be incorporated into decision making for biopsy. Compared with other costly biomarkers it is inexpensive and universally available.

Candidate’s contribution: Development of statistical methodology, analysis of the data, discussion of results, creating figures and tables, writing the manuscript, development of the
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R-algorithm and online risk tool.

**Grill et al. (2015b)**


**Abstract**

Objectives: To incorporate single-nucleotide polymorphisms (SNPs) into the Prostate Cancer Prevention Trial Risk Calculator (PCPTRC).

Study Design and Setting: A multivariate random-effects meta-analysis of likelihood ratios (LRs) for 30 validated SNPs was performed, allowing the incorporation of linkage disequilibrium. LRs for a SNP were defined as the ratio of the probability of observing the SNP in prostate cancer cases relative to controls and estimated by published allele or genotype frequencies. LRs were multiplied by the PCPTRC prior odds of prostate cancer to provide updated posterior odds.

Results: In the meta-analysis (prostate cancer cases/controls = 386,538/985,968), all but two of the SNPs had at least one statistically significant allele LR ($P < 0.05$). The two SNPs with the largest LRs were rs16901979 [LR = 1.575 for one risk allele, 2.552 for two risk alleles (homozygous)] and rs1447295 (LR = 1.307 and 1.887, respectively).

Conclusion: The substantial investment in genome-wide association studies to discover SNPs associated with prostate cancer risk and the ability to integrate these findings into the PCPTRC allows investigators to validate these observations, to determine the clinical impact, and to ultimately improve clinical practice in the early detection of the most common cancer in men.

**Candidate’s contribution:** Development of statistical methodology, analysis of the data, discussion of results, creating figures and tables, writing and revising the manuscript, development of the R-algorithm and online risk tool. Preliminary results of the study were in part included in the candidate’s master’s thesis.
1 Introduction

With the emergence of targeted therapies and personalized approaches in oncology along with a new technological era of “Big Data”, cancer risk prediction has evolved as a premier research area in statistics (Adams, 2015). Individualized risk assessment is especially relevant as cancer is one of the most common diseases. The life time risk of developing cancer for men and women at some point during their life is approximately 39.6% according to U.S. numbers from the Surveillance, Epidemiology, and End Results Program (SEER, 2015a). In the U.S., for example, cancer is the second most common cause of death. Over half a million Americans were expected to die of cancer in 2015, representing about 24% of the total number of deaths, which is about 2.5 million per year in the U.S. in recent years (American Cancer Society, ACS 2015, and Centers for Disease Control and Prevention, CDC 2013). Using data published by the ACS for 2015, Figure 1a illustrates, in three dimensions, the total number of estimated deaths and new cases in the U.S. for the 12 most common cancers versus the number of published clinical variants associated with each cancer type. For comparison, most recent available numbers for Germany from 2010 for the same cancers are shown in Figure 1b (Robert-Koch-Institut, RKI 2013). The number of clinical variants were obtained from the ClinVar website (Landrum et al., 2014), which is an online archive with information on relationships between medically important variants, such as single-nucleotide polymorphisms (SNPs), and diseases. Lung cancer accounts for most deaths, followed by colon and rectal cancer in both countries. The most apparent difference between the U.S. and German numbers is that the estimated new cases for colon and rectal cancer is relatively higher in Germany, exceeding even that of lung cancer. In fact, colon and rectal cancer incidence is higher in Europe in general than in the U.S. (International Agency on Research on Cancer, IARC 2012). A study by Simko et al. states that one reason for this could be the identification of genetic mutations associated with an increased colon and rectal cancer risk in Ashkenazis in Central Europe (Simko and Ginter, 2016). Breast cancer has by far the most published clinical variants, which could be because it is the most common cancer in women leading to major investments in breast cancer research (RKI, 2013, ACS, 2015).

Figure 1 reflects the current high research effort dedicated to biomarkers, especially in genetics with respect to its role in cancer development and progression. With the life time risk of developing cancer of almost 40%, the need for screening programs, early detection, targeted therapies, and personalized approaches in oncology is becoming increasingly important (U.S.
Figure 1: Estimated new cases and deaths versus published clinical variants for the 12 most common cancers (a) for the U.S. in 2015 and (b) for Germany in 2010. Area of bubbles indicate the number of estimated deaths, where radius equals square root of corresponding number, after dividing by \( \pi = 3.14 \). The x-axis shows the number of clinical variants that were reported by multiple submitters on the ClinVar website and is the same in both subfigures. The y-axis shows the number of estimated new cases of the specific cancer type. NHL abbreviation for “Non Hodgkin Lymphoma”. (RKI, 2013, Landrum et al., 2014, ACS, 2015)

Food and Drug Administration, FDA 2013, SEER 2015a). Development of statistical methods for calculating individual cancer risks plays a crucial role in translation. Large and complex data sets are continuously under construction and evolution, particularly in the field of genetics. These data sources have to be capitalized upon in order to improve cancer risk prediction, and by that support the fast pace of promising new treatment and early detection research (Early Detection Research Network, EDRN 2016). Risk prediction tools can no longer afford to be static, they must evolve with new data becoming available (Strobl et al., 2015). When novel risk factors are detected, it is desirable to update existing models to take advantage of the information. Information on the new markers may be available from relatively small case-control studies or large population registries, whose focus might differ from that of the existing model (Grill et al., 2015a,b). For example, critical variables in the existing model might not be collected at all.

In this thesis, statistical methods were developed to update the Prostate Cancer Prevention Trial Risk Calculator (PCPTRC) with information on two new risk factors, a) detailed family history and b) SNPs (Grill et al., 2015a,b). Prostate cancer is the second leading cause of death for men in the U.S., after lung cancer, and the third most common cause of death for men
in Germany, after lung and colon and rectal cancer (SEER, 2015b, RKI, 2013). According to SEER statistics, 14% of men will develop prostate cancer at some point during their lifetime (SEER, 2015b), indicating that prostate cancer risk prediction is highly clinically relevant. Most prostate cancer risk prediction tools have been built based on single cohorts incorporating only traditional risk factors or are based on very small cohort sizes, see, for example, Thompson et al. (2006), Roobol et al. (2013). The wide range of prostate cancer risk prediction models alone has been noticed by Vickers (2010), for instance, and a similar updated literature search for publications from 01/01/1985 to 03/15/2016 yielded 894 results for the key words “nomogram prostate cancer” and 882 results for “prostate cancer risk prediction” on PubMed (2016).

The PCPTRC predicts the likelihood of detecting prostate cancer in the case that a biopsy is performed. The original version of the PCPTRC includes six risk factors, prostate-specific antigen (PSA), digital rectal examination (DRE) findings, age, race, family history of prostate cancer (yes/no), and prior biopsy history (Thompson et al., 2006). The PCPTRC online tool at myprostatecancerrisk.com assists clinicians and their patients around the world with clinical decision making, in particular whether or not a patient should have a prostate biopsy. Figure 2 shows a screenshot of the online tool. Aside from assisting patients, the online tool has fostered numerous external validations, rapidly gaining evidence regarding its appropriateness across a range of populations (Parekh et al., 2006, Eyre et al., 2009, Hernandez et al., 2009, Cavadas et al., 2010, Kaplan et al., 2010, Nam et al., 2011, Trotter et al., 2011, Oliveira et al., 2011, Zhu et al., 2012, Ankerst et al., 2012a, Lee et al., 2013). Since its establishment, the PCPTRC has been modified to incorporate newly discovered markers for prostate cancer, including the urine marker PCA3 and the serum marker percent free PSA, using a Bayesian technique called the likelihood ratio (LR) (Ankerst et al., 2008, 2012b). The online updated risk tool has also been validated in 218 patients from a multicenter Italian study by Perdona et al. (2011), 601 patients from a prospective study in Lyon, France by Ruffion et al. (2013) and 100 patients in Catania, Italy by Pepe and Aragona (2013).

The publications in this thesis extend the PCPTRC by two additional genetic risk factors, detailed family history and SNPs. It has been shown by large scale studies that familial back-
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ground of prostate cancer and related cancers, often referred to as detailed family history, plays an important role in estimating a man’s prior risk of developing prostate cancer (Roudgari et al. (2012) \( n = 976,859 \) participants; Albright et al. (2015) \( n = 635,443 \); Randazzo et al. (2015), \( n = 4,932 \)). Commonly, family history is only crudely assessed by asking a simple yes/no question as to whether a patient ever had a first degree relative diagnosed with prostate cancer (Roobol et al., 2013, Ankerst et al., 2014). In Grill et al. (2015a) detailed family history measures with respect to prostate and breast cancer, including first and second degree relatives as well as age at diagnosis, were analyzed using registry data from Sweden contained in the Swedish Family Cancer Database (SFCD). The SFCD is a nationwide connected framework and one of the largest population registries worldwide (Hemminki et al., 2010). The PCPTRC was updated by LRs formed from detailed family history summaries obtained from the SFCD.

The second risk factor, studied in Grill et al. (2015b), was SNPs. A SNP characterizes the smallest possible mutation in the genome: the change of a single base pair of a gene (Campbell, 2008). Multiple confirmatory genome-wide association studies (GWASs) identifying common and rare SNPs for prostate and other cancers have been completed (Gudmundsson et al., 2007a, Yeager et al., 2007, Duggan et al., 2007, Thomas et al., 2008, Eeles et al., 2009, Al Olama et al., 2015). In the analysis to be discussed, SNPs from multiple studies were combined using a meta-analysis providing a statistically more reliable estimate (Grill et al., 2015b). The PCPTRC was updated by information on 30 SNPs, multiply validated as associated with an increased risk of prostate cancer. The purpose of both updates to the PCPTRC was to provide an extended risk prediction tool for prostate cancer that could be posted online.

Aside from the PCPTRC and other prostate cancer risk prediction models, hundreds of clinical risk prediction tools have been developed targeting different disease outcomes. Some of the most commonly used tools are the Framingham risk calculator for cardiovascular events (Wilson et al., 1998) and the Breast Cancer Risk Assessment Tool, often referred to as the Gail model (Gail et al., 1989). These tools have been built on very large cohort and trial populations. Variables included in the risk prediction models are routinely collected factors, such as blood serum markers, blood pressure, and demographic or behavioral measures like tobacco, alcohol consumption and age.

In addition to the established risk factors, novel markers, such as molecular or genetic markers, have been incorporated into many cancer risk models (Gail, 2008, 2009, Wacholder et al., 2010, Raji et al., 2010, Akamatsu et al., 2012, Lindström et al., 2012, Johansson et al.,
2012, Kader et al., 2012, Newcombe et al., 2012) as well as models for other conditions such as heart disease (Goldstein et al., 2014) or type 2 diabetes (Walford et al., 2014). Unfortunately, to the author’s knowledge, to date nearly all of these have not been posted online, either because the novel markers failed to improve the model significantly or possibly because of a lack of interest in maintaining an online risk tool. The most recent version of the PCPTRC, called PCPTRC 2.0, was written in the R shiny package (Chang et al., 2015), which automatically connects to a specialized R server (Ankerst et al., 2015). The online PCPTRC has been managed by Prof. Ankerst as helpdesk since 2006. The tasks include answering patient queries and maintaining and financing the server. This illustrates the amount of upkeep necessary to maintain an online calculator.

In breast cancer risk models, new markers other than family history and SNPs have been included that go beyond those contained in the Gail model including breast density only (Tice et al., 2008) and breast density in combination with use of hormone therapy (Barlow et al., 2006). In these models, breast density was reported as part of a mammogram and classified into the four categories in the Breast Imaging Reporting and Data System’s (BI-RADS) coding system (Barlow et al., 2006, Tice et al., 2008). However, only the model by Tice et al. is currently available online (BCSC Risk Calculator, 2015). The Farmingham risk score for coronary heart disease has been extended by six additional literature-derived risk factors, using synthesis analysis by Hu et al. (2014). The authors have used partially adjusted relative risks for combining the additional risk factors. Also this extension of the Farmingham risk score could not be found online.

In addition to the two applications for updating a risk prediction tool, an extensive simulation study was performed comparing several different updating methods to those used in Grill et al. (2015a,b), (Grill et al., 2016). The scenario where an existing risk prediction model is updated with information on a new marker from an external cohort or case-control study was investigated under various settings. Varying degrees of dependence between the old and new risk factors, and different types of markers were studied. Synthetic and data-based simulations were performed, with details discussed in Section 3.
2 Materials and Methods

2.1 Data sets

Data sets from different sources were analyzed in this thesis. In the following, brief descriptions of these are provided, details can be found in the respective publications.

**Swedish Family Cancer Database (SFCD)**  In Grill et al. (2015a) data from the SFCD were analyzed. The SFCD includes the entire population of Sweden (those born after 1931 and their biological parents) and is the largest comprehensive family cancer registry in the world (Hemminki et al., 2010). Data contained in the registry are not self-reported, but instead assimilated from a nationwide connected network of multi-generational populations, death and cancer registries. Since the update in 2010, it now contains more than 12.2 million individuals and more than 1.1 million primary cancers (Hemminki et al., 2010). In the analysis in Grill et al. (2015a) men were selected according to the following criteria: alive at the beginning of the study period from 1999 to 2010 and free from prostate cancer, ≥ 55 years old in 1999, at least one recorded male FDR ≥ 40 years old and at least one reported female FDR ≥ 30 years old. Men meeting these requirements were divided into those who developed prostate cancer and those that did not during the subsequent 11 years up until 2010, resulting in 55,168 prostate cancer cases and 638,218 controls to be analyzed.

**Genome-wide association studies (GWAS)**  In Grill et al. (2015b) publicly available results from GWASs in the form of high-risk allele frequencies or genotype counts were extracted for prostate cancer cases and controls. These GWASs were published in a prior meta-analysis on odds ratios (Kim et al., 2010) with the exception of one study that was published since then (Amundadottir et al., 2006, Duggan et al., 2007, Yeager et al., 2007, 2009, Gudmundsson et al., 2007a,b, 2008, 2009, Eeles et al., 2008, 2009, Sun et al., 2008, Al Olama et al., 2009, Hsu et al., 2009, Lindström et al., 2012). Most of the studies were performed on exclusively Caucasian populations including Iceland, Australia, Sweden, and the United States among others. Members of other ethnicities such as African Americans were excluded from the analysis. If a later published GWAS included the same participants as in a prior publication, the prior study was excluded to prevent double counting.
2.2 Updating a risk prediction model

It is assumed that an existing risk model includes \( p \) risk factors \( \mathbf{X} = (X_1, \ldots, X_p)^T \) used for predicting a binary outcome \( Y \), with \( Y = 0 \) denoting non-diseased and \( Y = 1 \) diseased. A new study or data source is available providing information on a new marker \( Z \). The new study may measure parts or all of \( \mathbf{X} \), but not necessarily.

The original risk prediction model is assumed to have been estimated using a logistic regression model, which is the most commonly used model for binary outcomes in medical statistics, yielding the probability of disease as

\[
R_{\mathbf{X}} = \hat{P}(Y = 1|\mathbf{X}) = \frac{\exp(\gamma_0 + \gamma_1^T \mathbf{X})}{1 + \exp(\gamma_0 + \gamma_1^T \mathbf{X})},
\]

where \( \gamma_1 = (\gamma_{11}, \ldots, \gamma_{1p})^T \) are the log odds ratios for \( \mathbf{X} \). Extensions to other models for binary outcomes, such as the probit model, are straightforward. Conditioning on \( Z \) and \( \mathbf{X} \), \( P(Y|Z, \mathbf{X}) \) in general has the form

\[
P(Y|Z, \mathbf{X}) = \frac{P(Y|\mathbf{X}) P(Z|Y, \mathbf{X})}{\sum_Y P(Y|\mathbf{X}) P(Z|Y, \mathbf{X})},
\]

using Bayes’ Theorem. Taking the ratio of (2.2) evaluated at \( Y = 1 \) to \( Y = 0 \) and moving to the log odds scale yields

\[
\log\{P(Y = 1|Z, \mathbf{X})\} = \log\{P(Y = 1|\mathbf{X})\} + \log\{P(Z|Y = 1, \mathbf{X})\} - \log\{P(Z|Y = 0, \mathbf{X})\},
\]

where \( LR_Y(Z|\mathbf{X}) \) denotes the LR of \( Z \) conditional on \( \mathbf{X} \) and according to disease status \( Y \). This expression shows the relationship between the prior model and the desired updated posterior risk model.

Ankerst et al. (2008, 2012b) proposed updating risk models using the LR of \( Z|(\mathbf{X}, Y) \). If the old and the new risk factors are independent or independence has to be assumed because of non-overlapping studies, the LR simplifies to

\[
LR_Y(Z|\mathbf{X}) = \frac{P(Z|Y = 1, \mathbf{X})}{P(Z|Y = 0, \mathbf{X})} = \frac{P(Z|Y = 1)}{P(Z|Y = 0)} = LR_Y(Z),
\]

which is sometimes referred to as “independence Bayes” (Hand and Yu, 2001). As stated before, the goal is to update an existing risk prediction tool by the information contained in a new factor.
Z. This can be done by solving (2.3) for the risk of disease

\[ P(Y = 1|Z, X) = \frac{LR_Y(Z|X) \text{ (prior odds)}}{LR_Y(Z|X) \text{ (prior odds)} + 1}, \]  

(2.5)

and the chance of “no disease”

\[ P(Y = 0|Z, X) = \frac{1}{LR_Y(Z|X) \text{ (prior odds)} + 1}, \]  

(2.6)

where the prior odds arise from the existing model, in the case of logistic regression: exp(\(\gamma_0 + \gamma_1^T X\)).

The LR depends on the distribution of the new marker and can be calculated in different ways. In Ankerst et al. (2008) the LR for the novel urine marker PCA3 was estimated using multiple regression of log-transformed PCA3 on the predictors PSA, DRE and prior biopsy, fit separately to cancer cases and controls. The predictors were chosen using model selection techniques. Ankerst et al. (2012b) estimated the LR for percent free PSA and [-2]proPSA by fitting two multivariate regressions to cases and controls, using again model selection to chose which components of \(X\) to use as predictors. Another possibility of estimating the LR would be to fit one joint model to cases and controls by including the disease \(Y\) as an additional predictor into the model, thereby constraining the variances of the new marker distribution in cases and controls to be equal. A third alternative is to assume independence between the old and the new predictors using \(LR_Y(Z)\) instead of \(LR_Y(Z|X)\). These alternative ways for estimating the LR are examined via a simulation study in Section 3.

2.3 Detailed family history

For the incorporation of detailed family history in the PCPTRC 2.0, Grill et al. (2015a) used the LR method assuming independence, described in (2.4). Definitions of male FDRs and second degree relatives (SDRs), used in the SFCD, are illustrated in Figure 3. In addition the registry contains age at diagnosis and information on female FDRs and SDRs. Detailed family history patterns comprising the number of male FDRs and SDRs diagnosed with prostate cancer, their ages at diagnosis (<60 years versus \(\geq 60\) years of age), and number of FDRs diagnosed with breast cancer were computed for cases and controls. These patterns were chosen based on Roudgari et al., who found these summaries to be statistically significantly as-
sociated with prostate cancer risk (Roudgari et al., 2012). The FDR and SDR patterns as well as the combinations of those with age were grouped and analyzed as categorical variables rather than continuous variables due to small sample sizes especially for some extreme patterns.

In more detail, FDR prostate cancer history was stratified by whether cancer was diagnosed before versus at or after age 60 as well as by whether zero, one, or two or more FDRs were diagnosed. FDR breast cancer and SDR prostate cancer history were only stratified into two groups, no versus one or more respective relatives diagnosed to avoid small sample sizes. The upper threshold of 60 years is commonly used to distinguish cancer diagnosed at an earlier age, thought to be a stronger genetic risk factor, compared with a later diagnosis (Roudgari et al., 2012). The LRs for FDR family history patterns were calculated for men meeting the requirements mentioned earlier, at least 1 male FDR ≥ 40 years old and at least 1 female FDR ≥ 30 years old.

The number of relatives falling into the three categories “Prostate Cancer < 60”, “Prostate Cancer ≥ 60” and “Breast Cancer” resulted into analyzing 23 different FDR family history patterns (table in Grill et al. 2015a). Therefore, the new marker \( Z_{FDR} \) takes the values \( Z_{FDR} = 1, \ldots, 23 \), with each number representing one specific family history pattern. The LR is in this case defined as the ratio of two multinomial probability densities in cases versus controls. Let \( \pi_i^{ca} \) be the probability for a new subject to be in a specific detailed family history pattern \( Z_{FDR} = i \) for cases \( (Y = 1) \) and \( \pi_i^{co} \) respectively for controls \( (Y = 0) \). The LR is then defined as

\[
LR_Y(Z_{FDR}) = \frac{P(Z_{FDR} \mid Y = 1)}{P(Z_{FDR} \mid Y = 0)} = \frac{\prod_{i=1}^{23} (\pi_i^{ca})^{I(Z_{FDR} = i)}}{\prod_{i=1}^{23} (\pi_i^{co})^{I(Z_{FDR} = i))}},
\]

with \( \sum_{i=1}^{23} \pi_i^{ca} = 1, \sum_{i=1}^{23} \pi_i^{co} = 1 \) and \( I \) an indicator function with \( I(E) = 1 \) if event \( E \) is true and \( I(E) = 0 \) otherwise.
Materials and Methods

Let $n_{ci}^{ca}$ be the number of men with a specific family history pattern $Z = i$ in cases and $n_{ci}^{co}$ respectively in controls with $n^{ca}$ and $n^{co}$ the total number of cases and controls in the data set. In Grill et al. (2015a) the probabilities in the multinomial densities were estimated as empirical proportions from the data as follows:

$$\pi_{i}^{ca} = \frac{n_{i}^{ca}}{n^{ca}} \quad \text{and} \quad \pi_{i}^{co} = \frac{n_{i}^{co}}{n^{co}}.$$  \hfill (2.8)

In other words, the LR was calculated as the ratio of risk of observing a specific family history pattern in a prostate cancer case compared to a control. The resulting LR values for all 23 FDR family history patterns can be found in the table in Grill et al. (2015a).

The LRs for joint FDR and SDR family history were calculated by multiplying the LRs for FDRs by the conditional LRs for SDRs stratified by FDR family history

$$LR_{Y}(Z_{SDR}, Z_{FDR}) = \frac{P(Z_{SDR}, Z_{FDR} \mid Y = 1)}{P(Z_{SDR}, Z_{FDR} \mid Y = 0)} = \frac{P(Z_{SDR} \mid Z_{FDR}, Y = 1)}{P(Z_{SDR} \mid Z_{FDR}, Y = 0)} \cdot \frac{P(Z_{FDR} \mid Y = 1)}{P(Z_{FDR} \mid Y = 0)},$$  \hfill (2.9)

where $Y = 1$ indicates prostate cancer and $Y = 0$ no prostate cancer. The conditional LRs were calculated for men fulfilling the same requirements as before and one additional condition: there exists at least 1 male SDR $\geq 40$ years old for the index case, in order to avoid an underestimated contrast between those with affected SDRs and those without. The data underlying the calculation of the conditional LRs is given in Table 1. The resulting LR values are provided in the Supplementary Table in Grill et al. (2015a).

The confidence intervals of LRs were derived using the delta method and the Bonferroni adjustment accounting for the number of simultaneous intervals was used to obtain 95% overall confidence (Bishop et al., 1975). For updating the PCPTCR 2.0 with the corresponding detailed family history LRs, it was assumed that the original FDR family history question was answered with no in order to avoid double counting.
<table>
<thead>
<tr>
<th>Family history pattern</th>
<th>Cases (%)</th>
<th>Controls (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No FDR family history (13,335 cases, 196,796 controls)</td>
<td>No SDR 11,635 (87.3)</td>
<td>173,784 (88.3)</td>
</tr>
<tr>
<td></td>
<td>≥ 1 SDR 1,700 (12.7)</td>
<td>23,012 (11.7)</td>
</tr>
<tr>
<td>≥1 FDR ≥ 60 years, none &lt; 60 years (3,891 cases, 25,380 controls)</td>
<td>No SDR 3,339 (85.8)</td>
<td>22,042 (86.8)</td>
</tr>
<tr>
<td></td>
<td>≥ 1 SDR 552 (14.2)</td>
<td>3,338 (13.2)</td>
</tr>
<tr>
<td>≥1 FDR &lt; 60 years, none ≥ 60 years (373 cases, 1,949 controls)</td>
<td>No SDR 316 (84.7)</td>
<td>1,671 (85.7)</td>
</tr>
<tr>
<td></td>
<td>≥ 1 SDR 57 (15.3)</td>
<td>278 (14.3)</td>
</tr>
<tr>
<td>≥1 FDR &lt; 60 years, ≥1 FDR ≥ 60 years (218 cases, 567 controls)</td>
<td>No SDR 182 (83.5)</td>
<td>489 (86.2)</td>
</tr>
<tr>
<td></td>
<td>≥ 1 SDR 36 (16.5)</td>
<td>78 (13.8)</td>
</tr>
</tbody>
</table>

Table 1: Total number and percent of men with no or one or more SDRs diagnosed with prostate cancer stratified by four FDR prostate cancer family history patterns in cases and controls.

### 2.4 Single nucleotide polymorphisms

The aim of Grill et al. (2015b) was to incorporate SNPs into the PCPTRC to predict the risk of prostate cancer in a man considering prostate biopsy based on the original risk factors and additional information on SNPs. De Iorio et al. introduced a method for incorporating external information on linkage disequilibrium (LD) between genetic markers into a SNP-phenotype association analysis using odds ratios (De Iorio et al., 2011). LD is a nonrandom sharing of combinations of alleles/variants at two or more loci and will be covered in detail in the following paragraph (Lewontin and Kojima, 1960). Grill et al. (2015b) adapted this idea and developed two new meta-analysis approaches for LRs, one analyzing each SNP separately and one importing LD information between pairs of SNPs from external sources and by that analyzing multiple SNPs at the same time. In total, 30 SNPs were analyzed based on 22 GWASs, which were reported by Kim et al. with one additional study that has appeared since then (Kim et al., 2010, Lindström et al., 2012). The included SNPs were multiply validated and considered to be strongly linked to prostate cancer. An overview of which studies reporting which SNPs is given in Table 2. More detailed information for each SNP, extracted from the published papers, can
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### Table 2: Overview of all GWASs and the corresponding SNPs that were measured by them.

The references of all studies mentioned here as well as the SNP identifier corresponding to SNPs 1-30 are given in Grill et al. (2015b) and the original GWAS publications (Amundadottir et al., 2006, Duggan et al., 2007, Yeager et al., 2007, 2009, Gudmundsson et al., 2007a,b, 2008, 2009, Eeles et al., 2008, 2009, Sun et al., 2008, Al Olama et al., 2009, Hsu et al., 2009, Kim et al., 2010, Lindström et al., 2012).

For analyzing multiple SNPs at the same time, linkage disequilibrium (LD) might need to be taken into account. If high LD is apparent between a pair of SNPs they can not be regarded as independent. LD decays with an increase in distance between two SNPs (Reich et al., 2001), where distance in this context refers to the number of base pairs between two loci. There are two commonly used measures for LD, the statistic $D$ and the correlation coefficient $r$ or its square $r^2$ (Lewontin, 1964, Reich et al., 2001, Balding et al., 2006). It is assumed that two alleles are coded by $a/A$ and $b/B$. Let $c_a, c_A, c_b, c_B$ denote the corresponding allele frequencies and $h_{11}, h_{12}, h_{21}, h_{22}$ the haplotype frequencies for the four possible combinations, where ”1” stands for the small letters a or b and ”2” stands for the capital letters A and B. Haplotypes are combinations of two alleles and their probabilities will be discussed in more detail in Section 2.4.2. Then $r^2$ is defined as follows:

$$
r^2 = \frac{D^2}{c_A \cdot c_a \cdot c_B \cdot c_b} = \frac{(h_{22} - c_A \cdot c_B)^2}{c_A \cdot c_a \cdot c_B \cdot c_b},
$$

with $D = h_{22} - c_A \cdot c_B$ (Hill and Robertson, 1968, Balding et al., 2006). The lower the value

| Study          | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 |
|----------------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| UK/AUS         | x | x | x | x | x | x | x | x | x |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| BPCI           | x | x | x | x | x | x | x | x | x | x |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Iceland(ICR)   | x | x |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| IRO, RUNMC     | x | x | x | x |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Spain          | x | x | x | x | x | x | x | x |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| CAPS           | x | x |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Baltimore      | x |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Chicago        | x | x | x | x | x | x | x | x |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Nashville      | x | x | x | x |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Rochester      | x |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| GWAS Iceland   | x | x | x | x | x | x | x | x | x | x | x |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| UK             | x | x | x | x | x |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| AUS            | x | x | x | x |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Finland        | x | x |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| PLCO           |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| CPS-II         |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| ATBC           |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| HPFS           |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| CeRePP         |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| CONOR          |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| JHU            |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| EPIC           |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
of $r^2$, the lower the LD. In the literature a threshold value of $r^2 < 0.2$ is commonly used as an indicator for SNPs to not be in LD, see, for example, Lindström et al. (2012). In the human genome each locus has its own structure concerning LD between SNPs (Bonnen et al., 2002). The online pairwise LD measurement tool SNP Annotation and Proxy Search (SNAP) was used to identify the LD structure (Johnson et al., 2008). SNAP provides LD information in the form of $r^2$, which is later transformed to the measure $D$. In SNAP different SNP reference data sets were available, including the HAPMAP (short for haplotype map, 3 different releases, The International HapMap Consortium 2003) and the 1000 Genome Project (1000 Genome Project, 2012). The Centre d’Etude du Polymorphisme Humain (CEPH) population (Utah Residents with Northern and Western European Ancestry, description in The International HapMap Consortium 2005) was chosen as the reference and both, the 1000 Genome Project as well as the HAPMAP were considered for obtaining estimates for the LD structure. In the following, the two meta-analysis methods are introduced, one taking LD structure into account and one assuming independence between SNPs and analyzing them separately.

### 2.4.1 Meta-analysis assuming independence between SNPs

GWASs typically report allele frequencies in cancer cases and controls by classifying one of the alleles as the risk allele, see, for example, Eeles et al. (2008) or Gudmundsson et al. (2009). The risk allele is defined as the allele which had the highest frequency among cancer cases in the study. The studies did not always agree on the risk allele classification, thus the one reported by the majority of studies in the analysis was used. The risk allele is denoted by $R$ and the companion allele by $r$. Since humans are diploid organisms, there are three possible genotypes, $rr$, $Rr$ and $RR$, necessitating the estimation of a probability density function for calculating the LR$s comprising three probabilities (Campbell, 2008). The multinomial random variable $Z$ is coded in the index as $Z = 0, 1, 2$ indicating the number of risk alleles for genotypes $rr$, $Rr$, and $RR$, respectively. Frequencies of the genotypes in cases ($c_a$) and controls ($c_o$) are denoted by $\pi^c_a Z$ and $\pi^c_o Z$, whereas $c^c_R a$ and $c^c_R o$ denote the risk allele frequency (RAF) for cases and controls. The genotype frequencies were estimated assuming Hardy-Weinberg-Equilibrium (HWE) in two ways, depending on how they were reported in the study, either using RAFs, $\pi^c 0 Z = (1 - c^c_R a)^2, \pi^c 1 Z = 2 \cdot c^c_R a \cdot (1 - c^c_R a)$, or genotype counts, $\pi^c 0 a = n^c 0 a / N^c a, \pi^c 1 a = n^c 1 a / N^c a$. Hereby, $n^c 0 Z$ is the number of cases with the corresponding genotype $Z = 0, 1, 2$ in the study considered, $N^c a$ is the total number of cases in the same study and respectively for controls. In both
cases $\pi_{2}^{ca} = 1 - \pi_{0}^{ca} - \pi_{1}^{ca}$ and respectively for controls. Since this relationship holds, the three probabilities within cases and controls are constrained by summing up to one. The HEW, named after Hardy and Weinberg, describes a population gene pool that is not undergoing evolution, which implicates that frequencies of alleles and genotypes remain constant over generations (Falconer and Mackay, 1996, Campbell, 2008). The three-dimensional vector of log-transformed LRs, corresponding to the values $Z = 0, 1, 2$, for study $d (d = 1, ..., D)$ is:

$$T = \log(LR)^d = \begin{pmatrix} \log(LR_0) \\ \log(LR_1) \\ \log(LR_2) \end{pmatrix}_d = \begin{pmatrix} \log(\frac{\pi_{ca}^{co}}{\pi_{ca}^{co}}) \\ \log(\frac{\pi_{ca}^{co}}{\pi_{ca}^{co}}) \\ \log(\frac{\pi_{ca}^{co}}{\pi_{ca}^{co}}) \end{pmatrix} = \begin{pmatrix} \log(\frac{\pi_{ca}^{co}}{\pi_{ca}^{co}}) \\ \log(\frac{\pi_{ca}^{co}}{\pi_{ca}^{co}}) \\ \log(\frac{1 - \pi_{ca}^{co} - \pi_{ca}^{co}}{1 - \pi_{ca}^{co} - \pi_{ca}^{co}}) \end{pmatrix}_d. \quad (2.11)$$

It is assumed that $\log(LR)^d \sim N_3(\mu_d, C_d)$ for $d = 1, ..., D$, a tri-variate normal distribution, with study-specific mean $\mu_d = (\mu_1, \mu_2, \mu_3)_d$, and variance-covariance matrix $C_d$.

Next, the vector of study-specific means, also referred to as the random effects, is assumed to follow a normal distribution, $\mu_d \sim N_3(\mu, \Sigma)$, with $\mu$ indicating the population mean vector and $\Sigma$ the between-study variance-covariance matrix. A random-effects meta-analysis framework is used since this allows for a degree of heterogeneity among studies as opposed to a fixed-effects meta-analysis (van Houwelingen et al., 2002). This two-stage formulation implies that marginally the study estimates of the LRs follow a normal distribution with two additive components of variance, within- and between-study: $\log(LR)^d \sim N(\mu, C_d + \Sigma)$. The following shows how the within-study variance matrix $C_d$ is derived by the delta method based on study estimates. However, thereafter $C_d$ for each study is assumed fixed and known in the meta-analysis.

It can be assumed that the genotype counts for cases and controls follow a multinomial distribution:

$$\begin{align*}
(n_{0}^{ca}, n_{1}^{ca}, n_{2}^{ca})_d & \sim \text{Multinomial}(N^{ca}, \pi_{0}^{ca}, \pi_{1}^{ca}, \pi_{2}^{ca})_d, \quad (2.12) \\
(n_{0}^{co}, n_{1}^{co}, n_{2}^{co})_d & \sim \text{Multinomial}(N^{co}, \pi_{0}^{co}, \pi_{1}^{co}, \pi_{2}^{co})_d. \quad (2.13)
\end{align*}$$

In the two-dimensional case the variance-covariance matrix of the multinomial distribution for
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the pair \( n_{0}^{ca}, n_{1}^{ca} \) reads for cases

\[
\text{cov}(n_{0}^{ca}, n_{1}^{ca}) = \begin{pmatrix}
N^{ca} n_{0}^{ca} (1 - \pi_{0}^{ca}) & -N^{ca} n_{0}^{ca} \pi_{1}^{ca} \\
-N^{ca} \pi_{0}^{ca} \pi_{1}^{ca} & N^{ca} \pi_{1}^{ca} (1 - \pi_{1}^{ca})
\end{pmatrix}_{d} \tag{2.14}
\]

and respectively for controls. Moving from genotype counts to probabilities, the variance-covariance matrix of \( \pi_{0}^{ca}, \pi_{1}^{ca} \) has the form

\[
\text{cov}(\pi_{0}^{ca}, \pi_{1}^{ca}) = \begin{pmatrix}
\pi_{0}^{ca} (1 - \pi_{0}^{ca}) / N^{ca} & -\pi_{0}^{ca} \pi_{1}^{ca} / N^{ca} \\
-\pi_{0}^{ca} \pi_{1}^{ca} / N^{ca} & \pi_{1}^{ca} (1 - \pi_{1}^{ca}) / N^{ca}
\end{pmatrix}_{d} \tag{2.15}
\]

and similarly for controls. Only \( \pi_{0}^{ca} \) and \( \pi_{1}^{ca} \) are taken into account here, since \( \pi_{2}^{ca} = 1 - \pi_{0}^{ca} - \pi_{1}^{ca} \) as stated earlier. Since cases and controls are considered independent, the variance covariance matrix of \( \Pi_{d} = (\pi_{0}^{co}, \pi_{1}^{co}, \pi_{0}^{ca}, \pi_{1}^{ca}) \) is

\[
V_{d} = \begin{pmatrix}
\pi_{0}^{co} (1 - \pi_{0}^{co}) / N^{co} & -\pi_{0}^{co} \pi_{1}^{co} / N^{co} & 0 & 0 \\
-\pi_{0}^{co} \pi_{1}^{co} / N^{co} & \pi_{1}^{co} (1 - \pi_{1}^{co}) / N^{co} & 0 & 0 \\
0 & 0 & \pi_{0}^{ca} (1 - \pi_{0}^{ca}) / N^{ca} & -\pi_{0}^{ca} \pi_{1}^{ca} / N^{ca} \\
0 & 0 & -\pi_{0}^{ca} \pi_{1}^{ca} / N^{ca} & \pi_{1}^{ca} (1 - \pi_{1}^{ca}) / N^{ca}
\end{pmatrix}_{d}. \tag{2.16}
\]

The vector of LRs, \( T \) can be rewritten as

\[
T = \begin{pmatrix}
\log \left( \frac{\pi_{0}^{ca}}{\pi_{0}^{co}} \right) \\
\log \left( \frac{\pi_{1}^{ca}}{\pi_{1}^{co}} \right) \\
\log \left( \frac{1 - \pi_{0}^{ca} - \pi_{1}^{ca}}{1 - \pi_{0}^{co} - \pi_{1}^{co}} \right)
\end{pmatrix} = f(\pi_{0}^{co}, \pi_{1}^{co}, \pi_{0}^{ca}, \pi_{1}^{ca}) = f(\Pi), \tag{2.17}
\]

with \( f : \mathbb{R}^{4} \rightarrow \mathbb{R}^{3} \). Using the delta method, \( C_{d} \) is obtained by

\[
C_{d} = \left( \frac{\partial T}{\partial \Pi_{j}} \right)_{i,j} : V_{d} : \left( \frac{\partial T}{\partial \Pi_{j}} \right)_{i,j}^{T}, \tag{2.18}
\]
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where \( \left( \frac{\partial T}{\partial \Pi} \right)_{i,j} \) has the form

\[
\left( \frac{\partial T_i}{\partial \Pi_j} \right)_{i,j} = \begin{pmatrix}
-1/\pi_0^{co} & 0 & 1/\pi_0^{ca} & 0 \\
0 & -1/\pi_1^{co} & 0 & 1/\pi_1^{ca} \\
1/(1 - \pi_0^{co} - \pi_1^{co}) & 1/(1 - \pi_0^{co} - \pi_1^{co}) & -1/(1 - \pi_0^{ca} - \pi_1^{co}) & -1/(1 - \pi_0^{ca} - \pi_1^{ca})
\end{pmatrix}.
\]

(2.19)

The R package mvmeta by Gasparrini et al. (2012) can fit the general 2-stage normal multivariate random-effects meta-analysis (R Core Team, 2013). It was used to fit the meta-analysis model for LRs to one SNP at a time, choosing restricted maximum likelihood (REML) for the estimation. The list of within-study variance-covariance matrices \( C_d \) is part of the input to the mvmeta function as well as study-specific LR vectors estimated on each study measuring the corresponding SNP. The meta-analysis model uses these to estimate the overall mean \( \mu \) and the between-study variance-covariance matrix \( \Sigma \). \( \mu \) and diagonal elements of \( C_d + \Sigma \) yield 95% confidence intervals for the LR vectors that were used to update the PCPTRC.

The incorporation of multiple SNPs together into the PCPTRC is straightforward when independence is assumed between the SNPs. Under independence the LR for a group of \( n \) SNPs with respective genotypes \( Z \) factorizes

\[
LR_Y(SNP_{Z1}^{1}, \ldots, SNP_{Zn}^{n}|X) = \frac{P(SNP_{Z1}^{1}, \ldots, SNP_{Zn}^{n}|X, Y = 1)}{P(SNP_{Z1}^{1}, \ldots, SNP_{Zn}^{n}|X, Y = 0)} = \prod_{i=1}^{n} \frac{P(SNP_{Z}^{i}|X, Y = 1)}{P(SNP_{Z}^{i}|X, Y = 0)} = \prod_{i=1}^{n} LR_{Z}^{i},
\]

(2.20)

where \( LR_{Z}^{i} \) is the LR of SNP \( i \) with genotype \( Z \), which were obtained by separate meta-analyses. Due to this factorization, the joint effect of several SNPs can still be incorporated when assuming independence. Equation (2.20) shows the general formulation of the LR, for specific use the probability densities have an indicator function for the genotype as in (2.7).

2.4.2 Meta-analysis incorporating LD between SNPs

If LD structure was apparent between a group of SNPs, they were analyzed together in one meta-analysis to account for the LD dependency. This had to be done in conjunction with the incorporation of LD information from external sources, since the single studies only report marginal genotype frequencies and therefore no information on LD between pairs of SNPs.
Thus, the traditional meta-analysis framework was modified to allow the import of LD from external sources as described in the following. In contrast to the method in Section 2.4.1, where LD was ignored, the SNPs were not analyzed one at a time, but blocks of SNPs were formed of those in LD. The meta-analysis model for analyzing a block of SNPs is now described in detail.

The $3m$-dimensional vector of LRs for $m$ SNPs in one LD block is assumed to follow a multivariate normal distribution

$$
\begin{pmatrix}
\log(LR_0)^1 \\
\log(LR_1)^1 \\
\log(LR_2)^1 \\
\log(LR_0)^2 \\
\log(LR_1)^2 \\
\log(LR_2)^2 \\
\vdots \\
\log(LR_0)^m \\
\log(LR_1)^m \\
\log(LR_2)^m \\
\end{pmatrix}
\sim
\begin{pmatrix}
\mu_0^1 \\
\mu_1^1 \\
\mu_2^1 \\
\mu_0^2 \\
\mu_1^2 \\
\mu_2^2 \\
\vdots \\
\mu_0^m \\
\mu_1^m \\
\mu_2^m \\
\end{pmatrix}, C_d
$$

with study-specific means $\mu_d$, and variance-covariance matrix $C_d$, here a $3m \times 3m$ matrix. It is again assumed that $\mu_d \sim N(\mu, \Sigma)$ similar to Section 2.4.1 and therefore, marginally the log LR vector follows a $N(\mu, C_d + \Sigma)$ distribution. The matrix $C_d$ is constructed similarly as in the previous section.

How this is done is now explained. First, in contrast to the previous model, two SNP loci and their joint genotype probabilities are considered at the same time, since the LD is measured pairwise. The pairwise analyses are later connected to form a single within-study variance-covariance matrix $C_d$, comprising one LD block of $m$ SNPs. The vector of joint probabilities of two loci is denoted as

$$
\pi = \left( \pi_{11}^{co}, \pi_{21}^{co}, \pi_{31}^{co}, \pi_{12}^{co}, \pi_{22}^{co}, \pi_{32}^{co}, \pi_{13}^{co}, \pi_{23}^{co}, \pi_{33}^{co}, \pi_{11}^{ca}, \pi_{21}^{ca}, \pi_{31}^{ca}, \pi_{12}^{ca}, \pi_{22}^{ca}, \pi_{32}^{ca}, \pi_{13}^{ca}, \pi_{23}^{ca}, \pi_{33}^{ca} \right)^T
$$
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$$= (\pi^{co}, \pi^{ca})_d^T$$, separating cases and controls. This is necessary because the LR is a function of all components of this vector. \(\pi\) can be derived using haplotype probabilities assuming HWE and LD, shown in detail in Tables 3 and 4 (De Iorio et al., 2011).

<table>
<thead>
<tr>
<th>Haplotype</th>
<th>a</th>
<th>A</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td></td>
<td>(h_{11} = c_ac_b + D)</td>
<td>(h_{12} = c_Ac_b - D)</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td>(h_{21} = c_ac_B - D)</td>
<td>(h_{22} = c_Ac_B + D)</td>
</tr>
<tr>
<td>Sum</td>
<td>(c_a)</td>
<td>(c_A = 1 - c_a)</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3: Haplotype probabilities for two loci. The LD is incorporated using the measure \(D\), obtained from a separate source to the frequencies \(c_a\) and \(c_b\).

<table>
<thead>
<tr>
<th>Genotype</th>
<th>aa</th>
<th>aA</th>
<th>AA</th>
<th>Sum/ Marginal prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>bb</td>
<td>(\pi_{11} = h_{11}^2)</td>
<td>(\pi_{12} = 2h_{11}h_{12})</td>
<td>(\pi_{13} = h_{12}^2)</td>
<td>(\pi_1)</td>
</tr>
<tr>
<td>bB</td>
<td>(\pi_{21} = 2h_{11}h_{21})</td>
<td>(\pi_{22} = 2h_{11}h_{22} + 2h_{12}h_{21})</td>
<td>(\pi_{23} = 2h_{12}h_{22})</td>
<td>(\pi_2)</td>
</tr>
<tr>
<td>BB</td>
<td>(\pi_{31} = h_{21}^2)</td>
<td>(\pi_{32} = 2h_{21}h_{22})</td>
<td>(\pi_{33} = h_{22}^2)</td>
<td>(\pi_3)</td>
</tr>
<tr>
<td>Sum/</td>
<td>(\pi_1)</td>
<td>(\pi_2)</td>
<td>(\pi_3)</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4: Genotype probabilities for two loci as constructed from haplotypes. The allele in capital letters stands for the risk allele.

The haplotype probabilities \(h_{11}, h_{12}, h_{21}, h_{22}\) and thus also the probabilities \(\pi\) are constrained since \(c_a + c_A = 1\) and \(c_b + c_B = 1\). The LD is incorporated in the form of \(D = h_{22} - c_Ac_B\), which measures the difference between the expected and the observed haplotype probabilities. In Table 3, \(D\) is added and subtracted from the product of allele frequencies, since the simple relationship \(D_{AB} = -D_{Ab} = -D_{aB} = D_{ab}\) holds (Balding et al., 2006). Thus, if two loci are independent, \(D = 0\), and for example, \(h_{22} = c_Ac_B\), meaning that the joint probability of two alleles occurring equals the product of the marginal probabilities that each occurs. Table 4 shows how haplotype probabilities are combined to form genotype probabilities. For example, genotype “bbaa” can only arise from a maternal and paternal haplotype of the form “ab” and “ab” and therefore has the probability \(\pi_{11} = h_{11}^2\). The genotype “bBaA”, however, can arise from multiple maternal and paternal haplotypes, “ab” and “AB” or “Ab” and “aB”, and consequently the formula reflecting these combinations reads \(\pi_{22} = 2h_{11}h_{22} + 2h_{12}h_{21}\), see Table 4.
**Materials and Methods**

It is assumed that $\mathbf{\pi}$ follows approximately a multivariate normal distribution with variance-covariance matrix $V_d$

\[
V_d = \frac{1}{N}(D_{\mathbf{\pi}_{CA}} - \mathbf{\pi}_{CA}\mathbf{\pi}_{CA}^T) \quad (2.22)
\]

where $D_{\mathbf{\pi}_{CA}}$ is a $9 \times 9$ matrix that has $\mathbf{\pi}_{CA}$ as the diagonal elements and zeros otherwise, and $D_{\mathbf{\pi}_{CA}}$ is defined similarly for cases. $\mathbf{0}$ is a $9 \times 9$ matrix only containing zeros, representing the independence between cases and controls that is assumed within each study. The vector of log LRs, $\mathbf{T}$, for two loci can be written in terms of the genotype probabilities $\mathbf{\pi}$

\[
\mathbf{T} = \begin{pmatrix}
\log(LR_0)^1 \\
\log(LR_1)^1 \\
\log(LR_2)^1 \\
\log(LR_0)^2 \\
\log(LR_1)^2 \\
\log(LR_2)^2
\end{pmatrix}_d = \begin{pmatrix}
\log\left(\frac{\pi_{11}^0 + \pi_{21}^0 + \pi_{31}^0}{\pi_{11}^0 + \pi_{21}^0 + \pi_{31}^0}\right) \\
\log\left(\frac{\pi_{12}^0 + \pi_{22}^0 + \pi_{32}^0}{\pi_{12}^0 + \pi_{22}^0 + \pi_{32}^0}\right) \\
\log\left(\frac{\pi_{13}^0 + \pi_{23}^0 + \pi_{33}^0}{\pi_{13}^0 + \pi_{23}^0 + \pi_{33}^0}\right) \\
\log\left(\frac{\pi_{11}^0 + \pi_{21}^0 + \pi_{31}^0}{\pi_{11}^0 + \pi_{21}^0 + \pi_{31}^0}\right) \\
\log\left(\frac{\pi_{12}^0 + \pi_{22}^0 + \pi_{32}^0}{\pi_{12}^0 + \pi_{22}^0 + \pi_{32}^0}\right) \\
\log\left(\frac{\pi_{13}^0 + \pi_{23}^0 + \pi_{33}^0}{\pi_{13}^0 + \pi_{23}^0 + \pi_{33}^0}\right)
\end{pmatrix}_d = f(\mathbf{\pi}),
\]

(2.23)

with $f: \mathbb{R}^{18} \rightarrow \mathbb{R}^6$ and the Jacobian of $f$ with respect to $\mathbf{\pi}$, $\left(\frac{\partial f_i}{\partial \mathbf{\pi}_j}\right)_{i,j}$:

\[
\begin{pmatrix}
\frac{-1}{\pi_{11}} & \frac{-1}{\pi_{12}} & \frac{-1}{\pi_{13}} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1/\pi_{11} & 1/\pi_{12} & 1/\pi_{13} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1/\pi_{11} & 1/\pi_{12} & 1/\pi_{13} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1/\pi_{11} & 1/\pi_{12} & 1/\pi_{13} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1/\pi_{11} & 1/\pi_{12} & 1/\pi_{13} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1/\pi_{11} & 1/\pi_{12} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1/\pi_{11} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}
\]

The variance-covariance matrix of $\mathbf{T}$ is then obtained by

\[
\mathbf{C}_d = \left(\frac{\partial f_i}{\partial \mathbf{\pi}_j}\right)_{i,j} \cdot V_d \cdot \left(\frac{\partial f_i}{\partial \mathbf{\pi}_j}\right)^T_{i,j}, \quad \mathbf{C}_d \in \mathbb{R}^{6 \times 6},
\]

(2.24)
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following the delta method. In a last step, the matrices $C_d$, calculated for each pair of SNPs in one LD block, are fused to form the overall within-study variance-covariance matrix $C_d$. The R package mvmeta by Gasparrini et al. (2012) was again used for estimation. LR vectors and 95% confidence intervals were obtained as described in the previous section.

Simulations were performed to explore the impact of LD on the LR estimates, with increasing LD values between SNPs by running 1,000 simulations for each setting. Meta-analyses accounting for LD versus assuming independence were compared with respect to resulting LR estimates and corresponding 95% confidence intervals.
3 Discussion

This chapter combines a discussion of the results from the two publications underlying this thesis (Grill et al., 2015a,b) and includes further research now submitted for publication.

3.1 Detailed family history - a quasi-genetic marker for cancer risk prediction

Advantages of the detailed family history update and general discussion of the method

Detailed family history is a convenient marker that is easy to collect compared to other genetic risk factors, such as SNPs, which can be expensive. Together with PSA and DRE, family history is routinely collected in clinical practice in the U.S. (Thompson et al., 2006, Ankerst et al., 2014). The flexibility of the LR approach used in Grill et al. (2015a) implies that the LRs available in analytical form could be applied to update any of the multiple prostate cancer risk prediction tools currently available online, not just the PCPTRC. This is possible since information on the risk factors already included in the PCPTRC is not needed to calculate the LRs. Another advantage of the LR method is that the information on detailed family history from a separate large registry, the SFCD, can be fused with the PCPT cohort, where detailed family history was not collected. The SFCD is currently the largest source of comprehensive detailed family history measures, offering sufficient statistical power for the determination of the independent predictive value of family history on prostate cancer risk (Hemminki et al., 2010).

Common clinical risk factors, such as PSA or DRE, are neither measured in the SFCD nor in most large cohorts specializing in genetic markers, such as the many GWASs used for detection and validation of SNPs. A mathematical merger of large cohorts specializing in the measurement of markers (SFCD for detailed family history versus PCPT for clinical predictors) is needed and this is accomplished through the LRs. Clinical risk prediction tools, that have incorporated family history in addition to the established clinical markers, have commonly relied on self-report limited to a single yes/no question concerning FDR family history of prostate cancer (Thompson et al., 2006, Nam et al., 2006, Macinnis et al., 2011, Roobol et al., 2013). In other diseases such as breast cancer for example this is also typically done (Barlow et al., 2006,
Tice et al., 2008). The study of Grill et al. (2015a) shows that detailed FDR and SDR family history has an added impact on prostate cancer risk and the data is based on exact records and confirmed cases from the SFCD.

In the calculation of the LRs for FDR and SDR family history, the dependence between the new risk factor, detailed family history, and the PCPTRC risk factors, PSA, DRE, age, race, FDR family history (yes/no) and prior biopsy was not taken into account within the strata of prostate cancer cases and controls. The following constraints were assumed for updating the PCPTRC with the detailed family history LRs: the answer to the FDR family history question of prostate cancer, that was already part of the PCPTRC, was set to no in order to not double count for the family history influence on prostate cancer risk. Furthermore, the update was constrained to Caucasians only, since the SFCD mainly included people of Caucasian ethnicity (Hemminki et al., 2010). There was no information on PSA, DRE or prior biopsy given in the SFCD, however, age and race information was available. Age was taken into account as a categorical stratification only: “FDRs with prostate cancer < 60 years” and “FDR with prostate cancer ≥ 60 years” were two variables included in the categorical analysis. Another adjustment could have been done, as an extension of this work, by fitting two separate multinomial models with 23 categories for the 23 detailed family history patterns (table in Grill et al. 2015a) to cases and controls with the overlapping risk factors as covariates similar to Ankerst and colleagues (Ankerst et al., 2008, 2012b). An alternative would be to fit only one multinomial model including the outcome Y as an additional covariate. These methods are discussed in Section 3.4. However, the multinomial models would have been very sparse especially with respect to rare family history patterns. Sample sizes as well as power of the statistical model would have been concerning issues as well. Therefore, these adjustments were not performed in the present study in order to preserve the large sample sizes that the SFCD offered as well as to provide an empirical estimate of the LRs without bringing in the inevitable assumptions of a statistical model.

**Previous studies describing the association of family history with prostate cancer**

Family history measures have been extensively investigated with respect to prostate cancer risk prediction for years. Albright et al. analyzed a total of 635,443 males, all with ancestral genealogy data (Albright et al., 2015). The prostate cancer diagnosis information was taken from the Utah Cancer Registry. First, second and third-degree relative risks were assessed.
Relative risk for a specific family history constellation was defined as the ratio of the number of observed cases versus the number of expected cases. Relative risks based on age at diagnosis were higher for earlier age at diagnoses, which is similar to the findings in Grill et al. (2015a). The presence of prostate cancer in second- and even third-degree relatives also contributed significantly to the risk of developing prostate cancer (Albright et al., 2015). Pakkanen et al. conducted a Finnish study, including 202 families with 617 prostate cancer cases and a control group of 3,011 individuals. They found an earlier age of onset of prostate cancer and observed a higher PSA level in prostate cancer cases with positive family history (Pakkanen et al., 2012). An earlier meta-analysis of 13 studies by Johns and Houlston reported that the risk of prostate cancer for FDRs of men with prostate cancer could be approximately 2.5-times greater than for men without a family history (Johns and Houlston, 2003). This is a selection of studies reporting the association of family history with prostate cancer risk among many others (Lesko et al., 1996, Ghadirian et al., 1997, Bratt et al., 1999, Hemminki and Czene, 2002, Nam et al., 2006, Hemminki et al., 2006, Xu et al., 2009, Williams et al., 2012).

Although the link of family history with an increased risk of prostate cancer has been shown in many studies as described above and also in the present study, this risk factor still has to be critically evaluated in each situation or study. According to the aforementioned studies family history plays an important role in diagnosis and onset of prostate cancer. However, there are studies that report no association of family history with the clinical endpoints: prostate cancer survival or recurrence free survival. Some examples are Siddiqui et al. (2006), Roehl et al. (2006) and Brath et al. (2015), among others. These findings underscore the importance of specifying the population and clinical outcome when investigating the impact of family history. Nevertheless, predicting prostate cancer diagnosis remains the focus of this thesis.

Next to the SFCD, other comparable population-based data sets or registries exist on which studies with focus on the association between family history and prostate cancer or other diseases were performed. Matikaine et al. did a population-based, cancer registry study in Finland including 1,546 prostate cancer patients and 11,427 FDRs, identified through parish records (Matikaine et al., 2001). Landgren et al. conducted a population-based case-control study with data from Sweden and Denmark to investigate the association of chronic lymphocytic leukemia with family history of autoimmune and other diseases (Landgren et al., 2006). In total approximately 80,000 index subjects and FDRs were analyzed. The Swedish subjects were extracted from the SFCD and the Danish subjects from the Danish cancer registry in
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In conjunction with the Danish central population registry, Peto et al. analyzed 3,295 breast cancer patients and 11,678 FDRs, both obtained from a register of households as part of a population-based cohort study in the UK (Peto et al., 1996). 32,534 individuals in the Iceland cancer registry were investigated by Amundadottir et al. (2004) with respect to patterns of cancer distributions in families. The authors state that 95% of the cancer cases in the registry are histologically verified. In the U.S. state Utah, a similar population registry to the SFCD exists: the Utah population database. Kerber et al., for example, analyzed 662,515 individuals from this database with respect to familial risk of 40 cancers (Kerber and O’Brien, 2005). Similar to Grill et al. (2015a), family history was not self-reported but registry-based in all five studies. Nevertheless, the SFCD currently remains the largest source of comprehensive detailed family history measures (Hemminki et al., 2010).

Limitations and future directions

In the following the study in Grill et al. (2015a) is discussed with respect to shortcomings, extensions and alternatives under consideration of the current state of research. An important limitation to note is that an internal or external validation set for the detailed family history update to the PCPTRC is lacking. This would be the proof-of-principle whether a model strategy works in practice. Currently, there is no suitable study available measuring both, the PCPTRC risk factors and detailed family history, which would be required in order to perform a validation of the updated risk model that contains both. To comply with the PCPTRC, it would be necessary to have PSA measured less than one year before biopsy as well as prior biopsy, race, age, DRE and detailed family history recorded among participants of one single large cohort. Large sample sizes of the order of those in the SFCD are needed for accurately assessing the effect of rare family history patterns, such as more than one FDR affected with prostate cancer. In order to redress this issue, the extended calculator has been made available online to facilitate external validation (www.myprostatecancerrisk.com, Ankerst et al. 2015).

Previous updates to the PCPTRC for other markers also validated this way (Parekh et al., 2006, Eyre et al., 2009, Hernandez et al., 2009, Scales et al., 2009, Cavadas et al., 2010, Kaplan et al., 2010, Nam et al., 2011, Trottier et al., 2011, Oliveira et al., 2011, Perdona et al., 2011, Zhu et al., 2012, Ankerst et al., 2012a,b, Lee et al., 2013, Pepe and Aragona, 2013). Figure 4 shows an online snapshot of the PCPTRC page including the detailed family history update
Figure 4: PCPTRC online entry page with detailed family history update. The risk of prostate cancer was calculated for a 65 year old Caucasian man with a PSA of 3 ng/ml, a normal DRE, no prior biopsy, one first degree relative diagnosed with prostate cancer younger than 60 years, no first degree relatives with prostate cancer older than 60 years, no first degree relatives with breast cancer and no second degree relatives with prostate cancer, www.myprostatecancerrisk.com (Ankerst et al., 2015).

with four new options: 1. **First degree relatives with prostate cancer younger than 60**, 2. **First degree relatives with prostate cancer older than 60**, 3. **First degree relatives with breast cancer** and 4. **Second degree relatives with prostate cancer**. In this particular example the risk was calculated for a 65 year old Caucasian man with a PSA of 3 ng/ml, a normal DRE, no prior biopsy, one first degree relative with prostate cancer younger than 60, no first degree relative with prostate cancer older than 60, no first degree relative with breast cancer and no second degree relative with prostate cancer. A chance of prostate cancer of 40% is predicted if biopsy were to be performed. This is graphically illustrated by 40 sad orange emoticons and 60 happy green ones. This calculated risk can serve as one additional part of the decision process of the physician and the patient if a biopsy should be performed.

PSA screening leads to overdetection of low-grade prostate cancer resulting in a higher burden of morbidity for those who do not profit from medical treatment or interventions (Ilic et al., 2011, Lawrentschuk et al., 2011). Therefore, Gleason score, a measure for separating low-grade (Gleason grade < 7) and high-grade (Gleason grade ≥ 7) prostate cancer (Ankerst et al.,
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2014), would have been a desirable additional information. The PCPTRC 2.0 distinguishes low-grade from high-grade prostate cancer (Ankerst et al., 2014), however, it was not available in the SFCD with the result that only cancer yes/no could be considered. An expectation bias might have increased rates of low-grade prostate cancer in the SFCD. A man who has a brother diagnosed with prostate cancer is more likely to get screened himself. This route increases the chance of cancer detection and association with family history because the person himself is more aware of the disease, which could then introduce expectation bias (Lang and Secic, 2006). Ankerst et al. showed that family history was significantly associated with low-grade but not high-grade prostate cancer, which again stresses the importance of assessing tumor grade in prostate cancer (Ankerst et al., 2014). If Gleason score would have been available, the LRs for updating the PCPTRC 2.0 could have been easily extended to allow 3 outcomes, no cancer, low-grade cancer and high-grade cancer, instead of the binary outcome cancer yes/no. This was done before in a similar fashion by updating the PCPTRC 2.0 with percent free PSA (Ankerst et al., 2014). A problem with tumor grading, however, are current trends in the grading system over time. Pathological grading patterns could have changed dramatically since the time of data acquisition in one of the two sources. Therefore, a dynamical annual updating technique could be considered as in Strobl et al. (2015).

The impact of the PSA screening era on LR estimates and a potentially resulting detection bias was assessed as well. Since much of the information in the SFCD comes prior to the PSA screening era in the late 1980s and prostate cancer screening remains less prevalent in Europe than in the US today (Brasso et al., 1998, Lu-Yao and Greenberg, 1994, Neppl-Huber et al., 2012), the effect of this bias on LR estimates is not expected to be of much magnitude. Nevertheless, this issue was investigated in the SFCD study time from 1999 to 2010 by dividing it into two periods, one from 1999 to 2005 and a later one from 2006 to 2010. This division was performed to investigate if this rather long time frame might have disguised a time period effect. The analysis revealed that the LR estimates of the family history patterns mostly increased in the second period, which could indeed be interpreted as a small but increased detection bias. Yet, in both periods the LR estimates were similar confirming detailed family history as an independent predictor of prostate cancer.

Another limitation of the study in Grill et al. (2015a) is that the LRs were estimated from the Swedish population whereas the original PCPTRC has been built on an American study population (Ankerst et al., 2014). Therefore, two different populations were combined in the
analysis. This was a necessity since a similar U.S. American registry like the SFCD was not available. One aspect that differs widely between both countries is the health care system. In Sweden, health care is universal and every legal resident has coverage (Mossialos et al., 2014). In the U.S., however, before compulsory insurance through Obama-Care was introduced, about 20% of the people aged 19 to 64 were uninsured, according to numbers from June-to-September 2013 (Collins et al., 2014). The question arises if both health care systems in Sweden and the U.S. lead to a potentially differing incidence or diagnosis rates. In the detailed family history update of the PCPTRC, the prevalence is captured in the intercept, $\gamma_0$, which was estimated on the original PCPTRC population as the updated probability of prostate cancer is given by

$$P(Y = 1|Z, X) = \frac{LR_Y(Z) \exp(\gamma_0 + \gamma_1^T X)}{LR_Y(Z) \exp(\gamma_0 + \gamma_1^T X) + 1}. \quad (3.1)$$

Since the PCPTRC was built on a U.S. population and is primarily intended for a U.S. population, the prevalence is well defined. If, however, the PCPTRC was applied to a different population, the possible impact of differences in the populations would need to be well investigated and adjustments might have to be performed. The Swedish and the PCPT study population could also differ in their age or race distribution. As described before, the detailed family history update of the PCPTRC was limited to Caucasians only to overcome a possible difference in the race distribution between the two populations. However, possibly differing age distributions were not investigated. Thus, the generalizability of this combination of two populations still needs to be validated by an external data set. If there would be a considerable difference between the two populations, methods need to be developed that consider, for example, shrinkage or distance metrics in order to combine two data sources that differ in their covariate distributions. Methods dealing with similar situations were proposed by Wiens et al. (2014) and Debray et al. (2015) and are described in Section 3.4.6.

With the determination of the sequence of the human genome, the field of genetics has made significant progress in the last two decades (IHGSC, 2004). The identification of genetic variants and their association with cancer risk has become a large research field (see also Figure 1). Therefore, SNPs, as an alternative to the quasi-genetic marker, detailed family history, will be discussed in the next section.
3.2 SNPs as biomarkers for cancer risk prediction

Previous studies incorporating SNPs into risk prediction tools

There is a pressing need to detect better markers for the early detection of many diseases, including cancer. This has lead to a massive amount of studies and research in general towards detection of risk-associated genetic loci and other biomarkers as illustrated in Figure 1. Numerous studies have developed a genetic multi-risk score for prostate cancer risk prediction and most of them have shown that the score itself (Machiela et al., 2011, Zheng et al., 2012, Wu et al., 2013, Szulkin et al., 2015) or wrapped in a model with other clinical predictors improves discrimination (Newcombe et al., 2012, Xu et al., 2009, Hsu et al., 2010, Macinnis et al., 2011, Kader et al., 2012, Ribeiro et al., 2012, Agalliu et al., 2013, Jiang et al., 2013). A risk score is a weighted combination of several SNPs.

Zheng et al. built a genetic score comprised of 33 SNPs, which were found to be associated with prostate cancer and validated in European studies (Zheng et al., 2012). These 33 SNPs include all 30 SNPs that were analyzed in Grill et al. (2015b) as reported by Kim et al. (2010) and three additional ones. They re-estimated the odds ratios (ORs) to calculate the genetic score in a Chinese case-control study with 1,108 cases and 1,525 controls. The genetic score with all 33 SNPs, using 10-fold cross validation reached an area under the receiver operating curve (AUC) of 0.63 and 0.62 when only using 11 significant SNPs (Zheng et al., 2012). The AUC equals the probability that the model classifies a case higher than a non-case and ranges between 0.5 and 1. A value of 0.5 is only as good as random guessing and values higher than 0.5 are desired (Fawcett, 2006).

Machiela et al. evaluated genetic scores for prostate cancer in 1,164 cases and 1,113 controls from the Prostate Lung Colorectal and Ovarian Cancer Screening Trial and breast cancer in 1,145 cases and 1,142 controls from the Nurses Health Study (Machiela et al., 2011). The genetic score comprised 30 SNPs and overlaps in 20 SNPs with the analysis in Grill et al. (2015b). Using 10-fold cross validation, the genetic score with only published risk alleles achieved the highest, but rather low AUC of 0.57 for prostate cancer and 0.53 for breast cancer (Machiela et al., 2011).

Szulkin et al. showed that adding new genetic variants to established variants in a polygenic risk score increases the predictive accuracy for prostate cancer (Szulkin et al., 2015).
The risk scores were built on a training set with more than 25,000 individuals from different populations: Denmark, U.S., Germany, UK, Sweden, Australia, EU, Bulgaria and Poland. The scores were tested on an independent test set from the UK with 1,370 cases and 1,239 controls. The final score contained 65 SNPs including 23 of those analyzed in Grill et al. (2015b). However, no clinical variables were included and the detected increase in AUC from established to expanded SNPs was very low, from 0.67 to 0.68 (Szulkin et al., 2015).

The studies, that wrapped a genetic risk-score in a model with other clinical predictors (Newcombe et al., 2012, Xu et al., 2009, Hsu et al., 2010, Macinnis et al., 2011, Kader et al., 2012, Ribeiro et al., 2012, Agalliu et al., 2013, Jiang et al., 2013), in general, have the advantage that both types of predictors are measured on the same patients in contrast to the study in Grill et al. (2015b) where the predictors come from two different sources. Kader et al. evaluated 1,654 men, of which 410 had a positive biopsy and 1,244 a negative biopsy, in the placebo arm of the Reduction by Dutasteride of Prostate Cancer Events (REDUCE) trial (Kader et al., 2012). The clinical variables included in the model were age, DRE, prostate volume, PSA, PSA density, free-to-total PSA ratio, and number of cores sampled at baseline biopsy. Further, a genetic score of 33 selected SNPs, containing all 30 SNPs that were studied in Grill et al. (2015b), was assessed. The genetic score itself reached the highest AUC (0.59) compared to the remaining clinical variables, whereas both sources together obtained an AUC of 0.66. However, these AUCs were estimated using the entire cohort. When splitting the cohort into a fitting and a test set and using four-fold cross-validation, the AUC for the combined clinical and genetic model was only 0.64. This study is an example that has the advantage of having both types of predictors measured on the same patients. The tradeoff, however, is the small sample size of only 1,654 patients (Kader et al., 2012).

A commentary by Chatterjee et al. stated that including susceptibility SNPs into a risk prediction model that do not meet stringent genome-wide significance thresholds may also improve discriminatory performance (Chatterjee et al., 2011). The authors commented on a finding by van Zitteren et al. who reported an AUC of 0.67 for 41 genetic variants with regard to breast cancer risk prediction in the general population (van Zitteren et al., 2011). According to Chatterjee et al. this rather high AUC result could originate from genetic variants that are not detectable by standard GWAS protocols, such as the Illumina Infinium 660K array, which means that the 41 SNPs could include some rare, uncommon SNPs, deletions or copy number variations (Chatterjee et al., 2011).
Another important point when comparing different studies are the underlying patient profiles, for example, ethnicities, and the validation set that is used for calculating the AUCs. Validation results can differ strongly depending on the data set considered, see for example, Ankerst et al. (2012a). Therefore, the AUC reported by the different studies above have to be interpreted and compared with care also because some authors used internal and some external validation data sets.

**Studies reporting conflicting results**

There are conflicting reports suggesting that SNP information is not able to add much accuracy to a risk prediction tool that already includes the established risk factors for a certain disease. Sullivan et al. investigated the association of 61 SNPs with prostate-cancer specific endpoints as well as with PSA values at diagnosis in 1,354 individuals treated for localized prostate cancer (Sullivan et al., 2015). 10 of the SNPs analyzed in Grill et al. (2015b) were part of the 61 SNPs used by Sullivan et al. After correcting for multiple testing they found a significant link between one SNP (rs17632542) and PSA values. However, they did not find a significant association between any loci and disease-specific endpoints (Sullivan et al., 2015).

Little et al. confirmed this finding in a review (Little et al., 2015). The appraisal of 21 studies with multi-gene panels of 2 to 35 SNPs in prostate cancer risk assessment revealed that the improvement, with respect to clinical validity of SNP panels, is at best very small. A similar study by Park et al. came to the same conclusion for prostate and other types of cancer, arguing through simulations that SNPs to be discovered in the future by even larger GWASs than now will not add much discriminative accuracy to existing models (Park et al., 2012).

An earlier study by Park et al. estimated that on average 67 susceptibility loci exist, based on effect size calculations from published GWASs, for each of the three types of cancer: breast, prostate and colon cancer (Park et al., 2010). The authors included 20 already discovered SNPs into the effect size calculations, of which 5 were associated with prostate cancer and were all part of the analysis in Grill et al. (2015b). Park et al. stated that this group of 67 hypothetical and projected SNPs was estimated to only explain 17% of the genetic variation for each of the three cancer types and would only reach an AUC of 0.635 (Park et al., 2010).

These findings contradict the ones by van Zitteren et al. (2011) and Szulkin et al. (2015) mentioned above. Therefore, one can conclude that SNPs are not able to replace the established risk factors in cancer risk prediction, but rather have to be seen as an additional source of infor-
mation that can improve predictive accuracy. Accordingly, research still has to find additional strong risk factors in order to further significantly improve risk prediction models (Park et al., 2012).

Advantages of SNP update to the PCPTRC and general discussion of the method

Single SNPs have been validated by additional studies since the meta-analysis performed in Grill et al. (2015b) as for example the recently reported SNP rs2735839 by Helfand et al. (2015). Under the assumption of no LD, new results can be simply added to the PCPTRC by performing a meta-analysis on the LR for the new SNP. This is an advantage as any group of SNPs can be incorporated in a flexible and easy fashion since no strict pre-manufactured risk score comprising specific SNPs was used. Furthermore, the existing meta-analysis can be easily extended by a new study as the one by Helfand et al. (2015).

In addition, the information incorporated in Grill et al. (2015b) does not originate from a single study but was acquired by pooling information from several GWASs using a meta-analysis. Therefore, the estimated results are statistically more reliable. Especially in a data-intense era where “Big Data” has become a keyword (Adams, 2015), techniques for combining data from different sources have become more relevant. In the analysis in Grill et al. (2015b) data from multiple GWAS populations in the U.S. and Europe are fused with that from the U.S. PCPT population.

When comparing both meta-analysis approaches introduced in Sections 2.4.1 and 2.4.2, the two methods showed very similar results, probably due to very small LD values (see Table 2 in Grill et al. 2015b, all values of $r^2 < 0.1$). In most cases the meta-analysis taking LD into account had slightly more confined confidence intervals for the LR estimates. This occurs because more data is pooled when analyzing a group of SNPs together and thereby effectively increasing the sample size for that SNP by borrowing from neighbors, compared to analyzing each SNP in isolation. However, the approach incorporating LD also showed numerical instability for the largest LD block of 5 SNPs. The simulations that were performed to explore the impact of LD on the meta-analysis results further showed that the magnitude of LD between two SNPs did not have a high impact on the LR estimates or the 95% confidence intervals.
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Difficulties with data from published GWASs

In some of the GWASs the controls also included women and children, as for example in Gudmundsson et al. (2008). Gudmundsson et al. used 21,372 controls in the Icelandic study population of which 12,060 were female. The age range of the controls was from 4 years to 102 years which implies that children were included. The inclusion of females and children as controls in a study on prostate cancer, which mainly affects men older than 50 years (ACS, 2015), is a major point and needs to be stated. However, this information was not clearly given in the main paper but was only found in a long supplementary appendix.

Overlap or reuse of populations is another issue with data from GWASs. Eeles et al., for example, analyzed a population from the UK and Australia in two stages (Eeles et al., 2008). The first stage included only data from studies in the UK, whereas in stage 2, cases and controls were selected partly from the same studies as in stage 1 with similar criteria. This indicates that data were probably reused in the second stage. Thus, studies have to be selected with care in order to only include independent results. In this particular case, only stage 2 was included in the meta-analysis in Grill et al. (2015b).

Limitations and future directions

A limitation of the study in Grill et al. (2015b) is that, with the SNP information originating from GWASs, no individual risk factor information, even age, is available. Thus, a possible dependence structure between the old and new risk factors cannot be taken into account and independence has to be assumed in constructing the LRs. In the updating method in Grill et al. (2015b), the LR is calculated by estimating two separate probability densities, one for cases and one for controls. This might reduce the severity of the independence assumption. Some studies, however, reported a dependence between SNPs and PSA (Gudmundsson et al., 2010, Sävblom et al., 2014, Chang et al., 2014). SNPs and race are also correlated so that GWASs are performed on separate ethnic groups. Gudmundsson et al. and Amundadottir et al. for example reported GWAS results for African Americans separately from European populations (Gudmundsson et al., 2007a, Amundadottir et al., 2006). As the PCPTRC population was predominantly Caucasian (> 95%, Ankerst et al. 2014) only GWASs based on Caucasian populations were selected for the meta-analysis in Grill et al. (2015b) and the update of the PCPTRC is only made possible for Caucasians. In the future, when more data might become available, a similar
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An extension of the prediction of cancer versus no cancer would be to differentiate between high- and low-grade prostate cancer as implemented in the PCPTRC 2.0 (Ankerst et al., 2014). However, the GWASs considered here did not assess tumor grade. With regard to overdetection of low-grade, possibly non-life-threatening tumors, this is an important issue as discussed in detail in Section 3.1. GWAS results with the additional information on tumor grade would be very useful in the future to address this concern.

As for the detailed family history update, a suitable validation data set for the SNP update is lacking. For this reason, the PCPTRC including 30 SNPs, that have been found by several GWASs to be associated with prostate cancer, has been made freely available online and is open for validation. The study by Kader et al. described earlier would be suitable for validating the PCPTRC SNP update since it contains both, the clinical risk factors of the PCPTRC and information on SNPs (Kader et al., 2012). The genetic score of 33 SNPs even contains all 30 SNPs that were studied in Grill et al. (2015b). Negotiations between Prof. Dr. Ankerst and Dr. Kader are in progress. A limitation of the study by Kader et al., however, is the small sample size and that only simple self-reported and not detailed family history is measured.

Figure 5 shows the webpage of the updated PCPTRC with two selected SNPs. Up to five SNPs can be selected at the same time together with the genotype of zero, one or two risk alleles. In this particular example the risk was calculated for a 65 year old Caucasian man with a PSA of 3 ng/ml, no family history of prostate cancer, a normal DRE, no prior biopsy and the two SNPs, rs1465618 (1 risk allele) and rs12621278 (2 risk alleles). A chance of prostate cancer of 23 % is predicted if a biopsy were to be performed. This is only a 1% point higher chance than without the specification of the SNPs, where the risk of cancer would be 22%.

Furthermore, family history and SNPs next to other biomarkers and clinical variables seem to be just one part of the big picture regarding cancer research. It is now thought that not only
Discussion

Figure 5: PCPTRC online entry page with SNP update. The risk was calculated for a 65 year old Caucasian man with a PSA of 3 ng/ml, no family history of prostate cancer, a normal DRE, no prior biopsy and the two SNPs, rs1465618 (1 risk allele) and rs12621278 (2 risk alleles), www.myprostatecancerrisk.com (Ankerst et al., 2015).

the genetic makeup itself including family history and genetic variants, but also the interplay between genetics and environment as well as lifestyle play an important role (ACS, 2015). Gene-environment interactions form a research field themselves in which also the establishment of new statistical methodology is needed (Hunter, 2005, Mukherjee et al., 2012, Wu et al., 2015). Inclusion of gene-gene or gene-environment interactions may improve discriminative accuracy (Purcell et al., 2009). Only very little cancer types are strongly hereditary, meaning that inherited genetic variants transfer a very high risk by themselves (ACS, 2015). Therefore, it might be worth taking gene-environmental interactions into account when updating an existing risk prediction tool as an extension of this work.

3.3 Comparison of both risk factors: detailed family history and SNPs

Not only the magnitude of the LR of a certain risk factor is of importance, but also its population prevalence, estimated here by the control prevalence in the studies (Kooter et al., 2011).
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This means that the usefulness of a risk factor is also influenced by how many people in the population actually carry the risk factor. A rare allele, which only appears in less than 1% of the population, for example, implies that 99% are not affected by it and hence the risk remains unaffected in nearly all of the validation sets, making it difficult to note an improvement to predictions. In order to compare both risk factors, detailed family history and SNPs, considering this circumstance, a graph of LR values versus control prevalence is shown in Figure 6. The LR values for twelve different FDR and SDR family history patterns are taken from a condensed version of the table in Grill et al. (2015a) conditioning on at least ten people representing each family history pattern. Concerning SNPs, the genotype with two risk alleles was chosen. The detailed family history patterns show higher LR values than SNPs and in return SNPs show higher prevalences. Combinations of SNPs would have higher LRs but their corresponding population frequency would also decrease. An ideal marker, from a predictive point of view, would be one with a high population prevalence and high LR values, because this would affect a high fraction of the population and would have high impact. Both markers illustrate the trade-off between prevalence and effect in this context.

![Figure 6: Magnitudes of LRs versus control prevalence for SFCD FDR and SDR detailed family history patterns and GWAS meta-analysis estimates for SNPs. For the LR values of the SNPs the genotype with 2 risk alleles was chosen. The control prevalence on the x-axis is on a log₁₀ scale.](image)

A series of risk models developed on 7,509 prostate cancer cases and 7,652 controls from the National Cancer Institute Breast and Prostate Cancer Cohort Consortium found that the best risk model included both, genetic markers and self-reported family history of prostate cancer (Lindström et al., 2012). 23 of the 25 SNPs studied by Lindström et al. were also analyzed.
in Grill et al. (2015b). As described in the previous section, Kader et al analyzed 1,654 men following an initial negative biopsy and considered PSA and percent free PSA along with family history, other established clinical risk factors for prostate cancer and a 33-SNP genetic score. They found the simple yes/no FDR family history question to remain independently statistically significant. In the best clinical model for high-grade prostate cancer including the genetic score, family history had an odds ratio similar to that for a unit-increase of the genetic SNP score and both were significant (OR=2.20, p=0.002 versus OR=1.61, p=0.003, respectively, Kader et al. 2012). These findings suggest that the inclusion of both risk factors might lead to even better performance than just including one of the two markers into a prediction model.

Figure 7: Risk curves according to FDR family history, SNPs and PSA level for a 65-year old Caucasian man with a normal digital rectal exam finding and no history of a prior biopsy. The bottom curve is the risk from the non-updated PCPTRC with no FDR, which corresponds to the risk for a man without history of a FDR with prostate cancer at any age. The upper 5 risk curves represent the updated PCPTRC for detailed family history from likelihoods computed from the SFCF for 3 different scenarios and 2 SNP risk curves for the following SNP profiles, 6 SNPs (rs620861, rs6983267, rs11649743, rs4430796, rs721048, rs1859962) and 3 SNPs (rs620861, rs6983267, rs11649743), each contributing two risk alleles.
Figure 7 compares risk curves for selected FDR family history patterns: a FDR with prostate cancer \(<60\) years of age \(\text{“FDR60-”}\), a FDR with prostate cancer \(\geq 60\) years of age \(\text{“FDR60+”}\) and a combination of both scenarios \(\text{“FDR60-, FDR60+”}\), and 6 SNPs (rs620861, rs6983267, rs11649743, rs4430796, rs721048, rs1859962), each contributing two risk alleles. These SNPs were chosen because they were reported by a large number of studies, thereby producing accurate LR results. Risk curves are plotted as a function of PSA, with other PCPTRC variables remaining fixed. Two SNP risk curves are plotted, one with a combination of three SNPs (rs620861, rs6983267, rs11649743) and one with all six SNPs. The figure shows that the family history LRs and combinations of SNPs have similar net effects on the estimated risk curves.

3.4 A comparison of statistical methods for updating risk prediction models

In Sections 3.1 and 3.2 and the corresponding publications Grill et al. (2015a,b), a LR based method assuming independence between the old and the new risk factors was used, primarily because it was the only option due to lack of data. It is now investigated how the independence assumption impacts the LR methods to update a risk tool using simulations. Also other approaches proposed by several authors are discussed (Albert, 1982, Spiegelhalter and Knill-Jones, 1984, Janssens et al., 2005, Ankerst et al., 2008, 2012b) and their robustness to the independence assumption as well as other model assumptions is determined for comparison. This work is submitted for publication and in the following referred to as Grill et al. (2016). It is assumed that a risk prediction model using logistic regression was fit to a large cohort with original predictors, as for example the PCPTRC and as described in Section 2.2. This original model is then updated by information from a new cohort or case-control study which contains the original risk factors as well as a new marker. Various simulation settings with a range of dependence between the old and new risk factors are considered. The multiple methods are also applied to a real data example based on the Viral Resistance to Antiviral Therapy of Chronic Hepatitis C (ViraHepC) study, a multicenter clinical trial for testing the response to antiviral therapy for hepatitis C patients in African Americans and Caucasians (ViraHepC, 2002-2006).
3.4.1 Description of methods

The general setup for updating a risk prediction model has been described in Section 2.2. In the following several approaches, including the one used in Grill et al. (2015a,b), for incorporating a new marker from a new study into an existing risk model are investigated. Some methods assume independence between the new marker $Z$ and the old predictors $X = (X_1, \ldots, X_p)^T$ and some incorporate dependence in various ways. It is assumed that the true outcome-predictor relationship is given by the logistic model

$$P(Y = 1|Z, X) = \frac{\exp(\mu_Y + \beta_{yz}Z + \beta_{yx}^T X)}{1 + \exp(\mu_Y + \beta_{yz}Z + \beta_{yx}^T X)},$$

where $\beta_{yx} = (\beta_{y1}, \ldots, \beta_{yp})^T$ are the log odds ratios for $X$ and $\beta_{yz}$ is the log odds ratio for $Z$.

Approaches for estimating the LR

Joint estimation of the LR  As mentioned in Section 2.2 there are several possibilities for estimating $LR_Y(Z|X)$. One way is to estimate both densities in the LR, $P(Z|Y = 1, X)$ and $P(Z|Y = 0, X)$, in a joint manner by including the outcome $Y$ additionally to the old predictors $X$ in a single regression model of $Z$. For a binary marker the single logistic model is

$$\logit \{P(Z = 1|Y, X)\} = \alpha_0 + \alpha_1^T X + \alpha_2 Y$$

and the LR model introduced in (2.3) can be written as

$$LR_Y(Z|X) = \frac{\{1 + \exp(-\alpha_0 - \alpha_1^T X - \alpha_2 Z)\}^Z \{1 + \exp(\alpha_0 + \alpha_1^T X + \alpha_2 Z)\}^{1-Z}}{\{1 + \exp(-\alpha_0 - \alpha_1^T X - \alpha_2 Z)\}^Z \{1 + \exp(\alpha_0 + \alpha_1^T X + \alpha_2 Z)\}^{1-Z}}.$$  \hspace{1cm} (3.3)

And for a continuous marker the joint log LR model is

$$\log \{LR_Y(Z|X)\} = -\left(Z - \alpha_0 - \alpha_2 - \alpha_1^T X\right)^2/(2\sigma^2) + \left(Z - \alpha_0 - \alpha_1^T X\right)^2/(2\sigma^2)$$

$$= \alpha_2(Z - \alpha_0 - \alpha_1^T X - \alpha_2/2)/\sigma^2,$$  \hspace{1cm} (3.4)

where $\alpha_2$ is the coefficient for $Y$ in the linear model for the combined data and $\sigma$ the standard deviation. In Equation (3.4) only the means differ but not the variances between cases and controls and therefore the log LR in the LR-joint model is linear in $Z$, which makes it equivalent to linear discrimination, see, for example, Chapter 6, Anderson (1984).

Separate estimation of the LR for cases and controls  Here the numerator and the denominator of the LR are estimated by fitting two different models to the new data set, one
Discussion

to cases \((Y = 1)\) and one to controls \((Y = 0)\). For example, when \(Z\) is a binary marker, fit by separate logistic regressions for cases and controls

\[
\text{LR}_Y (Z|X) = \frac{\{1 + \exp(-\alpha_{00} - \alpha_{10}^T X)\}^Z \{1 + \exp(\alpha_{00} + \alpha_{10}^T X)\}^{1-Z}}{\{1 + \exp(-\alpha_{01} - \alpha_{11}^T X)\}^Z \{1 + \exp(\alpha_{01} + \alpha_{11}^T X)\}^{1-Z}},
\]

(3.5)

where \(\alpha_{1Y}^T = (\alpha_{11}^Y, \ldots, \alpha_{1p}^Y)^T\) are the parameters for \(X\) in the two separate models for cases \((Y = 1)\) and controls \((Y = 0)\). For a continuous marker \(Z\) that follows a normal distribution with \(Z| (X, Y) \sim N(\alpha_{00}^Y + \alpha_{10}^T X, \sigma_0^2)\), the fitting of two separate linear regressions to cases and controls yields

\[
\log \{\text{LR}_Y (Z|X)\} = \log (\sigma_0/\sigma_1) - (Z - \alpha_{01} - \alpha_{11}^T X)^2/(2\sigma_1^2) + (Z - \alpha_{00} - \alpha_{10}^T X)^2/(2\sigma_0^2),
\]

(3.6)

where \(\sigma_1\) and \(\sigma_0\) are the standard deviations of the normal distribution in cases and controls respectively, and \(\alpha_{00}^Y, \alpha_{1Y}\) are the parameters estimated in the two linear models. In Ankerst et al. (2008, 2012b), variable selection was used to reduce the complexity of the dependence of \(Z\) on \(X\). Here, the LR remains quadratic in \(Z\) thus this approach corresponds to quadratic discrimination (Chapter 6, Anderson 1984). Further theoretical results for estimating the LR-joint and LR-separate will be shown in Section 3.4.2.

**LR estimation under independence of \(Z\) and \(X\)** The LR method assuming independence between \(Z\) and \(X\) has been introduced in Section 2 and was used in Grill et al. (2015a,b). Under independence \(\text{LR}_Y (Z|X)\) simplifies to \(\text{LR}_Y (Z)\)

\[
\text{LR}_Y (Z|X) = \frac{P(Z|Y = 1, X)}{P(Z|Y = 0, X)} = \frac{P(Z|Y = 1)}{P(Z|Y = 0)} = \text{LR}_Y (Z).
\]

(3.7)

The LR in (3.7) was estimated by fitting two separate models in cases and controls and is termed “LR-ind” in the following in order to distinguish between the different methods.

**Joint LR estimation under independence, logistic model with offset** Analogous to Equation (3.3) for a binary marker \(Z\) with \(\logit\{P(Z = 1|Y)\} = \alpha_0 + \alpha_2 Y\) the following holds
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under independence when fitting the two densities in the LR jointly:

\[
\log \{ LR_Y(Z) \} = \log \frac{(1 + \exp(-\alpha_0))Z \{1 + \exp(\alpha_0)\}^{1-Z}}{(1 + \exp(-\alpha_0 - \alpha_2))Z \{1 + \exp(\alpha_0 + \alpha_2)\}^{1-Z}} \\
= Z \log \frac{1 + \exp(-\alpha_0)}{1 + \exp(-\alpha_0 - \alpha_2)} + (1 - Z) \log \frac{1 + \exp(\alpha_0)}{1 + \exp(\alpha_0 + \alpha_2)} \tag{3.8}
\]

with \(\delta_0\) and \(\delta_1\) defined accordingly as functions of \((\alpha_0, \alpha_2)\). A corresponding result holds for a normally distributed marker and for the exponential family in general as shown in Grill et al. (2016). This linear dependency between \(\log \{ LR_Y(Z) \}\) and \(Z\) was already noted by Albert (1982). He proposed an updating method for a new binary or normal marker that included the prior odds \(\gamma_0 + \gamma_T^1X\) with the parameters from the original model in (2.1) as an offset in a logistic regression of the outcome \(Y\). The new marker \(Z\) was added as the only covariate (Albert, 1982). This results in fitting two new parameters, an intercept \(\delta_0\) and a parameter for \(Z, \delta_1\). The model \(R_{X,Z}\) one wishes to estimate can then be written as

\[
R_{X,Z} = \hat{P}(Y = 1|Z, X, R_X) = \frac{\exp(\gamma_0 + \gamma_T^1X + \delta_0 + \delta_1Z)}{1 + \exp(\gamma_0 + \gamma_T^1X + \delta_0 + \delta_1Z)}, \tag{3.9}
\]

and will be called "LR-offset" in the following.

**LR estimation with shrinkage** Spiegelhalter and Knill-Jones extended the approach in (3.7) with the addition of a shrinkage parameter (Spiegelhalter and Knill-Jones, 1984). They first estimated the \(LR_Y(Z)\) and then included this as an independent variable into a logistic regression for the outcome \(Y\) with the prior odds \(\gamma_0 + \gamma_T^1X\) as an offset as performed by Albert (1982). The shrinkage factor \(\theta\) is estimated in this second step. Hence, the posterior odds are

\[
\log(\text{posterior odds}) = \gamma_0 + \gamma_T^1X + \theta \log \{ LR_Y(Z) \}. \tag{3.10}
\]

The additional parameter \(\theta\) is included in order to adjust or allow for a certain dependence between the effect of \(Z\) and \(X\) on the posterior risk. A value of \(\theta = 0\) would mean complete correlation between \(Z\) and \(X\) and therefore, the new marker does not add any information to the prediction and has no effect. Values between \(\theta = 0\) and \(\theta = 1\) include a certain dependence structure of different degrees. \(\theta = 1\) corresponds to the LR-ind method. This approach will be called "LR-shrink" in the following.
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Fitting logistic regression model to new data only

Another simple option to estimate \( R_{X,Z} \) is to fit a logistic regression to the new data only and not use the old model at all. This clean-slate approach is investigated in the simulations in order to measure the gain in predictive performance of the other methods that actually include information on the old model \( R_X \). \( R_{X,Z} \) estimated from this "Logistic new" approach can be written as

\[
R_{X,Z} = \hat{P}(Y = 1|Z, X) = \frac{\exp(\mu + \beta^T_X X + \beta_Z Z)}{1 + \exp(\mu + \beta^T_X X + \beta_Z Z)}.
\]

(3.11)

3.4.2 Further results and adjustments under rare disease

In general all six methods described above can be applied to non-rare disease cases as well as rare disease cases. There is no strict definition of when a disease is considered rare in a statistical or mathematical context. In the simulations presented here, a prevalence of \( P(Y = 1) = 10\% \) or smaller is assumed to characterize rare disease. The main difference between the LR-joint, LR-separate, LR-ind and the remaining three methods is, that the first three ones do not estimate an intercept from the new study used for updating. Therefore, the disease prevalence is specified by the original cohort. This does not require adjustment unless the model would be applied to a population with a different disease prevalence. The remaining methods LR-offset, LR-shrink and Logistic new in Equations (3.9)-(3.11), however, require an adjustment of the intercept if the new study is a case-control study. In a case-control study the disease prevalence does not reflect the one of the general population and thus it is not estimated correctly by these three methods. The method used in Grill et al. (2015a) and Grill et al. (2015b) was the LR-ind and therefore, did not need adjustment although the SNP data came from case-control GWASs, since, for the LR-ind, the disease prevalence is estimated on the prior study. An adjustment is now proposed for the rare disease case for the three methods LR-offset, LR-shrink and Logistic new and it is stated in the following at which step rare disease has to be assumed. For the non-rare disease case a corresponding method still needs to be developed and was not covered in Grill et al. (2016). Prostate cancer is not a rare disease, the prevalence in the PCPTRC cohort, for example, was 18\% (Ankerst et al., 2014). However, rare disease scenarios are applicable to many diseases such as thyroid cancer or stomach cancer, which are a lot more rare as they only have a lifetime risk of 1.1\% and 0.9\% (SEER, 2016b,a). When the new data set is a cohort this problem does not occur for any of the six methods. The disease prevalence is in this sense well
defined in a cohort and therefore the intercept is estimated correctly for the rare disease as well as the non-rare disease case.

**Intercept adjustment for LR-offset, LR-shrink and Logistic new for updating with case-control data**

When the disease prevalence is known from an external source without error, then the adjusted intercept can be obtained by solving the following equation for $\mu^*$

$$P(Y = 1) - \int_Z \int_X \frac{\exp(\mu^* + \hat{g}(X, Z))}{1 + \exp(\mu^* + \hat{g}(X, Z))} d\hat{F}(X, Z) = 0. \tag{3.12}$$

For model (3.9), $\hat{g}(X, Z) = \gamma_1^T X + \delta_1 Z$, and for model (3.11), $\hat{g}(X, Z) = \beta_1^T X + \beta_2 Z$. The intercept adjustment for LR-shrink is performed in two steps. First an additional intercept $\theta_0$ is included in the model such that

$$\log(\text{posterior odds}) = \gamma_0 + \gamma_1^T X + \theta_0 + \theta_1 \log \{\text{LR}_Y(Z)\}. \tag{3.13}$$

In contrast to Equation (3.10), $\theta_0$ here absorbs the case-control sampling ratio. In a second step this intercept needs adjustment by solving Equation (3.12) with $\hat{g}(X, Z) = \gamma_1^T X + \theta_1 \log \{\text{LR}_Y(Z)\}$. The empirical distribution function, $\hat{F}(X, Z)$, is estimated in the simulations by splitting it further into $\hat{F}(X, Z) = \hat{F}(Z/X)\hat{F}(X)$, where $\hat{F}(Z/X)$ is estimated from the controls in the new study. This can be performed when the disease is rare and the controls constitute a random sample of the general population. Then the empirical distribution function $\hat{F}(Z/X)$ estimated on the controls approximates the one of the general population. This is the point where the rare disease assumption was necessary for performing the adjustment in (3.12). If the information is available $\hat{F}(X)$ can be estimated from an external big data source as for example the one where the original model was built on in this simulation setup.

**Theoretical results**

Furthermore, a theoretical result will be proofed in the following regarding the estimation of the LR in the LR-joint and LR-separate method. This result requires, however, the rare disease assumption. Nevertheless, the simulations revealed that the LR-joint showed very good calibration for all rare and non-rare disease settings, the LR-separate in most scenarios and both methods seem to be very robust in this regard.
If, for a binary marker $Z$, $P(Z|X)$ is logistic, i.e. logit$\{P(Z|X)\} = \mu_{zx} + \beta_{zx}^T X$, then, under the assumption of rare disease, also $P(Z|X,Y)$ is logistic as shown below. It is assumed that also the distribution of $Y|(X,Z)$ is logistic as stated in Equation (3.2). In general $P(Z|X,Y)$ can be rewritten using Bayes’ theorem as follows:

$$P(Z|Y, X) = \frac{P(Y|Z, X) P(Z|X)}{P(Y|X)}.$$  \hspace{1cm} (3.14)

For controls ($Y = 0$) this yields

$$P(Z|Y = 0, X) = \frac{P(Y = 0|Z, X) P(Z|X)}{P(Y = 0|X)} = \frac{(1 - \epsilon_1)P(Z|X)}{(1 - \epsilon_2)} = \frac{1}{(1 - \epsilon_2)} P(Z|X) - \epsilon_1 \frac{P(Z|X)}{(1 - \epsilon_2)}$$

with parameters $\epsilon_1, \epsilon_2 \in [0,1]$. For the rare disease case, $\epsilon_1$ and $\epsilon_2$ are small and this can be further approximated by

$$P(Z|X) = \frac{\exp\{Z(\mu_{zx} + \beta_{zx}^T X)\}}{1 + \exp(\mu_{zx} + \beta_{zx}^T X)}.$$

For cases using the law of total probability (Meintrup and Schäffler, 2005) in the denominator notice that

$$P(Z|Y = 1, X) = \frac{P(Y = 1|Z, X) P(Z|X)}{P(Y = 1|X)}$$

$$= \frac{P(Y = 1|Z, X) P(Z|X)}{P(Y = 1|X,Z = 1) P(Z = 1|X) + P(Y = 1|X,Z = 0) P(Z = 0|X)}$$

$$= \frac{\exp(\mu_y + \beta_y Z + \beta_{y}^T X) \exp(\mu_z + \beta_z^T X)}{\exp(\mu_y + \beta_y Z + \beta_{y}^T X) + \exp(\mu_z + \beta_z^T X) + 1}.$$
Assuming rare disease, the logistic function can be approximated by the exponential function since the following holds for a constant $a \in \mathbb{R}$ and $\exp(ax) < 1$ using the geometric series:

$$f(x) = \frac{\exp(ax)}{1 + \exp(ax)} = \exp(ax)(\sum_{k=0}^{\infty}(-\exp(ax))^k) = \exp(ax)(1 - \exp(ax) + \ldots) \approx \exp(ax).$$

All conditional probabilities for $Y = 1$ can thus be rewritten using this approximation, so that $P(Z|Y = 1, X)$ becomes

$$\frac{\exp\left(\mu_y + \beta_{yz}Z + \beta_{yx}^T X\right) \exp\{Z(\mu_{xx} + \beta_{xx}^T X)\}}{\exp\left(\mu_y + \beta_{yz} + \beta_{yx}^T X\right) \exp\{Z(\mu_{xx} + \beta_{xx}^T X)\} + \exp\left(\mu_y + \beta_{yx}^T X\right) \frac{1}{1 + \exp(\mu_{xx} + \beta_{xx}^T X)}}$$

which is a logistic regression model with new intercept $\mu_{xx}^* = \mu_{xx} + \beta_{yz}$ and otherwise the same logistic coefficients as for the controls. For a normally distributed marker $Z$ a similar argument holds. Assuming that $Z|X \sim N(\mu_x, \sigma^2)$, then $Z|(X, Y)$ also follows a normal distribution under the assumption of a rare disease. For controls the result follows immediately by the same argument as above. For cases it holds that

$$P(Z|Y = 1, X) = \frac{P(Y = 1|Z, X)P(Z|X)}{P(Y = 1|X)}.$$
see, for example, Duda et al. (2001). Using that the logistic function can be approximated by the exponential function under rare disease, as described earlier, this simplifies to

$$\exp(\mu_y + \beta_{yz}Z + \beta_{yx}^T X) \exp \left\{ -\frac{1}{2\sigma^2}(Z - \mu_x)^2 \right\}$$

$$\sqrt{2\pi\sigma^2} \int \exp(\mu_y + \beta_{yz}Z + \beta_{yx}^T X) dF(Z|X)$$

$$= \frac{\exp \left\{ -\frac{1}{2\sigma^2}(Z - \mu_x - \sigma^2\beta_{yz})^2 \right\} \exp \left\{ \frac{1}{2\sigma^2}(\mu_x + \sigma^2\beta_{yz})^2 - \frac{1}{2\sigma^2}\mu_x^2 + \mu_y + \beta_{yx}^T X \right\}}{\int \exp(\mu_y + \beta_{yz}Z + \beta_{yx}^T X) \exp \left\{ -\frac{1}{2\sigma^2}(Z - \mu_x)^2 \right\} dF(Z)}$$

The moment-generating-function of the normal distribution, see, for example, Chapter 3 in Roussas (2015), is now applied to the denominator yielding

$$\frac{\exp \left\{ -\frac{1}{2\sigma^2}(Z - \mu_x - \sigma^2\beta_{yz})^2 \right\} \exp(\mu_x\beta_{yz} + \frac{\mu_x^2}{2}\beta_{yz}^2)}{\sqrt{2\pi\sigma^2}\exp(\mu_x\beta_{yz} + \frac{\mu_x^2}{2}\beta_{yz}^2)}$$

$$= \frac{\exp \left\{ -\frac{1}{2\sigma^2}(Z - \mu_x^*)^2 \right\}}{\sqrt{2\pi\sigma^2}}$$

which is a normal distribution with a new mean $\mu^* = \mu_x + \sigma^2\beta_{yz}$. This result holds in general for the exponential family: if $P(Z|X)$ is in the exponential family then $P(Z|X,Y)$ has the same general exponential form (Grill et al., 2016). Thus including $Y$ into the regression model for $Z$ in addition to $X$ and fitting a single model to the combined data accommodates the different intercept terms in the models for $P(Z|X)$ in the exponential family. Alternatively, as performed in the LR-separate, one can separately estimate the numerator and the denominator of the LR by fitting two different models to the new data set, one to cases and one to controls. In this proof the assumption of a rare disease was used, however, as mentioned above, the simulations in Grill et al. (2016) revealed that the LR-joint and LR-separate still show very good calibration for non-rare disease cases, such as $P(Y = 1) = 0.3$, 0.4 or 0.6.

### 3.4.3 Synthetic simulations

For the synthetic simulations the existing model contained $p = 4$ independent binary covariates $X = (X_1, X_2, X_3, X_4)^T$ given in model $R_X$ in Equation (2.1), with $P(X_i = 1) = 0.2$, for $i = 1, \ldots, 4$. The new marker $Z$ was assumed to follow a mixture of two normals as part of a robustness study for the methods. Additional simulation settings that consider a binary and a normally distributed marker are described in Grill et al. (2016). The mixture of normals was set as
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\[ Z \sim 0.9N(\alpha_{10} + \alpha_1^T X, 1) + 0.1N(\alpha_{20} + \alpha_2^T X, 1) \] with \( \sigma^2 = 1 \). The relationship between \( X, Z \) and the outcome \( Y \) was specified by a logistic regression model,

\[
P(Y = 1|Z, X) = \frac{\exp(\beta_0 + \beta_1^T X + \beta_2 Z)}{1 + \exp(\beta_0 + \beta_1^T X + \beta_2 Z)}.
\] (3.15)

The intercept \( \beta_0 \) was chosen such that the disease prevalence \( P(Y = 1) = 5\% \).

For each scenario \( n = 1,000 \) simulations were performed by first generating \( X \), then generating \( Z \) from the mixture equation and then using \( X \) and \( Z \) to obtain the outcome \( Y \) from Equation (3.15). One big data set was generated and then split into three non-overlapping sub data sets: data set A with \( n_A = 1,000,000 \) samples, which was used for estimating model \( R_X \) only based on \( X \), data set B with \( n_B = 500 \) samples used for updating with the new marker \( Z \) and data set C with \( n_C = 100,000 \) samples used for validation purposes. For the case-control adjustment of the intercept the disease prevalence \( P(Y = 1) \) as well as the empirical distribution of \( X \), \( \hat{F}(X) \), was estimated on data set A. The conditional distribution \( \hat{F}(Z|X) \) was estimated from the controls in data set B and therefore the joint distribution was composed of \( \hat{F}(Z, X) = \hat{F}_{control,B}(Z|X)\hat{F}_A(X) \).

Model calibration was calculated as the number of expected cases by each method divided by the number of observed cases in data set C, \( E/O = \sum \hat{p}_i / \sum Y_i \). Overall E/O ratios in data set C as well as ratios in risk groups were evaluated for specific \( X_1 \) or \( Z \) values, where \( X_1 \) is chosen exemplarily for one of the four covariates \( X \) in the existing model. Further, E/O ratios in risk deciles were assessed. As a second measure, the variability of the predictions was calculated by the standard deviation of the means of the predicted probabilities \( \sum \hat{p}_i / n \) over the 1,000 simulation runs. The simulations were performed within the R environment (R Core Team, 2013) in combination with SAS 9.4 (SAS Institute Inc.).

Results of synthetic simulations

The new study data set B was a case-control study, which comprised 250 cases and 250 controls and \( Z \) followed the mixture distribution \( 0.9N(\alpha_{10} + \alpha_1^T X, 1) + 0.1N(\alpha_{20} + \alpha_2^T X, 1) \) with \( \alpha_{10} = 0, \alpha_1 = (0.7, 0.7, -0.7, -0.7)^T, \alpha_{20} = 0.5, \alpha_2 = (1, 1, -1, -1)^T \). Remaining parameters are given in the captions of Figures 8 and 9. Additional simulation scenarios, where, for example, data set B is a cohort were considered in Grill et al. (2016).

Figure 8 shows boxplots of E/O ratios based on 1,000 simulations. Corresponding numbers
can be found in Supplementary Table S1. The two methods LR-separate and LR-joint were nearly unbiased overall (Figure 8a) and also in risk groups defined by $Z$ and $X_1$, exemplary for one of the four covariates $X$ in the existing model (Figure 8b). LR-ind showed the largest overall bias of about 29% followed by Logistic new with 14% and LR-offset and LR-shrink with 12% each. All four methods overestimated the true risk. Figure 8b shows that the bias in these
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four methods was even more pronounced in some of the risk groups. In cells defined by $X_1 = 1$ (Figure 8b, panel (b)), LR-ind, Logistic new, LR-offset and LR-shrink showed overestimation of 58%, 13%, 36% and 36%, respectively, and of 35%, 14%, 13% and 13%, respectively, in the risk group $Z \geq \text{median}$ (Figure 8b, panel (d)). In groups defined by $Z < \text{median}$ (Figure 8b, panel (c)), LR-ind underestimated risk by about 23% and LR-offset and LR-shrink underestimated by about 5% in groups defined by $X_1 = 0$ (Figure 8b, panel (a)).

![Calibration plot of risk deciles](image)

Figure 9: Calibration plot of risk deciles for the case-control setting where $Z$ followed a mixture of normals with $Z \sim 0.9N(\alpha_{10} + \alpha_1^T X, 1) + 0.1N(\alpha_{20} + \alpha_2^T X, 1), \alpha_{10} = 0, \alpha_1 = (0.7, 0.7, -0.7, -0.7)^T, \alpha_{20} = 0.5, \alpha_2 = (1, 1, -1, -1)^T, P(X) = 0.2, P(Y) = 0.05, \beta_X = (0.5, 0.5, -0.5, -0.5)^T, \beta_Z = 1.$

Calibration of the six methods is shown in Figure 9. LR-separate and LR-joint showed very good calibration with all ten points of expected over observed cases lying almost exactly on the bisectrix. LR-offset, LR-shrink and Logistic new overestimated slightly in the second highest risk decile and overestimated conspicuously in the highest risk decile. LR-ind, however, already showed high overestimation in the second highest risk deciles, which was even more pronounced in the highest risk decile and therefore showed considerable lack of fit.
3.4.4 ViraHepC simulations

Simulations based on data from the ViraHepC study were performed additionally in order to obtain a realistic set of correlations between predictors (ViraHepC, 2002-2006). The ViraHepC study was conducted from 2002-2006 with the aim to examine differences between Caucasians and African Americans with respect to response to antiviral treatment for hepatitis C (HCV). Sustained virological response (SVR) was the binary outcome \( Y \) of interest to predict. Four variables were chosen as the original predictors \( X \), namely race (Caucasian vs. African American), sex (male vs. female), AST/ALT ratio (in quartiles) and Ishak fibrosis score (liver fibrosis stages from normal to cirrhosis in four ordinal categories). Two variables were used as new markers \( Z_1 \) and \( Z_2 \): interferon lambda 4 (IFNL4, ss469415590) genotype (two categories, \( \Delta G/\Delta G \) or \( \Delta G/TT \) vs. \( TT/TT \)) and pre-treatment HCV-RNA level (log\(_{10}(\text{IU/ml})\), continuous), respectively. IFNL4 is a novel gene associated with impaired clearance of hepatitis C virus (Prokunina-Olsson et al., 2013). An existing model based on the covariates \( X \) was updated first with either \( Z_1 \) or \( Z_2 \) and then jointly with both markers. Correlations between predictors were assessed using Spearman’s rank correlation coefficient, \( \rho \), and was highest between the genetic marker IFNL4 and race (\( \rho = -0.40 \)). The correlations between the second marker HVC-RNA and the original covariates were rather weak with the highest value of \( \rho = -0.10 \) with the variable sex. Therefore, IFNL4 served here as an example of higher correlations between the old and the new predictors, whereas HCV-RNA constituted an example of low correlation.

For the simulations, covariate vectors \((X, Z_1, Z_2)\) were sampled with replacement from the 350 ViraHepC patients. The outcome \( Y \) was not sampled from the data together with the covariates, but generated from a logistic regression model

\[
P(Y = 1|X, Z_1, Z_2) = \frac{\exp\{\beta_0 + \beta_X^T X + \beta_{Z_1} Z_1 + \beta_{Z_2} Z_2\}}{1 + \exp\{\beta_0 + \beta_X^T X + \beta_{Z_1} Z_1 + \beta_{Z_2} Z_2\}}, \tag{3.16}
\]

where \( \beta_0 \) was chosen such that the outcome prevalence equals \( P(Y = 1) = 0.1 \). The remaining coefficients were chosen as the values that were obtained by fitting this model to the real data set. As described for the previous simulations the generated data set was split into three non-overlapping parts. A logistic regression was fit to the old covariates \( X \) to estimate the original model \( R_X \) in data set A. For updating with both markers jointly to obtain \( R_{X,Z_1,Z_2} \), the LR
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was calculated on data set B as follows:

\[
\log \{ \text{LR}_Y(Z_1, Z_2 | X) \} = \log \left\{ \frac{P(Z_2 | Y = 1, Z_1, X) P(Z_1 | Y = 1, X)}{P(Z_2 | Y = 0, Z_1, X) P(Z_1 | Y = 0, X)} \right\} = \log \left\{ \frac{P(Z_2 | Y = 1, Z_1, X)}{P(Z_2 | Y = 0, Z_1, X)} \right\} \\
+ \log \left\{ \frac{P(Z_1 | Y = 1, X)}{P(Z_1 | Y = 0, X)} \right\} = \log \{ \text{LR}_Y(Z_2 | Z_1, X) \} + \log \{ \text{LR}_Y(Z_1 | X) \}. \quad (3.17)
\]

For estimating \( \log \{ \text{LR}_Y(Z_2 | Z_1, X) \} \), the marker \( Z_1 \) was included as a predictor among the other variables \( X \). The models built on data sets A and B, with \( n_A = 1,000,000 \) and \( n_B = 1,000 \), were validated on data set C with \( n_C = 100,000 \). Additional scenarios were covered in Grill et al. (2016).

Results of data-based simulations

In the following results are presented when the original model was updated with information from a cohort on both markers IFNL4 (\( Z_1 \)) and HCV-RNA (\( Z_2 \)). Figure 10 shows E/O ratios over 1,000 simulations. Corresponding numbers can be found in Supplementary Table S2.

LR-joint, LR-offset and Logistic new showed overall unbiased results (Figure 10a), however, the last two methods showed the largest variability in predictions. LR-ind showed overall the highest overestimation with 11% followed by LR-separate with 3% and LR-shrink with 3%. LR-joint and Logistic new stayed more or less unbiased in all risk groups, whereas LR-offset showed overestimation for Caucasians of 6% and underestimation in African Americans of 18%. LR-ind showed even higher overestimation for Caucasians of 22% (Figure 10b, panel(a)) and for IFNL4 genotype \( TT/TT \) of 28% (Supplementary Table S2). Generally speaking, those methods that showed biased results, overestimated for Caucasians and underestimated for African Americans (Figure 10b, panel(a) and (b)).
Figure 10: E/O ratios for the cohort setting, where models were updated with both markers, IFNL4 and HCV-RNA, with \( P(Y) = 0.1 \).

When assessing calibration in Figure 11, LR-joint, LR-offset, LR-shrink and Logistic new showed hardly any lack of fit. LR-separate, however, showed slight underestimation in the lower risk deciles and clear overestimation in the highest risk decile, whereas LR-ind displayed a similar but even more pronounced pattern with the overestimation starting in the second highest risk decile.
Figure 11: Calibration plot of risk deciles for the cohort setting where models were updated with both markers, IFNL4 and HCV-RNA, with $P(Y) = 0.1$.

3.4.5 Discussion of simulation methods and results

In this section the methods and results of the simulations in Sections 3.4.3 and 3.4.4 are discussed with respect to existing literature. In summary, the simulations revealed that Logistic new and LR-offset showed the largest variability of predictions in most of the settings. The largest bias was witnessed for the LR-ind method for settings with high dependence between the old and new predictors, followed by LR-shrink, LR-offset and Logistic new. However, further simulations of non-rare disease settings with $P(Y = 1) = 0.3, 0.4$ and $0.6$ revealed a less pronounced bias for LR-ind than for the rare disease case. In the PCPTRC population the disease prevalence was $P(Y = 1) = 18\%$ and therefore falls in the non-rare disease setting (Ankerst et al., 2014). The intercept adjustment for the case-control setting appeared to be very sensitive to the disease prevalence even for the independence case. The bias appeared due to the fact that the distribution of the risk factors was estimated on the controls of the updating data set and this distribution was used as an approximation for the population. However, the simulations showed that the bias in the intercept adjustment decreased as expected as the disease prevalence decreased. LR-joint and LR-separate were largely unbiased in most settings and were not sensitive to violations of the normality of the new marker as the robustness study revealed. LR-separate, however, showed in some scenarios, for example, in Section 3.4.4, bad calibration
in the highest risk decile and also a small overall bias revealed by the E/O ratios. In contrast, the LR-joint remained unbiased in all settings. Another advantage of the LR-joint is that it requires fitting less parameters than the LR-separate. For a continuous marker \( p + 3 \) parameters were fit for the LR-joint and \( 2(p + 1) + 2 \) parameters for the LR-separate, where \( p \) is the number of predictors in the original model. Overall, the LR-joint showed the best performance and is recommended for updating under scenarios covered in this simulation study when information on the original predictors \( X \) is available. In addition, it is important to note that both methods are very easy to implement in standard software.

Chan et al. compared several methods to update pretest risk with information on a new test, including the three methods: LR-ind, LR-offset and LR-shrink (Chan et al., 2008). They recommended the LR-offset methods for updating. However, the simulations presented here did not confirm this finding, since LR-offset showed the largest variance and also considerable bias, especially for some settings for updating with case-control data. Furthermore, Chan et al. only built the models in one real data set comprising 309 patients with chronic obstructive airway disease, and assessed performance in a second, independent validation study comprising 161 individuals. They assessed performance in quintiles of risk rather than deciles as presented here (Chan et al., 2008).

One of the most important findings of these simulations was that the assumption of independence is crucial and has to be well assessed, since the LR-ind method could have large bias for a strong dependence between the old and new predictors. However, the simulations also revealed that this bias is a lot less pronounced for non-rare disease settings. If possible, meaning that required data are available, dependence structures should be taken into account. Based on the simulations performed, the LR-joint method, which assumes equal variances between cases and controls and corresponds to linear discriminant analysis, should be recommended for updating among the methods that were investigated here. However, this was only investigated for a binary outcome and a single marker \( Z \), which is binary, normally distributed or following a mixture of normals or a combination of a continuous and a binary marker as part of the data-based simulations. Extended simulations would need to be examined for generalizing this to a multinomial outcome \( Y \) and additional combinations of new markers.

The LR has not only been studied when updating a risk prediction tool but also with respect to evaluating the diagnostic performance of a new marker as well as to compare the predictive information of two markers (Gu and Pepe, 2009, 2011). Gu and Pepe (2009) evaluated the
diagnostic performance of a single continuous marker and investigated the diagnostic LR as a covariate specific function estimated by logistic regression. However, the authors did not study its properties or make comparisons with other methods. Gu and Pepe (2011) extended this idea and compared six methods for estimating the diagnostic LR. They extended the logistic regression approach from Janssens et al. (2005) to continuous markers, and for simplicity, they only considered scenarios without covariates. Further, the diagnostic LR functions were used to compare the predictive information of two markers by simulation studies (Gu and Pepe, 2011).

Huang et al. combined logistic regression with receiver operating characteristics (ROC) curves using the covariate specific diagnostic LR to evaluate classification performance as well as model the probability of a disease (Huang et al., 2013). The authors considered the scenario of combining biomarker data sets from different sources, however, only when ROC curves are similar across the different sources. Covariate adjustment was covered and three estimators were proposed and compared in simulations as well as in a real data example: a pseudo-likelihood estimator, a constrained maximum likelihood estimator and an estimated empirical likelihood estimator (Huang et al., 2013).

The focus of this thesis was to incorporate a new marker in an existing risk prediction tool. Several different methods were examined with respect to their performance under various settings. It was assumed that the predictive performance of the new marker had been investigated in previous studies justifying its use. Consequently, the added value of the new marker had been shown and so this aspect is not covered here.

Liu et al. incorporated longitudinal sequences of biomarkers in a risk prediction model using a likelihood ratio statistic similar to Ankerst et al. (2008) and Gu and Pepe (2009), (Liu and Albert, 2014). A pattern mixture model framework to predict a dichotomous disease outcome from longitudinal biomarker data was proposed. The authors used Bayes’ theorem to estimate individual risk scores including a LR statistic as the combination rule. Covariate-specific combinations of biomarkers were covered, however, the purpose of Liu et al. was not to update an existing risk prediction tool with new information, but rather to combine multiple longitudinal biomarkers for improving predictive accuracy (Liu and Albert, 2014). Longitudinal marker levels had been previously analyzed similarly in LRs by Skates et al. using Markov chain Monte Carlo methods to obtain posterior probabilities within a Bayesian setting (Skates et al., 2001).

One aspect that could be investigated further is the flexibility of the methods that were
considered. Within the LR for LR-joint or LR-separate, for example, the covariates were included in a linear fashion in the logistic or linear regressions for the simulations. In practice, however, new continuous markers might not be normally distributed and the distribution of the new marker needs to be carefully evaluated. The new marker has to be modeled in each case separately by looking at the distribution and applying transformations when necessary. This is performed in Ankerst et al. (2008, 2012b, 2014) as well as model selection. In addition, more flexible ways could be considered, as for example splines, which were investigated in Nieboer et al. (2015). Nieboer et al. assessed the performance of different functions included in a regression model with respect to model performance as well as internal and external validation. They found that nonlinear models, which are more flexible, showed better performance in the scenario of internal validation. Yet, when comparing models with regard to external validation, the less flexible functions led to better performance (Nieboer et al., 2015). However, their investigations did not consider an updating setting, which was the focus of this thesis. Furthermore, more flexible approaches need to be investigated with great care. The simulations showed that letting the variances differ between cases and controls in the LR-separate, which makes this approach a bit more flexible than the LR-joint, already lead to overestimation in the highest risk decile in some settings, which did not appear for the LR-joint method.

3.4.6 Future directions

In the simulations presented in the previous sections, it was assumed that the new data as well as the validation data set come from the same underlying population as the original data set. This is a strong assumption and might not always hold in real world scenarios. Therefore, future investigations are needed referring to which method to use for a differing updating data set. Practically speaking, the new data set could come from a different country (as was the case in Grill et al. (2015a), Sweden and U.S.) or originate from a different ethnic group. The age structure in the SFCD and the PCPTRC population could be compared and if necessary methods using, for example, shrinkage or distance metrics could be developed and applied. Two approaches by Wiens et al. and Debray et al. investigated similar problems (Wiens et al., 2014, Debray et al., 2015). Wiens et al. investigated how to combine data from different hospitals with partly overlapping risk factors for prediction (Wiens et al., 2014). Debray et al. discussed the relatedness of a development and validation data set with respect to case-mix differences. They incorporated these differences into the interpretation of external validation results (Debray
et al., 2015). Approaches in these directions could be investigated to study scenarios where data sets originating from different populations are fused.

As the simulations revealed that conditioning on the predictors in the original model lead to less biased results, the detailed family history update could be extended by using multinominal models with 23 categories conditioning on age and race for estimating the LR. However, this has to be evaluated with care, since the large number of categories could lead to severe sparsity which could cause problems in estimating the model parameters. For the SNP update there are unfortunately no other covariates available. In addition, the simulations revealed that constraining the variances to be equal between cases and controls when estimating the LR lead to better model performance. Consequently the percent free PSA update in Ankerst et al. (2014) could be revisited. The LRs for the percent free update were obtained by fitting three normal linear regressions of log-base-2-transformed percent free PSA on the PCPT risk factors separately in the three outcome groups of low-grade, high-grade and no cancer. The simulation results suggest that fitting a single model and by that constraining the variances between the groups to be equal could lead to even better performance. The LR-joint method could also be extended by adding interaction terms between the disease outcome \( Y \) and the predictors \( X \) since this could possibly even better accommodate the dependence structure between the old and new predictors. Simulation studies would need to be performed to investigate these two extensions further.

The methods discussed here could be applied for updating prediction models for other cancer types, such as genetic variants or mammographic density in breast cancer. This is ongoing work in collaboration with the University of Texas Health Science Center at San Antonio.

### 3.5 Conclusions

The main conclusions of this thesis are summarized in the following.

- An update of detailed family history measures to the PCPTRC was provided. Measures of detailed family history have been shown to be independent predictors of prostate cancer also in combination with other common markers. Therefore, risk assessment can be improved by including this risk factor into medical decision making as part of the widely used PCPTRC. An advantage of detailed family history is that it is easily available and not cost intensive to collect compared to some molecular biomarkers, such as PSA or
genetic factors.

- An easy-to-use method for incorporating any group of SNPs into an existing risk prediction model was developed and is now available as an update to the PCPTRC. The meta-analysis of several GWASs yielded independent predictive effects of most of the 30 SNPs considered with respect to prostate cancer risk, one of the most common cancer types in men. Therefore, the immense investment in the discovery and validation of SNPs by GWASs can be translated to clinical practice and further validated by incorporation into existing risk tools.

- Validation of both updates in Grill et al. (2015a,b) is needed and hopefully achieved soon with online accessibility at www.myprostatecancerrisk.com.

- Simulation studies of six updating methods, including the one used in Grill et al. (2015a,b), revealed that it is desirable to account for dependence structures between the old and new predictors in the estimation of the LR if this is possible. A joint estimation of the probability densities in the LR in cases and controls is recommended. LR estimation under independence showed a large bias for strong dependence between old and new predictors for rare disease scenarios, which was, however, a lot less pronounced for the non-rare disease case.
4 Summary

Novel genetic markers as well as biomarkers for cancer risk prediction are discovered continuously, which leads to an increasing need for incorporating these new markers into existing risk prediction tools. Risk calculators are often built on very large cohorts, whereas new biomarkers are usually measured on different populations, such as small studies or population registries. The predictors in these populations might overlap only partly or not at all. This thesis investigated the fusion of different data sources using two applications that update the Prostate Cancer Prevention Trial Risk Calculator (PCPTRC) with new information. The PCPTRC was built on a large prevention trial and calculates the risk of detecting prostate cancer in case a biopsy were to be performed using six established risk factors.

The first application studied detailed family history of prostate cancer or breast cancer as predictors of prostate cancer from the Swedish Family Cancer Database, one of the world’s largest population registries. The study investigated different family history patterns distinguishing between age at diagnosis (younger or older than 60 years of age), first and second degree relatives as well as prostate and breast cancer history. The PCPTRC was then updated with detailed family history variables. In the second application, a meta-analysis was performed of 30 single-nucleotide polymorphisms (SNPs) that were multiply validated by genome wide association studies. Both, a meta-analysis technique assuming independence between SNPs and one incorporating linkage disequilibrium were developed.

In the case of both markers, detailed family history and SNPs, a Bayesian technique called the likelihood ratio (LR) was used to update the existing risk calculator with information on the two new markers. This technique allows the incorporation of any group of SNPs or detailed family history patterns. Both updates were made freely available under www.myprostatecancerrisk.com for physician and patient use as well as for research and validation purposes.

In addition to the two applications on prostate cancer risk, the LR-based method was investigated and compared in detail to other updating techniques by extensive synthetic and data-based simulations. Six different methods were studied: three different LR-based methods, one assuming independence and two incorporating dependence structures between the new and old predictors; one approach using an offset term for the original model; one including an additional shrinkage factor and one fitting a logistic regression to the new data only. Updating
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settings were studied when the new data arose from a cohort as well as a case-control study. Calibration of the new updated models and the variability of the predictions were assessed under various settings, including some that violate the underlying assumption of independence of new to old markers or of the distribution of the new marker. The synthetic simulations examined three different scenarios for the new marker: a binary marker, a normally distributed marker and a marker following a mixture of normal distributions. For the data-based simulations, two new markers for updating were considered: a binary (genotype) and a continuous (RNA-levels) variable. Moreover, a combination of both markers was investigated as well. Overall, the LR-based method that constrained the variances between cases and controls to be equal and incorporated a dependence structure between the new and old predictors showed the best performance.
5 Zusammenfassung


Die erste Fallstudie beschäftigte sich mit detaillierter Familienanamnese von Prostata- und Brustkrebs als Prädiktoren für Prostatekrebs. Die Daten stammen aus der Swedish Family Cancer Database, eines der größten Populationsregister weltweit. Es wurden verschiedene Muster der Familienanamnese im Bezug auf das Alter bei Diagnose (jünger oder älter als 60 Jahre), Anzahl an Verwandten ersten und zweiten Grades sowie Prostata- und Brustkrebs untersucht. Der PCPTRC wurde durch Variablen zur detaillierten Familienanamnese erweitert. In der zweiten Fallstudie wurde eine Metaanalyse von 30 Einzelnukleotid-Polymorphismen (SNPs) durchgeführt, welche von mehreren genomweiten Assoziationsstudien validiert wurden. Zwei Metaanalyse-Techniken wurden entwickelt, die erste nimmt Unabhängigkeit zwischen den einzelnen SNPs an und die zweite berücksichtigt Linkage Disequilibrium zwischen den SNPs.

Für die beiden Marker, detaillierte Familienanamnese und SNPs, wurde eine Bayessche Methode verwendet, welche mithilfe des Likelihood Ratios (LR) ein bestehendes Risikomodell um die Information über die neuen Marker erweitert. Diese Technik ermöglicht die Erweiterung des Risikomodells um jede beliebige Gruppe von SNPs oder Familienanamnese Variablen. Beide Updates sind unter www.myprostatecancerrisk.com frei zugänglich für behandelnde Ärzte, Patienten oder zu Forschungs- und Validierungszwecken.

Zusätzlich zu den beiden Fallstudien für Prostatakrebserkrankung, wurde die LR-basierte Methode durch umfangreiche synthetische und datenbasierte Simulationen im Detail untersucht und mit weiteren Methoden verglichen. Sechs verschiedene Methoden wurden untersucht: drei verschiedene LR-basierte Methoden, davon eine, die Unabhängigkeit annimmt und zwei, die
Zusammenfassung
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7 Appendix

7.1 Supporting tables

<table>
<thead>
<tr>
<th>Methods</th>
<th>Overall</th>
<th>$X_1 = 0$</th>
<th>$X_1 = 1$</th>
<th>$Z &lt; \text{median}$</th>
<th>$Z \geq \text{median}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR-joint</td>
<td>1.018</td>
<td>1.022</td>
<td>1.014</td>
<td>1.028</td>
<td>1.017</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.005)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>LR-separate</td>
<td>1.020</td>
<td>1.028</td>
<td>1.010</td>
<td>1.035</td>
<td>1.019</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.005)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>LR-ind</td>
<td>1.290</td>
<td>1.086</td>
<td>1.583</td>
<td>0.774</td>
<td>1.351</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.002)</td>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>LR-offset</td>
<td>1.118</td>
<td>0.950</td>
<td>1.360</td>
<td>1.046</td>
<td>1.127</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.005)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>LR-shrink</td>
<td>1.117</td>
<td>0.951</td>
<td>1.357</td>
<td>1.035</td>
<td>1.127</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.005)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>Logistic new</td>
<td>1.135</td>
<td>1.136</td>
<td>1.134</td>
<td>1.127</td>
<td>1.136</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.006)</td>
<td>(0.005)</td>
<td>(0.004)</td>
</tr>
</tbody>
</table>

(a) E/O ratios and standard errors in brackets

<table>
<thead>
<tr>
<th>Methods</th>
<th>Overall</th>
<th>$X_1 = 0$</th>
<th>$X_1 = 1$</th>
<th>$Z &lt; \text{median}$</th>
<th>$Z \geq \text{median}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR-joint</td>
<td>0.003</td>
<td>0.002</td>
<td>0.008</td>
<td>0.002</td>
<td>0.007</td>
</tr>
<tr>
<td>LR-separate</td>
<td>0.003</td>
<td>0.003</td>
<td>0.009</td>
<td>0.002</td>
<td>0.007</td>
</tr>
<tr>
<td>LR-ind</td>
<td>0.004</td>
<td>0.004</td>
<td>0.010</td>
<td>0.001</td>
<td>0.009</td>
</tr>
<tr>
<td>LR-offset</td>
<td>0.005</td>
<td>0.003</td>
<td>0.012</td>
<td>0.002</td>
<td>0.010</td>
</tr>
<tr>
<td>LR-shrink</td>
<td>0.005</td>
<td>0.003</td>
<td>0.013</td>
<td>0.002</td>
<td>0.010</td>
</tr>
<tr>
<td>Logistic new</td>
<td>0.005</td>
<td>0.005</td>
<td>0.018</td>
<td>0.002</td>
<td>0.011</td>
</tr>
</tbody>
</table>

(b) Standard deviations of $\bar{E}$

Table S1: Simulation results for updating based on case-control data for a continuous marker $Z$ following a mixture distribution of normals with $p = 4, P(X_i = 1) = 0.2, Z \sim 0.9N(\alpha_{10} + \alpha_{1}^T X, 1) + 0.1N(\alpha_{20} + \alpha_{2}^T X, 1), \alpha_{10} = 0, \alpha_1 = (0.7, 0.7, -0.7, -0.7)^T, \alpha_{20} = 0.5, \alpha_2 = (1, 1, -1, -1)^T, \beta_X = (0.5, 0.5, -0.5, -0.5)^T, \beta_Z = 1$ in Equation (3.15), $P(Y) = 0.05$. 
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### Overall Race IFNL4 HCV-RNA

<table>
<thead>
<tr>
<th>Methods</th>
<th>Caucasian</th>
<th>African American</th>
<th>ΔG/ΔG or ΔG/TT</th>
<th>TT/TT</th>
<th>&lt;median</th>
<th>≥median</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR-joint</td>
<td>1.002</td>
<td>1.008</td>
<td>0.986</td>
<td>0.994</td>
<td>1.010</td>
<td>1.042</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>LR-separate</td>
<td>1.031</td>
<td>1.057</td>
<td>0.957</td>
<td>0.999</td>
<td>1.060</td>
<td>1.086</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>LR-ind</td>
<td>1.113</td>
<td>1.220</td>
<td>0.798</td>
<td>0.929</td>
<td>1.275</td>
<td>1.146</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.002)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>LR-offset</td>
<td>0.999</td>
<td>1.061</td>
<td>0.818</td>
<td>0.995</td>
<td>1.030</td>
<td>0.994</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>LR-shrink</td>
<td>1.026</td>
<td>1.096</td>
<td>0.821</td>
<td>1.030</td>
<td>1.023</td>
<td>0.935</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.002)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Logistic new</td>
<td>1.000</td>
<td>0.999</td>
<td>1.003</td>
<td>0.996</td>
<td>1.003</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.006)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.003)</td>
</tr>
</tbody>
</table>

(a) E/O ratios and standard errors in brackets

Table S2: Simulation results for updating based on ViraHepC data for the cohort setting with both markers IFNL4 and HCV-RNA, \( P(Y) = 0.1 \).
7.2 Publications

The publications underlying this thesis, including supporting material, can be accessed via following links:

Grill et al. 2015a doi: http://dx.doi.org/10.1016/j.juro.2014.09.018

Grill et al. 2015b doi: http://dx.doi.org/10.1016/j.jclinepi.2015.01.006
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