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Abstract

We study the functional ARMA(p, q) and a corresponding approximating vector
model, based on functional PCA. We investigate the structure of the multivariate
vector process and derive conditions for the existence of a stationary solution to both
the functional and the vector model equation. We then use the stationary vector
process to predict the functional process, and compare the resulting predictor to
the functional best linear predictor proposed by [3]. We derive bounds for the error
due to dimension reduction. We conclude by applying functional ARMA processes
for the modelling and prediction of highway traffic data.

AMS 2010 Subject Classifications: primary: 62M20 secondary: 60G25
Keywords: FPCA, functional ARMA process, functional principal component analysis,
FTSA, functional time series analysis, prediction, projection, traffic data

1 Introduction
A macroscopic highway traffic model involves velocity, flow (number of vehicles passing a
reference point per unit of time) and density (number of vehicles on a given road segment).
The relation among these three variables can be depicted in diagrams of “velocity-flow
relation” and “flow-density relation”. The diagram of “flow-density relation” is also called
fundamental diagram of traffic flow and can be used to determine the capacity of a road
system and give guidance for inflow regulations or speed limits. Figures 1 and 2 depict
the “velocity-flow relation” and “flow-density relation” for traffic data provided by the
Autobahndirektion Südbayern. At a critical traffic density the state of flow will change
from stable to unstable. In Figure 2, the critical traffic density for traffic on highway A92
in southern Bavaria is depicted.

In this paper we develop a statistical model for traffic data and apply it to the above
data. As can be seen from Figure 4 and 5 the data show a certain pattern over the day,
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Figure 1: Velocity-flow relation on highway A92 in Southern Bavaria. Depicted are average
velocities per 3 min versus number of vehicles within these 3 min during the period 01/01/2014
0:00 to 30/06/2014 23:59.

Figure 2: Flow-density relation for the data from Figure 1.
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which we want to capture using tools from functional data analysis. The basic idea of
functional data analysis is to represent the very high-dimensional raw data by a random
function X(⋅), which in our case describes the traffic velocity over a day. In this paper
we do not focus on the transformation of discrete to functional data. For theoretical
considerations we work with data in functional form. For a sound introduction on the
transformation from vector observations to functions, we refer to [15]. We want to assess
temporal dependence between different days; i.e., our goal is a realistic time series model
for functional data, which captures the day to day dependence. We hope that our analysis
may support short term traffic regulation realised in real-time by electronic devices during
the day, which could benefit from a more precise day-to-day prediction.

From a statistical point of view we are mainly interested in the prediction of a func-
tional ARMA(p, q) process for arbitrary orders p, q. In scalar and multivariate time series
analysis there exist several prediction methods which can be easily implemented like the
Durbin-Levinson and the innovations algorithms (e.g see [6]). For functional time series,
[3] has proposed the functional best linear predictor for a general linear process. However,
implementation of the predictor is in general not feasible in practice, because explicit
formulas of the predictor can not be derived. The class of functional AR(p) models is
an exception. Functional autoregressive model of finite order are well studied (e.g. [3],
Chapter 3) and allow for a elaborate prediction theory. Two well known approaches are
presented in [3], Chapter 8 and [14]. The AR(1) model has also been applied for the
prediction of traffic data in [2].

In [1] a prediction algorithm is proposed, which combines the idea of functional prin-
cipal component analysis (FPCA) and functional time series analysis. The basic idea is
to reduce the infinite-dimensional functional data by FPCA to finite-dimensional vector
data. Thus, the prediction of the functional time series is transformed to the prediction
of a multivariate time series. In [1] this algorithm is used to predict linear functional time
series, with a focus on the functional AR(1) process for which bounds for the prediction
error are derived.

In this paper we focus on functional ARMA(p, q) processes. In a first step we obtain
a multivariate vector process by projection of the functional process X on the linear span
of the d most important eigenfunctions of the covariance operator of X. We derive condi-
tions such that the projected process follows a vector ARMA(p, q). If these assumptions
do not hold, we show that the projected process can at least be approximated by a vector
ARMA(p, q) process and assess the quality of the approximation. We then present condi-
tions such that both functional and multivariate vector process have a unique stationary
solution. This opens the way for prediction of functional ARMA(p, q) processes and we
discuss relevant methods. The prediction algorithm of [1] can be applied, and makes
sense under stationarity of the functional and the vector ARMA(p, q) process. We derive
bounds for the prediction error based on the multivariate vector process in comparison to
the functional best linear predictor derived by [3].

An extended simulation study can be found in [17], Chapter 5. It shows in particu-
lar that approximating the projection of functional ARMA processes by vector ARMA
processes is reasonable. This is seen by comparing the model fit based on AIC and BIC
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criteria. The simulation study also yields a more detailed assessment of the quality of
the functional predictor obtained by an extension of the algorithm [1] for different linear
processes.

Our paper is organised as follows. In Section 2 we introduce the necessary Hilbert
space theory and notation, which we use throughout. Here we present the Karhunen-
Loéve Theorem and describe the FPCA based on the functional covariance operator. We
also introduce the CVP method, which is used for truncation of the functional data. In
Section 3 we turn to functional time series models with special emphasis on ARMA(p, q)
processes. Section 3.1 is devoted to stationarity conditions for the functional ARMA(p, q)
model. In Section 3.2 we study the multivariate vector process obtained by projection of
the functional process on the linear span of the d most important eigenfunctions of the
covariance operator of X. We investigate its stationarity and prove that the multivariate
vector ARMA process approximates the functional ARMA process in a natural way. Sec-
tion 4 investigates the prediction algorithm for functional ARMA(p, q) processes invoking
the multivariate vector process and compares it to the functional best linear predictor.
Finally, in Section 5 we apply our results to a traffic dataset of velocity measurements
from 01/01/2014 to 30/06/2014 (obtained from the Autobahndirektion Südbayern) on a
highway in Southern Bavaria, Germany.

2 Methodology
We summarize some concepts we shall use throughout. For details and more background
see e.g. the monographs [3], [11] and [13]. Let H = L2 ([0,1]) be the real separable Hilbert
space of square integrable functions x ∶ [0,1]→ R with norm ∥x∥ = (∫

1
0 x

2(s)ds)1/2 gener-
ated by the inner product

⟨x, y⟩ ∶= ∫
1

0
x(t)y(t)dt, x, y ∈ L2 ([0,1]) . (2.1)

We shall often use Parseval’s equality, which ensures that for a countable orthonormal
basis (ei)i∈N,

⟨x, y⟩ =
∞

∑
i=1

⟨x, ei⟩⟨ei, y⟩, x, y ∈H.

We denote by L the space of bounded linear operators acting onH. If not stated differently,
we take the standard operator norm defined for a bounded operator Ψ ∈ L by ∥Ψ∥L ∶=
sup∥x∥≤1 ∥Ψ(x)∥.

A bounded linear operator Ψ is a Hilbert-Schmidt operator, if it is compact and for
every orthonormal basis (ei)i∈N of H,

∞

∑
i=1

∥Ψ(ei)∥2 <∞.

We denote by S the space of Hilbert-Schmidt operators acting on H, which is again a
separable Hilbert space equipped with the following inner product and corresponding
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Hilbert-Schmidt norm,

⟨Ψ1,Ψ2⟩S ∶=
∞

∑
i=1

⟨Ψ1(ei),Ψ2(ei)⟩ and ∥Ψ∥S ∶=
√

⟨Ψ,Ψ⟩
S
=

¿
ÁÁÀ

∞

∑
i=1

∥Ψ(ei)∥2 <∞. (2.2)

If Ψ is a Hilbert-Schmidt operator, then

∥Ψ∥L ≤ ∥Ψ∥S . (2.3)

Let BH be the Borel σ-algebra of subsets of H. All random functions are defined on
some probability space (Ω,A, P ) and are A − BH-measurable. Then the space of square
integrable random functions L2

H = L2
H(Ω,A, P ) is a Hilbert space with inner product

E ⟨X,Y ⟩ = E ∫
1

0 X(s)Y (s)ds for X,Y ∈ L2
H . We call such X an H-valued random function.

For X ∈ L2
H the functional mean of X is defined as

µ(t) ∶= E[X(t)], t ∈ [0,1]. (2.4)

W.l.o.g. we will assume throughout that µ ≡ 0.

Definition 2.1. The covariance operator CX of X acts on H and is defined as

CX ∶ x↦ E [⟨X,x⟩X] , x ∈H. (2.5)

More precisely,

CX(x)(t) = E [∫
1

0
X(s)x(s)dsX(t)] = ∫

1

0
E [X(t)X(s)]x(s)ds (2.6)

◻

CX is a symmetric, non-negative definite Hilbert-Schmidt operator with spectral rep-
resentation

CX(x) =
∞

∑
j=1
λj⟨x, νj⟩νj, x ∈H,

for eigenpairs (λj, νj)j∈N, where (νj)j∈N is an orthonormal basis of H and (λj)j∈N is a
sequence of positive real numbers such that ∑∞

j=1 λj <∞. When considering eigendecom-
positions, we will assume that the λj are ordered decreasingly, hence λi ≥ λk for i < k.
Every X ∈ L2

H can be represented as a linear combination of the eigenfunctions (νi)i∈Z of
the covariance operator CX . This is known as the Karhunen-Loéve representation.

Theorem 2.2 (Karhunen-Loéve Theorem). Suppose X ∈ L2
H with EX = 0, then

X =
∞

∑
i=1

⟨X,νi⟩νi, (2.7)

where (νi)i∈Z are the orthonormal eigenfunctions of the covariance operator C defined in
(2.5). The scalar products (⟨X,νi⟩)i∈Z have mean-zero, variance λi and are uncorrelated;
i.e., for all i, j ∈ Z, i ≠ j,

E ⟨X,νi⟩ = 0, E(⟨X,νi⟩ ⟨X,νj⟩) = 0 and E ⟨X,νi⟩2 = λi, (2.8)

where (λi)i∈Z are the eigenvalues of the covariance operator CX .
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The scalar products (⟨X,νi⟩)i∈Z defined in (2.7) are called the scores of X. By the last
equation in (2.8), we have

∞

∑
j=1
λj =

∞

∑
j=1
E ⟨X,νj⟩2 = E∥X∥2 <∞, X ∈ L2

H . (2.9)

Combining (2.8) and (2.9), every λj represents some proportion of the total variability of
X.

Remark 2.3. [The CVP method] For any integer d ∈ N, we consider the largest d eigen-
values λ1, . . . , λd of CX . The cumulative percentage of total variance CPV(d) is defined
as

CPV(d) ∶=
d

∑
j=1
λj /

∞

∑
j=1
λj. (2.10)

If we choose d ∈ N such that the CPV(d) exceeds a predetermined high value, then
λ1, . . . , λd or the corresponding ν1, . . . , νd explain most of the variability of X. In this
context ν1, . . . , νd are called the functional principal components (FPC’s). If we project
the H-valued random function X on the finite dimensional subspace of H, spanned by
the d most important eigenfunctions ν1, . . . , νd of the covariance operator of X, which we
denote by sp{ν1, . . . , νd}

Xd ∶=
d

∑
i=1

⟨X,νi⟩νi, (2.11)

then it contains most of the variability of X. ◻

3 Functional ARMA processes
In this section, we first introduce the functional ARMA(p, q) equations and derive suf-
ficient conditions for the equations to have a stationary and causal solution, which we
present. We then project the functional linear process on a finite dimensional subspace of
H. We approximate this finite dimensional process by a suitable vector ARMA(p, q) pro-
cess, and give conditions for the stationarity of this multivariate approximation. We also
give conditions on the functional ARMA model such that the projection of the functional
process on a finite dimensional space still follows an ARMA structure.

We start by defining functional white noise, which will be needed throughout the
paper.

Definition 3.1. [[3], Definition 3.1] Let (εn)n∈Z be a sequence of H-valued random vari-
ables.
(i) (εn)n∈Z is H-white noise (WN) if for all n ∈ Z, Eεn = 0, 0 < E∥εn∥2 = σ2

ε <∞, Cεn = Cε,
and if Cεn,εm(⋅) ∶= E [⟨εm, ⋅⟩ εn] = 0 for all n ≠m.
(ii) (εn)n∈Z is H-strong white noise (SWN), if for all n ∈ Z, Eεn = 0, 0 < E∥εn∥2 = σ2

ε <∞
and (εn)n∈Z is i.i.d. ◻

We assume throughout that (εn)n∈Z is WN with zero mean and E∥ε2
n∥ = σ2

ε <∞. When
SWN is required, this will be specified.
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3.1 Stationary functional ARMA processes
Formally we can define a functional ARMA process of arbitrary order.

Definition 3.2. Let (εn)n∈Z be WN as in Definition 3.1(i). Let furthermore φ1, . . . , φp,
θ1, . . . , θq ∈ L. Then a solution of

Xn =
p

∑
i=1
φi(Xn−i) +

q

∑
j=1
θj(εn−j) + εn, n ∈ Z, (3.1)

is called a functional ARMA(p, q) process. ◻

We will derive conditions such that (3.1) has a stationary solution. We begin with the
functional ARMA(1, q) process, and need the following assumption.

Assumption 3.3. There exists some j0 ∈ N such that ∥φj0∥L < 1.

Theorem 3.4. Under Assumption 3.3 there exists a unique stationary and causal solution
to (3.1) for p = 1 given by

Xn = εn + (φ + θ1)εn−1 + (φ2 + φθ1 + θ2)εn−2

+⋯ + (φq−1 + φq−2θ1 +⋯ + θq−1)εn−(q−1)

+
∞

∑
j=q

φj−q(φq + φq−1θ1 +⋯ + θq)εn−j

=
q−1

∑
j=0

(
j

∑
k=0
φj−kθk)εt−j +

∞

∑
j=q

φj−q(
q

∑
k=0

φq−kθk)εt−j, (3.2)

where φ0 = I denotes the identity operator in H. Furthermore, the series in (3.2) converges
almost surely and in L2

H .

For the proof we need the following lemma.

Lemma 3.5 ([3], Lemma 3.1). For every φ ∈ L the following two conditions are equivalent:

(i) There exists an integer j0 such that ∥φj0∥L < 1.

(ii) There exist a > 0 and 0 < b < 1 such that for every j ≥ 0, ∥φj∥L < abj.

Proof of Theorem 3.4. We follow the lines of the proof of Prop. 3.1.1 of [6] and Theorem 3.1
in [3]. First we prove the mean square convergence of the series in (3.2). Take m′ >m ≥ q
and consider the truncated series

X
(m)
n ∶= εn + (φ + θ1)εn−1 + (φ2 + φθ1 + θ2)εn−2

+⋯ + (φq−1 + φq−2θ1 +⋯ + θq−1)εn−(q−1)

+
m

∑
j=q

φj−q(φq + φq−1θ1 +⋯ + θq)εn−j. (3.3)

Define
β(φ, θ) ∶= φq + φq−1θ1 +⋯ + φθq−1θq ∈ L.
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Then for all m′ >m ≥ q, using that (εn)n∈Z is WN,

E∥X(m
′)

n −X(m)n ∥2 = E∥
m′

∑
j=m

φj−qβ(φ, θ)(εn−j)∥
2

=
m′

∑
j=m

m′

∑
k=m

E ⟨φj−qβ(φ, θ)(εn−j), φk−q(β(φ, θ)(εn−k)⟩

=
m′

∑
j=m

E ∥φj−qβ(φ, θ)(εn−j)∥
2

≤ E∥ε0∥2
m′

∑
j=m

∥φj−qβ(φ, θ)∥2
L

≤ σ2
ε

m′

∑
j=m

∥φj−q∥2
L
∥β(φ, θ)∥2

L.

Since φ ∈ L satisfies Lemma 3.5(i), and equivalently (ii), we obtain
∞

∑
j=0

∥φj∥2
L <

∞

∑
j=0
a2b2j = a2

1 − b2 <∞. (3.4)

Using (3.4) we get
m′

∑
j=m

∥φj−q∥2
L
∥β(φ, θ)∥2

L σ
2
ε ≤ ∥β(φ, θ)∥2

L σ
2
εa

2
m′

∑
j=m

b2(j−q) → 0, as m,m′ →∞.

By the Cauchy criterion, the series in (3.2) converges in mean square. To prove almost
sure convergence we verify that

∞

∑
j=1

∥φj−qβ(φ, θ)(εn−j)∥ <∞ a.s.

Since

E(
∞

∑
j=1

∥φj−qβ(φ, θ)(εn−j)∥ )
2
≤ (

∞

∑
j=1

∥φj−q∥
L
∥β(φ, θ)∥

L
)

2
E∥ε0∥2 = σ2

ε ∥β(φ, θ)∥
2
L

∞

∑
j=1

∥φj−q∥2
L
,

then by (3.4), we have

σ2
ε ∥β(φ, θ)∥

2
L
(
∞

∑
j=1

∥φj−q∥2
L)

2
= σ2

ε ∥β(φ, θ)∥
2
L
(
∞

∑
j=1
abj−q)

2
= σ2

ε ∥β(φ, θ)∥
2
L

a2

(1 − b)2 <∞.

Hence
E(

∞

∑
j=1

∥φj−qβ(φ, θ)(εn−j)∥ )
2
<∞.

Thus we obtain a.s. convergence of the series in (3.2). Note that (3.2) is stationary, since
its second order stucture only depends on (εn)n∈Z, which is WN.

In order to prove that (3.2) is a solution of (3.1) with p = 1, we plug (3.2) into (3.1),
and obtain for n ∈ Z,

Xn − φ(Xn−1) =
q−1

∑
j=0

(
j

∑
k=0

φj−kθk)εn−j +
∞

∑
j=q

φj−q(
q

∑
k=0
φq−kθk)εn−j
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− φ(
q−1

∑
j=0

(
j

∑
k=0
φj−kθk)εn−1−j +

∞

∑
j=q

φj−q(
q

∑
k=0

φq−kθk)εn−1−j). (3.5)

Now notice that the second term of the right-hand side can be written as

φ(
q−1

∑
j=0

(
j

∑
k=0
φj−kθk)εn−1−j +

∞

∑
j=q

φj−q(
q

∑
k=0

φq−kθk)εn−1−j)

=
q−1

∑
j=0

(
j

∑
k=0

φj+1−kθk)εn−1−j +
∞

∑
j=q

φj+1−q(
q

∑
k=0

φq−kθk)εn−1−j

=
q

∑
j′=1

(
j′−1

∑
k=0

φj
′−kθk)εn−j′ +

∞

∑
j′=q+1

φj
′−q(

q

∑
k=0
φq−kθk)εn−j′

=
q

∑
j′=1

(
j′

∑
k=0
φj

′−kθk − φj
′−j′θj′)εn−j′ +

∞

∑
j′=q+1

φj
′−q(

q

∑
k=0

φq−kθk)εn−j′

=
q

∑
j′=1

(
j′

∑
k=0

φj
′−kθk)εn−j′ +

∞

∑
j′=q+1

φj
′−q(

q

∑
k=0

φq−kθk)εn−j′ −
q

∑
j′=1

θj′εn−j′ .

Hence, comparing the sums in (3.5), the only remaining terms are

Xn − φ(Xn−1) = εn −
q

∑
k=0
φq−kθkεn−q +

q

∑
j′=1

θj′εn−j′ +
q

∑
k=0

φq−kθkεn−q

= εn +
q

∑
j′=1

θj′εn−j′ , n ∈ Z,

which shows that (3.2) is a solution of equation (3.1) with p = 1. Finally we prove the
uniqueness of the solution. Assume that there is another stationary solution X ′

n of (3.1).
Iteration gives (cf. [16], eq. (4)) for all r > q,

X ′
n =

q−1

∑
j=0

(
j

∑
k=0

φj−kθk)εn−j +
r−1
∑
j=q

φj−q(
q

∑
k=0

φq−kθk)εn−j

+
q−1

∑
j=0
φr+j−q(

q

∑
k=j+1

φq−kθk)εn−(r+j) + φrX ′
n−r

Therefore, with X(r) as in (3.3), for r > q,

E∥X ′
n −X

(r)
n ∥2 = E∥

q−1

∑
j=0
φr+j−q (

q

∑
k=j+1

φq−kθk)εn−(r+j) + φrX ′
n−r∥

2

≤ 2E∥
q−1

∑
j=0
φr+j−q (

q

∑
k=j+1

φq−kθk)εn−(r+j)∥
2
+ 2 E ∥φr(X ′

n−r)∥
2

Since (εn)n∈Z is WN, and using the linearity of the operators

E∥X ′
n −X

(r)
n ∥2 ≤ 2∥φr−q∥2

L (
q−1

∑
j=0

∥φj∥L)
2(

q

∑
k=j+1

∥φq−kθk∥L)
2
E∥εn−(r+j)∥2 + 2∥φr∥2

LE∥(X ′
n−r)∥2
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By stationarity of (Xn)n∈Z and (εn)n∈Z, the boundedness of φ and θj, j = 1, . . . , q and by
condition (ii) of Lemma 3.5,

E∥X ′
n −X

(r)
n ∥2 → 0, r →∞.

Thus X ′
n is equal in L2

H to the limit of X(r)n , hence to Xn, which proves uniqueness. ◻

Remark 3.6. Spangenberg [16] derived a strictly stationary, not necessarily causal so-
lution of a functional ARMA(p, q) equation in Banach spaces under minimal conditions.
He thus extended known results considerably. ◻

For a functional ARMA(p, q) process we use the state space representation

⎛
⎜⎜⎜⎜
⎝

Xn

Xn−1

⋮
Xn−p+1

⎞
⎟⎟⎟⎟
⎠

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Yn

=

⎛
⎜⎜⎜⎜
⎝

φ1 ⋯ φp−1 φp
I 0

⋱ ⋮
I 0

⎞
⎟⎟⎟⎟
⎠

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
φ̃

⎛
⎜⎜⎜⎜
⎝

Xn−1

Xn−2

⋮
Xn−p

⎞
⎟⎟⎟⎟
⎠

´¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¶
Yn−1

+
q

∑
j=0

⎛
⎜⎜⎜⎜
⎝

θj 0 ⋯ 0
0 0 ⋮
⋮ ⋱
0 0

⎞
⎟⎟⎟⎟
⎠

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
θ̃j

⎛
⎜⎜⎜⎜
⎝

εn−j
0
⋮
0

⎞
⎟⎟⎟⎟
⎠

,

´¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¶
δn−j

(3.6)

where θ0 = I, and I and 0 in (3.6) denote the indentity and zero operators, respectively.
We summarize this as

Yn = φ̃ (Yn−1) +
q

∑
j=0
θ̃j(δn−1), n ∈ Z. (3.7)

Since the Xn and εn take values in H, Yn and δn take values in the product Hilbert space
Hp ∶= (L2([0,1]))p with inner product and norm given by

⟨x, y⟩p ∶=
p

∑
j=1

⟨xj, yj⟩ , and ∥x∥p ∶=
√

⟨x, y⟩p. (3.8)

We denote by L(Hp) the space of bounded linear operators acting on Hp, the operator
norm of φ̃ ∈ L(Hp) is defined by ∥φ̃∥L ∶= sup∥x∥p≤1 ∥φ̃(x)∥p.
(δn)n∈Z is WN in Hp. Let P1 be the projection of Hp on H defined as

P1(x1, . . . , xn) = x1, (x1, . . . , xn) ∈Hp. (3.9)

Assumption 3.7. There exists some j0 ∈ N such that φ̃ as in (3.6) satisfies ∥φ̃j0∥L < 1.

Since the proof of Theorem 3.4 works in arbitrary Hilbert spaces, using the state space
representation of a functional ARMA(p, q) in H as a functional ARMA(1, q) in Hp, we
get the following theorem as a consequence of Theorem 3.4.

Theorem 3.8. Under Assumption 3.7 there exists a unique stationary and causal solution
to the functional ARMA(p, q) equations (3.1). The solution can be written as Xn = P1Yn,
where Yn is the solution to the state space equation (3.7), given by

Yn = δn + (φ̃ + θ̃1)δn−1 + (φ̃2 + φ̃ θ̃1 + θ̃2)δn−2

10



+⋯ + (φ̃ q−1 + φ̃ q−2 θ̃1 +⋯ + θ̃q−1)δn−(q−1)

+
∞

∑
j=q

φ̃ j−q(φ̃ q + φ̃ q−1 θ̃1 +⋯ + θ̃j)δn−j,

=
q−1

∑
j=0

(
j

∑
k=0
φ̃j−kθ̃k)δt−j +

∞

∑
j=q

φ̃j−q(
q

∑
k=0

φ̃q−k θ̃k)δt−j (3.10)

where φ̃0 denotes the identity operator in Hp and Yn, δn, φ̃ and θ̃j are defined in (3.7).
Furthermore, the series converges almost surely and in L2

H .

3.2 The multivariate vector ARMA(p, q) process
We project the functional ARMA(p, q) process on a finite dimensional subspace of H,
spanned by the d most important eigenfunctions ν1, . . . , νd of the covariance operator of
X, which we denote by sp{ν1, . . . , νd}. With the CPV-method from Remark 2.3 we choose
d ∈ N such that most of the variability of the stationary functional time series variables
can be explained by ν1, . . . , νd. Recalling the concept of functional principal components
of (2.11) we consider the projection on sp{ν1, . . . , νd}

Xn,d = Psp{ν1,...,νd}Xn =
d

∑
i=1

⟨Xn, νi⟩νi. (3.11)

In what follows, we are interested in

Xn ∶= (⟨Xn, ν1⟩ , . . . , ⟨Xn, νd⟩)⊺ . (3.12)

Due to its finite dimensionality Xn is isomorph to Xn,d.

Remark 3.9. We will in the following assume that the eigenfunctions of the covariance
operators are known. In practice, this is of course not the case, and the eigenfunctions
that show up in the following have to replaced by their empirical counterpart. Our results
remain unchanged, except that we need stronger assumptions on the innovation process
(εn)n∈Z to ensure consistency of the estimators. For details on the estimation of covariance
operators and their eigenelements in the case of dependent data we refer to [10]. ◻

A first result concerns the projection of the WN (εn)n∈Z on sp{ν1, . . . , νd}, which we
will need throughout.

Lemma 3.10. Let (ei)i∈Z be an arbitrary orthonormal basis of H. For d ∈ N, we define
the d-dimensional vector process

Zn ∶= (⟨εn, e1⟩ , . . . , ⟨εn, ed⟩)⊺, n ∈ Z. (3.13)

(i) If (εn)n∈Z is WN as in Definition 3.1(i), then (Zn)n∈N is d-dimensional WN.
(ii) If (εn)n∈Z is SWN as in Definition 3.1(ii), then (Zn)n∈N is d-dimensional SWN.
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As in Section 3.1 we start with the functional ARMA(1, q) process for q ∈ N and are
interested in the dynamics of (Xn,d)n∈Z of (3.11) for fixed d ∈ N. For every l ∈ Z, using the
model equation (3.1) with p = 1, we get

⟨Xn, νl⟩ = ⟨φ(Xn−1), νl⟩ +
q

∑
j=0

⟨θj(εn−j), νl⟩ , l ∈ Z. (3.14)

For every l we expand ⟨φ(Xn−1), νl⟩, using that (νl)l∈Z is a ONB of H

⟨φ(Xn−1), νl⟩ = ⟨φ(
∞

∑
l′=1

⟨Xn−1, νl′⟩νl′), νl⟩ =
∞

∑
l′=1

⟨φ(νl′), νl⟩ ⟨Xn−1, νl′⟩ ,

and ⟨θj(εn−j), νl⟩ for j = 1, . . . , q as

⟨θj(εn−j), νl⟩ = ⟨θj(
∞

∑
l′=1

⟨εn−j, νl′⟩νl′), νl⟩ =
∞

∑
l′=1

⟨θj(νl′), νl⟩ ⟨εn−j, νl′⟩ .

In order to derive the d-dimensional vector process (Xn)n∈Z, for notational ease, we restrict
a precise presentation to the ARMA(1,1) model. The presentation of the ARMA(1, q)
model is an obvious extension.

For q = 1, with θ0 = I and θ1 = θ, in matrix form (3.14) is given by

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

⟨Xn, ν1⟩
⋮

⟨Xn, νd⟩
⟨Xn, νd+1⟩

⋮

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⟨φ (ν1) , ν1⟩ . . . ⟨φ (νd) , ν1⟩ ⟨φ (νd+1) , ν1⟩ . . .

⋮ ⋱ ⋮ ⋮ ⋱
⟨φ (ν1) , νd⟩ . . . ⟨φ (νd) , νd⟩ ⟨φ (νd+1) , νd⟩ . . .

⟨φ (ν1) , νd+1⟩ . . . ⟨φ (νd) , νd+1⟩ ⟨φ (νd+1) , νd+1⟩ . . .

⋮ ⋱ ⋮ ⋮ ⋱

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

⟨Xn−1, ν1⟩
⋮

⟨Xn−1, νd⟩
⟨Xn−1, νd+1⟩

⋮

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

+

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

⟨εn, ν1⟩
⋮

⟨εn, νd⟩
⟨εn, νd+1⟩

⋮

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⟨θ (ν1) , ν1⟩ . . . ⟨θ (νd) , ν1⟩ ⟨θ (νd+1) , ν1⟩ . . .

⋮ ⋱ ⋮ ⋮ ⋱
⟨θ (ν1) , νd⟩ . . . ⟨θ (νd) , νd⟩ ⟨θ (νd+1) , νd⟩ . . .

⟨θ (ν1) , νd+1⟩ . . . ⟨θ (νd) , νd+1⟩ ⟨θ (νd+1) , νd+1⟩ . . .

⋮ ⋱ ⋮ ⋮ ⋱

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

⟨εn−1, ν1⟩
⋮

⟨εn−1, νd⟩
⟨εn−1, νd+1⟩

⋮

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

(3.15)

We simplify the notation in (3.15) by summarizing vectors and matrices to

(Xn

X∞
n

) = [ Φ Φ∞

⋮ ⋮
](Xn−1

X∞
n−1

) + (En

E∞
n

) + [ Θ Θ∞

⋮ ⋮
](En−1

E∞
n−1

) , (3.16)

where

En ∶= (⟨εn, ν1⟩ , . . . , ⟨εn, νd⟩)⊺ ,
X∞
n ∶= (⟨Xn, νd+1⟩ , . . . )⊺ ,

E∞
n ∶= (⟨εn, νd+1⟩ , . . . )⊺ .
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The operators Φ and Θ in (3.16) are d×d matrices with entries ⟨φ(νl′), νl⟩ and ⟨θ(νl′), νl⟩
in the l-th row and l′-th column, respectively. Φ∞ and Θ∞ are d×∞ matrices with ll′-th
entries ⟨φ(νl′+d), νl⟩ and ⟨θ(νl′+d), νl⟩, respectively.

By (3.16), we write the d-dimensional vector equation

Xn = ΦXn−1 +En +ΘEn−1 +∆n−1, n ∈ Z, (3.17)

where

∆n−1 ∶= Φ∞X∞
n−1 +Θ∞E∞

n−1. (3.18)

By Lemma 3.10 (En)n∈Z is d-dimensional WN. Note that ∆n−1 in (3.18) is a d-dimensional
vector with l-th component

(∆n−1)l =
∞

∑
l′=d+1

⟨φ(νl′), νl⟩ ⟨Xn−1, νl′⟩ +
∞

∑
l′=d+1

⟨θ (νl′) , νl⟩ ⟨εn−1, νl′⟩ . (3.19)

Thus, the “error term” ∆n−1 depends on Xn−1, and the vector process (Xn)n∈Z in (3.17)
is in general not a vector ARMA(1,1) process with innovations (En)n∈Z. However, we can
use a vector ARMA model as an approximation to (Xn)n∈Z, where we can make ∆n−1

arbitrarily small by increasing the dimension d.

Lemma 3.11. Let ∥⋅∥2 denote the Euclidean norm in Rd, and let the d-dimensional vector
∆n−1 be defined as in (3.18). Then E∥∆n−1∥2

2 is bounded and tends to 0 as d→∞.

Proof. Using (3.18) we obtain

E∥∆n−1∥2
2 = E∥Φ∞X∞

n−1 +Θ∞E∞
n−1∥2

2 ≤ 2 (E∥Φ∞X∞
n−1∥2

2 +E∥Θ∞E∞
n−1∥2

2) . (3.20)

We estimate the two parts E∥Φ∞X∞
n−1∥2

2 and E∥Θ∞E∞
n−1∥2

2 separately. By (3.19), we have
(using Parseval’s identity in the third line),

E∥Φ∞X∞
n−1∥2

2 = E[
d

∑
l=1

(
∞

∑
l′=d+1

⟨φ(νl′)⟨Xn−1, νl′⟩, νl⟩ )
2
]

≤ E[
∞

∑
l=1

⟨
∞

∑
l′=d+1

φ(νl′)⟨Xn−1, νl′⟩, νl⟩
2
]

= E∥
∞

∑
l′=d+1

⟨Xn−1, νl′⟩φ(νl′)∥
2

= E⟨
∞

∑
l=d+1

⟨Xn−1, νl⟩φ(νl),
∞

∑
l′=d+1

⟨Xn−1, νl′⟩φ(νl′)⟩.

By the Karhunen-Loéve Theorem (Theorem 2.2) the scores (⟨Xn−1,l, νl⟩)l∈Z are uncorre-
lated. Thus,

E∥Φ∞X∞
n−1∥2

2 ≤ E [
∞

∑
l′=d+1

⟨Xn−1, νl′⟩2 ∥φ(νl′)∥2] =
∞

∑
l′=d+1

E (⟨Xn−1, νl′⟩)2 ∥φ(νl′)∥2
.
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Since by (2.8) we have E⟨Xn−1, νl′⟩2 = λl′ , we get
∞

∑
l′=d+1

E (⟨Xn−1, νl′⟩)2 ∥φ(νl′)∥2 =
∞

∑
l′=d+1

λl′∥φ∥2
L∥νl′∥2 ≤ ∥φ∥2

L

∞

∑
l′=d+1

λl′ . (3.21)

The bound for E∥Θ∞E∞
n−1∥2

2 can be obtained in exactly the same way, and we get

E∥Θ∞E∞
n−1∥2

2 ≤
∞

∑
l′=d+1

E⟨εn−1, νl′⟩2 ∥θ(νl′)∥2 ≤ ∥θ∥2
L

∞

∑
l′=d+1

E⟨⟨εn−1, νl′⟩εn−1, νl′⟩

= ∥θ∥2
L

∞

∑
l′=d+1

⟨Cε(νl′), νl′⟩, (3.22)

where Cε is the covariance operator of the WN. As a covariance operator, it has finite
nuclear operator norm ∥Cε∥N ∶= ∑∞

l′=1⟨Cε(νl′), νl′⟩ <∞. Hence, ∑∞
l′=d+1⟨Cε(νl′), νl′⟩ → 0 for

d→∞. Combining (3.20), (3.21) and (3.22) we find that E∥∆n−1∥2
2 is bounded and tends

to 0 as d→∞.

The proof of bounding E∥∆n−1∥2
2 is analogous in the ARMA(1, q) case. We now sum-

marize our findings in the case of a functional ARMA(1, q) process.

Theorem 3.12. Consider a functional ARMA(1, q) process such that Assumption 3.3
holds. For d ∈ N the vector process Xn ∶= (⟨Xn, ν1⟩ , . . . , ⟨Xn, νd⟩)⊺ has the representation

Xn = ΦXn−1 +En +
q

∑
j=1

ΘqEn−1 +∆n−1, n ∈ Z, (3.23)

where
∆n−1 ∶= Φ∞X∞

n−1 +
q

∑
j=1

Θ∞
j En−j

and all quantities are defined analogously to (3.12), (3.17), and (3.18). Define

X̌n = ΦX̌n−1 +En +
q

∑
j=1

ΘjEn−j, n ∈ Z. (3.24)

Then both the functional ARMA(1, q) process (Xn)n∈Z in (3.1) and the d-dimensional
vector process (X̌n)n∈Z in (3.24) have a unique stationary and causal solution.

Moreover E∥∆n−1∥2
2 is bounded and tends to 0 as d→∞.

Proof. Recall that the d × d matrix Φ of the vector process (3.24) (see (3.15) and (3.16))
has representation

Φ =
⎛
⎜⎜
⎝

⟨φ (ν1) , ν1⟩ . . . ⟨φ (νd) , ν1⟩
⋮ ⋱ ⋮

⟨φ (ν1) , νd⟩ . . . ⟨φ (νd) , νd⟩

⎞
⎟⎟
⎠
.

In order to show that (3.24) has a stationary solution, by Theorem 11.3.1 of [6], it suffices
to prove that every eigenvalue λk of Φ with corresponding eigenvector ak = (ak,1, . . . ,ak,d),
k = 1, . . . , d of Φ satisfies ∣λk∣ < 1. Note that ∣λk∣ < 1 is equivalent to ∣λj0k ∣ < 1, for all
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j0 ∈ N. Let ak = ak,1ν1 + ⋅ ⋅ ⋅ + ak,dνd, and ∥ak∥ = ∑dl=1⟨ak,νl
⟩2 = ∑dl=1 a2

k,l = ∥ak∥2 = 1 for all
1 ≤ k ≤ d. With the orthogonality of ν1, . . . , νd, ∥Φak∥2

2 = ∑dl=1 (∑dl′=1⟨φνl′ , νl⟩ak,l)
2 and,

defining Ad = {ν1, . . . , νd}, we calculate

∥PAd
φPAd

ak∥2 = ∥
d

∑
l=1

⟨φPAd
ak, νl⟩νl∥2

=
d

∑
l=1

⟨φ(
d

∑
l′=1

ak,l′νl′), νl⟩
2∥νl∥2

=
d

∑
l=1

(
d

∑
l′=1

ak,l′⟨φνl′ , νl⟩)
2 = ∥Φak∥2

2

Hence, for j0 as in Assumption 3.3,

∣λj0k ∣ = ∥λj0k ak∥2 = ∥Φj0ak∥2 = ∥(PAd
φPAd

)j0(ak)∥ ≤ ∥(PAd
φPAd

)j0∥
L
∥ak∥ ≤ ∥φj0∥L < 1,

which finishes the proof.

In order to extend approximation (3.24) of a functional ARMA(1, q) process to a
functional ARMA(p, q) process we use again the state space representation (3.7) given by

Yn = φ̃(Yn−1) +
q

∑
j=0
θ̃j(δn−j), n ∈ Z,

where θ̃0 = I, Yn, φ̃, θ̃ and δn are defined as in Theorem 3.8 and take values in Hp =
(L2([0,1]))p; see (3.8).

Theorem 3.13. Consider the functional ARMA(p, q) process as defined in (3.1) such
that Assumption 3.7 holds. Then for d ∈ N the vector process

Xn ∶= (⟨Xn, ν1⟩ , . . . , ⟨Xn, νd⟩)⊺ (3.25)

has representation

Xn =
p

∑
i=1

ΦiXn−i +En +
q

∑
j=1

ΘqEn−j +∆n−1, n ∈ Z, (3.26)

where
∆n−1 ∶=

p

∑
i=1

Φ∞
i X∞

n−i +
q

∑
j=1

Θ∞
j En−j

and all quantities are defined analogously to (3.12), (3.17), and (3.18). Define

X̌n =
p

∑
i=1

ΦiX̌n−i +En +
q

∑
j=1

ΘqEn−1, n ∈ Z. (3.27)

Then both the functional ARMA(p, q) process (Xn)n∈Z in (3.1) and the d-dimensional
vector process (X̌n)n∈Z in (3.27) have a unique stationary and causal solution.

Moreover E∥∆n−1∥2
2 is bounded and tends to 0 as d→∞.
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We are now interested in conditions for (Xn)n∈Z actually following a vector ARMA(p, q)
model. A trivial condition is that the projection of φi and θj on A⊥d, the orthogonal com-
plement of Ad = sp{ν1, . . . , νd}, satisfies

PA⊥
d
φiPA⊥

d
= PA⊥

d
θjPA⊥

d
= 0 (3.28)

for all i = 1, . . . , p and j = 1, . . . , q. Then the vector process X̌n ≡ Xn for all n ∈ Z.
However, as we show next, assumptions on the moving average parameters are actually

not required. We start with a well known result that characterises vector MA processes.

Lemma 3.14 ([6], Proposition 3.2.1). If (Xn)n∈Z is a stationary vector process with au-
tocovariance function CXh,X0 = E[XhX⊺

0] with CXq ,X0 ≠ 0 and CXh,X0 = 0 for ∣h∣ > q, then
(Xn)n∈Z is a vector MA(q).

Proposition 3.15. Denote again by Ad ∶= sp{ν1, . . . , νd}, and by A⊥d its orthogonal com-
plement. If PA⊥

d
φiPA⊥

d
= 0 for all i = 1, . . . , p, then the d-dimensional process (Xn)n∈Z in

(3.26) is a vector ARMA(p, q) process.

Proof. Since φi for i = 1, . . . , p only acts on Ad, from (3.26) we get

Xn =
p

∑
i=1

ΦiXn−i +En +
q

∑
j=1

ΘjEn−j +∆n−1

=
p

∑
i=1

ΦiXn−i +En +
q

∑
j=1

ΘjEn−j +
q

∑
j=1

Θ∞
j E∞

n−j, n ∈ Z.

Hence, in order to show that (Xn)n∈Z follows an ARMA(p, q) process, we have to show
that

Yn ∶= En +
q

∑
j=1

ΘjEn−j +
q

∑
j=1

Θ∞
j E∞

n−j, n ∈ Z,

follows an vector MA(q) model. According to Lemma 3.14, it is sufficient to show that
(Yn)n∈Z is stationary and has an appropriate autocovariance structure. Defining (with
θ0 = I)

Yn ∶=
q

∑
j=0
θj(εn−j), n ∈ Z,

observe that Yn = (⟨Yn, ν1⟩, . . . , ⟨Yn, νd⟩) is isomorph to PAd
Yn = ∑dj=1⟨Yn, νj⟩νj for all

n ∈ Z. Hence, stationarity of (Yn)n∈Z immediately follows from the stationarity of (Yn)n∈Z.
Furthermore,

E[PAd
Yh⟨PAd

Y0, ⋅⟩] = PAd
E[Yh⟨Y0, ⋅⟩]PAd

= PAd
CYh,Y0PAd

.

But since (Yn)n∈Z is a functional MA(q) process, CYh,Y0 = 0 for ∣h∣ > q. Due to the relation
between PAd

Yn and Yn, we also have CYh,Y0 = 0 for ∣h∣ > q and, hence, (Yn)n∈Z is a vector
MA(q).
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4 Prediction of functional ARMA process
We derive the best linear predictor of a functional ARMA(p, q) process (Xn)n∈Z based
on X1, . . . ,Xn, defined as in (3.26). We then compare the vector best linear predictor to
the functional best linear predictor based on X1, . . . ,Xn and show that, under regularity
conditions, the difference is bounded and tends to 0 as d tends to infinity.

4.1 Prediction based on the vector process
In finite dimensions, the concept of a best linear predictor is well studied. For a d-
dimensional stationary time series (Xn)n∈Z we denote the “matrix linear span” of X1, . . . ,Xn

by

M1 ∶= {
n

∑
i=1

AniXi ∶ Ani are real d × d matrices, i = 1, . . . , n}. (4.1)

Then the vector best linear predictor X̂n+1 of Xn+1 based on X1, . . . ,Xn is defined as the
projection of Xn+1 on M1; i.e.,

X̂n+1 ∶= PM1Xn+1. (4.2)

Its properties are given by the projection theorem (e.g. Theorem 2.3.1 of [6]) and are
summarized as follows.

Remark 4.1. Recall that ∥ ⋅ ∥2 denotes the Euclidean norm in Rd and ⟨ , ⟩Rd the corre-
sponding scalar product.
(i) E⟨Xn+1 − X̂n+1,Y⟩Rd = 0 for all Y ∈ M1.
(ii) X̂n+1 is the unique element in M1 such that E∥Xn+1−X̂n+1∥2

2 = infY∈M1 E∥Yn+1−Y∥2
2.

(iii) M1 is a linear subspace of Rd. ◻

In analogy to the prediction algorithm suggested in [1], a method for finding the best
linear predictor of Xn+1 based on X1, . . . ,Xn is the following:

Algorithm1:

(1) Select the number d of FPC’s by the CPV-method (Remark 2.3) such that most of
the data variability can be explained by ν1, . . . , νd. Compute the FPC scores ⟨Xk, νl⟩
for l = 1, . . . , d and k = 1, . . . , n by projecting each Xk for k = 1, . . . , n on ν1, . . . , νd.
We summarize the scores in the vector

Xk ∶= (⟨Xk, ν1⟩ , . . . , ⟨Xk, νd⟩), k = 1, . . . n. (4.3)

(2) Now we consider the d-dimensional vectors X1, . . . ,Xn. Using (4.2), we compute the
best vector linear predictor of Xn+1 that we denote by

X̂n+1 = ( ̂⟨Xn+1, ν1⟩, . . . , ̂⟨Xn+1, νd⟩)⊺.
1The first and the third step in the algorithm can be implemented in R with the package fda, and the

second step can be achieved with the R package mts.
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(3) Finally, we re-transform the best vector linear predictor X̂n+1 into a functional form
X̂n+1 by the truncated Karhunen-Loéve representation:

X̂n+1 ∶= ̂⟨Xn+1, ν1⟩ν1 + ⋅ ⋅ ⋅ + ̂⟨Xn+1, νd⟩νd = (ν1, . . . , νd) X̂n+1. (4.4)

In [1] the resulting predictor (3) is compared to the functional best linear predictor for
functional AR(1) processes.

Our goal is to extend these results to functional ARMA(p, q) processes. However, when
moving away from autoregressive models, the best linear predictor is no longer directly
given by the process. Therefore, we start by recalling the notion of best linear predictors
in Hilbert spaces.

4.2 Functional best linear predictor
We introduce to our setting the functional best linear predictor X̂n+1 of Xn+1 based on
X1, . . . ,Xn proposed in [5], whose notation we also use. It is the projection of Xn+1 on a
large enough subspace of L2

H containing X1, . . . ,Xn. More formally, we use the concept of
L-closed subspaces as in Definition 1.1 in [3].

Definition 4.2. Recall that L denotes the space of bounded linear operators acting on
H. We call G an L-closed subspace (LCS) of L2

H , if
(1) G is a Hilbertian subspace of L2

H .
(2) If X ∈ G and g ∈ L, then gX ∈ G. ◻

We define

X(n) ∶= (Xn, . . . ,X1). (4.5)

By Theorem 1.8 of [3] the LCS G ∶= GX(n) generated by X(n) is the closure of G′

X(n) ,
where

G′

X(n) ∶= {gnX(n) ∶ gn ∈ L(Hn,H) }. (4.6)

The functional best linear predictor X̂G
n+1 of Xn+1 is defined as the projection of Xn+1 on

G, which we write as
X̂G
n+1 ∶= PGXn+1 ∈ G. (4.7)

Its properties are given by the projection theorem (e.g. Theorem 2.3.1 of [6]) and are
summarized as follows.

Remark 4.3. (i) E⟨Xn+1 − X̂G
n+1, Y ⟩ = 0 for all Y ∈ G.

(ii) X̂G
n+1 is the unique element in G such that E∥Xn+1 − X̂G

n+1∥2 = infY ∈GE∥Xn+1 − Y ∥2.

(iii) The mean squared error of the functional best linear predictor X̂G
n+1 will be denoted

by
σ2
n ∶= E∥Xn+1 − X̂G

n+1∥2. (4.8)

◻
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Note that, since G′

X(n) is not closed in general (cf. [5], Proposition 2.1), X̂G
n+1 is not

necessarily of the form X̂G
n+1 = gnX(n) for some gn ∈ L(Hn,H), where L(Hn,H) denotes

the space of bounded linear operators from Hn to H. However, the following Proposition
gives necessary and sufficient conditions for X̂G

n+1 to be represented in terms of bounded
linear operators.

Proposition 4.4 (Proposition 2.2, [5]). The following statements are equivalent:
(i) There exists some g0 ∈ L(Hn,H) such that CX(n),Xn+1 = g0CX(n).
(ii) PGXn+1 = g0X(n) for some g0 ∈ L(Hn,H).

We now formulate conditions for X̂G
n+1 to have the representation X̂G

n+1 = snX(n) for
some Hilbert-Schmidt operator sn from Hn to H (sn ∈ S(Hn,H)).

Proposition 4.5. The following statements are equivalent:
(i) There exists some s0 ∈ S(Hn,H) such that CX(n),Xn+1 = s0CX(n).
(ii) PGXn+1 = s0X(n) for some s0 ∈ S(Hn,H).

Proof. The proof is similar to the proof of Proposition 4.4. Assume there exists some
s0 ∈ S(Hn,H), such that CX(n),Xn+1 = s0CX(n) .
Then, since CX(n),s0X(n) = E[s0X(n)⟨X(n), ⋅⟩] = s0CX(n) , we have

CX(n),Xn+1−s0X(n) = 0.

Therefore Xn+1 − s0(X(n)) ⊥X(n) and hence Xn+1 − s0(X(n)) ⊥ G which gives (ii).
For the reverse, note that (ii) implies

CX(n),Xn+1−s0X(n) = CX(n),Xn+1−PGXn+1 = 0.

Hence CX(n),Xn+1 = CX(n),s0X(n) = s0CX(n) , which finishes the proof.

We will proceed with examples of processes where Proposition 4.4 or Proposition 4.5
applies.

Example 4.6. Let (Xn)n∈Z be a stationary and invertible functional linear process, such
that

Xn = εn +
∞

∑
j=1
πj(Xn−j), n ∈ Z,

where (εn)n∈Z is WN and πj ∈ L with ∑∞
j=1 ∥πj∥L <∞. Then there exists some l0 ∈ L(Hn,H)

such that CX(n),Xn+1 = l0CX(n).

Proof. By Lemma 2.1 in [4] it suffices to show that there exists some α > 0 such that

∥CX(n),Xn+1∥L ≤ α∥CX(n)∥L n ∈ Z.

In the above equation, the norm used for the right-hand side is the operator norm on
L(Hn,H), and on the left-hand side, it is the operator norm on L(Hn,Hn). To ease
the representation we use the same notation being confident that this does not lead to
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misunderstandings. For Y,Z ∈ L2
H , by repeatedly applying the Cauchy-Schwarz inequality,

∥CY,Z∥L ≤ ∥CY ∥1/2
L

∥CZ∥1/2
L

. Hence, we have

∥E[Xn+1⟨X(n), ⋅⟩]∥L = ∥E[
∞

∑
j=1
πjXn+1−j⟨X(n), ⋅⟩]∥

L

= ∥(π1, . . . , πn)E[X(n)⟨X(n), ⋅⟩] +∑
j>n

πjE[Xn+1−j⟨X(n), ⋅⟩]∥
L

≤ ∥(π1, . . . , πn)∥L∥CX(n)∥L +∑
j>n

∥πj∥L∥CX(n)∥
1/2
L

∥CXn+1−j
∥1/2
L

≤ ∥(π1, . . . , πn)∥L∥CX(n)∥L + (∑
j>n

∥πj∥L)∥CX(n)∥
1/2
L

∥CX0∥
1/2
L
.

By stationarity CX0 = CXk
for all k = 1, . . . , n. But CX0 is the projection of CX(n) ∈

L(Hn,Hn) on the first component in the following sense: with P1 defined as in (3.9),
CX0 = P1CX(n)P1. Hence, using Theorem 4.2.7 of [13], one can show that λj(CX0) ≤
λj(CX(n)) for j ∈ N, where λj(CX0) and λj(CX(n)) denote the j-th eigenvalues of CX0 and
CX(n) , respectively. Since furthermore ∥CX0∥L = λ1(CX0) (e.g. [7], Theorem 4.9.8) and
∥CX(n)∥L = λ1(CX(n)) we get ∥CX0∥L ≤ ∥CX(n)∥L, and

∥E[Xn+1⟨X(n), ⋅⟩]∥ ≤ (∥(π1, . . . , πn)∥L +∑
j>n

∥πj∥L)∥CX(n)∥L.

The invertibility of (Xn)n∈Z assures the boundedness of ∥(π1, . . . , πn)∥ +∑j>n ∥πj∥.

Note that an obvious special case of Example 4.6 is a functional autoregressive process
of finite order. In this case we can also apply Proposition 4.5 in an obvious way.

Example 4.7. Let (Xn)n∈Z be a stationary functional AR(p) process with representation

Xn = εn +
p

∑
j=1
φj(Xn−j), n ∈ Z,

where (εn)n∈Z is WN and φj ∈ S are Hilbert Schmidt operators. Then for n ≥ p Proposi-
tion 4.5 applies, giving PGXn+1 = s0X(n) for some s0 ∈ S.

Proof. We immediately get

CX(n),Xn+1(⋅) = E[Xn+1⟨X(n), ⋅⟩] = E[
p

∑
j=1
φjXn+1−j⟨X(n), ⋅⟩]

= E[(φ1, . . . , φp,0, . . . ,0)X(n)⟨X(n), ⋅⟩]
= φCX(n)(⋅),

where φ = (φ1, . . . , φp,0, . . . ,0) ∈ L(Hn,H). Now let (ei)i∈N be an orthonormal basis of H.
Then (fj)j∈N with f1 = (e1,0, . . . ,0)⊺, f2 = (0, e1,0, . . . ,0)⊺, . . . , fn = (0, . . . ,0, e1)⊺, fn+1 =
(e2,0, . . . ,0)⊺, fn+2 = (0, e2,0, . . . ,0)⊺, . . . , f2n = (0, . . . ,0, e2)⊺, f2n+1 = (e3,0, . . . ,0)⊺, . . . is
an orthonormal basis of Hn and, by orthogonality of (ei)i∈N, we get

∥φ∥1/2
S

=∑
j∈N

∥φ(fj)∥2 =∑
i∈N

p

∑
j=1

∥φj(ei)∥2 =
p

∑
j=1
∑
i∈N

∥φj(ei)∥2 =
p

∑
j=1

∥φj∥2
L <∞,

since φj ∈ S for every j = 1, . . . , p, which implies that φ ∈ S(Hn,H).
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Example 4.8. Let (Xn)n∈Z be a stationary functional MA(1) process

Xn = εn + θ(εn−1) n ∈ Z,

where (εn)n∈Z is WN, ∥θ∥L < 1, θ ∈ S and θ nilpotent, such that ∥θj∥L = 0 for j > j0 for
some j0 ∈ N. Then for n > j0 Proposition 4.5 applies.

Proof. Since ∥θ∥L < 1, (Xn)n∈Z is invertible, and since θ is nilpotent, (Xn)n∈Z can be
represented as an autoregressive process of finite order, where the operators in the inverse
representation are still Hilbert-Schmidt operators. Then the statement follows from the
arguments of the proof of Example 4.7.

Example 4.9. Let (Xn)n∈Z be a stationary functional MA(1) process

Xn = εn + θ(εn−1) n ∈ Z,

where (εn)n∈Z is WN, and denote by Cε the covariance operator of ε0. Assume that ∥θ∥L <
1. If θ and Cε commute, then there exists an s0 ∈ S such that CXn,Xn+1 = s0CXn.

Proof. Stationarity of (Xn)n∈Z ensures that CXn,Xn+1 = CX0,X1 . Let θ∗ denote the adjoint
operator of θ. Since θCε = Cεθ, we have that CX1,X0 = CX0,X1 which implies θCε = Cεθ∗ =
Cεθ. Hence, Cε = CX0 − θCεθ∗ = CX0 − θCεθ = CX0 − θ2Cε, and we get by iteration

CX1,X0 = θCε = θ(CX0 − θCεθ) =∑
j≥0

(−θ2)j(θCX0) = (Id + θ2)−1θCX0 ,

where Id + θ2 is invertible, since ∥θ∥L < 1. Furthermore, since the space S of Hilbert-
Schmidt operators forms an ideal in the space of bounded linear (e.g. [8], Theorem VI.5.4.)
operators and θ ∈ S, also (Id + θ2)−1θ ∈ S.

4.3 Bounds for the error of the vector predictor
We are now ready to derive bounds for the prediction error caused by the dimension
reduction. More precisely, we want to compare the predictor

X̂n+1 ∶=
d

∑
j=1

̂⟨Xk, νj⟩νj = (ν1, . . . , νd) X̂n+1

as defined in (4.4), and based on the vector process, with the functional best linear pre-
dictor

X̂G
n+1 = PGXn+1,

as defined in (4.7). We first compare them on sp{ν1, . . . , νd} where the vector representa-
tions are

X̂n+1 = ( ̂⟨Xn+1, ν1⟩, . . . , ̂⟨Xn+1, νd⟩)⊺ and X̂G
n+1 ∶= (⟨X̂G

n+1, ν1⟩ , . . . , ⟨X̂G
n+1, νd⟩)

⊺
. (4.9)

We give Assumptions under which for d → ∞ the mean squared distance between the
vector best linear predictor X̂n+1 and the vector X̂G

n+1 becomes arbitrarily small.
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For l = 1, . . . , d, the l-th component of X̂G
n+1 is given by

⟨X̂G
n+1, νl⟩ = ⟨

n

∑
i=1
gni(Xi), νl⟩ = ⟨

n

∑
i=1

∞

∑
l′=1

⟨Xi, νl′⟩ gni (νl′) , νl⟩ =
n

∑
i=1

∞

∑
l′=1

⟨Xi, νl′⟩ ⟨gni (νl′) , νl⟩ .

(4.10)

Using a vector representation, we can write

X̂G
n+1 =

n

∑
i=1

⎡⎢⎢⎢⎢⎢⎣

⟨gni (ν1) , ν1⟩ . . . ⟨gni (νd) , ν1⟩ ⟨gni (νd+1) , ν1⟩ . . .

⋮ ⋮ ⋮ ⋮ ⋮
⟨gni (ν1) , νd⟩ . . . ⟨gni (νd) , νd⟩ ⟨gni (νd+1) , νd⟩ . . .

⎤⎥⎥⎥⎥⎥⎦

⎛
⎜⎜⎜⎜⎜⎜⎜
⎝

⟨Xi, ν1⟩
⋮

⟨Xi, νd⟩
⟨Xi, νd+1⟩

⋮

⎞
⎟⎟⎟⎟⎟⎟⎟
⎠

=∶
n

∑
i=1

GniXi +
d

∑
i=1

G∞
niX∞

i , (4.11)

where Gni is a d× d matrix with ll′-th component ⟨gni(νl′), νl⟩ and G∞
ni is a d×∞ matrix

with ll′-th component ⟨gni(νd+l′), νl⟩.
Moreover, for all Y ∈ G there exist (possibly unbounded) linear operators tn1, . . . , tn,n

such that
Y =

n

∑
i=1
tni(Xi). (4.12)

Similar to (4.10), we project Y ∈ G on ν1, . . . , νd, which results in

Y ∶= (⟨Y, ν1⟩ , . . . , ⟨Y, νd⟩)⊺

= (⟨
n

∑
i=1
tni(Xi), ν1⟩, . . . , ⟨

n

∑
i=1
tni(Xi), νd⟩)

⊺

∶=
n

∑
i=1

TniXi +
n

∑
i=1

T∞
niX∞

i . (4.13)

The d × d matrix Tni and the d ×∞ matrix T∞
ni in (4.12) are defined in the same way as

Gni and G∞
ni in (4.11). We denote by M the space of all Y:

M ∶= {Y = (⟨Y, ν1⟩ , . . . , ⟨Y, νd⟩)⊺ ∶ Y ∈ G} (4.14)

Observing that for all Y1 ∈ M1 there exist d × d matrices An1, . . . ,Ann such that Y1 =
∑ni=1 AniXi, one can find operators tni such that Tni = Ani, and T∞

ni = 0, which then gives
Y1 ∈ M. Hence M1 ⊆ M.

Now that we have introduced the notation and the setting, we are ready to compute
the mean squared distance E ∥X̂n+1 − X̂G

n+1∥
2
2.

Theorem 4.10. Suppose (Xn)n∈Z is a functional ARMA(p, q) process such that Assump-
tion 3.7 holds. Let X̂G

n+1 be the functional best linear predictor of Xn+1 as defined in (4.7)
and let X̂G

n+1 be as defined in (4.9). Let furthermore X̂n+1 be the vector best linear predictor
of Xn+1 based on X1, . . . ,Xn as in (4.2).
(i) In the framework of Proposition 4.4, and if ∑∞

l=1
√
λl <∞, for all d ∈ N,

E ∥X̂n+1 − X̂G
n+1∥

2
2 ≤ 4 (

n

∑
i=1

∥gni∥L)
2
(

∞

∑
l=d+1

√
λl)

2
<∞. (4.15)
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(ii) In the framework of Proposition 4.5, for all d ∈ N,

E ∥X̂n+1 − X̂G
n+1∥

2
2 ≤ 4 (

n

∑
i=1

(
∞

∑
l=d+1

∥gni(νl)∥2)
1
2 )

2 ∞

∑
l=d+1

λl <∞. (4.16)

In both cases, E ∥X̂n+1 − X̂G
n+1∥

2
2 tends to 0 as d→∞.

We start with a technical lemma, which we shall need for the proof of the above
Theorem.

Lemma 4.11. Suppose (Xn)n∈Z is a stationary and causal functional ARMA(p, q) process
and (νl)l∈Z are the eigenfunctions of its covariance operator C. Then for all j, l ∈ Z

E [⟨Xn+1 − X̂G
n+1, νl⟩ ⟨Y, νj⟩] = 0, Y ∈ G. (4.17)

Proof. For all j, l ∈ Z we set sl,j(⋅) ∶= ⟨⋅, νl⟩νj. We first show that sl,j ∈ L. Since for all
x ∈H with ∥x∥ ≤ 1,

∥sl,j(x)∥ = ∥ ⟨x, νl⟩νj∥ ≤ ∥x∥ ≤ 1,

hence sl,j ∈ L. Since G is an L-closed subspace, Y ∈ G implies sl,j(Y ) ∈ G and we get with
Remark 4.3(i) for all j, l ∈ Z,

E ⟨Xn+1 − X̂G
n+1, sl,j(Y )⟩ = E ⟨Xn+1 − X̂G

n+1, ⟨Y, νl⟩νj⟩ = E [⟨Xn+1 − X̂G
n+1, νl⟩ ⟨Y, νj⟩] = 0.

Proof of Theorem 4.10. First, notice that both under (i) and (ii) there exist gni ∈ L
such that X̂G

n+1 = ∑ni=1 gniXn+1−i, and that S ⊂ L. Furthermore, recall that ∥ ⋅ ∥2 denotes
the Euclidean norm in Rd and ⟨ , ⟩Rd the corresponding scalar product. Now, using the
matrix representation of X̂G

n+1 in (4.11) and Lemma 4.11, we obtain

d

∑
j=1
E[⟨Y, νj⟩⟨Xn+1 − X̂G

n+1, νj⟩] = E⟨Y,Xn+1 − X̂G
n+1⟩

Rd

= E⟨Y,Xn+1 −
n

∑
i=1

GniXi −
n

∑
i=1

G∞
niX∞

i ⟩
Rd

= 0, Y ∈ G, (4.18)

where we have set
Y = (⟨Y, ν1⟩, . . . , ⟨Y, νd⟩)⊺ ∈ M. (4.19)

Since (4.18) holds for all Y ∈ M and M1 ⊆ M, it especially holds for all Y1 ∈ M1; i.e.,

E⟨Y1,Xn+1 −
n

∑
i=1

GniXi −
n

∑
i=1

G∞
niX∞

i ⟩
Rd

= 0, Y1 ∈ M1. (4.20)

Combining (4.20) and Remark 4.3(i), we have

E⟨Y1, X̂n+1 −
n

∑
i=1

GniXi⟩
Rd

= E⟨Y1,
n

∑
i=1

G∞
niX∞

i ⟩
Rd
, Y1 ∈ M1. (4.21)
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Since both X̂n+1 and
n

∑
i=1

GniXi are in M1, (4.21) especially holds, when

Y1 = X̂n+1 −
n

∑
i=1

GniXi ∈ M. (4.22)

We plug Y1 as defined in (4.22) in (4.21) and obtain

E⟨X̂n+1 −
n

∑
i=1

GniXi, X̂n+1 −
n

∑
i=1

GniXi⟩
Rd

= E⟨X̂n+1 −
n

∑
i=1

GniXi,
n

∑
i=1

G∞
niX∞

i ⟩
Rd
. (4.23)

From the left hand side of (4.23) we read off

E⟨X̂n+1 −
n

∑
i=1

GniXi, X̂n+1 −
n

∑
i=1

GniXi⟩
Rd

= E∥X̂n+1 −
n

∑
i=1

GniXi∥
2

2
, (4.24)

and for the right hand side of (4.23) we get by the Cauchy-Schwarz inequality applied
twice,

E⟨X̂n+1 −
n

∑
i=1

GniXi,
n

∑
i=1

G∞
niX∞

i ⟩
Rd

≤ E[∥X̂n+1 −
n

∑
i=1

GniXi∥
2
∥
n

∑
i=1

G∞
niX∞

i ∥
2
]

≤ (E∥X̂n+1 −
n

∑
i=1

GniXi∥
2

2
)

1
2 (E∥

n

∑
i=1

G∞
niX∞

i ∥
2

2
)

1
2
. (4.25)

Dividing the right hand side of (4.24) by the first square root on the right hand side of
(4.25) we obtain

E∥X̂n+1 −
n

∑
i=1

GniXi∥
2

2
≤ E∥

n

∑
i=1

G∞
niX∞

i ∥
2

2
. (4.26)

Hence, for the mean squared distance we get

E∥X̂n+1 − X̂G
n+1∥

2

2
= E∥X̂n+1 −

n

∑
i=1

GniXi −
n

∑
i=1

G∞
niX∞

i ∥
2

2

≤ 2E∥X̂n+1 −
n

∑
i=1

GniXi∥
2

2
+ 2E∥

n

∑
i=1

G∞
niX∞

i ∥
2

2

≤ 4E∥
n

∑
i=1

G∞
niX∞

i ∥
2

2
. (4.27)

What remains to do is to bound
n

∑
i=1

G∞
niX∞

i , which, by (4.11), is a d-dimensional vector
with l-th component

n

∑
i=1

∞

∑
l′=d+1

⟨Xi, νl′⟩⟨gni(ν′l), νl⟩ =
n

∑
i=1

∞

∑
l′=d+1

xi,l′⟨gni(ν′l), νl⟩.

(i) First we consider the framework of Proposition 4.4. We abbreviate xi,l′ ∶= ⟨Xi, ν′l⟩ and
calculate

E∥
n

∑
i=1

G∞
niX∞

i ∥
2

2
= E[

d

∑
l=1

(
n

∑
i=1

∞

∑
l′=d+1

xi,l′⟨gni(ν′l), νl⟩)
2
]
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= E∥
d

∑
l=1

(
n

∑
i=1

∞

∑
l′=d+1

xi,l′⟨gni(ν′l), νl⟩)νl∥
2

≤ E∥
∞

∑
l=1

(
n

∑
i=1

∞

∑
l′=d+1

xi,l′⟨gni(ν′l), νl⟩)νl∥
2

=E∥
n

∑
i=1

∞

∑
l′=d+1

xi,l′gni(ν′l)∥
2

(4.28)

by Parseval’s identity. Then we proceed using the linearity and orthogonality of νl and
the Cauchy-Schwarz inequality

= E[⟨
n

∑
i=1

∞

∑
l=d+1

xi,lgni(νl),
n

∑
j=1

∞

∑
l′=d+1

xj,l′gn,j(ν′l)⟩]

=
n

∑
i,j=1

∞

∑
l,l′=d+1

E(xi,lxj,l′)⟨gni(νl), gn,j(νl′)⟩ (4.29)

≤ (
n

∑
i=1

∞

∑
l=d+1

√
E(xi,l)2∥gni(νl)∥)(

n

∑
j=1

∞

∑
l′=d+1

√
E(xj,l′)2∥gn,j(νl′)∥)

= (
n

∑
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∞

∑
l=d+1

√
λl∥gni(νl)∥)(

n

∑
j=1

∞

∑
l′=d+1

√
λl′∥gn,j(νl′)∥),

since E⟨Xi, νl⟩2 = λl by (2.8). Then using the linearity of the operators

≤ (
n

∑
i=1

∞

∑
l=d+1

√
λl∥gni∥L∥νl∥) (

n

∑
i=1

∞

∑
l′=d+1

√
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= (
n
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∞

∑
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√
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∑
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∞
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√
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= (
n

∑
i=1

∥gni∥L)
2
(

∞

∑
l=d+1

√
λl)

2
,

since ∥νl∥ = 1. Now since gni ∈ L, we have ∑ni=1 ∥gni∥L <∞ for all n ∈ N and with ∑∞
l=1

√
λl <

∞, the right hand side tends to 0 as d→∞.
(ii) In the framework of Proposition 4.5 there exist gni ∈ S such that X̂G

n+1 = ∑
n
i=1 gniXn+1−i.

Then, similarly as before, using the Cauchy-Schwarz inequality, we calculate
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2 ∞
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λl (4.30)

Now note that
∞

∑
l=d+1

∥gni(νl)∥2 ≤ ∥gni∥S <∞.

Thus, (4.30) is bounded by

(
n

∑
i=1

(
∞

∑
l=d+1

∥gni(νl)∥2)
1
2 )

2 ∞

∑
l=d+1

λl ≤ (
n

∑
i=1

∥gni∥
1
2
S
)

2 ∞

∑
l=d+1

λl <∞,
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such that (4.30) tends to 0 as d→∞. ◻

We are now ready to provide bounds of the mean squared prediction error E∥Xn+1 − X̂n+1∥2.

Theorem 4.12. Consider a stationary and causal functional ARMA(p, q) process as in
(3.1). Then for σ2

n as defined in (4.8),

E ∥Xn+1 − X̂n+1∥
2
≤ σ2

n + γd;n. (4.31)

(i) In the framework of Proposition 4.4, and if ∑∞
l=1

√
λl <∞, for all d ∈ N,

γd;n = 4 (
n
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i=1

∥gni∥L)
2
(

∞

∑
l=d+1

√
λl)

2
+

∞

∑
l=d+1

λl.

(ii) In the framework of Proposition 4.5, for all d ∈ N,

γd;n =
∞

∑
l=d+1

λl (4 gn;d + 1)

gn;d =
n

∑
i=1

(
∞

∑
l=d+1

∥gni(νl)∥2 )
1/2

≤
n

∑
i=1

∥gni∥2
S .

In both cases, E ∥Xn+1 − X̂n+1∥
2
2 tends to σ2

n as d→∞.

Proof. First note that by orthogonality of ν1, . . . , νd,

E ∥Xn+1 − X̂n+1∥
2
= E∥

d

∑
l=1

⟨Xn+1 − X̂n+1, νl⟩νl +
∞

∑
l=d+1
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2

=
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∑
l=1
E ∥⟨Xn+1 − X̂n+1, νl⟩νl∥

2
+
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∑
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=
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∑
l=1
E⟨Xn+1 − X̂n+1, νl⟩2 +

∞

∑
l=d+1

λl (4.32)

by (2.8) and the fact that ∥νl∥ = 1 for all l ∈ N. Now recall that similarly as in the first
equation of (4.28)

d

∑
l=1
E⟨Xn+1 − X̂n+1, νl⟩2 = E∥Xn+1 − X̂n+1∥2

2.

Furthermore, by Definition 4.2 of L-closed subspaces and Remark 4.3(i) we know that
E ⟨Xn+1 − X̂G

n+1, Y ⟩ = 0 for all Y ∈ G. Observing that X̂G
n+1 − X̂n+1 ∈ G, we conclude that

E ⟨Xn+1 − X̂G
n+1, X̂

G
n+1 − X̂n+1⟩ = 0,

and, by Lemma 4.11,

E⟨Xn+1 − X̂G
n+1, νl⟩⟨X̂G

n+1 − X̂n+1, νl′⟩ = 0, l, l′ ∈ N.

Hence,

E∥Xn+1 − X̂n+1∥2
2 = E∥Xn+1 − X̂G

n+1∥2
2 +E∥X̂G

n+1 − X̂n+1∥2
2, (4.33)
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where for the first term of the right hand side,

E∥Xn+1 − X̂G
n+1∥2

2 = E
d

∑
l=1

⟨Xn+1 − X̂G
n+1, νl⟩2 ≤

∞

∑
l=1

⟨Xn+1 − X̂G
n+1, νl⟩2 = E∥Xn+1 − X̂G

n+1∥2 = σ2
n,

(4.34)

and the last equality holds by Remark 4.3(iii). For the second term of the right hand side
of (4.33) we use Theorem 4.10. We finish the proof of both (i) and (ii) by plugging (4.33)
and (4.34) into (4.32).
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Figure 3: Functional velocity data (black) and raw data (grey) on the last ten working days in
June 2014 (June 19th 2014 was a catholic holiday).

5 Real data analysis
In this section we apply the functional time series prediction theory to highway traffic
data provided by the Autobahndirektion Südbayern, thus extending previous work by [2].
Our dataset consists of measurements at a fixed point on a highway (A92) in Southern
Bavaria, Germany. Recorded is the average velocity per minute from 1/1/2014 00:00 to
30/06/2014 23:59 on three lanes. After taking care of missing values and data outliers,
we merge the three lanes (using the weighted average velocity per minute). Finally, we
smooth the cleaned daily high-dimensional data, using a Fourier basis to obtain functional
data. In Figure 3 we depict the outcome on the working days of two weeks in June 2014.
For a precise description we refer to Wei [17], Chapter 6.

As can be seen in Figure 4, different weekdays have different mean velocity functions.
To account for the difference between weekdays, we subtract the empirical individual
daily mean from all daily data (Monday mean from Monday data, etc.). The effect is
clearly visible in Figure 5. However, even after deduction of the daily mean, functional
stationarity tests [12] reject stationarity of time series. This is due to traffic flow on
weekends: Saturday and Sunday traffic show different patterns than weekdays, even after
mean correction. Consequently, we restrict our investigation to working days (Monday-
Friday), resulting in a functional time series Xn for n = 1, . . . ,N = 119.
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Figure 4: Empirical functional mean velocity on the 7 days of the week
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Figure 5: Functional velocity data for 30 working days smoothed by a Fourier basis before and
after substracting the weekday mean
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A Portmanteau test applied to Xn for n = 1, . . . ,N with N = 119 working days (cf.
[9]) rejects (with a p-value as small as 10−6) that the daily functional data are uncorre-
lated. Furthermore, the stationarity tests suggested in [12] do not reject the stationarity
assumption.

Figure 6 shows the empirical covariance kernel for the highway functional velocity
data on working days, hence the empirical version of E[(X(t) − µ(t))(X(s) − µ(s))], for
0 ≤ t, s ≤ 1, based on 119 working days.

H
ou

rs
Hours

Figure 6: Empirical covariance kernel of functional velocity data on 119 working days.

As indicated by the arrows, the point (t, s) = (0,0) is at the bottom right corner and
estimates the variance at midnight. The empirical variance over the day is represented
along the diagonal from the bottom right to the top left corner. The valleys and peaks
along the diagonal represent phases of low and high traffic density: for instance, the first
peak represents the variance at around 05:00 a.m., where traffic becomes denser, since
commuting to work starts. Peaks away from the diagonal represent high dependencies
between different time points during the day. For instance, high traffic density in the
early morning correlates with high traffic density in the late afternoon, again due to
commuting.

Remark 5.1. We want to emphasize that we have developed the prediction theory in its
natural framework of a Hilbert space, which follows from the projection theorem. This
requires only second order stationarity of all processes involved. Second order stationarity
follows from the fact that we used WN as driving process of the functional ARMA(p, q)
equations. Consistency of the empirical estimators of e.g. the covariance operator, how-
ever, hold under strict stationarity (see e.g. [10]). Strict stationarity of our models (both
functional and vector models) follows immediately from using SWN (cf. Definition 3.1 (ii))
as driving process of the functional ARMA(p, q) equations.
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All our results remain valid under this more restrictive condition of SWN driving process
with the obvious modifications. ◻
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Figure 7: Four empirical eigenfunctions of the N = 119 working days functional velocity data.
The criterion is 80%; i.e., ν1, ν2, ν3, ν4 explain together 80% of the total data variability.

Based on the empirical covariance operator with kernel represented in Figure 6 we
compute its empirical eigenvalues and eigenfunctions (cf. Figure 7) that we denote by λej
and νej , for j = 1, . . . ,N . We are then ready to apply the Algorithm of Section 4.1 to the
functional velocity data and implement the following steps.

(1) We apply the CPV method to the highway functional velocity data. From a
“CPV(d) vs. d” plot we read off that d = 4 functional principal componens explain 80% of
the variability of the data. Now for each day n ∈ {1, . . . ,N}, we use the Karhunen-Loéve
Theorem 2.2 and truncate the daily functional velocity curve Xn. This yields

Xn,d ∶=
d

∑
j=1

⟨Xn, ν
e
j ⟩νej , n = 1, . . . ,N = 119.

In Figure 8 we show the (centered) functional velocity data and the corresponding trun-
cation.

We store the d = 4 scores in the vector Xn,

Xn = (⟨Xn, ν
e
1⟩ , . . . , ⟨Xn, ν

e
4⟩)⊺, n = 1, . . . ,N = 119.

(2) We now fit different vector ARMA(p, q) models to the multivariate vector data and
compare the goodness of fit of the models by their prediction error. We summarize root
mean squared errors (RMSE) and mean absolute errors (MAE) for the different models in
Table 5.1. To be able to evaluate the performance of the different models, we use standard
non-parametric prediction methods from the literature in comparison. All of the linear
models significantly outperform methods like exponential smoothing or naively predicting
with the mean of the time series. Again details are given in [17]. We find minimal errors
for VAR(2) and VMA(1) models, where both prediction errors are equal in case of the
MAE, and the RMSE for the VAR(2) model is slightly smaller than that for the VMA(1)
model. Since we opt for a parsimonious model, we choose the VMA(1) model, which we
fit to the data.
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Figure 8: Functional velocity raw data on 5 consecutive working days (black) versus the truncated
data by the Karhunen-Loéve representation (grey). The criterion is 80% and the resulting number
d of FPC’s is 4.

Using the model fit of the VMA(1) model, we compute the best linear predictor X̂n+1

as in (4.2).

Model fit AR(1) AR(2) MA(1) MA(2) ARMA(1,1)
RMSE 4.05 3.87 3.89 4.78 4.50
MAE 3.19 3.06 3.06 3.77 3.59

Table 5.1: Average prediction errors of the predictors for the last 10 observations for all working
days

(3) We re-transform the vector best linear predictor X̂n+1 into its functional form X̂n+1,
which is depicted in Figure 9.
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Figure 9: Functional velocity data in black and one-step functional predictor based on VMA(1)
in grey for the last working days in June 2014
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