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Abstract

The quest to discover substances that have healing power have always been an integral part of human life. The understanding of human body functions and response to the healing compounds open a new era for this discovery process. Not only the discovery but the development and design of what is nowadays known as drug compounds have started to be modeled in a systematic way. The most encountered drawback in the drug development process is that the drug candidates fail to reach to the targeted part in the body or even remain inactive mostly due to the poor bio-availability, hence being inadequate candidates. Due to an in-vivo-in-vitro correlation between dissolution rates and bio-availability of drug formulations, dissolution testing is considered as a potential tool for drug development and design process. However, the dissolution testing itself is time consuming and costly, requiring the drug formulations to be synthesized beforehand. On the other hand, an in silico method that is able to predict the dissolution rates accurately would greatly accelerate the drug development process and reduce the costs to take a new formulation to the market.

To this end, in this work, a computational protocol is proposed to predict the dissolution rates of molecular crystals that found usages in pharmaceutical industry. Considering that organic crystals would dissolve along screw dislocations at low undersaturations, the classical spiral model of Burton-Cabrera-Frank (BCF) along with modifications as well as extensions is exploited. Other than readily available crystallographic parameters, only step velocities and critical lengths of step edges are required for the model. The step velocities are estimated considering the kink free energies of formation and detachment rate constants from the kink sites along the step edges formed by the screw dislocations on the crystal faces. As the estimation of the critical lengths of step edges also depends on kink free energies, only two parameters are necessary in addition to crystallographic constants. They are evaluated by accurate molecular dynamic (MD) simulation techniques. Then, the spiral dissolution model can be built to predict the dissolution rates of crystal faces. Depending on the interactions between molecules, different spiral shapes may be observed for the crystal faces.

In this work, as test cases for the spiral dissolution model, two model organic crystals are considered: aspirin, an active pharmaceutical ingredient (API) and alpha-lactose monohydrate, a widely used excipient. The predicted dissolution rates for faces of aspirin and alpha-lactose monohydrate show good agreement with measured dissolution rates, around one order of magnitude differences are observed. By employing several approximations to the protocol
developed, it is even possible to predict dissolution rates without extensive computational simulations. This renders the approach suitable for fast computational screenings of compounds used in drug formulations, and hence could notably reduce the time and cost of the drug development and design processes. The extensions of the protocol to other compounds would be more or less straightforward; however, the ability of the protocol to handle drug formulations that actually contain API and excipient together still remains to be tested.
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1 Introduction

The birth of pharmaceutical industry as known today has been led by the discovery of the effect of so called ‘active principles’ inside herbs and/or potions that were used as traditional remedies before the twentieth century [1]. Therefore, in the beginning the focus was on the extraction of these active principles or ingredients, the pure chemicals responsible for the medicinal properties. However, with the rapid development of synthetic organic chemistry, minor changes to the natural products by mostly altering the functional groups were made in order to improve their effectiveness and/or reduce the undesired side-effects. Later, the analogues of the natural products that are described as drug prototypes or candidates are designed in which only the essential part of the molecule is retained. Most of these studies, however, are carried out on a trial and error basis until scientists started to have better understanding of the body functions and response at both cellular and molecular levels [1-2]. This understanding has affected the production and development of new drug candidates in a way that they are intended to be more suitable for targets in the body by identifying and interacting with them. By this way, the previous trial and error approach to discover new candidates was improved, though the method could still not be considered as infallible.

However, the discovery of lead or active pharmaceutical ingredients (API) was not enough itself to ensure that the drug candidate would be able to identify, interact, and block etc. the target part in the body. Many of the potential drug candidates have failed as a result of difficulties in penetrating barriers or not arriving or even remaining inactive at the site of action, mostly due to poor pharmacokinetics and bioavailability [3-4]. As one of the essential tools in pharmacokinetics studies, bio-availability relates the fraction of API reaching the blood supply in a given period of time to the amount originally administered [2]. The bio-availability of an API is determined by a variety of factors, including physical properties such as hydrophobicity, pK$_a$, solubility, and dissolution rate of the crystalline form of the API [5-6]. The excipients chosen to be included in drug formulations and traditionally considered as inert compounds have also been shown to affect the bioavailability [7]. Among these factors, the dissolution rate has been demonstrated to be directly correlated to bio-availability [8-9]. This in vitro-in vivo correlation between dissolution rates and bio-availability of the drug formulations led dissolution testing to become a part of the standard procedure for quality control tests [10-14]. In addition to being a useful control tool, dissolution testing can also be a predictive tool for the efficiency of new drug formulations [15] and provide useful information during different stages of drug development [16]. However, being
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an empirical method, it has the drawback that for every dissolution test, the sample product must have already been physically made. This significantly adds to the time and cost of taking a new drug to market. A theoretical model, on the other hand, can help to explain experimental observations and to predict the likely outcome of a new formulation at the design stage. By the use of a reliable such in silico method, it would be possible to reduce the number of physical tests that have to be conducted as well as the total cost and time of drug development [17]. Additionally, in silico models may help to understand the underlying processes during dissolution and to be able to control them since pharmaceutical industry not only demands formulations with high efficiency but also wants to manipulate the release of APIs in order to maintain constant drug concentration [9].

With the advances in computational power, there have been some modelling studies of the dissolution process on a molecular level [18-23], in addition to previous conceptual models [24-27]. However, most of the studies on a molecular level focus on small molecules like urea [22] or ionic compounds like NaCl [20] or BaSO₄ [23]. Very few of the studies with emphasis on solid/liquid interfaces are on molecular crystals that have found applications in pharmaceutical industry such as aspirin [19] or acetaminophen [18]. Though they have provided insightful information of dissolution process using common molecular dynamics (MD) techniques especially about ‘corner and edge effects’, there is up to date no established micro-kinetic model with predictive quality for dissolution rates that could replace experimental studies.

In contrast, for the reverse process of dissolution, i.e. crystallization, mechanistic models in particular by Doherty et al. have recently been developed to calculate the microscopic growth rates of individual facets of organic crystals [28-34]. Using the widely recognized spiral growth model of Burton-Cabrera-Frank (BCF) [35] they related the growth rates of the relevant facets to predict the morphology of the crystals in good agreement with experiments. The model Burton, Cabrera and Frank developed more than six decades ago is considered the principal growth model at low supersaturations. Based on BCF, crystals of organic molecules grow via spirals emanating from pervasive screw dislocations [34]. These defects are the primary growth parts on surfaces and specifically kink sites on step edges are the incorporation sites for molecules. Therefore, growth kinetics depends on step kinetics on edges which was justified by different studies [33, 36-37]. Though the BCF mechanistic considerations were originally for growth, the dissolution process is nothing but the ‘reverse’ process of growth and can equally captured by considering the retraction of steps. In addition parameters can nowadays also be determined by more accurate MD-based methods and therewith lend material-specific predictive quality to the BCF model.
Hence, in this work, the dissolution mechanism at low undersaturations will be considered as the reverse of the spiral growth mechanism. The aim of this thesis is the development of a predictive-quality computational approach for the absolute dissolution rates of crystals by such a micro-kinetic model description of the dissolution process. The method is applied to two prototypical compounds; aspirin as an active pharmaceutical ingredient and alpha-lactose monohydrate, an excipient used in drug formulations. The ambitious aim is to be able to predict the dissolution rates for novel drug candidates\textit{in silico}, without synthesizing them and therewith to reduce the tests necessary for the drug development process. This thesis is structured as follows:

Part I of this work will be an overview of the growth and dissolution models and Chapter 3 is specifically concerned with the BCF spiral model [35]. The theory modifications and advancements of this classical model for the case of crystal dissolution will also be emphasized in this chapter.

In Part II, the theoretical background information is outlined. Starting from the description of classical equation of motions, the basic concepts of molecular dynamic simulations are explained. The temperature and pressure control during the simulations via thermostats and barometers are discussed. Chapter 5 will be concerned with the differentiation of \textit{ab initio} models and semi-empirical pre-defined force fields. In Chapter 6, a brief overview over thermodynamics and statistical mechanics in the context of molecular simulations is given, focusing in particular on free energy calculations as well as accelerated molecular dynamics techniques as employed in our computational approach to dissolution.

Part III will focus on the development of force fields and the description of the micro-kinetic model based on spiral dissolution. In the first chapter of this part, Chapter 7, the methods for parameter evaluation, namely the calculation of kink free energies and detachment rate constants from kink sites, will be explained. In Chapter 8, after the development and testing of force fields is found to be adequate, the model is applied for the prediction of dissolution rates for aspirin, an active pharmaceutical ingredient. In a second demonstration of the model, in Chapter 9, the dissolution of alpha-lactose monohydrate, a widely used excipient, is considered. For both cases, the spiral forms that can be observed on the considered facets are discussed in detail after the evaluation of the dissolution rates for such spiral forms. In addition, possible approximations to the method without significant sacrifices in accuracy are considered so that the model would be applicable for fast screening approaches. Chapter 10 will summarize the findings and provide an outlook towards future work.
PART I
Crystal Growth and Dissolution Models
An Overview of Mechanisms

Crystal growth and dissolution involves the transfer of matter between solid and liquid phases due to the imbalance of potentials at the interface [38]. Although both phenomena proceed through a number of processes (i.e. adsorption, solvation/desolvation etc.), the major rate-limiting processes involved are either the volume diffusion (also referred to as bulk transport) or interfacial processes [38-39]. Volume diffusion or bulk transport is the transfer of solute molecules to and from the interface. The interfacial processes consist mainly of surface diffusion and the exchange processes of surface molecules. During crystal growth from solution molecules transported from the solution are incorporated into the crystal surface, whereas during dissolution the reverse process of dispersion of crystal surface molecules are observed. The overall growth and dissolution rate is limited by the slower of the two process types. Hence, there are two main mechanisms for crystal growth and dissolution: Rough (normal) growth/dissolution that is transport limited, or lateral (layered) growth/dissolution that is surface reaction limited [28, 40].

Figure 2.1: Illustration of relevant defect structures: Steps and kink sites at a crystal surface.

Exactly which process and mechanism become the dominating one depend on both the external factors, specifically super/undersaturation and temperature at the surface, and the internal factors, mainly the crystal faces considered [28]. The crystal faces are classified depending on their morphological importance and solid-state conditions as proposed by Hartman and Perdok [41]. Their proposed periodic bond chain (PBC) theory involves the description of solid-state conditions by considering the noncovalent bond interactions. Using PBC theory, faces can be classified based on the number of coplanar PBCs they contain within a slice of thickness $d_{hkl}$. If a face contains two or more PBC vectors, then it is called an F face. Such faces are stable and macroscopically flat. When a face contains only one PBC vector, then this face is an S face. On S faces, surface
defects, mainly steps and kink sites, are present as illustrated in Figure 2.1. These defect sites are the primary growth/dissolution sites. Crystal faces that do not contain any PBC vector are called K faces, as they are rough and completely kinked. While S and K faces always grow/dissolve via rough growth/dissolution mechanisms, the mechanism for F faces may change. At lower temperature and super/undersaturation i.e. below the roughening transition [42], the growth/dissolution mechanism is layered growth/dissolution. Beyond the roughening transition the mechanism instead is rough and the crystal face would have a rough surface macroscopically. In Figure 2.2 the dependence of the mechanism on the supersaturation for crystal growth is illustrated; an equivalent graph but depending on undersaturation would be valid for crystal dissolution [28-29].

![Figure 2.2: Growth mechanisms for a flat (F) face, as a function of supersaturation. The solid line is the growth rate. The red line indicates the bulk transport (BT) limit; the black curves represent the mechanism-dependent surface integration limits; the points \( S_{2D, hkl} \) and \( S_{BT, hkl} \) indicate the onset of supersaturation for growth by 2D nucleation and bulk transport limited growth, respectively; the vertical green lines marked MZ\(_1\) and MZ\(_2\) are two possible positions for the metastable zone boundary. \( S_{2D, hkl} \) does not necessarily occur at lower supersaturation than \( S_{BT, hkl} \); does. Depending on system conditions, \( S_{BT, hkl} \) can occur at lower supersaturation than \( S_{2D, hkl} \); does. Figure inspired by ref. [29].](image)

During the layered growth/dissolution mechanism, the growth/dissolution proceeds via the movement of steps containing kink sites. The step motion on the faces is along the surface lateral direction until they reach a boundary and layers are formed by continuous movements [40]. This mechanism is slower than rough growth/dissolution since the density of kink sites is much lower on F faces. Nevertheless, kinks are still present and/or formed by thermal fluctuations at temperatures other than 0 K. Layered growth/dissolution occurs either via 2D-nucleation or via spiral formation, depending on the method of edge generation. The individual molecules (or rather growth/dissolution units) adsorbed onto the surfaces may diffuse towards each other, agglomerate
and islands (for growth) or pits (for dissolution) may be formed. Once these 2D-structures have grown larger than their critical size, it becomes thermodynamically favorable for other molecules to attach to these islands or pits. Based on classical nucleation theory, the free energy barrier to form a post-critical 2D-structure from a perfect surface can be calculated as

\[
\Delta G^{\text{island/pit}} = \Delta n_{\text{cryst}} \Delta \mu + \sum_{i=1}^{N_{\text{steps}}} l_i \Delta G_{i}^{\text{step}}
\]

Here, \(\Delta \mu\) is the chemical potential difference between a molecule in the crystal and in solution at the relative saturation value \(S = c/c_{\text{sat}}\). It can be related to the saturation value as \(\Delta \mu \approx k_B T \ln(\sigma)\) where \(k_B\) is the Boltzmann constant, \(T\) is the temperature, \(c\) and \(c_{\text{sat}}\) are the actual and saturation concentrations. \(\Delta n_{\text{cryst}}\) denotes the change in the number of crystal molecules upon creating the 2D defect; \(N_{\text{steps}}\) is the number of step edges taken into account and \(\Delta G_{i}^{\text{step}}\) the free energy cost for creating the surrounding edges of length \(l_i\) [43]. The barrier also depends on the shape of the islands/pits adding the shape factor into the equation. Depending on the relative saturation \(\sigma\) the barrier may decrease and easily be overcome. However, for low super/undersaturations, the barrier will be very large and the formation of 2D structures will not be possible. Yet, it is known that crystal growth and dissolution are still observed at these conditions [35]. In these cases, screw dislocations, a common topological defect of crystal lattices [40] act as continuum sources of edges that are exposed to solution at each dislocation. When the lengths of the edges reach the critical values, the edges will start moving and expose new edges. By repeating this movement and exploitation of edges, spiral-like structures evolve on the faces. At higher super/undersaturation, the free energy barrier for 2D nucleation will decrease and at a critical super/undersaturation value \(S_{2D,hkl}\) (see Figure 2.2) the mechanism dominating the dissolution/growth becomes the 2D nucleation mechanism [29]. In the next chapter, the spiral mechanism proposed first by Burton, Cabrera and Frank in 1951 will be explained in detail along with the mechanistic growth models developed by the group of Doherty [28, 32, 44-45]. Though a kinetic asymmetry of growth and dissolution rates at equal distances from the equilibrium saturation ratio has been indicated in different studies [33, 46-47], the differences especially in the regime of low super/undersaturation are small, around one order of magnitude. Also, these differences in rates do not mean that the mechanism cannot be microscopically reversed to each other [48]. Therefore, in this work, dissolution is considered as the time-reversed process of crystal growth and the here described concepts of growth mechanisms are transferred in an analogous way to the dissolution process [43].
3 Spiral Growth and Dissolution

In 1931, Volmer and Schultze [49] observed the crystal growth for iodine at low supersaturation $S \approx 1.1$ that is below the minimum value predicted for growth to occur. As this observation could not be explained by a 2D nucleation mechanism, an alternative layered growth mechanism was proposed by Frank [50]. He proposed that when dislocations of ‘screw’ form are present on the face, the face would always expose terraces on which growth could continue. The need for fresh new nuclei or islands would never arise under these conditions. If these types of dislocations emerge on a crystal face, then that face could grow perpendicularly ‘up a spiral staircase’. Later, together with Burton and Cabrera, he further developed this spiral mechanism [35], which is nowadays widely recognized as BCF model after their developers. Since its proposition more than six decades ago, several modifications and extensions have been presented, including the works done by Chernov [51], Nielsen [52] and Synder and Doherty [32]. Though the emphasis for these modifications was on the spiral growth mechanism, Christoffersen et al. [48, 53] and Zhang and Nancollas [33] have also considered the dissolution process along with the growth process but for ionic compounds mostly. On the other hand, different crystals and specifically organic crystals have been considered for the development of growth models. More mechanistic and simpler methods especially for computer simulations have hitherto been presented for the growth process. Hence, in this thesis, mostly these methods are considered by assuming the dissolution process to be the time-reverse of the growth process and transferring the concepts analogously to the dissolution case. When there are some changes that needed to be taken into account when considering the reverse process, they will be mentioned explicitly in the following explanations.

The growth/dissolution rate through the spiral mechanism can be expressed as

$$ R = \frac{h}{\tau}, $$

where $\tau$ is the rotation time of the crystal and $h$ is the step height. The expression for the rotation time of a convex $N$-sided polynomial spiral is

$$ \tau = \sum_{i=1}^{N} \frac{l_{c,i+1} \sin(\alpha_{i,i+1})}{v_{i}}, $$

with $l_{c,i+1}$ the critical length of edge $i+1$, $\alpha_{i,i+1}$ the angle between edges $i$ and $i+1$, and $v_{i}$ the step velocity of edge $i$. The numbering scheme is such that the first edge to move is labelled as 1 and the last is labelled as $N$. Therefore, each edge $i$ exposes edge $i+1$. The rotation direction is defined by the advancement of the outward normal of edge $i+1$ relative to that of edge $i$ and
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hence spirals rotate in either clockwise or anticlockwise direction. The step velocity profile as first proposed by Kaischew and Budevski [54] and later by Voronkov [55] is used

\[ v = 0 \quad l \leq l_c , \]
\[ v = v_\infty \quad l \leq l_c , \]

which assumes that a spiral edge starts moving at a constant velocity only after reaching a critical length (Figure 3.1).

![Figure 3.1: Schematics of growth of a square spiral (a) perspective view and (b) top view. The conditions for step movement are explained in the text.](image)

Predicting the critical length of a spiral edge is required to determine edge movement, as the edges are assumed to have a velocity of zero at below critical lengths (eq. 3.3). There are a variety of methods for the determination of critical lengths including kinetic methods [56] as well as various thermodynamic methods [32, 51, 57-59]. For this thesis, the thermodynamic approach of Lovette and Doherty [59] is applied. In this approach, the decrease or increase in the free energy of the system with the addition/retraction of a crystal row is considered. If the addition/retraction results in a decrease in free energy, only then the edge is assumed to grow. The critical length is the length at which the free energy of the system is zero under the addition/retraction of a row of molecules. Based on assumptions, the expression for the critical length is [59]
with $a_{e,i}$ the distance between molecules along edge $i$ (see Figure 3.2), $\Delta G_{\text{kink}}$ is again the work or energy change required to create one kink site along an edge by rearrangement of the structure [32, 35], and $S$ is the saturation ratio. As the saturation ratio is less than one under dissolution conditions, eq. 3.4 would give negative values for dissolution. To get positive dissolution rates, a negative sign thus has to be added either while evaluating the critical lengths or while calculating the overall dissolution rate, $R$ [60].

The calculation of step velocities depends on the crystal structure. Most of the studies mentioned before consider simple cubic lattice crystals, i.e. so-called Kossel crystals for model development. The work of Kuvadia and Doherty [61] is therefore especially significant since they not only consider non-Kossel crystals but also classify them based on the arrangements of the molecules. As shown by their study, the behavior of crystals differs depending on the lattice crystal structure and molecular arrangement. For this reason it is first worthwhile to clarify these concepts and highlight the differences in crystal growth between them.

A Kossel crystal is defined as a simple cubic crystal lattice structure with equal bond strengths in all six directions [61]. Except for one of the polymorphs of the metal polonium [62], no real crystal structure fulfills the Kossel crystal requirements. All such Non-Kossel crystals are thus
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further classified as centrosymmetric or non-centrosymmetric depending on the arrangements of the molecules constituting the lattice [44]. Centrosymmetric molecules/crystal systems contain an inversion center such that for every point \((x, y, z)\) in the molecule/crystal structure there is an indistinguishable point \((-x, -y, -z)\). Non-centrosymmetric molecules/crystal systems on the other hand do not contain an inversion center. Here, it is necessary to note the distinction between the symmetry of molecules (or growth/dissolution units) and the symmetry of crystal systems. A centrosymmetric crystal system means that the space group of the crystal system contains an inversion center(s). Centrosymmetric molecules on the other hand have a center of symmetry inside their own structure irrespective of whether the crystal structure belongs to a centrosymmetric or non-centrosymmetric space group. The growth/dissolution units may not always be single molecules but sometimes they can be dimers, tetramers etc. These kinds of structures may also be centrosymmetric though the molecule itself is not. The symmetry of the growth/dissolution units dictates whether the crystal structure behaves in Kossel or non-Kossel like manner. Depending on this manner, the growth/dissolution units experience different driving forces, i.e. isotropic or non-isotropic, and the step velocity expression changes.

3.1 Step Velocities for Centrosymmetric Growth/Dissolution Units

When crystal structures contain centrosymmetric units, the bonds are equal in strength *along a single direction* on all facets [44-45]. At any kink site, exactly half of the bonds available is exposed to solution, whereas the remaining half is still interacting with the solid [32]. The energy for these kink sites is correspondingly half of the lattice energy. Therefore, these kink sites are defined classically as *half crystal position* [61]. As such, the same bonds are exposed at any kink site on the face and hence all kink sites are equivalent. They experience an isotropic driving force irrespective of the edge direction considered. In fact, different faces for crystal structures containing centrosymmetric units also expose half of the bonds at any kink sites. There is only one type of kink site for the whole crystal lattice. Hence, the driving force for incorporation/disincorporation into/out of kink sites is the same for every edge. The spiral growth/dissolution is isotropic, implying it will have an equal effect on all orientations. It can be said that these crystals behave in a *Kossel-like* fashion. Therefore, the approaches used for Kossel crystals would be valid.

The step velocity of the *i*th edge for centrosymmetric systems is given by [32, 44]

\[
v_i = a_{p,i} v_0 \left( \frac{a_e}{\delta} \right)_i \exp \left( \frac{\Delta U}{k_B T} \right) V_m c_{sat} (S - 1),
\]

3.5
where $a_{p,i}$ is the distance an edge $i$ propagates with the addition of a single row of growth units (see Figure 3.2) and $v_0$ is the frequency of attachment and detachment attempts. The average spacing between kinks is $\delta$ and the molecular spacing along the step is $a_e$; thus, the quantity $\frac{a_e}{\delta}$ is the probability of finding a kink at any location along the step edge; in other words, a measure of the density of kink sites ($\rho_i$) on the particular edge. $c$ and $c_{\text{sat}}$ are actual and equilibrium concentrations of the solute in the solution near the edge that is growing (with $S = c/c_{\text{sat}}$ the saturation ratio as before) and $V_m$ is the molar volume of the solute. Finally, $\Delta U$ is the energy barrier for the incorporation of molecules into a kink site with $k_B$ as Boltzmann constant and $T$ as temperature. For the derivation of this step velocity expression, it is assumed that classical kinks along step edges are the primary sites of incorporation/disincorporation into/from the crystal and the detachments from non-kink sites as well as the attachment to non-kink sites are neglected.

The general step velocity equation, eq. 3.5, can be rewritten by grouping the terms for kink density and kink rates [44-45]

$$v_i = a_{p,i} \rho_i u_i,$$

where $\rho_i$ and $u_i$ are kink density and the net kink rate for edge $i$, respectively. The density of kinks along an edge can be calculated as

$$\rho_i = \left[1 + 0.5 \exp(\Delta G_{\text{kink}}/RT)\right]^{-1},$$

where $\Delta G_{\text{kink}}$ is the work or energy change required to create one kink site along an edge by rearrangement of the structure [32, 35], $R$ and $T$ are gas constant and temperature respectively. It should also be noted that kink rearrangements are assumed to occur faster than the incorporation/disincorporation into/out of kink sites. Therefore, kinks are assumed to be in their most probable distribution and are Boltzmann distributed.

The net kink rate or the net flux is the difference between two opposing fluxes; the incorporation of solute molecules into kink sites and the disincorporation of solute molecules from the kink sites [29]

$$u_i = j_i^+ - j_i^-,$$

where $j_i^+$ and $j_i^-$ are the fluxes into and out of kink sites for edge $i$, respectively. These fluxes are given by the following equations [64]

$$j_i^+ = V_m c k_i^+ = x k_i^+,$$

and

$$j_i^- = (1 - V_m c)k_i^- = (1 - x)k_i^-,$$

with $k_i^+$ and $k_i^-$ as the rate constants for the attachment and detachment into and out of the $k$th kink site along a step edge $i$, and $V_m$ is the molar volume of the solution. $V_m c$ is then the mole fraction
of solute molecules in the solution and can be denoted by \( x \). Here the presence of external species such as impurities or additives are ignored for simplicity. At equilibrium, the opposing fluxes balance each other and edges are stagnant with \( v = 0 \). Hence, the following equation derives
\[
(1 - x_{eq})k_i^- = x_{eq}k_i^+,
\]
with \( x_{eq} \) as the equilibrium mole fraction. Using this balance, the following relationship between equilibrium mole fraction and detachment and attachment rates can be obtained
\[
x_{eq} = \frac{k_i^-}{(k_i^+ + k_i^-)},
\]
The mole fraction of solute molecules at any time in solution can also be expressed depending on the saturation concentration and equilibrium mole fraction,
\[
x = Sx_{eq},
\]
where \( x_{eq} = V_m c_{sat} \). When eq. 3.12 and eq. 3.13 are combined and put into eq. 3.9 and 3.10, the fluxes into/out of kink sites can be written for different saturation constants. When these new flux expressions are put into the net kink rate expression, eq. 3.8, and after some rearrangements and cancelations, a simple expression for the kink rate of centrosymmetric growth units is obtained. This net kink rate for the spiral growth mechanism
\[
u_i = (S - 1)k_i^-,
\]
just depends on the detachment rates and saturation ratio.

For the spiral dissolution mechanism, eq. 3.14 will again give negative values since the saturation constant will be lower than one. Therefore, the net kink rate for dissolution is considered as the subtraction of fluxes into kink sites from fluxes out of kink sites in eq. 3.8 and the simple expression for the edge velocity for spiral dissolution is
\[

u_i = (1 - S)k_i^-.
\]

3.2 Step Velocities for Non-Centrosymmetric Growth/Dissolution Units
The crystal systems that contain non-centrosymmetric growth units have facets with complex bonding structures [44]. The bond strength along a single direction may not necessarily be same, i.e. the bond chains may be comprised of bonds of unequal strength. Moreover, each half of the slide broken by these bond chains is not essentially identical. It is common for adjacent molecules to have different sets of bonds and behave as different growth/dissolution units. Hence, kink sites are not half-crystal positions and more than one type of kink sites can be expected along the same edges on faces. The different faces would reveal different kink types and as a whole, the crystal
lattice would contain more than one kink type. As a consequence of this, the driving force for growth/dissolution is anisotropic, and the incorporation or disincorporation of solute molecules into or out of kink sites will depend on the type of kink sites.

For crystals with non-centrosymmetric growth/dissolution units, the step velocity expression, (eq. 3.6) needs to be re-assessed to account for this anisotropic driving force. The kink density cannot be calculated using the classical Boltzmann formula, eq. 3.7. Instead, the different microstates (ways of rearrangement from a straight edge) that correspond to each kink site type must be counted. By using the Boltzmann distribution the probabilities for each kink type can be evaluated and the sum of all their probabilities provides the total number density of all kink sites for an edge [44]. The net kink rate also needs to account for the transformations of kink sites. Depending on the termination of bond chains, the kink site type changes, hence detachment/attachment of kink site molecules will result in different types of kink site molecules. Therefore, the probabilities of each kink type and the corresponding states along the edges have to be evaluated first. Then, the fluxes into and out of the specific positions are considered. For position $k$ (that is the bond chain terminated by kink type $k$) the two opposing fluxes are incorporation of solute molecules into the $k$th kink position and disincorporation of molecules from the $k+1$th kink site to lead to a chain being terminated by the $k$th kink type. The net kink rate from an edge $i$ is then

$$u_i = (P_k j_k^+ - P_{k+1} j_{k+1}^-)_i,$$

3.16

where $j_k^+$ and $j_k^-$ are the fluxes into and out of the $k$th kink site, and $P_k$ and $P_{k+1}$ are the probability of $k$th site and $k + 1$ occurring on edge $i$, respectively. As the attachment rate is assumed to be independent of the exact position of attachment [65], eq. 3.16 is rewritten as

$$u_i = (P_k j^+ - P_{k+1} j_{k+1}^-)_i.$$

3.17

It should be noted that the kink rate, $u_i$, is the same regardless of which kink sites are chosen in eq. 3.16; that is, the kink rate is for an entire edge with all its kink sites [44].

The probabilities of each state can be calculated by setting up a steady-state balance. The net rate of transition into the $k$th kink site is exactly equal to the net rate of transition out of the $k$th kink site at steady state. Then a 1D master equation for the steady-state can be written as [45]

$$P_k (j^+ + j_k^-) = P_{k+1} j_{k+1}^- + P_{k-1} j^+.$$

3.18

Solving this equation by using the condition that the sum of all probabilities has to be equal to one and putting the resulting probabilities into eq. 3.16, the net kink rate of edge $i$ is
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\[ u_i = \frac{(j^+)^n - \prod_{k=1}^{n} j_{k,i}^-}{\sum_{r=1}^{n}(j^+)^{n-r} (j_i^-)^{r-1}}. \]  

3.19

Here \( n \) is the number of kink types along edge \( i \) and

\[ (j_i^-)^{r-1} = \sum_{k=1}^{n} (j_k^- j_{k+1}^- \ldots j_{k+r-2}^-)_i. \]  

3.20

The fluxes into and out of kink sites can still be evaluated using the previous eqs. 3.9 and 3.10, however they should account for specific detachment rates for the \( k \)th kink type

\[ j^+ = x_k^+ , \]  

3.21

and

\[ j_{k,i}^- = (1-x)k_{k,i}^- . \]  

3.22

Using eq. 3.13 for \( x \), the flux equations can finally be rewritten as

\[ j^+ = Sx_{eq} k^+ , \]  

3.23

and

\[ j_{k,i}^- = (1-Sx_{eq})k_{k,i}^- . \]  

3.24

Further simplifications in the case of non-centrosymmetric units are not possible. However, to complete the calculation of the net kink rate the equilibrium mole fraction \( x_{eq} \) also needs to be calculated. It cannot be replaced by the macroscopic solubility as it varies from surface to surface. Kim et al. [45] have provided a way to calculate \( x_{eq} \) considering the relationship between the free energy required to remove a partially solvated growth unit from the kink site, \( \Delta W_k \), and \( x_{eq} \) in the equilibrium state. The edge specific mole fraction of solute molecules in solution can be calculated in a self-consistent way as

\[ -\frac{1}{n} \sum_{k=1}^{n} \left( \frac{\Delta W_k}{k_B T} \right) = \ln \left( \frac{x_{eq}}{1-x_{eq}} \right) . \]  

3.25

It is noteworthy to mention again that here the mole fractions of external species are ignored, and only solute molecules that can incorporate into kink sites are considered.

For the spiral dissolution mechanism, again the net kink rate for dissolution is considered as the subtraction of fluxes into kink sites from fluxes out of kink sites in eq. 3.19 and the expression for the edge velocity for spiral dissolution is

\[ u_i = \frac{\prod_{k=1}^{n} j_{k,i}^- - (j^+)^n}{\sum_{r=1}^{n}(j^+)^{n-r} (j_i^-)^{r-1}}. \]  

3.26

where \( (j_i^-)^{r-1} \) is again calculated by eq. 3.20.
PART II
Theoretical Background
4 Basics of Molecular Dynamics Simulations

One of the principal computer simulation methods is molecular dynamics (MD). By allowing molecules to interact for a fixed period of time, they provide a view of the dynamical evaluation of molecular systems. It is not only a promising method for complementing and understanding experiments, but may provide new routes for experiments such as the prediction of structural features for proteins [66]. Since the first introduction of MD simulations by Alder and Wainwright in the late 1950’s [67-68], it has been used for a large variety of systems to investigate different aspects such as structure, thermodynamics etc. As such the number of simulation techniques has expanded enormously; specialized MD methods are developed for application to particular problems.

In this part, first the basic concepts of MD simulations are introduced and then common interaction models, i.e. potentials used in MD simulations, are summarized. A brief overview of thermodynamics and statistical mechanics in the context of MD simulations is given. Particular focus is on free energy calculations and sampling methods.

4.1 Equations of Motions

For a classical system of $N$ particles with coordinates $R = (r_1, r_2, ..., r_N)$ and potential energy $V(R)$, the atomic momenta can be introduced as $P = (p_1, p_2, ..., p_N)$. The kinetic energy may then be written as $T(R) = \sum_{i=1}^{N} |p_i|^2 / 2m_i$. The total energy or Hamiltonian would be written as the sum of kinetic and potential terms $\mathcal{H} = T + V$. The Hamiltonian is obtained from the Lagrange function $\mathcal{L} = T - V$ via Legendre transformation by relating it to the original formulation of Lagrangian mechanics. The classical equations of motions are derived as

$$\dot{p}_i = -\frac{\partial \mathcal{H}}{\partial r_i} = f_i, \quad \dot{r}_i = \frac{\partial \mathcal{H}}{\partial p_i} = \frac{p_i}{m_i}. \quad \text{(4.1)}$$

where $f_i = -\nabla_i V$ denotes the forces acting on particle $i$. This way, Newton’s second law

$$m_i \ddot{r}_i = f_i, \quad \text{(4.2)}$$

is retrieved. Eq. 4.2 can in principle be integrated, assuming the knowledge of $V(R)$ and initial conditions $(R(t = 0), R(t = 0))$. Combined with Newton’s first law, the classical motion of the system at all times can be derived. There are many existing methods to perform a step-by-step numerical integration of eqs. 4.1 and 4.2. Here, only the ones considered in this work are explained briefly.
4. Basis of Molecular Dynamics Simulations

4.1.1 The Leap Frog Algorithm

This simple algorithm [69] uses positions \( \mathbf{R} \) at time \( t \) and velocities \( \mathbf{V} (= \dot{\mathbf{R}}) \) at time \( t - \frac{1}{2} \delta t \). It then updates positions and velocities using the forces \( F(t) \) determined by the positions at time \( t \). Its mathematical formulations are written as

\[
\mathbf{V}\left(t + \frac{1}{2} \delta t\right) = \mathbf{V}\left(t - \frac{1}{2} \delta t\right) + \frac{\delta t}{m} F(t),
\]

and

\[
\mathbf{R}(t + \delta t) = \mathbf{R}(t) + \delta t \mathbf{V}\left(t + \frac{1}{2} \delta t\right),
\]

The leap-frog algorithm produces trajectories that are identical to a Verlet algorithm [70]. Eq. 4.4 can also be rewritten as

\[
\mathbf{R}(t + \delta t) = 2\mathbf{R}(t) - \mathbf{R}(t - \delta t) + \delta t^2 \frac{F(t)}{m} + O(\delta t^4).
\]

with a convergence of \( O(\delta t^4) \).

4.1.2 The Stochastic Leap Frog Algorithm

Stochastic or Langevin dynamics extends Newton’s equation by an approximate account of the effect of the environment on a molecular system by adding a friction and a noise term

\[
m_i \ddot{x}_i = f_i - m_i \xi_i \dot{x}_i + n_i(t).
\]

Here, \( \xi_i \) is the friction constant and \( n_i(t) \) is the random force. The exact derivation of positions and velocities are complex and depend on the random numbers generated. As such the reader is referred to work of Van Gunsteren and Berendsen [71] for further details. It is noted here that their algorithm produces third-order accuracy for any value of \( \delta t \xi \).

4.2 Thermostats and Barostats

Experiments are usually conducted under defined external conditions. In some of them the temperature is controlled by keeping the system in equilibrium with a heat bath and/or the pressure of the system is controlled. In simulations, it is also possible to control these parameters and mimic the experiments. To help a simulation sample the correct ensemble (i.e. canonical, \( NVT \), or isothermal-isobaric, \( NPT \)) thermostats and barostats are designed. Several models have been developed to control the system temperature and pressure. Here, only the thermostats and barostats used in this work are discussed briefly.
4.2. ThermoStats and Barostats

4.2.1 Berendsen Thermostat

The Berendsen algorithm [72] mimics weak coupling to an external heat bath with given temperature $T_0$. In this approach, the temperature of the system obeys the following equation

$$\frac{dT}{dt} = \frac{T_0 - T}{\tau},$$

where $\tau$ is the temperature time constant and the temperature deviation decays exponentially with time constant as expected. The fluctuations of the Berendsen thermostat suppress the fluctuations of the kinetic energy. Therefore, a proper canonical ensemble is not generated and rigorously the sampling will be incorrect. For very large systems, the ensemble averages will not be affected significantly though, except for the distribution of the kinetic energy itself. However, fluctuation properties, such as the heat capacity, will be affected.

This scheme scales all velocities after integration at every $n_{TC}$ (i.e. temperature coupling step) by a time dependent factor of

$$\lambda = \left[1 + \frac{n_{TC}}{\tau_T} \delta t \left( \frac{T_0}{T(t + \frac{1}{2} \delta t)} - 1 \right) \right]^{1/2},$$

where $\tau_T$ is close but not exactly equal to $\tau$. The relationship between them is defined by

$$\tau = 2C_v \tau_T / N_{df} k_B,$$

with $C_v$ the total heat capacity of the system, $k_B$ the Boltzmann constant and $N_{df}$ the total number of degrees of freedom. Though compared to other temperature coupling schemes the Berendsen thermostat has the disadvantage of not giving the correct ensemble, it has the advantage in terms of having a user adaptable coupling strength. It is mostly used to reach the target temperature in relaxation/equilibration simulations.

4.2.2 Velocity Rescaling Thermostat

This thermostat is essentially the same as the Berendsen thermostat except an additional stochastic term that ensures a correct kinetic energy distribution [73]

$$dT(R) = (T_0(R) - T(R)) \frac{dt}{\tau_T} + 2 \sqrt{\frac{T(R)}{N_f}} \frac{T_0(R)}{\sqrt{\tau_T}} dW,$$

where $T(R)$ is the kinetic energy, $N_f$ the number of degrees of freedom and $dW$ a Wiener process, i.e. a continuous-time stochastic process. No additional parameter, except for a random seed is
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necessary. This thermostat is advantageous compared to the Berendsen thermostat since it produces a correct canonical ensemble. In addition, it still has the advantage of the Berendsen thermostat: first-order decay of temperature deviations and no oscillations.

4.2.3 Nosé-Hoover Thermostat

To enable exact ensemble simulations, a temperature coupling approach introduced by Nosé [74] and Hoover [75] can be employed. In this approach, the particles’ equation of motions are replaced by:

$$\ddot{R}(t) = \frac{F(t)}{m} - \xi(t)\dot{R}(t), \quad (4.11)$$

and

$$\frac{d\xi(t)}{dt} = \frac{T - T_0}{Q}. \quad (4.12)$$

In eq. 4.11 and 4.12, $\xi(t)$ is a scaling factor, $\ddot{R}(t) = \dot{V}(t)$ is the acceleration, and $Q$ is called a 'mass parameter' defined as $Q = T_0 \tau_P^2$. The integration of eq. 4.12 is embedded into the velocity verlet scheme in which the velocities are scaled twice during one time step. The major shortcoming of this thermostat is that the actual time it takes for relaxation is large as it produces an oscillatory relaxation.

There are several other approaches for temperature control [76-77] that can be suitable for different systems under certain conditions. The thermostats summarized in this part are the ones used in this work.

4.2.4 Berendsen Barostat

The Berendsen algorithm [72] rescales the coordinates and box vectors at every $n_{PC}$ (i.e. pressure coupling step), with a scaling matrix $\mu$. The pressure of the system follows the equation

$$\frac{dP}{dt} = \frac{P_0 - T}{\tau_p}, \quad (4.13)$$

with $P_0$ the reference pressure. The scaling matrix elements are given by

$$\mu_{ij} = \delta_{ij} - n_{PC} \frac{\delta t}{3\tau_p} \beta_{ij} (P_0 - P_{ij}(t)). \quad (4.14)$$

$\beta_{ij}$ is the isothermal compressibility of the system. When scaling completely anisotropically, the system has to be rotated to obey the box vector conditions. The actual scaling vector $\mu'$ is
\[ \mu' = \begin{pmatrix} \mu_{xx} & \mu_{xy} + \mu_{yx} & \mu_{xz} + \mu_{zx} \\ 0 & \mu_{yy} & \mu_{yz} + \mu_{zy} \\ 0 & 0 & \mu_{zz} \end{pmatrix}. \]  
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The velocities are neither scaled nor rotated. Though the relaxation time is short for the Berendsen barostat and it yields the correct average pressure, the exact NPT ensemble is not given.

4.2.5 Parrinello-Rahman Barostat

When the fluctuations in pressure or volume are important e.g. to calculate thermodynamic properties, especially for small systems, then the weak coupling scheme of Berendsen coupling will not be enough. In the Parrinello-Rahman approach [78], the box vectors as represented by the matrix \( b \) obey the matrix equation of motion

\[ \frac{d b^2}{dt^2} = V W^{-1} b'^{-1} (P - P_{\text{ref}}). \]  
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The volume of the box is denoted as \( V \), and \( W \) is a matrix parameter that determines the strength of the coupling. The matrices \( P \) and \( P_{\text{ref}} \) are the current and reference pressures, respectively.

The equations of motions for the particle are also changed. The parameter matrix is calculated by

\[ (W^{-1})_{ij} = \frac{4\pi^2 \beta_{ij}}{3t_p^2 L}, \]  
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with \( L \) the largest box matrix element. Just as for the Nosé-Hoover thermostat, the Parrinello-Rahman time constant is not equivalent to the relaxation time used in the Berendsen pressure coupling algorithm. If the pressure is far from the target pressure, very large oscillations in box vectors could be observed. In that case, it is better to first start with a weak coupling thermostat to reach the target pressure and then switch to the Parrinello-Rahman algorithm.

As pressure coupling could be completely anisotropic, it is also possible to include only selected components of the pressure tensor in the coupling. Especially for solid-liquid interfaces pressure control should best be applied only along the direction of the surface normal, while the lateral dimensions of the cell should be kept constant.

4.3 Periodic Boundary Conditions

The number of particles that can be simulated in MD simulations is limited, especially by the complexity of the treatment of interactions. Hence, extended systems of atoms are often simulated
within a space-filling box, which is surrounded by translated copies of itself. This way, unwanted boundaries of a finite system are replaced by periodic boundary conditions. The interactions are now mostly short-ranged. The calculation of these interactions obeys the minimum image convention; i.e. each particle only interacts with the closest particle or its periodic image of the remaining particle system. In order to calculate long-ranged and electrostatic interactions, different strategies have been developed. It should be noted that, the application of the periodic boundary conditions concept does not automatically prevent finite-size effects, as the periodicity of the repeated images might still influence the system’s behavior, in particular for small cells. Thus, it is always advised to test for the convergence of certain properties with respect to the system size so that significant artefacts would be excluded.
5 Interaction Models/Potentials

The definition of a potential function through which the particles interact with each other is the central requirement for a MD simulation. All properties of the simulated system such as forces, energies or thermodynamic properties are determined by the interaction model applied. Hence, it is extremely important to choose an appropriate potential/model. There are a variety of potentials existing in the literature at many levels of accuracy. The choice of the potential will depend on the properties and systems to be investigated, as well as the numerical efficiency desired.

Interaction potentials are commonly distinguished between ab initio methods that are fully quantum mechanically described i.e. based on quantum mechanics, and empirical, i.e. pre-defined force fields that are based on a classical potential definition. There are also semi-empirical potentials in which the parameters of the potential are derived from ab initio calculations. Another promising interaction method, especially for large systems, is a hybrid quantum mechanical and molecular mechanical approach (hybrid QM/MM) [79]. As the description of all methods is beyond the scope of this work, only ab initio methods and empirical potentials will be summarized with special focus on the models used in this work.

5.1 Ab Initio Methods

Newton’s equation of motion is not exactly followed on atomic and subatomic levels; the system rather obeys the laws of quantum mechanics. The analogue of Newton's law is Schrödinger's equation for quantum systems such as atoms and molecules whether free, bound, or localized. The fundamental difference between the two equations is the representation of the particles. In Schrödinger's equation the particles, specifically the electrons, are represented in terms of wave functions, not by the positions and momenta of point-like particles anymore

\[ \hat{H}\psi_i = E_i\psi_i \]  

where \( \psi_i \) and \( E_i \) are the wavefunction and energy eigenvalue of state \( i \). \( \hat{H} = \hat{T} + \hat{V} \) is the Hamiltonian operator, analogous to its classical definition.

Unfortunately, there is no analytical solution for systems bigger than the hydrogen atom for eq. 5.1. Hence, a standard quantum mechanical approach is to partition the problem into simple mathematically feasible subsystems. Due to the heavy mass of the atomic cores, electrons and (heavier) nuclei move on different time scales. Therefore, their motions can often be separated in an adiabatic approach. In the well-known Born-Oppenheimer approximation [80], the resulting
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electronic Hamilton operator includes the positions of nuclei merely as parameters, by treating the
electrostatic interactions between nuclei and electrons as an external field \( \nu(r) \)

\[
\hat{H}_{\text{BO}}^{\text{elec}} = -\frac{1}{2} \sum_i \nabla_i^2 + \frac{1}{2} \sum_{i,j \neq j} \frac{1}{|r_i - r_j|} + \nu(r) = \hat{T} + \hat{V}_{\text{ee}} + \hat{V}_{\text{ext}}.
\]

\( \hat{V}_{\text{ee}} \) is the electron-electron interaction energy and \( \hat{V}_{\text{ext}} \) is the nuclei-electron energy. The
corresponding wavefunction \( \psi(\{r_i\}) \) depends only on the coordinates of the electrons. A usually
more efficient way, especially for \textit{ab initio} molecular dynamics is the Car-Parrinello method [81].
It is also based on the Born-Oppenheimer approximation, but in addition it includes the electronic
degrees of freedom via (fictitious) dynamical variables into the classical dynamics.

5.1.1 Density Functional Theory

The wave function is the key variable in many-body theory for quantum many-particle systems. However, the calculation of it is generally complicated and computationally demanding. It is also a quantity only defined up to an arbitrary phase factor and not a physical observable. Therefore, a more accessible quantity can be considered and this quantity is the electron density, \( \rho(r) \). In density functional theory (DFT) all energy terms are correspondingly rewritten based on the density

\[
E[\rho] = T[\rho] + V_{\text{ee}}[\rho] + V_{\text{ext}}[\rho] = T[\rho] + V_{\text{ee}}[\rho] + \int dr \nu(r)\rho(r).
\]

The ground-state energy of the system is determined by the minimization of the energy functional
with respect to \( p_0(r) \), the ground state density function. Though in principle, eq. 5.3 is exact, the
electron-electron interaction potential \( V_{\text{ee}}[\rho] \) is still unknown. Kohn and Sham [82] proposed to
replace the exact system by an auxiliary system of uncorrelated electrons that generate the same
density as the system of interacting ones. By this approach, the calculation of the kinetic energy
operator \( \hat{T} \) is simplified and the electron-electron interaction is reduced to a Coulombic Hartree
potential \( V_H \). However, in order to account for the difference between the original system and the
auxiliary system of independent electrons, another energetic contribution, the so-called \textit{exchange-}
correlation potential is introduced, \( V_{\text{xc}}[\rho] \). There are different approximations to this term; the
most common ones are the local density approximation (LDA) also proposed by Kohn and Sham
[82], the generalized gradient approximation (GGA) such as used in the PBE functional [83], and
hybrid functionals, such as B3LYP [84]. The advantages and drawbacks for each approximation
depend on the particular case and material. In this work, mostly the PBE functional is used for the quantum calculations and the B3LYP functional is also considered for one of the cases.

Further practical approximations are common in state-of-the-art DFT codes to increase the computational efficiency. One fundamental approximation is the expansion of the wave functions in an appropriate basis so that mathematical operations are performed easier. The two most popular types of basis sets are (simplified) atomic orbitals and plane waves. While atomic orbital basis sets are well suited for isolated atoms or molecules, for crystalline solids use of plane wave basis sets may be advantageous due to their periodicity. The precision of this expansion can be controlled by the number of basis functions included. Another approximation that is particularly common in DFT with plane wave basis sets is the so-called frozen core approximation via the introduction of pseudopotentials [85]. There are some extensions to DFT to increase the accuracy of the calculations depending on specific systems. One such extension considered in this work is the description of van-der-Waals interactions for which different approximations are already proposed but only one of them is considered in this work (chapter 8.1).

Though many other solutions for the Schrödinger equation exist [86-91], only one of the common ones, DFT, is introduced here. The reader is kindly referred to the works cited for a discussion of the other methods.

5.2 Empirical Potentials

The system sizes that can be simulated using *ab initio* methods with feasible computational costs are rather small. Even without considering the dynamics, i.e. only energy calculations of systems with more than one thousand atoms would generally be challenging to compute. With dynamic simulations using the Car-Parrinello approach sizes are even restricted to a few hundred atoms to achieve reasonable simulation times of 10-20 ps. Hence, the usage of *ab initio* molecular dynamics is limited for systems of the type of interest to this work. Fortunately, for certain systems as the ones of interest here quantum effects may be neglected with less severe consequences. The well-defined potential energy landscape (PES) for many molecules and solids can be produced by predefined interaction potentials as long as no chemical reaction is involved. Such interaction models are commonly referred as force fields and can be defined either on a semi-empirical basis by derivation of the potential energy from quantum mechanical equations or by mapping the potential energy to appropriate functions fully empirically. The parameters for these functions should be adjusted by fitting to suitable target values such as DFT energies, experimental observables or
atomic and molecular structures. These reference values are chosen according to properties one is ultimately interested in investigating. The parameterized force field should finally be tested carefully by comparing to experiments if available and/or to *ab initio* calculations to check if target quantities can be approximately reproduced.

The basic functional form of a force field potential consists of bonded terms associated with chemical bonds, bond angles, and bond dihedral interactions of atoms that are linked by covalent bonds. In addition it contains non-bonded or noncovalent terms that describe the long-range electrostatic and van der Waals forces. The total potential energy is thus defined as

\[ V_{\text{total}} = V_{\text{bond}} + V_{\text{angle}} + V_{\text{dihedrals}} + V_{\text{electrostatic}} + V_{\text{van der Waals}}. \]

A very large number of force fields suitable for different kinds of systems, investigations etc. exist in the literature. There are polarizable force fields [92] to treat polarization and charge delocalization, coarse-grained force fields [93-94] to increase simulation times for large systems, and reactive force fields that allow to simulate some specific chemical reactions such as hydrocarbon reactions [95] or water proton transfer [96]. In this work, only classical force fields specially developed for biological systems, i.e. biological force field methods, will be considered.

### 5.2.1 Biological Force Fields

The use of force fields for the simulation of biological system is a well-established tool, specifically for structure-activity relationships [97]. Hence, a variety of force fields for these systems are developed and the most common ones are AMBER [98-99], CHARMM [100] and OPLS-AA [101]. In the majority of this work a generalized form of AMBER force field is used. CHARMM and OPLS-AA force fields are considered for comparisons. Here, the functional form of the AMBER force field is introduced. The functional forms for other force fields are the same or very similar. They typically only use different parametrization values.

The functional form of the AMBER force field is given by

\[ V = \sum_{\text{bonds}} k_b (r_{ij} - r_0)^2 + \sum_{\text{angles}} k_\theta (\theta_{ij} - \theta_0)^2 + \sum_{\text{dihedrals}} \frac{k_\phi}{2} \left[ 1 + \cos(n \phi_{ijkl} - \gamma) \right] + \sum_{\text{pairs}} 1/\varepsilon_{ij} \left[ \left( \frac{q_i}{r_{ij}} \right)^{12} - 2 \left( \frac{q_i}{r_{ij}} \right)^{6} \right] + \sum_{\text{pairs}} \frac{q_i q_j}{r_{ij}}. \]

Bond stretching is modeled by a harmonic potential with spring constant \( k_b \) and equilibrium bond length \( r_0 \). Angle bending terms account for the stiffness of two connected bonds by including an
angle force constant $k_\theta$ and equilibrium angle $\theta_0$. Dihedral angles describe the torsion of four atoms around the central bond by the dihedral force constant $k_\phi$, the periodicity $n$ and the phase angle $\gamma$. $A$, $B$ and $q$ are coefficients for the non-bonded potentials. The electrostatic interactions are described by Coulomb-interactions between partial charges on the particles (last term in eq. 5.5); the van der Waals (vdW) and all remaining interactions are described by Lennard-Jones potentials (fourth term in eq. 5.5). The partial charges are usually determined from ab initio calculations by the restraint electrostatic potential (RESP) method [102], a restraint ESP approach. Using this approach, the charges are determined by restrained fitting of a set of point charges located at the positions of the nuclei to reproduce the potential outside the van der Waals radii of the atoms.

The treatment of water molecules is necessary when they are present as solvents or even as crystal waters (such as crystal water in the lattice of alpha-lactose monohydrate). To define a reasonable model for liquid water, an intermolecular potential function for water dimers should be accurately described. Common water models are the simple point charge (SPC) model, the TIP3P or the TIP4P models [103]. The AMBER as well as CHARMM force fields mostly employ TIP3P with constrained bonds and angles. TIP4P model is advised to be used with the OPLS-AA force field.
6 Free Energy Calculations and Accelerated Molecular Dynamics Methods

6.1 Free Energy Calculations

Quantities commonly measured in experiments are macroscopic observables such as entropy, internal energy etc., i.e. thermodynamic functions. As simulations are performed for a limited collection of possible microstates, it would not be proper to predict these observables directly. Hence, to bridge the gap in between, statistical mechanics are exploited, depending on the ensemble chosen.

In statistical mechanics, all possible microstates spanning the phase space $\Gamma\{\mathbf{R}; \mathbf{P}\}$ in a canonical ensemble can be described as

$$Q = \int \int \exp(-\beta \mathcal{H}(\mathbf{R}, \mathbf{P})) \, d\mathbf{R} \, d\mathbf{P},$$

where $\mathcal{H} = T + V$ is again the Hamiltonian of the system and $\beta = 1/k_B T$ is the inverse of thermal energy with $k_B$ as Boltzmann constant and $T$ the temperature. $Q$ is called partition function or the sum over states. As shown in eq. 6.1, it is obtained by integrating over the phase space for systems with continuous energies. The probability of finding a microstate $i$ with corresponding Hamiltonian $\mathcal{H}(\mathbf{R}_i, \mathbf{P}_i)$ is given by:

$$P(\mathbf{R}_i, \mathbf{P}_i) = \frac{1}{Q} \exp(\mathcal{H}(\mathbf{R}_i, \mathbf{P}_i)).$$

The associated thermodynamic potential for the canonical ensemble is the Helmholtz free energy $G = U - TS$ with internal energy $U$ and the entropy of the system $S$. (The Gibbs free energy function on the other hand contains the enthalpy instead of the internal energy, as it is associated with an $NPT$ ensemble). Relating thermodynamics to statistical mechanics, the free energy can be expressed in terms of the partition function

$$G = k_B T \ln Q.$$

The direct evaluation of eq. 6.3 using molecular dynamics is challenging as high-energy states would be difficult to reach, hence a correct partition function cannot be evaluated. Fortunately, absolute free energies of the system are rarely necessary; rather free energy differences between different subsystems are desired to be evaluated. This difference can be obtained by defining the partition functions for the corresponding subsystems. For instance, subsystems $A$ and $B$ with partition functions $Q_A$ and $Q_B$, respectively, would have a free energy difference
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\[ \Delta G = k_B T \ln \frac{Q_A}{Q_B}. \]  

As the integrals over phase space are not straightforward to calculate, instead a continuous reaction coordinate \( \lambda \) can be considered and the free energy is calculated as

\[ G(\lambda) = -k_B T \ln P(\lambda) + G_0, \]

with \( G_0 \) an arbitrary constant, and \( P(\lambda) = Q(\lambda)/Q \) the probability distribution. The partition function \( Q(\lambda) \) is described as

\[ Q(\lambda) = \int \exp(-\beta \mathcal{H}(R, P)) \delta(\lambda - \lambda(R)) dR dP. \]

While considering free energy differences instead of absolute free energies simplifies the numerical treatment of the simulation, still a suitable method should be devised for practical applications of free energy calculations.

The evaluation of eq. 6.5, in principle, is straightforward and by running a long enough equilibrium simulation, the probability distribution \( P(\lambda) \) can be obtained by counting the occurrences associated with each value of \( \lambda \). However, in practice, this would not be the approach chosen especially when free energy landscapes are not flat but structured i.e. rather high barriers between states are present. Then, for most or all of the simulation time (depending on the times achievable by simulations), the reaction coordinate would be trapped in a local free energy minimum and the global free energy profile would not be sampled efficiently. This is actually one of the main challenging issues of present-day MD simulations. There are several strategies to overcome this problem for free energy calculations such as thermodynamic perturbation [104], thermodynamic integration (TI) [105], the Bennett Acceptance Ratio (BAR) [106], or biased calculations [107]. In this work the BAR method will be discussed briefly as it is the main method used in this work.

6.1.1 The Bennett Acceptance Ratio

As one of the earliest free energy methods, the BAR method extracts data from multiple states to estimate the free energy differences. In this approach, configuration information from both states is required for estimating free energy differences rather than the configuration of just a single state as in the case of the TI method.

In BAR and also other alchemical free energy calculations such as TI, the free energy difference calculations are broken down into multiple smaller sub-steps. This approach improves the similarity, i.e. the phase space overlap of the two end states involved, and yields a better
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convergence of the free energy results. To do so, intermediate states between the two end states \( i \) and \( j \) have to be simulated. The intermediate states are created by mixing the energy parameters of the states \( i \) and \( j \). A so-called coupling parameter \( \lambda \) that ranges between 0 and 1 is used as mixture ratio. The free energy difference of interest is then calculated by summing free energy differences between the intermediate states

\[
\Delta G_{i,j} = \sum_{l=1}^{n_\lambda-1} \Delta G_{l,l+1},
\]

with \( n_\lambda \) being the number of intermediate states. These free energy differences between intermediates are calculated as

\[
\Delta G_{l,l+1} = -k_B T \ln \frac{n_{\lambda l+1}}{n_{\lambda l}} + C,
\]

where \( C \) is a constant that can be found based on an iterative process [106].

During free energy calculations where particles grow out of nothing or particles disappear, using the simple linear interpolation of the Lennard-Jones and Coulomb potentials are observed to lead to poor convergence. To get around the numerical instabilities so-called soft core potentials [108] for intermediate \( \lambda \) values are used.

6.2 Accelerated Molecular Dynamics

As already mentioned in chapters 5.2 and the previous chapter 6.1, MD simulations especially for large systems require massive amounts of computational power for simulation times of even 10-20 ps. The processes one desires to investigate such as protein folding, detachment from surfaces etc. often take much larger times, around microseconds to seconds. The common feature of these slower processes (compared to reachable MD simulation time scales) is that they are infrequent or rare events. Many different methodologies are developed for these rare events systems and they are all categorized under accelerated MD in this work. It should be noted that not all of them are designed to overcome sampling issue of MD unlike metadynamics, but to boost up the system so that barriers can be crossed. By this way, infrequent events can be observed and higher simulation time scales can be achieved. In this work, metadynamics [109], parallel replica dynamics (PRD) [110] and hyperdynamics [111] methods are discussed briefly.
6.2. Accelerated Molecular Dynamics

6.2.1 Metadynamics

As an enhanced sampling method, in metadynamics the sampling of a system is improved by the introduction of an additional bias potential (or force). This potential acts on a selected number of degrees of freedom, often referred to as collective variables (CVs). To prevent the system from revisiting previous locations and so push it out of a free energy basin, the bias potential is constructed in a way that it repels the reaction coordinate from already visited locations, i.e., it is history-dependent. The exact explanation and the derivation can be found in the works of Laio and Parrinello in ref. [112] and [113]. In practice, during metadynamics Gaussian shaped hills centered at the CV are added to the potential of the system. The definition of the bias potential is given as

\[ V_{\text{bias}}(\mathbf{s}, t) = \sum_{k \tau < t} W(k \tau) \exp \left( - \sum_{i=1}^{q} \frac{(s_i - s_i^{(0)}(k \tau))^2}{2 \sigma_i^2} \right). \]  
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\( W \) is the height of the Gaussian hills, \( \tau \) is the time step between each \( k \) steps, \( s^0 \) specifies the position of the centroid of the Gaussian with \( s \) being the positions during simulations, \( \sigma \) is the width of the Gaussian hills. However, this original approach mostly suffers from convergence issues. Therefore, well-tempered metadynamics [114] based on deposition of adaptive bias potentials in terms of hill heights along the CV is preferred to extract exact free energy profiles.

6.2.2 Parallel Replica Dynamics

Introduced by Voter [110], the concept behind PRD simulations is trivial. Using the power of parallel computers, many replicas of the system can be followed to parallelize time evolution. Based on the number of processors available, the system is replicated on each of these processors. Then, these replicas should be uncorrelated, which is usually achieved by assigning different initial velocities. The trajectories obtained by simulations (after the dephasing) are checked for the desired transition event and as soon as such a transition observed, the simulation should be stopped. The trajectory times over all processors are added and simulation clock is advanced by this sum. Then, if necessary, one can continue the trajectory in which the transition is observed and replicate it to start new parallel simulations. This approach gives exact dynamics. However, the boost is limited by the number of processes. The dephasing times should be small enough to gain good efficiencies by this method.
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6.2.3 Hyperdynamics

The concept of hyperdynamics [111] is in some respect similar to metadynamics. However, instead of filling the basin with Gaussian hills, the simulations are started with a suitable pre-defined bias potential. By this way, the chance of the system leaving the basin is increased. An illustration of the hyperdynamics method is depicted in Figure 6.1 and compared to a classical MD simulation without any acceleration method. The design of the bias potential is the most critical point in this approach. It should be zero at all dividing surfaces so as not to bias rates along different pathways. Considering that in principle one does not have any a priori information about the system such as neighboring states or dividing surfaces, it is rather difficult to design a bias potential that is suitable for the system as well as computationally efficient. A few different forms have already been proposed and tested, see ref. [115]. In this work, the proposed bias potential design would be different from the methods described in the literature (see chapter 7.2). It will actually involve the metadynamics technique.

The advantage of the hyperdynamics technique compared to PRD is that the boost factor is not dependent on the number of processors involved. This actually decreases the computational cost and allows the acceleration of the system without performing too many simulations. Especially for systems with really high barrier energies for which the chances of observing a transition event may be very low. Then again, the PRD method gives the exact dynamics of the system, hence in a sense it is more accurate than hyperdynamics or any other acceleration method. Hence, if possible, the hyperdynamics simulations and most importantly the bias potential design method should be checked against PRD simulations for suitable model systems, maybe with lower barriers.
Figure 6.1: (a) Illustration of the free energy diagram for a classical molecular dynamics simulation along a simple one dimensional reaction coordinate $s$. (b) Illustration of the free energy diagram for a hyperdynamics simulation performed along the same reaction coordinate as (a). The green line depicts the added bias potential and the red circle denotes the system state at a time step $t$. 
PART III
Development and Application of the
Spiral Dissolution Model
The spiral growth model originally proposed by Burton, Crabrera and Frank has been extended and modified during the last six decades. In particular, the BCF model was advanced into a molecularly-resolved mechanistic crystal growth model by Doherty et al. for the prediction of crystal morphologies. Yet, they did not exploit their model for an absolute growth/dissolution rate prediction of real crystal structures, as they used crude methods to approximate the parameters entering the model (see chapter 3). There is no conceptual barrier to use more accurate methods to evaluate the parameters though and then employ the model for absolute growth/dissolution rate predictions. As the importance of dissolution testing during drug development is already well-established in the introduction part of this work, the focus of this work is in the dissolution process. The differences in the expressions to evaluate the parameters in the context of the dissolution process instead of growth were also already explained in chapter 3. Hence, this work aims to develop a computational protocol that would be able to predict dissolution rates for pharmaceutical ingredients by exploiting the spiral model and extensions of the model. In this part, the procedures to calculate the model parameters are explained. After that, the spiral dissolution model is applied to two prototype compounds, aspirin and alpha-lactose monohydrate (alpha-LM). This thesis will strongly build on the works in refs. [43, 116-117]. Part of this work, the fast screening approaches for predicting the dissolution rates for both compounds in chapter 8 and 9, is submitted for publication. Another publication with the detailed alpha-LM results is in preparation.
7 Micro-Kinetic Spiral Dissolution Model

The spiral growth developed by Synder and Doherty [32] and further extended by Kuvadia and Doherty [44] was explained in chapter 3 in detail together with an emphasis on the changes necessary to treat the dissolution process. Apart from crystallographic parameters, critical lengths and step velocities are required to build the model. Particularly, the two parameters $\Delta G_{\text{kink}}$, the free energies necessary to create kink sites along edges, and $k^-$, the detachment rate constants from kink sites, need to be evaluated for centrosymmetric units. In this work, the model built will always consider the step velocities using eq. 3.15 even though the molecules considered themselves may be non-centrosymmetric. The workaround is to consider centrosymmetric dissolution units instead. As already mentioned the parameters have hitherto only been estimated using crude methods like bond breaking energies. However, the aim of this work is to predict the absolute dissolution rates with sufficient accuracy using molecular dynamics techniques. In the next parts, the evaluation of kink free energies of formations and detachment rate constants from kink sites will be explained.

7.1 Kink Free Energy Calculations

To evaluate kink free energies, previous methods used to calculate binding free energies mostly for ligand/receptor complexes are modified [43, 118-120]. In these methods, the overall process of free energy difference between initial and final states is decomposed into several stages and then, each state is computed separately. This so-called ‘thermodynamic cycle’ involves the slow decoupling of the non-bonded interactions between the ligand and its surrounding. To preserve the reversibility of the thermodynamics cycle, additional sets of potentials are employed to restrain the orientation and position of the ligand. The cost of these restraint potentials also has to be taken into account. Instead of a ligand molecule, kink molecules along step edges are considered here.

In Figure 7.1, the application of this method is illustrated with a top view in which the upper terrace part of the surface is represented as a box. The straight edge, the initial state (on top left), and the edge with kink sites, the final state (on top right), are represented as rectangular dark blue boxes. Since the initial state is a straight edge and the final state is an edge with kink sites, the free energy contribution for the initial state is denoted with a ‘step’ subscript and for the final state one, it is denoted with a ‘kink’ subscript. Decoupling and restraining energy contributions are denoted by ‘dec’ and ‘rest’ superscripts, respectively. The thermodynamic circle starts by identifying the
kink molecules (represented as light blue boxes in Figure 7.1) and restraining them in their positions. Here, the positions of the heavy atoms as well as any hydrogen atoms of hydroxyl groups moieties are restraint using absolute position restraints via harmonic potentials. Then, the non-bonded interactions between selected molecules and their surrounding are decoupled by using a parameter, $\lambda$. The decoupling free energy change, $\Delta G_{\text{dec}}^{\text{step}}$, is obtained. As the position restraints are fully employed during this process, the additional energy necessary to restrain the kink molecules in the perfect crystal positions also has to be evaluated. It is denoted as $\Delta G_{\text{step}}^{\text{rest}}$ in Figure 7.1. After the decoupling process, the kink molecules can be considered in vacuum since there is no interaction with their surroundings. Therefore, it is possible to transfer or rotate them without additional cost of energy. In the next step, these molecules are thus shifted and rearranged into the final kink positions. Then, the interactions between the kink molecules in their new arrangement and surrounding are switched on, associated with a free energy change of $-\Delta G_{\text{kink}}^{\text{dec}}$. As last step, the position restraints on the kink molecules are removed at a cost of $-\Delta G_{\text{kink}}^{\text{rest}}$. The overall kink free energy of formation along an edge, $\Delta G_{\text{kink}}$, is therefore calculated as:

$$\Delta G_{\text{step}}^{\text{rest}} + \Delta G_{\text{step}}^{\text{dec}} - \Delta G_{\text{kink}}^{\text{rest}} - \Delta G_{\text{kink}}^{\text{dec}} / 4.$$

The sum of contributions is divided by four as four kink sites are created in Figure 7.1, but only the cost of creating one kink site along an edge is required.

Figure 7.1: Thermodynamic cycle to calculate the kink formation free energy. ‘dec’ and ‘rest’ superscripts refer to decoupling and restraint energy, respectively. See text for explanation of free energy contributions.
In the thermodynamic cycle, there are two different free energy contributions, decoupling and restraint free energy differences. The calculations of these two energy contributions are done by different free energy calculation methods (chapter 6.1). For the decoupling free energy calculations, the BAR method [106] explained in chapter 6.1.1 is employed. To remind again, in this method, a coupling/switching parameter $\lambda$ is employed so that the Hamiltonian of the initial system slowly changes to the Hamiltonian of the final system. As suggested for complex systems [119, 121], the switching parameter is separated into an electrostatic and Lennard-Jones part, $\lambda = \lambda_{el}, \lambda_{LJ}$. First, the electrostatic contributions are decoupled by applying a linear coupling parameter $\lambda_{el}$ to the electrostatic contribution of the potential energy $U_{el}(r_{ij}\lambda_{el}) = (1 - \lambda_{el}) \frac{q_i q_j}{r_{ij}}$.  

$q_i (q_j)$ denotes the partial charge of atom $i$ ($j$), the former being part of the decoupling set, while the latter belongs to the remaining part of the system.

Subsequently, the Lennard-Jones interactions are decoupled through the coupling parameter $\lambda_{LJ}$ with the electrostatic interactions remaining in the $\lambda_{el} = 1$ state. During this process, soft-core potentials are applied to ensure that particles are not sitting on top of each other [108] (chapter 6.1)

$$U_{LJ}(r_{ij}\lambda_{LJ}) = (1 - \lambda_{LJ}) U_{ij}^{LJ}(\alpha \sigma_{ij}^6 \lambda_{LJ} + r) .$$

Here, $\sigma_{ij}$ denotes the standard Lennard-Jones parameter, $\alpha$ is a soft-core parameter, $U_{ij}^{LJ}$ represents the original Lennard-Jones potential between particles $j$ and $i$.

The treatment of $\lambda$ points may be asymmetric, i.e. different number of intermediate states may be used for Lennard-Jones and electrostatic decoupling, $n_{\lambda_{LJ}} \neq n_{\lambda_{el}}$. In fact in most cases, higher numbers of $\lambda_{LJ}$ points are used for Lennard-Jones decoupling as the accuracy at large $\lambda_{LJ}$ is affected by the onset of penetration of solvent into the decoupled region. This procedure is applied for the calculation of both decoupling free energy contributions, i.e. $\Delta G_{step}^{dec}$ and $\Delta G_{kink}^{dec}$.

The free energy contributions due to position restraints are obtained by the thermodynamic integration method [104] i.e. by integrating the ensemble-averaged derivatives of potential energy over the spring constant $k$. Then, the restraining free energy is calculated according to

$$\Delta G^{rest} = \int_0^{k_{max}} \frac{1}{2} dk \left( \frac{\hat{R} - \hat{R}_0}{k} \right)^2 ,$$

where $\hat{R}$ and $\hat{R}_0$ are the position vectors of the restraint atoms during the simulations and of the perfect crystal, i.e. reference positions, respectively. It is also possible to estimate the difference between positions using the root mean-square displacement, $\xi$, to the reference positions and in
practice these deviations between perfect kink site positions and positions encountered during simulations are used.

## 7.2 Detachment Rate Constant Calculations

In the studied systems spontaneous detachment processes for single trajectories from kink sites are not observed for several nanoseconds (see below). It is thus obvious that detachment is a rare event and accelerated MD methods (chapter 6.2) are better suited for the evaluation of detachment rates. The method chosen in this work is hyperdynamics [111], however it is also combined with metadynamics methods [109].

The design of a bias potential is a prerequisite for the hyperdynamics method. It must be appropriate for the process considered and determines the numerical efficiency. Previous bias potentials were governed by atomic bonds or dihedral torsions. Applying such bias to non-bonded potential energies particularly in an explicit solvent environment is prevented by the large fluctuations affecting these energies. Hence, the metadynamics technique is used to design a custom-tailored bias potential. The proposed algorithm is complementing the on-the-fly combination of both techniques recently suggested by Tiwary and Parrinello to simulate back-and-forth transitions between bound states [122]. The approach used for detachment rate constant calculations is a two-step algorithm:

1. Using the metadynamics technique a suitable bias potential acting on previously selected collective variables (CVs) is adaptively constructed. By the aid of this bias potential, the molecule is pushed from its initial state $A$ to the new state $B$. The time-dependent evolution of the bias potential is truncated before the first escape event out of state $A$, to fulfill the requirement of zero bias at the barrier region [111].

2. Using the resulting static bias potential, the hyperdynamics simulation step then generates an ensemble of biased trajectories starting from different conditions in state $A$.

The detachment rate then can be determined using the following equation:

$$k^- = \kappa \frac{k_{bias}^{TST}}{\langle e^{-\beta V_{bias}} \rangle_{A,bias}} = \kappa \frac{k_{bias}^{TST}}{f_{acc}}$$

where $\kappa$ is the transmission coefficient, $k_{bias}^{TST}$ is the biased rate constant, $V_{bias}$ is the bias potential and $\beta = 1/k_B T$ with $k_B$ being the Boltzmann constant and $T$ the temperature. $k_{bias}^{TST}$ is calculated from an ensemble of biased simulation trajectories, where a bias potential $V_{bias}$ suitably accelerates
the escape from the free energy basin $A$ [117]. $f_{acc}$ is the so-called acceleration or boost factor. In contrast to the on-the-fly combination of both steps, as suggested in ref. [122], the proposed approach does not rely on the same CVs accelerating both the forward and reverse transition in order to observe a large number of transitions. Instead the focus is only on the forward reaction, the detachment from the kink sites. For the present bound-to-free transition and the associated largely changing entropic contributions, this aspect of the approach becomes particularly beneficial [117]. Moreover, the criterion of zero-bias potential at the barrier location is controlled better by the separation of the two steps. To account for barrier re-crossing effects, the trajectory segments that follow the first barrier crossing can be exploited to explicitly calculate a transmission coefficient $\kappa$. The proposed method was tested against parallel replica dynamics which give the exact dynamics (see chapter 6.2.2) and excellent agreement was observed [117].

In the following chapters, the application of the computational protocol as well as the spiral dissolution model is explained, starting with the development and test of force fields for both prototypical compounds. Then, the computed kink free energy values and detachment rate constants will be discussed. The last part for each compound will be the building of the spiral model and a comparison for building the model using different detachment rate constants will be given. Finally, the theoretically calculated dissolution rates will be compared to available experimental values.


8 Calculation of the Dissolution Rate of Aspirin

Aspirin, also known as acetylsalicylic acid (ASA), is an active pharmaceutical compound often used to treat pain, fever, inflammation or to prevent blood clotting. Hence, it is a pharmaceutically relevant compound to use as a model system. It is also an experimentally well-known substance, though it exhibits higher degrees of freedom compared to previously studied systems. Nevertheless, it is an excellent prototype compound to consider. After the development and testing of the force fields for aspirin, the chosen force field is used for calculating the parameters to build the model.

![Figure 8.1: (a) The molecular structure of aspirin. (b) The unit cell structure of aspirin taken from ref. [123].](image)

8.1 Development and Testing of the Force Fields

Different force fields, namely generalized AMBER (GAFF), CHARMM, and OPLS-AA force fields were evaluated for their suitability in simulating the dissolution dynamics [116]. This part of the work was performed mostly by Maximilian Greiner, Ekaterina Elts, and Julian Schneider and was published in ref. [116]. In the remaining part of this chapter the force field built by them is used. Hence, to validate this choice of force field, the development and testing of the force field results are displayed and discussed briefly in this part, too.

The generalized AMBER (GAFF) [99] parameters for the force field are obtained by ACPYPE [124], a program based on ANTECHAMBER [125] and partial atomic charges are calculated using the R.E.D. server [126]. The CHARMM force field parameters are generated using the SWISSPARAM server [127]. For the generation of the OPLS-AA [128] (all atomic version) force field, a commercial program Maestro from the SCHRÖDINGER software package [18] is used. The TIP3P [129] water model is used for both solvent water molecules and hydrate water molecules in the unit cell. The unit cell representations of the model substance aspirin in its I form
[123] is taken from literature. The classical force field MD simulations are performed using the GROMACS package [130-132]. First, the ability of the force field to correctly reproduce the lattice parameters is checked. For this reason, an optimization of the bulk crystal structures and the corresponding lattice parameters is performed. The starting point is the experimental crystal structure, and then the system is slowly cooled from 100 to 0 K in a 50 ps simulation while applying a Berendsen barostat at zero pressure. Specifically, the barostat is coupled to the lengths of the cell vectors as well as to the $\beta$-angle, whereas the remaining two angles were fixed to preserve the monoclinic crystal system. After the optimization of the cell vectors, all atomic positions were again relaxed using the conjugate gradient method with a maximum force threshold of 0.01eV/Å. Apart from fixing the $\alpha$- and $\beta$-angles during the MD simulations, no additional symmetry constraints were imposed on the structure for the optimization procedure. Table 8.1 displays the results for the different force fields. For aspirin, the calculated lattice parameters and interaction energies were in good agreement with the experimental reference for the GAFF force field; the angle $\beta$ is also better represented by GAFF as compared to the experimental structure.

Table 8.1: Comparison of experimental and calculated lattice parameters for aspirin.

<table>
<thead>
<tr>
<th></th>
<th>Lattice Constants (Å)</th>
<th>Cell angle (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>Exp.</td>
<td>11.40</td>
<td>6.60</td>
</tr>
<tr>
<td>GAFF</td>
<td>11.47</td>
<td>6.42</td>
</tr>
<tr>
<td>CHARM</td>
<td>11.59</td>
<td>6.40</td>
</tr>
<tr>
<td>OPLS-AA</td>
<td>13.47</td>
<td>5.52</td>
</tr>
</tbody>
</table>

*aRef. [123]*

To further test the force fields, the intermolecular interaction energies between molecules are calculated with the force fields and the resulting energies are compared to quantum mechanical calculations (QM). The interaction energies are calculated by displacing one of the two molecules rigidly in the direction connecting their centers-of-mass in the starting structure and calculating the energy relative to the energy of the two isolated molecules [116]. The QM calculations are performed with the all-electron full potential code FHI-aims [133-134]. Electronic exchange and correlation was treated at the GGA level using the PBE [83] and the description of van der Waals (vdW) interactions are corrected with the Tkatchenko-Scheffler dispersion correction approach [135]. All sampling calculations are done with the “tier2” basis set with the numerical integrations.
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at "tight" settings. From the crystal configuration of aspirin, representative dimer structures are chosen. Additional QM energetic calculations employed wave-function based second-order Möller–Plesset perturbation theory (MP2) [136]. The interaction energies versus the relative distance to the starting structure are displayed in Figure 8.2b, with the aspirin dimer interactions chosen for the displacement shown in Figure 8.2a. As can be seen from the figure, CHARMM shows the best quantitative agreement with both DFT and MP2 calculations. Whereas GAFF also achieves a rather good agreement, OPLS-AA underestimates the binding energy. Considering that GAFF produces best lattice parameters compared to the experimental values and gives a good quantitative agreement also for the interaction energies as compared to QM methods, the choice of the force field for this work was GAFF for aspirin.

![Figure 8.2: (a) The dimer structure of aspirin with dashed lines representing the displacement direction (b) Interaction energies versus displacement $d$ with respect to the dimer geometry for aspirin. Reference values calculated from DFT+vdW (black dashed lines, X), MP2 (black dashed lines, +) and resulting energies from classical force fields GAFF (red circles), CHARMM (green squares), and OPLS (blue diamonds). Taken with permission from [116].](image)

### 8.2 Spiral Dissolution Model for the Aspirin(001) Faces

The most common and the here chosen crystal structure for aspirin belongs to the $P2_1/c$ space group [137]. The unit cell contains four non-centrosymmetric molecules, two pairs of dimers. The face considered in this work is the (001) face, since it is one of the dominating facets of aspirin crystals grown from solution [137]. Though along the surface normal the unit cell is composed of two molecular layers, each layer exposes the same terminations. Considering the strong hydrogen bond interactions between dimers within a single layer, growth or dissolution is expected to proceed in single layers. Therefore, the step height is considered as the height of a single molecule and this also reduces the complexity of our model. The step edge directions are chosen by considering the strong intermolecular interactions, i.e. by considering the periodic bond chain (PBC) theory of Hartman and Perdok [138]. Based on PBC theory, there are three strong bond chains on this face: [100], [010] and [110] that each expose straight, close-packed interactions.
The step edge directions chosen then would be [100], [010] and [1̅10] and their symmetry related counterparts, i.e. opposite step edge directions. As the kink sites would be the primary dissolution sites and the spiral dissolution model depends on the free energy of kink formation and detachment rate constants of kink site molecules, the kink sites along these edges need to be created.

Aspirin itself is a non-centrosymmetric molecule meaning that there could be more than one kink type along edges. Considering all these kink types would lead to a complete model, but would not be computationally efficient. Instead a simplified and more efficient model can be achieved by considering aspirin dimers as dissolution units. These dimers may be hydrogen bonded as seen in Figure 8.2a or have weaker electrostatic or Lennard-Jones interactions. The criterion is that after the detachment of the first molecule, the counter-part will detach immediately at least on MD simulation time scales. In other words, the kink structure should be meta-stable on the scale of free energy calculations (chapter 8.2.1) To further reduce the model, the following criteria are considered: Detachment/attachment of the kink site molecule always results in the same type of kink site molecule and the edge terminations before and after re-arrangement must be the same [43]. For instance, symmetry-related opposite edges (like [100] and [1̅00]) expose different terminations. In order to ensure a precise and well-defined calculation of defect formation free energies, kink sites are therefore always created along the same edge.

It is noted that aspirin even though weak is still an acid, and therefore engages in proton transfer reactions, i.e. the deprotonation of the carboxylic acid moiety [139]. However, it is beyond the capabilities of the common classical force fields to simulate these reactions and consequently such effects are disregarded in the simulations in this work. A large fraction of dissolved aspirin molecules would become de-protonated in aqueous solution at neutral pH due to the aspirin acidity. Strictly speaking, the simulation model thus corresponds to an acidic environment.
solution pH values may alter the interfacial behavior to some extent. Yet, experimental results indicate that the differences in solubility and dissolution rate between neutral and acidic solution are small [140]. Thus, it is assumed that the proton transfer reaction takes place primarily in bulk solution when the carboxylic acid groups are well accessible to water molecules and that the detachment process of initially neutral crystal molecules itself does not involve deprotonation to a significant amount. Moreover, for the same reason of force field limitations, any possible dissolution mechanism proceeding via hydrolysis is not taken into account [43].

### 8.2.1 Kink Free Energies of Formation

This part of the work was performed by Chen Zheng as a part of his master thesis [141] and was published in [43] by Schneider, Zheng and Reuter. As the spiral dissolution model builds on the kink densities and kink free energies of formations, the details of the simulations and results for aspirin are also summarized briefly in this work. Please refer to the publication for further details.

#### Simulation Details and Model Systems

The GAFF previously parameterized for aspirin is applied for all calculations again with the GROMACS package. The thermodynamic cycle explained in chapter 7.1 is employed for the free energy calculations. A further notice that should be mentioned is that the simulation cells considered are one half of the one represented in Figure 7.1. In other words, from Fig. 7.1 it can be seen that half of the simulation cell would be idle when the systems with positive and negative kink sites together are considered. Hence, the entire system has been chosen split into two separate simulation cells, each containing half of the step edge. This way the costs of the simulations are reduced considerably. The top view of a possible kinked step edge direction [100] is shown as an example for such system separation in Figure 8.4. For all simulations a slab model is employed with periodic boundary conditions at all directions. The surface models are again built by the GAFF force previously parameterized (chapter 8.1). The crystal slab thickness amounts to four unit cells, i.e. eight molecular layers. The interface systems are prepared by filling the vacuum gap between opposite slab surfaces with pre-equilibrated water molecules. The thickness of the water layer is chosen sufficiently large in order to retain a significant region of bulk-like water molecules in between the two slab surfaces. The latter is assessed by monitoring the water density profile.

All the systems considered are first simulated at constant temperature, 300 K, and volume for 100-200 ps with position restraints employed on all heavy atoms of the aspirin molecules. During
this time the water molecules and surface atoms are allowed to equilibrate. Then, the pressure of the system along the surface normal is adjusted to 1 atm by 3 ns long simulations without any position restraints. The box vectors along the lateral directions are fixed, but along the surface normal direction, i.e. the water layer direction, the final height is determined after the pressure adjustment. An additional 2-3 ns simulation at constant volume and temperature is run before starting the thermodynamic cycle to determine the average positions of kink molecules. During equilibration, the temperature is controlled by Nose-Hoover [142] thermostat by coupling the kinetic energy at a relaxation time of 0.5 ps and the barostat employed is Parrinello-Rahman [78]. The production runs are 3 ns long and they are performed at constant temperature and volume at the box height determined beforehand. The atoms of the bottom layer of the aspirin slabs are fixed at their positions to mimic a bulk crystal substrate for the last equilibration under constant volume and pressure and for the production simulations. During the decoupling process, the new thermostat suggested by Bussi et al. [73] that rescales the velocities for stochastic processes, is employed. Lennard-Jones potentials and the short-range Coulombic potentials are truncated at a cutoff distance of 1 nm, and long-range interactions are calculated via the particle-mesh-Ewald (pme) [143-144] method. The long-range interactions are updated at every 10 steps.

Figure 8.4: Top view of step edge direction [100] for an aspirin(001) face with the dashed lines indicating the system separation.

As mentioned in chapter 7.1, electrostatic and Lennard-Jones interactions are decoupled separately as is suggested for complex systems [119], and the number of $\lambda$ points used for each decoupling is asymmetric. For the decoupling of electrostatic interactions, intermediate $\lambda_{el}$ points between 0 to 1 states are placed at a spacing of 0.1 with an additional point at $\lambda_{el} = 0.05$ to improve sampling of the steep initial free energy gradient. Since the decoupling of Lennard-Jones potentials is trickier and affected by solvent penetration most of the time, more $\lambda_{LJ}$ points are employed. Specifically, between 0.6 to 1 states, four to six more intermediate values are placed. The soft-core
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parameter \( \alpha \) (see eq. 7.3) used during the Lennard-Jones interactions decoupling is set at the GROMACS default value of 0.3 [43].

To calculate the restraining free energy contributions, thermodynamic integration is carried out numerically by using the trapezoidal rule, based on seven \( k \)-values for eq. 7.4: 0, 50, 100, 250, 500, 750, and 1000 kJ/mol/nm\(^2\). To sample the steep gradient at small \( k \) values, a finer spacing is employed in this region. A final value of \( k_{\text{max}} = 1000.0 \) kJ/mol/nm\(^2\) is found sufficient to provide a balance between preserving the molecular arrangement and a reasonably low restraint free energy, associated with accordingly low error values.

Results and Discussion

All contributions of kink free energies are displayed in Table 8.2. for six step edge directions. The error estimates in the decoupling free energy calculation are done by splitting the data into blocks taking into account time correlations, and determining the free energy differences over those blocks and assuming the blocks are independent. The final error estimate is determined from the average variance over five blocks [145]. The total error of restraint free energy contributions is also calculated by block averaging via error propagation of the statistical uncertainties on individual generalized force values (see eq. 7.4). It is seen that symmetry related edges, i.e. opposite step edge directions have similar kink free energies, whereas higher differences in kink free energies are observed for different edge directions such as \([100]\) and \([010]\). Based on the kink densities, the edge directions \([100]\) and \([\bar{1}00]\) are quite smooth, straight edges, with a low number of kinks. Along \([\bar{1}10]\) and \([\bar{1}10]\) edges on the other hand the number of kinks is very high, hence these are kinked edges. The remaining edge directions \([010]\) and \([0\bar{1}0]\) fall in between these two kinked and straight structures.

Table 8.2: Free energy components during the calculation of kink free energies for kinks within step edges of several orientations, as well as final kink free energies per kink site

<table>
<thead>
<tr>
<th>step direction</th>
<th>( \Delta G_{\text{rest}}^{\text{step}} ) (kJ/mol)</th>
<th>( \Delta G_{\text{decou}}^{\text{step}} ) (kJ/mol)</th>
<th>( \Delta G_{\text{rest}}^{\text{kink}} ) (kJ/mol)</th>
<th>( \Delta G_{\text{decou}}^{\text{kink}} ) (kJ/mol)</th>
<th>( \Delta G_{\text{kink}} ) (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>([100])</td>
<td>93.6 ± 0.5</td>
<td>1308 ± 1.4</td>
<td>102.6 ± 0.6</td>
<td>1244.5 ± 1.4</td>
<td>13.7 ± 0.6</td>
</tr>
<tr>
<td>([\bar{1}00])</td>
<td>106.6 ± 0.6</td>
<td>1267.1 ± 1.3</td>
<td>115.3 ± 0.7</td>
<td>1198.3 ± 1.6</td>
<td>14.9 ± 0.6</td>
</tr>
<tr>
<td>([010])</td>
<td>55.6 ± 0.4</td>
<td>574.8 ± 1.0</td>
<td>56.2 ± 0.4</td>
<td>557.3 ± 1.2</td>
<td>4.2 ± 0.5</td>
</tr>
<tr>
<td>([0\bar{1}0])</td>
<td>56.1 ± 0.4</td>
<td>572.3 ± 2.7</td>
<td>61.8 ± 0.5</td>
<td>553.9 ± 2.2</td>
<td>3.2 ± 0.9</td>
</tr>
<tr>
<td>([1\bar{1}0])</td>
<td>61.6 ± 0.4</td>
<td>812.1 ± 2.4</td>
<td>67.4 ± 0.5</td>
<td>800.5 ± 0.8</td>
<td>1.5 ± 0.7</td>
</tr>
<tr>
<td>([\bar{1}01])</td>
<td>75.0 ± 0.5</td>
<td>798.9 ± 3.0</td>
<td>85.8 ± 0.6</td>
<td>784.6 ± 1.8</td>
<td>0.9 ± 0.9</td>
</tr>
</tbody>
</table>
8.2.2 Rate Constants of Detachment Processes from Kink Sites

The two-step algorithm explained in chapter 7.2 and already successfully applied to a kink site molecule along the step edge [100] aspirin (001) face [117] is applied for the calculation of the detachment rate constants from kink sites along other step edges on this face. The criteria for creating kink structures are already explained (beginning part of chapter 8.2). Hence, again only meta-stable kink structures are considered, i.e. the same kink structures as considered in the kink free energy calculations. This way, the number of kink types along the edges is reduced to opposite pairs of kink site structures with equal probabilities of forming. Since aspirin is a low-symmetry molecule, opposite kink site molecules along the same edges expose different terminations, though the kink site molecule before and after detachment/attachment will still be same type of kink molecule and the same bonds will be broken/formed for both kink site molecules. These kink sites may nevertheless have different detachment rate constants, especially in a solvent environment. Therefore, these opposite kink site molecules are labelled as type A or type B, for simplicity. They may not be considered as different kink types based on the definition of Kuvadia et al. [44], as the detachment/attachment would result in the same kink site structure and the same types of bonds are broken/formed for both kink types. In other words, the kink sites do not transform from one type to another during incorporation/disincorporation processes. Hence, it is not necessary to write a master equation for the net flux as done by Kuvadia et al. [44] for the cases of there being more than one kink type along edges, cf. eq. 3.18 in chapter 3.2. In the cases considered here, detachment/attachment of kink type A will also result in kink type A until the last two remaining molecules; kink type A on one side and kink type B on the other site. Therefore, it is still feasible to calculate the net flux by considering the equation for centrosymmetric cases with only one kink type per edge (detailed explanation is given in chapter 8.2.3).

Simulation Details and Model Systems

For the detachment rate simulations, the model systems with positive kinked step edges are prepared. The preparation method is the same one as for the free energy calculations by building the models from GAFF. The simulation cells used, however, are slightly smaller than the ones used for the free energy calculations, i.e. the slab thickness amounts only to four layers. The water density profile is again checked for bulk-like water properties. The effect of using smaller cells is tested to avoid finite size effects for the bias potential construction, i.e. the metadynamics simulations, by comparing the bias potential value before the first escape events of both small and
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large systems. Since the results show almost equal bias potential values, the smaller cells are used for the ensuing hyperdynamics simulations to increase the simulation times. Before starting the metadynamics simulations, the system is again equilibrated in an NVT ensemble with all atoms of aspirin molecules restraint for around 100-200 ps. The equilibrium box height is determined as it was done for the free energy calculations. For both metadynamics and hyperdynamics simulations, the box height is then fixed and the atoms of the bottom layer molecules are restrained again to mimic the bulk crystal.

The simulations have been implemented in the PLUMED plugin interfaced with GROMACS [146]. The center of mass (COM) vector for the kink site molecule considered is used as CV for metadynamics. Instead of accumulating Gaussian hills on selected CVs continuously, a push and equilibrate method is employed to increase the reproducibility of the bias potential construction [117]. This approach comprises an alternating sequence of adding new hills, to push the system away from the current position in CV space, and equilibrating the system inside the new augmented energy landscape without depositing additional hills. As the temporary and final escape processes predominantly take place during the equilibration phase, this procedure facilitates the preparation of a more homogeneous and compact bias potential. By this way, the system is prevented to escape due to the accumulation of hills on only some part of the free energy landscape without exploring the other part of the landscape. The deposition frequency of hills during push sequences is always 1 ps⁻¹. The heights and widths of hills deposited are slightly changed depending on the kink system considered so that the transition region as well as truncation point could be determined better. Generally, widths of hills are between 0.03-0.04 nm; heights of hills are 0.2-0.5 kJ/mol, mostly starting with smaller hill heights and switching to higher height. In some cases, the equilibration phase time is also increased for further equilibration of accumulated hills. The hyperdynamics simulations are initiated for different conformations that are obtained from snapshots from long equilibration runs. They are all assigned new velocities to further de-correlate the snapshots and run for 15 ns to obtain long biased escape times. During metadynamics and hyperdynamics simulations, the temperature is again controlled by Nose-Hoover thermostat with 0.5 ps relaxation time [142]. Here, also Lennard-Jones potentials and the short-range Columbic potentials are truncated at a cutoff distance of 1.0 nm; long range interactions are calculated via particle-mesh-Ewald (pme) [143-144] method. The time step is of 0.001 fs and the long range interactions are again updated at every 10 steps.

Results and Discussion
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Top views of the aspirin step edge structures with the employed dissolution units, i.e. aspirin dimers, marked with solid lines are displayed for each edge direction together with the trajectories of the COM-components observed during metadynamics and the reweighted free energy profile, as well as the bias potential values encountered during the hyperdynamics simulations. The detachment of the first kink site molecule (labeled by bold atomic spheres) is always considered as the slower process, which is followed by the fast detachment of the second molecule. The kink site molecules marked by blue solid lines, kink site type of B, generally have slower detachment rate constants than the kink site molecules marked by green solid lines, kink type A. This can be rationalized based on the accessibility of solvent water molecules to hydrogen bonds, as shown in Figure 8.25. Since the water access to hydrogen bonds for the dissolution units considered for edges $[\bar{1}0]$ and $[\bar{1}10]$ is the same for opposite kink sites, only the detachment of one kink type for these two edges is considered. For the $[\bar{1}\bar{1}0]$ step edge, parallel replica dynamics simulations (PRD) $[110]$ are performed along with hyperdynamics simulations to check the validity of the bias potential considered, as the bias potentials encountered during hyperdynamics simulation have a different shape than the ones for other edges. All detachment rate results evaluated can be found in Table 8.13. In addition, detachment rate constants for the second molecules in the dimeric dissolution units for the slow detaching kink type B are also calculated to check that it is indeed detaching faster than the first molecule in the dimeric units.

The trajectories obtained from the hyperdynamics simulations are analyzed to establish the free energy profiles first. To map the dissolution process onto a one-dimensional reaction coordinate, which accounts for the anisotropic COM-fluctuations, a dimensionless order parameter $d$ is defined as

$$d^2 = \left(\vec{r} - \vec{r}_0\right)^T \cdot C^{-1} \cdot \left(\vec{r} - \vec{r}_0\right),$$  \hspace{1cm} (8.1)

where $C$ is the covariance matrix of the COM-fluctuations from the average position and is calculated from the equilibrium MD simulations, $\vec{r}$ and $\vec{r}_0$ are the positions of the kink site molecule encountered during the hyperdynamics simulations and the average positions the kink site molecule, respectively. The number of hyperdynamics simulations employed is also provided in the figure captions.

The evaluation of rate constants is based on Transition State Theory (TST) $[147]$ which is essentially the following formalism for the calculation of transition rate constant from state $A$ to $B$:
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\[ k_{AB}^{TST} = \langle \dot{\lambda} \square (\lambda) \rangle_{\lambda^*} \cdot \frac{\exp[-\beta G(\lambda^*)]}{\int_{\lambda_{min}}^{\lambda^*} \exp[-\beta G(\lambda)]} \cdot \]  

8.2

\( G(\lambda) \) denotes the free energy profile along a suitably chosen reaction coordinate \( \lambda \), and \( \lambda^* \) parameterizes the transition state dividing surface, separating initial state \( A \) from final state \( B \), while \( \square \) represents the step function. To account also for dynamical re-crossings of escape trajectories after passing the barrier, this rate constant is multiplied by a time-dependent transition constant, \( \kappa \). The reactive flux from state \( A \) to \( B \) is

\[ \kappa(t) = \frac{\langle \dot{\lambda}(R_0) \square [\lambda(R_t) - \lambda^*] \rangle_{\lambda^*}}{\langle \dot{\lambda}(R_0) \square [\lambda(R_0)] \rangle_{\lambda^*}}. \]  

8.3

The subscript 0 refers to the point of barrier crossing and the subscript \( \lambda^* \) denotes the transition state ensemble. In practice, the biased rate constants \( k_{bias}^{TST} \) in eq. 7.5 is calculated by the biased mean-first passage times (MFPT) over a suitable chosen boundary, i.e. dimensionless parameter \( d \) in this case. It is also possible to reweight the biased MFPT and directly calculate \( k^{TST} \) (see Supporting Information of ref. [117] for more details) and this is actually done in practice here.

The rate constants from parallel replica dynamics simulations are obtained by dividing the number of escape events by the simulation time.

\[ k_{PRD} = \frac{n_{\text{escape}}}{t_{\text{total}}} = \frac{n_{\text{escape}}}{(n_{\text{replica}}t_{\text{replica}})}. \]  

8.4

where \( n_{\text{replica}} \) is the number of replicas used and \( t_{\text{replica}} \) is the simulation time of each replica. Multiplication of them gives the total time accumulated in the parallel replica simulations.

The errors in the detachment rate constants can be roughly estimated from the deviations of the mean value, which can be taken by averaging the detachment rates constants for different choices of transition barrier. Three such locations are considered, \( d = 15, 17, 19 \).
1. Step edge [100]

Figure 8.5: Top view of the [100] edge direction of the aspirin (001) face. For clarity only the terrace top layer above the step edge is displayed and (green and blue) solid lines highlight the considered dimeric dissolution unit at the two kink sites shown. C, O, H atoms are shown as gray, red and white spheres, respectively. The detachments of molecules shown with bold atomic spheres are considered as the rate determining.

a) Kink Type A

Figure 8.6: (a) Trajectory of COM components for the kink type A molecule along the [100] edge of the aspirin (001) face. The truncation point at 550 hills is marked by dotted lines. (b) The outer boundary of the isosurface of the fixed bias potential. (c) Free energy profile obtained from hyperdynamics simulations by reweighting. (d) The encountered bias potential values versus the dimensionless order parameter, $d$, during the hyperdynamics simulations. The rate constant obtained by 64 hyperdynamics simulations is same as previously reported in ref. [117]. See Table 8.13.
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Table 8.3: TST rate constants, transmission coefficients, and reactive-flux rate constants, boost factor, number of detachment events, and barrier-to-well height for different choices of the transition barrier for the kink type A molecule along the [100] edge of the aspirin (001) face.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{TST}$ (s$^{-1}$)</th>
<th>$\kappa(t)$</th>
<th>$k$ (s$^{-1}$)</th>
<th>$k^{-1}$ (µs)</th>
<th>Boost factor ($f_{acc}$)</th>
<th>$n_{detach}$</th>
<th>Barrier to well height (kJ/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$2.23 \times 10^6$</td>
<td>0.04</td>
<td>$8.82 \times 10^4$</td>
<td>11.34</td>
<td>1472.56</td>
<td>1460</td>
<td>26.40</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$1.04 \times 10^6$</td>
<td>0.08</td>
<td>$8.72 \times 10^4$</td>
<td>11.46</td>
<td>1430.83</td>
<td>630</td>
<td>27.46</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$5.47 \times 10^5$</td>
<td>0.17</td>
<td>$9.56 \times 10^4$</td>
<td>10.46</td>
<td>1403.36</td>
<td>316</td>
<td>27.54</td>
</tr>
</tbody>
</table>

Figure 8.7: Same as Figure 8.6 for the kink site molecule considered. The truncation point at 1500 hills is marked by dotted lines and 64 hyperdynamics simulations are performed.

Table 8.4: Same as Table 8.3 for the considered kink site molecule.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{TST}$ (s$^{-1}$)</th>
<th>$\kappa(t)$</th>
<th>$k$ (s$^{-1}$)</th>
<th>$k^{-1}$ (µs)</th>
<th>Boost factor ($f_{acc}$)</th>
<th>$n_{detach}$</th>
<th>Barrier to well height (kJ/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$2.23 \times 10^6$</td>
<td>0.04</td>
<td>$8.82 \times 10^4$</td>
<td>11.34</td>
<td>1472.56</td>
<td>1460</td>
<td>26.40</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$1.04 \times 10^6$</td>
<td>0.08</td>
<td>$8.72 \times 10^4$</td>
<td>11.46</td>
<td>1430.83</td>
<td>630</td>
<td>27.46</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$5.47 \times 10^5$</td>
<td>0.17</td>
<td>$9.56 \times 10^4$</td>
<td>10.46</td>
<td>1403.36</td>
<td>316</td>
<td>27.54</td>
</tr>
</tbody>
</table>
c) Second molecule in dissolution unit

Figure 8.8: (a) The trajectories obtained from parallel replica dynamics (PRD) for the second molecule in the dissolution dimer unit for the [100] step edge. There detachment events are observed from 64 simulations. (b) Free energy profile obtained by reweighting of PRD simulations.
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2. Step edge $\overline{100}$

![Image of step edge](image-url)

Figure 8.9: Same as Figure 8.5 for the $\overline{100}$ edge direction of the aspirin (001) face with dissolution units considered marked by solid lines.

a) Kink Type A

![Graph of COM vector vs. number of hills](image-url)

Figure 8.10: Same Figure 8.6 for the kink type molecule considered. The truncation point is at 350 hills and 128 hyperdynamics simulations are performed.

<table>
<thead>
<tr>
<th>Barrier location $d$</th>
<th>$k_{TST}$ (s$^{-1}$)</th>
<th>$\kappa$ (t)</th>
<th>$k$ (s$^{-1}$)</th>
<th>$k^{-1}$ (µs)</th>
<th>Boost factor ($f_{acc}$)</th>
<th>$n_{detach}$</th>
<th>Barrier to well height (kJ/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$4.69 \times 10^6$</td>
<td>0.01</td>
<td>$4.11 \times 10^4$</td>
<td>24.36</td>
<td>411.26</td>
<td>2228</td>
<td>28.34</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$2.13 \times 10^6$</td>
<td>0.01</td>
<td>$3.36 \times 10^4$</td>
<td>29.72</td>
<td>409.75</td>
<td>915</td>
<td>29.24</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$1.18 \times 10^6$</td>
<td>0.03</td>
<td>$3.67 \times 10^4$</td>
<td>27.23</td>
<td>408.76</td>
<td>407</td>
<td>30.06</td>
</tr>
</tbody>
</table>
8.2. Spiral Dissolution Model for Aspirin (001) Face

\( b) \quad \text{Kink Type B} \)

Figure 8.11: Same as Figure 8.6 for the kink type molecule considered. The truncation point is at 1000 hills and 64 hyperdynamics simulations are performed.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>( k_{TST} ) (s(^{-1}))</th>
<th>( k(t) ) (s(^{-1}))</th>
<th>( k^{-1} ) (µs)</th>
<th>Boost factor ( f_{\text{acc}} )</th>
<th>( n_{\text{detach}} )</th>
<th>Barrier to well height (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d = 15 )</td>
<td>5.14 x 10(^{5})</td>
<td>0.01</td>
<td>7.72 x 10(^{3})</td>
<td>129.46</td>
<td>5927.69</td>
<td>1020</td>
</tr>
<tr>
<td>( d = 17 )</td>
<td>2.13 x 10(^{5})</td>
<td>0.04</td>
<td>9.67 x 10(^{3})</td>
<td>103.43</td>
<td>5907.17</td>
<td>260</td>
</tr>
<tr>
<td>( d = 19 )</td>
<td>1.16 x 10(^{5})</td>
<td>0.12</td>
<td>1.36 x 10(^{3})</td>
<td>73.67</td>
<td>5889.99</td>
<td>112</td>
</tr>
</tbody>
</table>
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* c) Second molecule in dissolution unit

Figure 8.12: (a) The trajectories obtained from parallel replica dynamics (PRD) for the second molecule in the dissolution dimer unit for the $\langle 00 \rangle$ step edge, nine detachment events are counted from 64 simulations. (b) Free energy profile obtained by reweighting of PRD simulations.
3. **Step edge [010]**

![Figure 8.13](image)

Figure 8.13: Same as Figure 8.5. Top view of the [010] edge direction of the aspirin (001) face with dissolution units considered marked by solid lines.

**a) Kink Type A**

![Figure 8.14](image)

Figure 8.14: Same as Figure 8.6 for the kink type molecule considered. The truncation point is at 500 hills and 128 hyperdynamics simulations are performed.

**Table 8.7:** Same as Table 8.3 for the considered kink site molecule.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{TST}$ ($s^{-1}$)</th>
<th>$\kappa(T)$</th>
<th>$k$ ($s^{-1}$)</th>
<th>$k^{-1}$ ($\mu s$)</th>
<th>Boost factor ($f_{acc}$)</th>
<th>$n_{detach}$</th>
<th>Barrier to well height (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$1.97 \times 10^7$</td>
<td>0.05</td>
<td>$9.44 \times 10^5$</td>
<td>1.06</td>
<td>79.77</td>
<td>1397</td>
<td>24.96</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$1.13 \times 10^7$</td>
<td>0.08</td>
<td>$9.62 \times 10^5$</td>
<td>1.04</td>
<td>79.43</td>
<td>690</td>
<td>24.31</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$7.85 \times 10^6$</td>
<td>0.15</td>
<td>$1.15 \times 10^6$</td>
<td>0.87</td>
<td>79.10</td>
<td>424</td>
<td>22.12</td>
</tr>
</tbody>
</table>
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b) Kink Type B

Figure 8.15: Same as Figure 8.6 for the kink type molecule considered. The truncation point is at 1200 hills and 128 hyperdynamics simulations are performed.

Table 8.8: Same as Table 8.3 for the considered kink site molecule.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{TST}$ ($s^{-1}$)</th>
<th>$\kappa(t)$</th>
<th>$k$ ($s^{-1}$)</th>
<th>$k^{-1}$ ($\mu s$)</th>
<th>Boost factor ($f_{acc}$)</th>
<th>$n_{detach}$</th>
<th>Barrier to well height (kJ/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$1.12 \times 10^6$</td>
<td>0.02</td>
<td>$2.50 \times 10^4$</td>
<td>39.96</td>
<td>1134.56</td>
<td>1232</td>
<td>30.23</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$5.44 \times 10^5$</td>
<td>0.09</td>
<td>$4.80 \times 10^4$</td>
<td>20.85</td>
<td>1129.27</td>
<td>312</td>
<td>31.65</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$2.97 \times 10^5$</td>
<td>0.21</td>
<td>$6.22 \times 10^4$</td>
<td>16.07</td>
<td>1126.00</td>
<td>131</td>
<td>32.32</td>
</tr>
</tbody>
</table>
8.2. Spiral Dissolution Model for Aspirin (001) Face

c) Second molecule in dissolution unit

Figure 8.16: (a) The trajectories obtained from parallel replica dynamics (PRD) for the second molecule in the dissolution dimer unit for the [010] step edge. Four detachment events are counted from 64 simulations. (b) Free energy profile obtained by reweighting of PRD simulations.
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4. Step edge [0̅10]

Figure 8.17: Same as Figure 8.5. Top view of the [0̅10] edge direction of the aspirin (001) face with dissolution units considered marked by solid lines.

a) Kink Type A

Figure 8.18: Same as Figure 8.6 for the kink type molecule considered. The truncation point is at 500 hills and 128 hyperdynamics simulations are performed.

Table 8.9: Same as Table 8.3 for the considered kink site molecule.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{\text{TST}}$ (s$^{-1}$)</th>
<th>$\kappa(t)$</th>
<th>$k$ (s$^{-1}$)</th>
<th>$k^{-1}$ (µs)</th>
<th>Boost factor ($f_{\text{acc}}$)</th>
<th>$n_{\text{detach}}$</th>
<th>Barrier to well height (kJ/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$2.03 \times 10^6$</td>
<td>0.13</td>
<td>$2.56 \times 10^5$</td>
<td>3.91</td>
<td>375.83</td>
<td>305</td>
<td>26.28</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$1.50 \times 10^6$</td>
<td>0.18</td>
<td>$2.77 \times 10^5$</td>
<td>3.60</td>
<td>372.93</td>
<td>207</td>
<td>25.93</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$1.13 \times 10^6$</td>
<td>0.28</td>
<td>$3.23 \times 10^5$</td>
<td>3.10</td>
<td>370.62</td>
<td>145</td>
<td>25.92</td>
</tr>
</tbody>
</table>
8.2. Spiral Dissolution Model for Aspirin (001) Face

**b) Kink Type B**

![Image](image.png)

Figure 8.19: Same as Figure 8.6 for the kink type molecule considered. The truncation point is at 1100 hills and 128 hyperdynamics simulations are performed.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{TST}$ (s$^{-1}$)</th>
<th>$\kappa(t)$</th>
<th>$k$ (s$^{-1}$)</th>
<th>$k^{-1}$ (µs)</th>
<th>Boost factor ($f_{acc}$)</th>
<th>$n_{detach}$</th>
<th>Barrier to well height (kJ/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$1.92 \times 10^7$</td>
<td>0.002</td>
<td>$3.01 \times 10^4$</td>
<td>33.21</td>
<td>653.13</td>
<td>4156</td>
<td>28.24</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$1.31 \times 10^7$</td>
<td>0.006</td>
<td>$7.84 \times 10^4$</td>
<td>12.75</td>
<td>648.07</td>
<td>1875</td>
<td>29.53</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$4.32 \times 10^6$</td>
<td>0.01</td>
<td>$6.75 \times 10^4$</td>
<td>14.82</td>
<td>645.32</td>
<td>610</td>
<td>30.76</td>
</tr>
</tbody>
</table>
c) Second molecule in the dissolution unit

Figure 8.20: (a) The trajectories obtained from parallel replica dynamics (PRD) for the second molecule in the dissolution dimer unit for the [010] step edge. Twenty nine detachment events are counted from 64 simulations. (b) Free energy profile obtained by reweighting of PRD simulations.
5. Step edge [110]

Figure 8.21: Same as Figure 8.5. Top view of the [110] edge direction of the aspirin (001) face with dissolution units considered marked by solid lines.

(a) Kink Type A

(b) 

Figure 8.22: Same as Figure 8.6 for the kink type molecule considered. The truncation point is at 400 hills and 128 hyperdynamics simulations are performed. For parallel replica dynamics simulations, the same 128 initial configurations are run and one detachment event is observed.

Table 8.11: Same as Table 8.3 for the considered kink site molecule. The results obtained from PRD are also displayed.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{TST}$ (s$^{-1}$)</th>
<th>$\kappa(t)$</th>
<th>$k$ (s$^{-1}$)</th>
<th>$k^{-1}$ (µs)</th>
<th>Boost factor ($f_{face}$)</th>
<th>$n_{detach}$</th>
<th>Barrier to well height (kJ/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$5.09 \times 10^7$</td>
<td>0.002</td>
<td>$1.21 \times 10^5$</td>
<td>8.28</td>
<td>38.77</td>
<td>1165</td>
<td>21.88</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$1.54 \times 10^7$</td>
<td>0.01</td>
<td>$1.45 \times 10^5$</td>
<td>6.89</td>
<td>40.48</td>
<td>639</td>
<td>24.33</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$7.98 \times 10^7$</td>
<td>0.03</td>
<td>$2.43 \times 10^5$</td>
<td>4.11</td>
<td>40.41</td>
<td>241</td>
<td>25.56</td>
</tr>
<tr>
<td>PRD ($d = 17$)</td>
<td>-</td>
<td>-</td>
<td>$5.21 \times 10^5$</td>
<td>1.92</td>
<td>-</td>
<td>1</td>
<td>22.79</td>
</tr>
</tbody>
</table>
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6. Step edge $[\overline{1}10]$

Figure 8.23: Same as Figure 8.5. Top view of the $[\overline{1}10]$ edge direction of the aspirin (001) face with dissolution units considered marked by solid lines.

(a) Kink Type A

Figure 8.24: Same as Figure 8.6 for the kink type molecule considered. The truncation point is at 700 hills and 64 hyperdynamics simulations are performed.

Table 8.12: Same as Table 8.3 for the considered kink site molecule.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{TST}$ (s$^{-1}$)</th>
<th>$\kappa(\Gamma)$</th>
<th>$k$ (s$^{-1}$)</th>
<th>$k^{-1}$ (µs)</th>
<th>Boost factor ($f_{acc}$)</th>
<th>$n_{detach}$</th>
<th>Barrier to well height (kJ/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$1.51 \times 10^7$</td>
<td>0.06</td>
<td>$9.96 \times 10^5$</td>
<td>1.00</td>
<td>131.38</td>
<td>812</td>
<td>20.59</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$7.29 \times 10^7$</td>
<td>0.11</td>
<td>$8.28 \times 10^5$</td>
<td>1.21</td>
<td>126.43</td>
<td>383</td>
<td>20.84</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$4.40 \times 10^6$</td>
<td>0.21</td>
<td>$9.13 \times 10^5$</td>
<td>1.10</td>
<td>122.35</td>
<td>218</td>
<td>20.90</td>
</tr>
</tbody>
</table>
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Figure 8.25: The accessibility of water molecules to intermolecular bonds between kink site molecules and their neighbors are shown for different kink types along aspirin step edges [100], [010] and [110], displayed from upper to lower parts, respectively. The same explanation is valid for the opposite edges [1̅00], [0̅10] and [1̅10].

Table 8.13. Kink free energies and detachment rate constants with errors displayed in parentheses for different kink types along all PBC edges of the aspirin (001) face.

<table>
<thead>
<tr>
<th>Edge direction</th>
<th>$\Delta G_{kink}$ (kJ/mole)</th>
<th>Detachment rate constants (s$^{-1}$)</th>
<th>Kink Type A</th>
<th>Kink Type B</th>
<th>Second molecule in dimeric units of kink type B</th>
</tr>
</thead>
<tbody>
<tr>
<td>[100]</td>
<td>13.7±0.6</td>
<td>7.66 x 10$^5$ (±7.57 x 10$^4$)</td>
<td>8.72 x 10$^4$ (±3.76 x 10$^3$)</td>
<td>3.13 x 10$^6$</td>
<td></td>
</tr>
<tr>
<td>[1̅00]</td>
<td>14.9±0.6</td>
<td>3.36 x 10$^4$ (±3.04 x 10$^3$)</td>
<td>9.67 x 10$^3$ (±2.43 x 10$^3$)</td>
<td>9.38 x 10$^6$</td>
<td></td>
</tr>
<tr>
<td>[010]</td>
<td>4.2±0.5</td>
<td>9.62 x 10$^5$ (±9.46 x 10$^4$)</td>
<td>4.80 x 10$^4$ (±1.53 x 10$^4$)</td>
<td>4.17 x 10$^6$</td>
<td></td>
</tr>
<tr>
<td>[010]</td>
<td>3.2±0.9</td>
<td>2.77 x 10$^5$ (±2.26 x 10$^4$)</td>
<td>7.84 x 10$^4$ (±2.07 x 10$^4$)</td>
<td>3.02 x 10$^7$</td>
<td></td>
</tr>
<tr>
<td>[1̅10]</td>
<td>1.5±0.7</td>
<td>5.21 x 10$^5$ (±5.29 x 10$^4$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[1̅10]</td>
<td>0.9±0.9</td>
<td>8.28 x 10$^5$ (±6.87 x 10$^4$)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

8.2.3 Predicted Dissolution Rates

All necessary parameters to build the spiral dissolution model are either calculated, i.e. kink free energies and detachment rate constants, or can be easily extracted from the crystal structures, i.e. the angles between edges, step height etc. (see chapter 7 for model parameters). The last piece
needed to build the model is determining the shape of the spiral that is expected to be formed on the surface. In other words, it is necessary to determine the number of edges involved in the spiral formation, \( N \) in eq. 3.2\(_2\). This number is not necessarily the same as the total number of edges on a given face. Considering the periodic bond chains (PBCs), different spirals may be formed; six-fold or four-fold spirals depending on critical lengths and step velocities of all edges are considered. Since an edge will not start moving until it reaches its critical length, it could be expected that edges with lower critical lengths would start moving first and be the active edges. The edges with higher critical lengths may not even move nor be included in the calculation of rotation time, \( \tau \) in this case (see eq. 3.2). However, since critical lengths and also step velocities depend on the undersaturation, the situation may differ at higher undersaturations. As the undersaturation increases, the critical lengths each edge needs to reach become smaller whereas the step velocities get higher. Then, the edges with lower critical lengths may have velocities that are too high and other edges could have critical lengths that are reachable, consequently edges with too high velocities may even disappear. Due to this fact, they again would not be included while calculating \( \tau \); hence four-fold spirals may be formed. The rotation direction of the spirals is another point to consider while forming the model. The dissolution rate resulting from the clockwise and anticlockwise spiral rotation directions can be different since the rotation direction will dictate which edge velocity is paired with the corresponding next edge’s critical length as can be seen from eq. 3.4 \([32]\). This difference may even be more pronounced when the opposing edges do not have the same step velocities. Thus, the characteristic spiral rotation times, \( \tau \), for each direction and for all spirals, six-fold or four-fold, are considered and their dissolution rates are evaluated for both rotation directions. The smaller value of rotation time corresponds to larger values of dissolution rates (eq. 3.1) and as such the spiral shapes with lower \( \tau \) would be more active. Hence, these active spirals determine the dissolution rates.

As explained in chapter 7, the net flux is calculated by eq. 3.15, the equation proposed for centrosymmetric molecules or dissolution units. Still, the effects of non-centrosymmetry of the molecule should be taken into account. But it is obvious that at the end only one detachment rate constant per edge enters into eq. 3.15. In principle, for reactions with more than one step such as in this case, rate-determining steps are mostly considered as slower reaction steps. However, in this case, there can only be a limited number of molecules between opposing kink sites. When the kink site molecule with higher detachment rate constant leaves its position, a slower detaching molecule would still be in its original kink position. More than one molecule can thus detach from faster detaching kink sites until one detachment event takes place on the slower detaching kink
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site. This depends on the ratio between fast and slow detachment processes, called \( m \) here, and the average number of molecules between kink sites \( \bar{n} \), that is the reciprocal of the kink density \( \bar{n} = 1/\rho \), and indirectly it thus depends on the kink free energies (see eq. 3.7). In the case that the ratio \( m \) is very high and/or \( \bar{n} \) is very small, the dissolution of the edge may even entirely proceed by the faster process with the faster detachment process dissolving also the last remaining kink site molecule that originally has a lower detachment constant. The faster of the two processes should then be considered for the flux calculations. When this is not the case, then the net flux has to be calculated explicitly. How this is done can be explained by the following example. Considering an edge with ‘low enough’ densities hence high \( \bar{n} \), and with a ratio \( m \) of ten, the explicit calculation is performed as follows. While ten molecules detach with the faster detachment rate constant, one molecule detaches from the opposing kink site with the slower rate constant. Thus, in total eleven molecules are detached and as ten of them detached with the faster rate, the contribution of the fast process would be \( 10/11 \) for the total rate. On the other hand, the slower process contribution would be \( 1/11 \). By multiplying the contributions with the detachment rates respectively and summing the resulting values, it is possible to get a final detachment rate that considers both processes. Here, the ‘low enough’ definition would also depend on the ratio \( m \) of the two processes. If the ratio of the processes is ten but \( \bar{n} \) is for instance seven, then the faster process would again dominate. In fact, for this case, half of the kink structure would be inactive and the calculation of the net flux can only consider the rate constant of the faster process. However, while calculating the overall step velocity, the result should be divided by two to account for the inactivity of half of the kink sites, or this division can be done while getting the reassessed rate constants as in Table 8.14. For aspirin (001) and specifically for the edges [100] and [\( \bar{1}00 \)], the overall detachment rates are calculated explicitly, since the kink free energies are high enough that the average number of molecules between kink sites is higher than the ratio of the faster to the slower process. For edges [010] and [0\( \bar{1}0 \)], this is not the case. The detachment rate is dominated by the faster process. Hence, the half of the faster detachment rate constant is taken. For the remaining two edges this is not necessary as only the detachment rate constants for one kink type along edges are evaluated due to them having similar solvent accessibility as depicted in Figure 8.25. All the parameters are displayed in Table 8.14.

The dissolution rates for different shapes of spirals are calculated by taking all these different kink types along the edges into account. They are displayed in Figure 8.26b. Only the results for active spirals in terms of rotation direction (see chapter 7) are displayed and the shapes for these spirals are shown in part a of Figure 8.26. The step height, \( h \) is taken as 6.0 Å, half of the lattice
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parameter along the (001) direction. These spirals are named as follows to make the discussion easier: Spiral 1 depicted in green is a four-fold spiral along [010], [1̅1̅0], [00̅1] and [1̅0̅0] edges and rotating anti-clockwise. Spiral 2 depicted in red is a four-fold spiral along [010], [1̅0̅0], [00̅1] and [1̅0̅0] edges and rotating anti-clockwise. Spiral 3 depicted in blue is a four-fold spiral along [1̅1̅0], [1̅0̅0], [1̅1̅0] and [1̅0̅0] edges and rotating clockwise, and finally spiral 4 depicted in black is a six-fold clockwise rotating spiral along all available edges on the face. There are two available experimental data sets for the dissolution rate of the aspirin (001) face; one carried out in pure water by Kim et al. [148] and another one in 0.05 M hydrochloric acid by Danesh et al. [149]. However, for neither of the experiments, the undersaturation values are specified. Therefore, they are plotted as dashed horizontal lines in Figure 8.26. As the spiral model is assumed to be valid for low undersaturation values, the dissolution rates are calculated for undersaturation percentages up to 15%. The high error values are acknowledged, however it should be noted that the error calculation for the detachment rates is crude, based only on the average value of the detachment constants at different $d$ values.

Table 8.14: Kink free energies, $\Delta G_{\text{kink}}$; kink densities $\rho$; the average number of molecules between kink sites, $\bar{n}$; the ratio of faster to slower detachment rate constants $m$; and the reassessed detachment rate constants with error values in parentheses for all PBC edges.

<table>
<thead>
<tr>
<th>Edge direction</th>
<th>$\Delta G_{\text{kink}}$ (kJ/mol)</th>
<th>Kink density, $\rho$</th>
<th>$\bar{n}$</th>
<th>Ratio, $m$</th>
<th>Reassessed detachment rate constants ($s^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[100]</td>
<td>13.7±0.6</td>
<td>0.0082</td>
<td>122.5</td>
<td>8.0</td>
<td>$6.90 \times 10^4$ (±7.58 x 10^4)</td>
</tr>
<tr>
<td>[1̅0̅0]</td>
<td>14.9±0.6</td>
<td>0.0051</td>
<td>197.6</td>
<td>3.5</td>
<td>$2.83 \times 10^4$ (±3.14 x 10^3)</td>
</tr>
<tr>
<td>[010]</td>
<td>4.2±0.5</td>
<td>0.2707</td>
<td>3.7</td>
<td>20.0</td>
<td>$4.81 \times 10^5$ (±4.73 x 10^4)</td>
</tr>
<tr>
<td>[00̅1]</td>
<td>3.2±0.9</td>
<td>0.3567</td>
<td>2.8</td>
<td>3.5</td>
<td>$1.39 \times 10^6$ (±1.04 x 10^4)</td>
</tr>
<tr>
<td>[1̅1̅0]</td>
<td>1.5±0.7</td>
<td>0.5229</td>
<td>1.9</td>
<td>-</td>
<td>$5.21 \times 10^5$ (±5.29 x 10^4)</td>
</tr>
<tr>
<td>[1̅0̅0]</td>
<td>0.9±0.9</td>
<td>0.5823</td>
<td>1.7</td>
<td>-</td>
<td>$8.28 \times 10^5$ (±6.87 x 10^4)</td>
</tr>
</tbody>
</table>

From Figure 8.26, it is seen that spiral 1, a four-fold spiral, displays the fastest dissolution rate. This spiral is formed by the edges that have lower critical lengths and higher step velocities, mostly due to higher kink free densities. As explained before, spiral 1 would be the most active spiral. The exact comparison of predicted and experimental dissolution rates is not trivial due to the unknown degree of undersaturation. Moreover, it is noted that the solution concentration entering the spiral model refers to the local value in proximity of the interface instead of the bulk solution concentration. Measured values may typically include contributions from diffusive transport especially at higher undersaturation that are thus ignored in the model proposed here. In light of
these uncertainties, the calculated dissolution rates compare quite favorably, crossing both of the experimental data lines (spiral 1) or at least one of the lines (all spirals) at some undersaturation degrees.

Figure 8.26: (a) Periodic bond chains (PBCs) for the aspirin(001) face together with the spiral shapes considered on this face; green spiral (spiral 1), red spiral (spiral 2), blue spiral (spiral 3) and black spiral (spiral 4). See text for the edges corresponding to the different spiral shapes. (b) Calculated dissolution rates for the different spiral shapes considered. The orange horizontal dashed line corresponds to the experimental value carried out in water by Kim et al. [148], while the pink horizontal dashed line is for the experimental value conducted in 0.05 M HCl by Danesh et al. [149]. The predicted dissolution rates are displayed by the colors that correspond to the colors of the spiral shapes shown in part (a).

Table 8.15: Parameters used to build spiral model 1 for the aspirin (001) face. Distance retraced due to the loss of a single dissolution unit $a_{p,i}$, distance between dissolution units along edges $a_{e,i}$, step edge velocity $v_i$, critical lengths $l_i$, angles between edges $i$ and $i + 1$, $\alpha_{i,i+1}$, rotation time $\tau$, and the dissolution rate, $R$ at $c/c_{sat} = 0.995$.

<table>
<thead>
<tr>
<th>Edge</th>
<th>$a_{p,i}$ (Å)</th>
<th>$a_{e,i}$ (Å)</th>
<th>$v_i$ (Å/s)*</th>
<th>$l_i$ (Å)</th>
<th>$\alpha_{i,i+1}$ (°C)</th>
<th>$\tau$ (s)</th>
<th>$R$ (μm/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge1=[010]</td>
<td>6.4</td>
<td>11.4</td>
<td>4179.97</td>
<td>7726.65</td>
<td>150.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge2=[110]</td>
<td>6.5</td>
<td>13.1</td>
<td>15784.24</td>
<td>1899.07</td>
<td>29.4</td>
<td>1.76</td>
<td>3.24 x 10^-4</td>
</tr>
<tr>
<td>Edge3=[010]</td>
<td>6.4</td>
<td>11.4</td>
<td>1588.45</td>
<td>5886.97</td>
<td>150.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge4=[110]</td>
<td>6.5</td>
<td>13.1</td>
<td>8919.43</td>
<td>3165.11</td>
<td>29.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* detachment rate constants in Table 8.14 are used.
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Table 8.16: Same Table 8.15 for spiral 2.

<table>
<thead>
<tr>
<th>Edge</th>
<th>( a_{p,i} ) (Å)</th>
<th>( a_{e,i} ) (Å)</th>
<th>( v_i ) (Å/s)*</th>
<th>( l_i ) (Å)</th>
<th>( \alpha_{i,i+1} ) (°C)</th>
<th>( \tau ) (s)</th>
<th>( R ) (μm/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge1=010</td>
<td>6.4</td>
<td>11.4</td>
<td>4179.97</td>
<td>7726.65</td>
<td>90.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge2=100</td>
<td>11.4</td>
<td>6.4</td>
<td>8.18</td>
<td>15396.31</td>
<td>90.0</td>
<td>756.00</td>
<td>7.94 x 10(^{-7})</td>
</tr>
<tr>
<td>Edge3=0(\tilde{1}0)</td>
<td>6.4</td>
<td>11.4</td>
<td>1588.45</td>
<td>5886.97</td>
<td>90.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge4=100</td>
<td>11.4</td>
<td>6.4</td>
<td>321.70</td>
<td>14156.34</td>
<td>90.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* detachment rate constants in Table 8.14 are used.

Table 8.17: Same Table 8.15 for spiral 3.

<table>
<thead>
<tr>
<th>Edge</th>
<th>( a_{p,i} ) (Å)</th>
<th>( a_{e,i} ) (Å)</th>
<th>( v_i ) (Å/s)*</th>
<th>( l_i ) (Å)</th>
<th>( \alpha_{i,i+1} ) (°C)</th>
<th>( \tau ) (s)</th>
<th>( R ) (μm/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge1=1(\tilde{1}0)</td>
<td>6.5</td>
<td>13.1</td>
<td>15784.24</td>
<td>1899.07</td>
<td>119.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge2=100</td>
<td>11.4</td>
<td>6.4</td>
<td>321.70</td>
<td>14156.34</td>
<td>60.7</td>
<td>213.18</td>
<td>2.81 x 10(^{-6})</td>
</tr>
<tr>
<td>Edge3=110</td>
<td>6.5</td>
<td>13.1</td>
<td>8919.43</td>
<td>3165.11</td>
<td>119.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge4=100</td>
<td>11.4</td>
<td>6.4</td>
<td>8.18</td>
<td>15396.31</td>
<td>60.7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* detachment rate constants in Table 8.14 are used.

Table 8.18: Same Table 8.15 for spiral 4.

<table>
<thead>
<tr>
<th>Edge</th>
<th>( a_{p,i} ) (Å)</th>
<th>( a_{e,i} ) (Å)</th>
<th>( v_i ) (Å/s)*</th>
<th>( l_i ) (Å)</th>
<th>( \alpha_{i,i+1} ) (°C)</th>
<th>( \tau ) (s)</th>
<th>( R ) (μm/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge1=010</td>
<td>6.4</td>
<td>11.4</td>
<td>4179.97</td>
<td>7726.65</td>
<td>90.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge2=100</td>
<td>11.4</td>
<td>6.4</td>
<td>321.70</td>
<td>14156.34</td>
<td>119.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge3=1(\tilde{1}0)</td>
<td>6.5</td>
<td>13.1</td>
<td>8919.43</td>
<td>3165.11</td>
<td>150.7</td>
<td>224.54</td>
<td>2.67 x 10(^{-7})</td>
</tr>
<tr>
<td>Edge4=0(\tilde{1}0)</td>
<td>6.4</td>
<td>11.1</td>
<td>1588.45</td>
<td>5886.97</td>
<td>90.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge5=1(\tilde{1}0)</td>
<td>11.4</td>
<td>6.4</td>
<td>8.18</td>
<td>15396.31</td>
<td>119.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge6=1(\tilde{1}0)</td>
<td>6.5</td>
<td>13.1</td>
<td>15784.24</td>
<td>1899.07</td>
<td>150.7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* detachment rate constants in Table 8.14 are used.

The whole number of simulations performed for predicting these dissolution rates is very high as can already be deduced by the number of hyperdynamics simulations (written under the figure captions for each kink site detachment rate calculation) and the number of \( \lambda \) points for the kink free energy calculation for each decoupling contribution determination. With nowadays computer power these numbers of simulations are tractable, especially when using supercomputers, though they are still computationally demanding, expensive and in a sense time-consuming. Hence, the
assessment of further approximations is appropriate, especially for fast screening approaches. Therefore, the edge specific kink free energies and detachment constants are re-analyzed and approximations to the method without significant losses in accuracy are considered.

It is shown that the edges with higher step velocities and lower critical lengths form the spiral shape that has the fastest dissolution rate, at least at low undersaturation. For a fast screening approach it would be enough to determine the dissolution rate for this spiral shape as it is the dominant spiral. As mostly the higher step velocities and specifically the kink free energies are the reason for the high dissolution rates, a first approximation that can be considered is based on the differences between kink free energies. It is also stressed that symmetry related edges have similar kink free energies, whereas differences in kink free energies are higher for symmetrically non-related edge directions, such as [100] and [010]. Hence, identifying the edges forming this most active spiral shape before starting to the simulations for free energy calculations would help to decrease the number of free energy calculations which are expensive to perform especially for even more complex systems (see alpha-lactose monohydrate case, chapter 9). A potential approach would be to use the crude methods such as the solid-state interaction energies applied by Doherty et al. (see ref. [28, 44, 150] and within) to predict the crystal morphology. Their method successfully predicts the relative step velocities of different edges and hence relative growth rates of different facets which actually depend on kink free energies (see eq. 3.5 and 3.6). It is essentially a rigid crystal approach meaning that dynamics are not considered, just the interaction energies between molecules along different PBCs directions are calculated. Hence, it is extremely inexpensive and just a single work station would be enough for these calculations. Using this approach, the trend in the kink free energies is reproduced correctly (only opposite edge site effects cannot be reproduced but this would not have a big consequence as symmetry related edges have similar kink free energies). The kink free energies calculated by this crude method are at least one order of magnitude higher than the kink free energies calculated by the method used in this work. The specific values are 52.9 kJ/mol for the [100] edge, 35.8 kJ/mol for the [010] edge and 30.2 kJ/mol for the [110] edge. As can be seen, the more pronounced difference between [100] and the other edges are well reproduced. Hence, using this simpler approach the edges forming the fastest dissolving spiral shape to be focused on in further calculations can be identified.

A second approximation arises from the reassessed dissolution rates. They are dominated by the faster of the detachment processes from opposite kink sites along the same edges. Hence, it is possible to ignore the kink type differences along the edges and only evaluate the detachment rate for the faster processes. This approximation would at first be trickier than the first one. One needs
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to consider and check the structures of the kink types so that it would be possible to identify the faster of the detachment processes for the kink types along same edges. It has already been shown in this work that the faster processes for the kink types are the ones for which the solvent molecules can access the bonds easier (see Figure 8.25). Though it may not be so obvious for some crystal structures and would require detailed inspection, it will reduce the number of simulations, specifically the hyperdynamics simulations. Using this approximation, the dissolution rates are recalculated for all spiral shapes. The dissolution rates calculated by this approximation are displayed in Figure 8.27b now omitting the error bars for clarity. It is nevertheless clear that with this approximation, the rates obtained are within the error range as compared to the dissolution rates obtained with the reassessed detachment rate constants, displayed in Figure 8.27a also without error bars for comparison.

![Figure 8.27: (a) The dissolution rates obtained by considering the different kink type effect along an edge for all spiral shapes considered for the aspirin (001) face. This plot is the same as Figure 8.26b without error bars. (b) The dissolution rates evaluated for a fast screening approach using only the second approximation, see text. (c) The dissolution rates calculated using both second and third approximations, see text.](image)

The final approximation that has been considered in this work is to evaluate the dissolution rates without considering opposing edges, i.e. only considering the kink free energy and detachment rate constant of the [010] edge and using these values also for the opposing edge direction [0̅10]. If only the step edge directions with lower step velocities are used for this approximation, the rates calculated would still be in the error range; less than one order of magnitude change in the rates are observed. In most cases, the edges with lower step velocities correspond to higher kink free energies. For [010] and [0̅10] edge directions, it is the other way around but kink free energies are still within the error ranges of each other. Hence, it is also possible to just consider the edge directions with higher $\Delta G_{\text{kink}_i}$ values and re-evaluate the dissolution rate constants. In addition, as in the case of the second approximation for kink types along edges, by checking the structural differences between opposing step edges, the edges with
higher kink free energies and/or lower step velocities can be identified before starting the simulations. For aspirin, this identification is again based on solvent accessibility of the edges. Edges that have the acetyl moieties pointing downward to the crystal surface at kink structures, i.e. [\bar{1}00], [0\bar{1}0] and [1\bar{1}0], would be less accessible by solvent molecules as they expose more hydrophobic terminations and hence have lower step velocities. The re-evaluated dissolution rates are based on exclusively relying on the molecular data for these edges. The exception of [010] and [0\bar{1}0] edges, i.e. [0\bar{1}0] edge having lower kink free energy and also lower step velocity is also considered. Using the molecular data for [010] would still give dissolution rates at the same order of magnitude with the one calculated by explicitly considering slower step edges. However, in Figure 8.27c, only the re-evaluation of dissolution rates relying on the molecular data for the [0\bar{1}0] edge is displayed, since this edge would be detected as the slower edge before starting the simulations. The comparison of dissolution rates calculated with and without these approximations is compiled in Figure 8.27.

Through these approximations, the computational cost can be decreased significantly. Hence, the corresponding process time per tested system would become insignificant on present-day computing platforms, while still accurate values compared to measured dissolution rates are obtained.

8.3 Summary of Chapter 8

In this chapter, using the micro-kinetic spiral model, dissolution rates for the aspirin (001) face are calculated for different spiral shapes. Specifically the two material parameters, kink free energies of formation and detachment rate constants from kink sites, are evaluated using accurate MD-based methods to be able to predict absolute dissolution rates. Though for the considered meta-stable kink structures, there is just one kink type meaning that the detachment/attachment of solute molecules always results in the same type of kink molecule as before, opposing kink sites along an edge reveal different terminations. Hence, they detach at different rates and this difference is traced back to solvent accessibility. The step velocities are calculated using the step velocity equation for the centrosymmetric dissolution unit case, i.e. eq. 3.15. The differences in opposing kink sites along an edge are still considered in the calculation of the step velocities by considering the ratio of faster to slower detachment rate constants and the average number of molecules between kink sites. All edges along periodic bond chains are considered for possible spiral shapes. This results in three four-fold and one six-fold spiral shapes, for which dissolution rates are
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discussed. Due to the asymmetric nature of the opposing edges, spirals rotating in opposite
directions (clockwise or anti-clockwise) do not have the same dissolution rates. The spiral shape
and rotation with the highest dissolution rate will dominate the dissolution process. Since the
undersaturation degrees at which two available experimental studies of aspirin (001) dissolution
rates were carried are unknown, comparison to experiment is rather difficult. Still, the predicted
dissolution rates compare quite favorably, around the same order of magnitude with the
experimental value(s). Edges with lower kink free energies/higher kink densities are found to form
spirals that are faster than other spirals. For a fast screening approach, such spirals can be identified
on the basis of lower-level parameters derived e.g. via solid-state bond energies. Further
approximations can lead to a significant additional reduction of the computational cost, such as a
neglect of the differences of opposing kink sites and opposing step edges. The dissolution rates re-
evaluated within these approximations are still within the same order of magnitude as before. All
in all, the method established in this work appears thus robust and promising to predict the
dissolution rates of an active pharmaceutical compound. In the next chapter this assessment is
further validated by application to a second prototype compound, and in particular a compound
used as excipient.
9 Calculation of the Dissolution Rate of Alpha-Lactose Monohydrate

In addition to the active ingredients, drug formulations also contain excipients that are defined as any component other than active principles but still intentionally included in the formulations. Though traditionally considered as inert substances included in formulations to provide the desired weight, volume, consistency or flavor [151], excipients have been shown to actually influence the quality and even bio-availability of the final formulation [7]. Hence, it is valuable to also consider the dissolution of excipients. For this purpose and also to validate the applicability of the computational approach developed, a widely used excipient, alpha-lactose monohydrate (alpha-LM), is chosen as a prototype excipient compound in this work. The fact that alpha-LM is also commonly used in food and confectionery industry to increase the storage life of products and that there is a single crystal experimental study of its dissolution [152] make it particularly appealing as a model compound to consider. The first part of this chapter will again focus on the development and testing of the force fields. The validated force field is thereafter employed to calculate the parameters needed to build the spiral dissolution model.

![Figure 9.1: (a) Molecular structure of alpha-lactose. (b) The unit cell of alpha-lactose monohydrate taken from ref. [153].](image)

9.1 Development and Testing of Force Fields

Alpha-LM is the crystalline solid form of the milk sugar, lactose, obtained when the crystallization from solution is performed at temperatures below 93.5°C. In its crystalline structure, each lactose molecule is associated with one molecule of water so that water molecules are also an integral part of the lattice structure. The water and lactose molecules crystallize into a monoclinic structure of
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the \(P2_1/c\) space group with each unit cell composed of two asymmetric units with two lactose and two water molecules [153]. The experimental X-ray unit cell structure of alpha-LM taken from literature is displayed in Figure 9.1 [153]. The force fields chosen for testing are the generalized AMBER force field (GAFF) [99] and the CHARMM force field. Contrary to the aspirin case (see chapter 8.1) the OPLS-AA force field is not considered for testing as it had not shown favorable results for aspirin and also for other crystals [116]. The parameters for GAFF are again obtained via the ACPYPE [124], and ANTECHAMBER [125] programs and the partial atomic charges are calculated using the R.E.D. server [126]. The SWISSPARAM server is used for the generation of the CHARMM force field parameters [127]. The TIP3P [129] water model is used for both solvent water molecules and the hydrate water molecules in the unit cell. First, the capabilities of the two force fields to correctly reproduce lattice parameters are tested. An annealing procedure similar to the one applied to the aspirin lattice structure is again applied for alpha-LM. The experimental structure is optimized by slowly cooling the system from 100 to 10 K in a 70 ps MD simulation while applying a Berendsen barostat of zero pressure. Again the barostat was coupled to the lengths of the cell vectors as well as to the \(\beta\)-angle to preserve the monoclinic crystal system. The remaining two angles were fixed [116]. All atomic positions are relaxed using the conjugate gradient method with a maximum force threshold of 0.01eV/Å. The unit cell parameters can be found in Table 9.1 for both experimental and optimized cell structures. For both force fields, the agreement with experimental structure is quite good with only 1-2% deviations in the parameters.

<table>
<thead>
<tr>
<th>Lattice Constants (Å)</th>
<th>Cell angle (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>b</td>
</tr>
<tr>
<td>Exp.(^a)</td>
<td>4.78</td>
</tr>
<tr>
<td>GAFF</td>
<td>4.75</td>
</tr>
<tr>
<td>CHARMM</td>
<td>4.78</td>
</tr>
</tbody>
</table>

\(^a\) Ref. [153]

As done for aspirin, a further testing of the force fields is again performed against QM calculated intermolecular interaction energies. However, due to the crystal water in the unit cell structure, it would not be sufficient to only consider the interactions between lactose molecules. Instead, also the interactions between lactose and water molecules are evaluated. The interaction energies are again calculated by displacing one of the two molecules rigidly in the direction connecting their centers of mass in the starting structure and calculating the energy relative to the
energy of the two isolated molecules [116] (see chapter 8.1 also). As before the all-electron DFT code FHI-aims [133-134] is used to perform the QM calculations. Electronic exchange and correlation was treated at the GGA functional level using the PBE functional [83] and the vdW dispersion correction approach due to Tkatchenko and Scheffler [135]. For lactose-water interaction energies the B3LYP hybrid functional [154], is also employed for further testing. The "tier2" basis set with "tight" settings is employed. The interaction energies versus the relative distance to the starting structure are displayed in Figure 9.2 for the lactose-lactose interaction and in Figure 9.3 for the lactose-water interaction. It is seen that both GAFF and CHARMM give good agreement compared to DFT+vdW interaction energies. The shape of the lactose-water plot is almost exactly the same for DFT+vdW and GAFF, whereas the lactose-lactose interactions are also fairly well reproduced, especially at high displacement values. The agreement of the CHARMM data with the DFT+vdW energies is also reasonably good. However, CHARMM underestimates the binding energies slightly. Similar to the situation for aspirin, GAFF is correspondingly chosen for the alpha-LM dissolution calculations.

![Figure 9.2](image-url)

**Figure 9.2:** (a) Lactose-lactose interaction considered for the displacement $d$, with the center of displacement represented by a dashed line between the molecules. (b) Calculated interaction energies versus displacement $d$. Reference values calculated from DFT+vdW (black dashed lines, X) and resulting energies from the classical force fields GAFF (red circles), CHARMM (green squares).
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9.2 Spiral Dissolution Model for the Alpha-Lactose Monohydrate (010) Face

In this work, the (010) face of alpha-LM is chosen since it is one of the dominant facets grown in aqueous solutions and also the slowest dissolving face [152, 155]. Lactose molecules in the unit cell are elongated along the [010] direction, so that there is only one growth unit on this (010) face. Moreover, the two lactose molecules along the surface normal have the same surface terminations, i.e., the step height can be considered to be one layer height. Again, based on the PBCs (see chapter 8.2), the strong intermolecular interactions are identified. There are three different straight chain directions: [100], [001] and [101]. As alpha-LM is also a low-symmetry molecule, opposite edge directions expose different bond terminations. Therefore in total, again six step edge directions have to be considered for the spiral model.

Though alpha-LM is also a non-centrosymmetric molecule (see chapter 3) and the unit cell contains two asymmetric units, on the (010) face only one of these units are exposed. In other words, after the detachment of one kink site molecule the second molecule will be the same even without considering dimeric units as in the case of aspirin (see chapter 8.2). There are obviously also crystal water molecules to consider as they are integral parts of the crystal structure. However, their attachment/detachment will generally be very fast. The interaction energy for the lactose-water complex is relatively low compared to the lactose-lactose complex (see Figure 9.2 and 9.3). Hence, the detachment of lactose molecules from any kink site will be much slower than the release of the crystal water molecules from their corresponding lactose molecules. Additionally, in a water environment the mole fraction of water molecules is obviously much higher, so that the

![Figure 9.3: (a) Lactose-water interaction considered for the displacement \( d \), with the center of displacement represented by a dashed line between the molecules. (b) Calculated interaction energies versus displacement \( d \). Reference values calculated from DFT(PBE)+vdW (black dashed lines, X), DFT(B3LYP)+vdW (orange triangles) and resulting energies from the classical force fields GAFF (red circles), CHARMM (green squares).]
incorporation of water molecules into their respective kink sites should also be an undeniably faster process compared to the incorporation of lactose molecules. For these reasons, even though lactose-water complexes are considered as dissolution units to build the model, in practice only kink free energies and detachment rate calculations for lactose molecules are required. In the corresponding MD calculations, the effect of opposite kink sites along the same step edges are again taken into account by explicitly considering the detachment of both kink site molecules.

Figure 9.4: Top view and bonding structure of the (010) face of alpha-LM. On the right side, the PBCs along the shown directions are displayed.

9.2.1 Kink Free Energies of Formation

Kink sites are created along the six step edges to calculate the kink free energies for each edge. Again the thermodynamic cycle explained in chapter 7.1 is employed. First, the simulation details are summarized. Then, the results will be presented along with a brief discussion of all kink free energy contributions.

Simulation Details and Model Systems

The generalized AMBER force field (GAFF) with the TIP3P water model MD simulations are performed within the GROMACS package. As before, the simulation cells are split into two separate parts to decrease the computational cost. This system separation is depicted in Figure 9.5 for the kinked step edge direction [00\(\bar{1}\)] as example. The surface models are built with a crystal slab thickness amounting to two unit cells, i.e. four molecular layers. The vacuum gap between opposite slab surfaces are filled with pre-equilibrated water molecules to prepare the interface systems. The water layer thickness is assessed by monitoring the water density profile so that the chosen thickness is sufficiently large to retain bulk-like water properties.
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The other simulation details are similar to the ones applied for aspirin (chapter 8.2.1). All the systems considered are first run at constant temperature, 300 K, and volume for 100 ps with position restraints employed on all heavy atoms of the lactose molecules to allow water molecules as well as surface atoms to equilibrate. Then, the pressure of the system along the surface normal is adjusted to 1 atm by 3 ns long simulations without any position restraints. The box vectors along the lateral directions are fixed, while along the surface normal direction, i.e. water layer direction, the final height is determined after the pressure adjustment. An additional 2 ns simulation at constant volume and temperature is run before starting the thermodynamic cycle to determine the average positions of kink molecules. During equilibration, the temperature is controlled through a Nose-Hoover [142] thermostat by coupling the kinetic energy at a relaxation time of 0.5 ps and the barostat employed is Parrinello-Rahman [78]. The production runs are 3 ns long without pressure coupling but at constant temperature and the volume determined before. The atoms at the bottom ring of the bottom molecular layer, i.e. the glucose moiety atoms, are fixed at their positions to mimic a bulk crystal substrate during the last equilibration under constant volume and pressure and production simulations. Again the new thermostat suggested by Bussi et al. [73] that rescales the velocities for stochastic processes is employed during the decoupling processes. Lennard-Jones potentials and the short-range Coulombic potentials are truncated at a cutoff distance of 1.2 nm instead of 1.0 nm as in the aspirin case; long-range interactions are calculated via the particle-mesh-Ewald (pme) [143-144] method. The time step is 0.001 fs and the long-range interactions are updated at every 10 steps.

![Figure 9.5: Top view of the [001] step edge direction for the alpha-LM (010) face with dashed lines indicating the system separation. For clarity only the molecules at the upper terrace are shown.](image)

The electrostatic and Lennard-Jones interactions are again decoupled separately as suggested for complex systems [119] and the number of $\lambda$ points used for each decoupling are asymmetric (chapter 7.1 and 8.2.1). For the decoupling of electrostatic interactions, intermediate $\lambda_{el}$ points
between the 0 and 1 states are placed at a spacing of 0.1 with an additional point at $\lambda_{el} = 0.05$ to improve the sampling of the steep initial free energy gradient. Additional three to four $\lambda_{el}$ points are added between states 0.6 to 1 due to the more complex nature of lactose molecules as compared to aspirin. Since the decoupling of Lennard-Jones potentials is trickier and affected by solvent penetration most of the time, even more $\lambda_{LJ}$ points are employed. Specifically between 0.6 to 1 states, at least six more intermediate values are placed to increase the overlap between states. The soft-core parameter $\alpha$ (see eq. 7.3) used during the Lennard-Jones interaction decoupling is set at the GROMACS default value of 0.3 [43].

The restraining free energy contributions are again evaluated by thermodynamic integration. Specifically, integration is carried out numerically by using the trapezoidal rule, based on six $k$-values for eq. 7.4: 0, 50, 100, 250, 500, and 1000 kJ/mole/nm$^2$. The final value of the spring constant is again $k_{\text{max}} = 1000.0$ kJ/mole/nm$^2$, since this yields a balance between preserving the molecular arrangement and a reasonably low restraint free energy with associated low error values.

An exception treatment is employed for the kink free energy simulations at the [001] step edge due to the enhanced flexibility of the kink site molecules along this edge. Hence, achieving a sampling with average root-mean square $\xi$ deviations to calculate the restraining potential using eq. 7.4 was challenging. Mostly the atoms belonging to the galactose moiety in the upper part of the molecule exhibit more flexibility. Therefore, for the calculation of this free energy contribution, the atoms in kink site molecules are considered separately depending on them belonging to ‘upper’ and ‘lower’ parts of the molecule as shown in Figure 9.6. Though this separation is only shown for a single kink site molecule in the figure, it should be noted that the same atoms on the other molecules in the kink structure are also subject to this separation. The green colored atoms in the figure are considered to belong to the upper part of the molecule and their flexibilities are higher than the ones for the lower part atoms. Therefore, first the potential energy of restraining the lower part atoms, $\Delta G_{kink}^{\text{bottom}}$, is evaluated by integrating at different spring constants as already explained in chapter 7.1. In order to obtain the remaining part of the free energy contribution to restrain the whole molecules, an additional simulation is performed with restrain potentials fully switched on the lower part of the molecules and to enhance the sampling, the well-tempered metadynamics technique is applied [122]. This technique is an improvement over metadynamics such that the obtained estimate of the free energy value converges to the exact result in the long time limit [114] (see chapter 7.1). Here, as collective variables, the upper part (green colored) atoms of all kink site molecules are chosen and the targeted mean square deviation (MSD), $\xi^2$, option is used for the PLUMED [146] plugin within the GROMACS package. The
perfect kink site molecules are considered as reference positions. The Gaussian hills of width 0.002 nm and height 0.8 kJ/mole are deposited with a frequency of 0.5 ps$^{-1}$. The bias factor for the well-tempered simulations is 5 with 300 K as the simulation temperature. For the targeted-MSD type collective variable, the alignments to the reference structure are prevented for the center of mass and the rotation of atoms. A converged free energy profile, $G(\xi^2)$ is obtained and can be calculated by numerically integrating over the $\xi^2$ probability distribution [119]

$$
\exp(-\beta \Delta G_{\text{kink}}^{\text{upper}}) = \frac{\int_0^{\xi_{\text{max}}^2} d\xi^2 \exp(-0.5\beta k_{\text{upper}} N_{\text{atoms}} \xi^2) \exp(-\beta G(\xi^2))}{\int_0^{\xi_{\text{max}}^2} d\xi^2 \exp(-\beta G(\xi^2))},
$$

with $\beta = 1/k_B T$. The spring constant $k_{\text{upper}}$ is taken as 1000.0 kJ/mole/nm$^2$, and $N_{\text{atoms}}$ is 65 in total. This calculated free energy contribution is added to the value obtained by restraining the lower part of the kink site molecules. This way, the total restraining energy contribution is obtained for this special case in a more accurate way than it can be calculated without separating the atoms into parts. The separated kink free energy contributions $\Delta G_{\text{kink}}^{\text{bottom}}$ and $\Delta G_{\text{kink}}^{\text{upper}}$ are also included in Table 9.2 as a footnote.

![Figure 9.6: Separation of atoms in lactose molecules in the kink structures at the [001] step edge. Atoms displayed by green colors are considered as upper part atoms, all remaining atoms belong to the lower part.](image)

**Results and Discussion**

Table 9.2 displays each free energy contribution along with the statistical errors that are calculated via error propagation for the six step directions. It can be deduced from the results that individual decoupling free energy contributions are really high, whereas the restraining contributions are comparably small. This shows that most of the cost for the kink site creations arises due to the decoupling of the interactions. However, the major part of these high free energy contributions cancels out in the free energy differences. The statistical errors are again calculated by block
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averaging for both decoupling and restraining free energy contributions (see chapter 8.2.1). Based on the results for the kink free energies, it can be said that kink free energies for opposing step directions, like for [100] and [\bar{1}00], are again only slightly different. In contrast, the differences in kink free energies are more pronounced for edges that are not symmetrically related. The most stable edge terminations are the symmetry-related [001] and [00\bar{1}]. All the other edge directions have smaller kink free energy values which are close to each other. They lead to high kink densities which shows that these edges may not be stable as straight edges; they are probably kinked edges especially when compared to [001] and [00\bar{1}] edges.

Table 9.2: Free energy components during the calculation of kink free energies for kinks within step edges of several orientations, as well as the final kink free energies per kink site for the alpha-LM (010) face.

<table>
<thead>
<tr>
<th>Step direction</th>
<th>( \Delta G_{\text{step}}^{\text{rest}} ) (kJ/mol)</th>
<th>( \Delta G_{\text{step}}^{\text{dec}} ) (kJ/mol)</th>
<th>( \Delta G_{\text{kink}}^{\text{rest}} ) (kJ/mol)</th>
<th>( \Delta G_{\text{kink}}^{\text{dec}} ) (kJ/mol)</th>
<th>( \Delta G_{\text{kink}} ) (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[100]</td>
<td>136.35 ± 1.68</td>
<td>1264.03 ± 2.18</td>
<td>125.14 ± 1.44</td>
<td>1265.01 ± 0.77</td>
<td>2.56 ± 0.80</td>
</tr>
<tr>
<td>[\bar{1}00]</td>
<td>161.27 ± 2.24</td>
<td>1219.46 ± 2.44</td>
<td>207.35 ± 2.60</td>
<td>1162.76 ± 3.89</td>
<td>2.66 ± 1.43</td>
</tr>
<tr>
<td>[001]</td>
<td>119.64 ± 1.06</td>
<td>1286.96 ± 2.89</td>
<td>181.25 ± 0.87*</td>
<td>1186.12 ± 1.63</td>
<td>9.80 ± 0.90</td>
</tr>
<tr>
<td>[00\bar{1}]</td>
<td>155.30 ± 1.44</td>
<td>1361.19 ± 1.59</td>
<td>165.76 ± 2.80</td>
<td>1320.00 ± 2.79</td>
<td>7.68 ± 1.12</td>
</tr>
<tr>
<td>[\bar{1}01]</td>
<td>258.35 ± 2.21</td>
<td>1152.83 ± 1.48</td>
<td>200.36 ± 2.13</td>
<td>1200.51 ± 1.22</td>
<td>2.58 ± 0.90</td>
</tr>
<tr>
<td>[10\bar{1}]</td>
<td>167.65 ± 1.31</td>
<td>1240.45 ± 1.86</td>
<td>170.49 ± 1.69</td>
<td>1221.85 ± 2.08</td>
<td>3.94 ± 0.88</td>
</tr>
</tbody>
</table>

\*\( \Delta G_{\text{kink}}^{\text{bottom}} = 105.24 \text{ kJ/mol and } \Delta G_{\text{kink}}^{\text{upper}} = 76.01 \text{ kJ/mol. See text for explanation.} \)

9.2.2 Rate Constants of Detachment Processes from Kink Sites

Again, the two-step algorithm explained in chapter 7.2 is applied for the calculation of the detachment rate constants from kink sites for all relevant step edges. For these calculations, the prepared simulation cells contain only positive kinked step edge structures, i.e. the left part of the simulation box shown in Figure 9.5. Though there is only one dissolution unit, the lactose-water complexes per edge for this face cause opposite kink site molecules along the same edges to expose different terminations as explained before. The kink site molecule type before and after detachment/attachment is still the same and the same bonds are broken/formed in both kink site molecule cases. Still, these kink sites may have different detachment rate constants due to the environment they are in. Hence, again they are labelled as kink type A or type B, for simplicity. The detachment rate constants for both kink types are evaluated by employing the two-step algorithm. The net flux is calculated using the equation for centrosymmetric cases.

Simulation Details and Model Systems
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The preparation of the simulation cells is the same as the preparation of the aspirin simulation cells for the detachment rate calculations, chapter 8.2.2. The slab thickness amounts to four layers and all surface models are built by the parameterized GAFF/TIP3P combination. The water density profile is again checked so that bulk-like water properties are observed between opposite surfaces. The simulation cells used are slightly smaller than the ones used for free energy calculations. The slab thickness is the same but in the lateral directions, the cell dimensions are smaller with fewer rows between step edges. The effect of using smaller cells is explicitly tested to avoid finite size effects in the bias potential construction, i.e. metadynamics simulations are performed comparing the bias potential value before the first escape events for both small and large systems. Since the results show almost equal bias potential values, the smaller cells are used for the hyperdynamics simulations to increase the simulation times. Before starting the metadynamics simulations, the system is again equilibrated in the NVT ensemble with all atoms of lactose molecule restrained for around 100-200 ps. The equilibrium box height is determined as it is done for the free energy calculations. For both metadynamics and hyperdynamics simulations, the box height is fixed and the bottom cyclic part atoms of the bottom layer molecules, i.e. the glucose moieties of the bottom layer molecules, are fixed in their position, again to mimic a bulk crystal.

All the simulations have been implemented in the PLUMED plugin interfaced with GROMACS [146]. Instead of using the center-of-mass (COM) vector of the entire kink site molecule, only the COM of the glucose moiety of the kink site molecules is considered as collective variable (CV). This is again due to the more flexible nature of the galactose moiety atoms belonging to the upper part of the molecule. The push and equilibrate approach employed previously for aspirin is again used for the bias potential construction [117] (and see chapter 8.2.2). The deposition of hills for 30 ps is followed by an equilibration phase of 100 ps. The deposition frequency of hills during push sequences is always 1 ps\(^{-1}\). The width of Gaussian hills deposited is 0.03 nm and the height of the hills is 0.3 kJ/mole. In contrast to the aspirin case, using the same width and height of hills for all considered kink molecules proved sufficient to determine the truncation point. The hyperdynamics simulations are initiated for different conformations obtained from snapshots from long equilibration runs at every 50 ps. They are all assigned new velocities to further de-correlate the snapshots and run for 15 ns to obtain long biased escape times. During the metadynamics and hyperdynamics simulations, the temperature is again controlled through a Nose-Hoover thermostat with 0.5 ps relaxation time [142]. Here, Lennard-Jones potentials and the short-range Columbic potentials are truncated at a cutoff distance of 1.2 nm; long-range
interactions are calculated via the particle-mesh-Ewald (pme) [143-144] method. The time step is 0.001 fs and the long-range interactions are again updated at every 10 steps.

**Results and Discussion**

The following figures display top views of the alpha-LM step edge structures with the dissolution units, i.e. the lactose-water complex, marked with solid lines for each edge direction. The trajectories of COM-components observed during the metadynamics simulations and the reweighted free energy profile, as well as the bias potential values encountered during the hyperdynamics simulations can be found in these figures for each edge direction. Again it is observed that detachment of kink type B (marked by blue solid lines) is slower than the detachment of kink type A molecules (marked by green solid lines). This difference especially for [100], [\(\bar{1}00\)], [\(\bar{1}01\)] and [\(\bar{1}10\)] edges, can be explained by solvent access to intermolecular bonds between kink site molecules and their neighbors, see Figure 9.25. For edges [001] and [00\(\bar{1}\)], the exposure to water is the same on both kink sites along the edges, hence the rate constants are almost the same for these edges. All detachment rate results are finally compiled in Table 9.15.

The trajectories obtained from the hyperdynamics simulations are first analyzed to establish the free energy profiles. The dimensionless order parameter \(d\) is defined as in eq. 8.1. In the alpha-LM case, always 64 independent hyperdynamics simulations are performed. The evaluation of rate constants is based on Transition State Theory (TST) [147] and calculated by eq. 8.2. The time-dependent transition constant \(\kappa\) is evaluated by eq. 8.3 to also account for dynamical re-crossings of escape trajectories after passing the barrier. The errors in the detachment rate constants can be roughly estimated from the deviations of the mean value which can be taken by averaging the detachment rate constants for different choices of transition barrier. Three such locations are considered; \(d=15, 17, 19\).
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1. Step edge [100]

![Image of step edge with labels and molecules]

Figure 9.7: Top view of the [100] step edge of the alpha-LM (010) face. For clarity only the terrace top layer above the step edge is displayed and (green and blue) solid lines highlight the considered dimeric dissolution unit at the two kink sites shown. C, O, H atoms are shown as gray, red and white spheres, respectively. The detachments of molecules shown with bold spheres are considered as rate determining.

a) Kink Type A

![Graphs of COM components and isosurfaces]

Figure 9.8: (a) Trajectory of COM components for the kink type A molecule along edge [100] of the alpha-LM (010) face. The truncation point at 390 hills is marked by dotted lines. (b), (c) and (d) are the isosurface of fixed bias potential, reweighted free energy profile of the hyperdynamics simulations, and the bias potential encountered during the hyperdynamics simulations, respectively.
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Table 9.3: TST rate constants, transmission coefficients, and reactive-flux rate constants, boost factor, number of detachment events, and barrier-to-well height for different choices of the transition barrier for the kink type A molecule along edge [100] of the alpha-LM (010) face.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{TST}$ (s$^{-1}$)</th>
<th>$\kappa$(t)</th>
<th>$k$ (s$^{-1}$)</th>
<th>$k^{-1}$ (µs)</th>
<th>Boost factor ($f_{acc}$)</th>
<th>$n_{detach}$</th>
<th>Barrier to well height (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$2.09 \times 10^7$</td>
<td>0.02</td>
<td>$4.47 \times 10^5$</td>
<td>2.24</td>
<td>129.66</td>
<td>1172</td>
<td>20.93</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$1.09 \times 10^7$</td>
<td>0.05</td>
<td>$5.55 \times 10^5$</td>
<td>1.80</td>
<td>125.41</td>
<td>428</td>
<td>21.51</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$4.98 \times 10^6$</td>
<td>0.14</td>
<td>$7.04 \times 10^5$</td>
<td>1.42</td>
<td>123.19</td>
<td>159</td>
<td>23.02</td>
</tr>
</tbody>
</table>

b) Kink Type B

Figure 9.9: Same as Figure 9.8 for the kink type molecule considered. The truncation point is at 600 hills and marked by dotted lines.

Table 9.4: Same as Table 9.3 for the considered kink type molecule.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{TST}$ (s$^{-1}$)</th>
<th>$\kappa$(t)</th>
<th>$k$ (s$^{-1}$)</th>
<th>$k^{-1}$ (µs)</th>
<th>Boost factor ($f_{acc}$)</th>
<th>$n_{detach}$</th>
<th>Barrier to well height (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$3.27 \times 10^6$</td>
<td>0.02</td>
<td>$6.70 \times 10^4$</td>
<td>14.92</td>
<td>619.71</td>
<td>940</td>
<td>25.98</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$1.44 \times 10^6$</td>
<td>0.05</td>
<td>$6.51 \times 10^4$</td>
<td>15.35</td>
<td>606.59</td>
<td>290</td>
<td>25.62</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$6.85 \times 10^6$</td>
<td>0.08</td>
<td>$5.35 \times 10^4$</td>
<td>18.67</td>
<td>594.76</td>
<td>126</td>
<td>26.11</td>
</tr>
</tbody>
</table>
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2. Step edge [100]

Figure 9.10: Same as Figure 9.7. Top view of the [100] edge of the alpha-LM (010) face with the considered dissolution units marked by solid lines.

a) Kink Type A

Figure 9.11: Same as Figure 9.8 for the kink type molecule considered. The truncation point is at 390 hills and marked by dotted lines.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{TST}$ (s$^{-1}$)</th>
<th>$\kappa(t)$</th>
<th>$k$ (s$^{-1}$)</th>
<th>$k^{-1}$ (µs)</th>
<th>Boost factor ($f_{acc}$)</th>
<th>$n_{detach}$</th>
<th>Barrier to well height (kJ/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$4.57 \times 10^7$</td>
<td>0.05</td>
<td>$2.41 \times 10^6$</td>
<td>0.41</td>
<td>32.65</td>
<td>597</td>
<td>16.60</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$2.05 \times 10^7$</td>
<td>0.12</td>
<td>$2.48 \times 10^6$</td>
<td>0.40</td>
<td>31.44</td>
<td>234</td>
<td>17.56</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$1.37 \times 10^7$</td>
<td>0.21</td>
<td>$2.86 \times 10^6$</td>
<td>0.35</td>
<td>30.61</td>
<td>130</td>
<td>17.98</td>
</tr>
</tbody>
</table>
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\[ b) \text{ Kink Type B} \]

![Graph showing COM vector over number of hills and free energy vs rescaled distance](image)

Figure 9.12: Same as Figure 9.8 for the kink type molecule considered. The truncation point is at 510 hills and marked by dotted lines.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>( k_{\text{TST}} ) (s(^{-1}))</th>
<th>( \kappa(t) )</th>
<th>( k ) (s(^{-1}))</th>
<th>( k^{-1} ) (µs)</th>
<th>Boost factor ((f_{\text{acc}}))</th>
<th>( n_{\text{detach}} )</th>
<th>Barrier to well height (kJ/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d = 15 )</td>
<td>( 2.10 \times 10^7 )</td>
<td>0.02</td>
<td>( 3.45 \times 10^5 )</td>
<td>2.90</td>
<td>183.59</td>
<td>2207</td>
<td>21.71</td>
</tr>
<tr>
<td>( d = 17 )</td>
<td>( 5.66 \times 10^6 )</td>
<td>0.05</td>
<td>( 2.93 \times 10^5 )</td>
<td>3.41</td>
<td>179.26</td>
<td>575</td>
<td>22.96</td>
</tr>
<tr>
<td>( d = 19 )</td>
<td>( 2.46 \times 10^6 )</td>
<td>0.12</td>
<td>( 3.04 \times 10^5 )</td>
<td>3.29</td>
<td>175.67</td>
<td>207</td>
<td>22.50</td>
</tr>
</tbody>
</table>

Table 9.6: Same as Table 9.3 for the considered kink type molecule.
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3. Step edge [001]

Figure 9.13: Same as Figure 9.7. Top view of the [001] edge of the alpha-LM (010) face with the considered dissolution units marked by solid lines.

a) Kink Type A

Figure 9.14: Same as Figure 9.8 for the kink type molecule considered. The truncation point is at 840 hills and marked by dotted lines.

Table 9.7: Same as Table 9.3 for the considered kink type molecule.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{TST}$ ($s^{-1}$)</th>
<th>$\kappa(t)$</th>
<th>$k$ ($s^{-1}$)</th>
<th>$k^{-1}$ ($\mu s$)</th>
<th>Boost factor ($f_{acc}$)</th>
<th>$n_{\text{detach}}$</th>
<th>Barrier to well height (kJ/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$6.23 \times 10^6$</td>
<td>0.02</td>
<td>$1.03 \times 10^5$</td>
<td>9.70</td>
<td>770.64</td>
<td>1963</td>
<td>23.95</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$2.10 \times 10^6$</td>
<td>0.05</td>
<td>$1.22 \times 10^5$</td>
<td>8.20</td>
<td>738.68</td>
<td>523</td>
<td>25.62</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$8.77 \times 10^6$</td>
<td>0.12</td>
<td>$1.03 \times 10^5$</td>
<td>9.75</td>
<td>721.97</td>
<td>191</td>
<td>26.76</td>
</tr>
</tbody>
</table>
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\[ \text{(a)} \quad \text{Kink Type B} \]

\[ \text{(b)} \quad \text{Kink Type B} \]

Figure 9.15: Same as Figure 9.8 for the kink type molecule considered. The truncation point is at 1170 hills and marked by dotted lines.

Table 9.8: Same as Table 9.3 for the considered kink type molecule.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>( k_{\text{TST}} ) (s(^{-1}))</th>
<th>( \kappa(t) )</th>
<th>( k ) (s(^{-1}))</th>
<th>( k^{-1} ) (( \mu )s)</th>
<th>Boost factor ( (f_{\text{acc}}) )</th>
<th>( n_{\text{detach}} )</th>
<th>Barrier to well height (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d = 15 )</td>
<td>( 2.61 \times 10^7 )</td>
<td>0.003</td>
<td>( 7.98 \times 10^4 )</td>
<td>12.54</td>
<td>1465.08</td>
<td>11758</td>
<td>25.17</td>
</tr>
<tr>
<td>( d = 17 )</td>
<td>( 8.54 \times 10^6 )</td>
<td>0.01</td>
<td>( 8.60 \times 10^4 )</td>
<td>11.63</td>
<td>1368.30</td>
<td>3110</td>
<td>24.49</td>
</tr>
<tr>
<td>( d = 19 )</td>
<td>( 2.98 \times 10^6 )</td>
<td>0.03</td>
<td>( 8.81 \times 10^4 )</td>
<td>11.34</td>
<td>1269.08</td>
<td>950</td>
<td>24.72</td>
</tr>
</tbody>
</table>
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4. Step edge [00\bar{1}]

Figure 9.16: Same as Figure 9.7. Top view of the [00\bar{1}] edge of the alpha-LM (010) face with the considered dissolution units marked by solid lines.

a) Kink Type A

(b)

Figure 9.17: Same as Figure 9.8 for the kink type molecule considered. The truncation point is at 900 hills and marked by dotted lines.

Table 9.9: Same as Table 9.3 for the considered kink type molecule.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>(k_{\text{TST}}) (s(^{-1}))</th>
<th>(\kappa(t))</th>
<th>(k) (s(^{-1}))</th>
<th>(k^{-1}) ((\mu s))</th>
<th>Boost factor (f_{\text{acc}})</th>
<th>(n_{\text{detach}})</th>
<th>Barrier to well height (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d = 15)</td>
<td>2.07 \times 10^7</td>
<td>0.001</td>
<td>2.30 \times 10^4</td>
<td>43.46</td>
<td>2902.40</td>
<td>30789</td>
<td>26.19</td>
</tr>
<tr>
<td>(d = 17)</td>
<td>5.26 \times 10^6</td>
<td>0.004</td>
<td>2.01 \times 10^4</td>
<td>49.76</td>
<td>2741.45</td>
<td>7918</td>
<td>27.89</td>
</tr>
<tr>
<td>(d = 19)</td>
<td>1.38 \times 10^6</td>
<td>0.02</td>
<td>2.49 \times 10^4</td>
<td>40.16</td>
<td>2667.47</td>
<td>2052</td>
<td>28.97</td>
</tr>
</tbody>
</table>
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b) Kink Type B

Figure 9.18: Same as Figure 9.8 for the kink type molecule considered. The truncation point is at 1410 hills and marked by dotted lines.

Table 9.10: Same as Table 9.3 for the considered kink type molecule.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{TST}$ (s$^{-1}$)</th>
<th>$\kappa$ (t)</th>
<th>$k$ (s$^{-1}$)</th>
<th>$k^{-1}$ (µs)</th>
<th>Boost factor ($f_{ace}$)</th>
<th>$n_{detach}$</th>
<th>Barrier to well height (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$3.74 \times 10^6$</td>
<td>0.01</td>
<td>$3.70 \times 10^4$</td>
<td>27.05</td>
<td>3135.52</td>
<td>4325</td>
<td>27.61</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$8.31 \times 10^5$</td>
<td>0.05</td>
<td>$4.04 \times 10^4$</td>
<td>24.75</td>
<td>3007.30</td>
<td>835</td>
<td>27.64</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$2.92 \times 10^5$</td>
<td>0.14</td>
<td>$4.12 \times 10^4$</td>
<td>24.26</td>
<td>2916.70</td>
<td>282</td>
<td>28.29</td>
</tr>
</tbody>
</table>
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5. Step edge [10\bar{1}]

![Diagram of Step edge [10\bar{1}]]

Figure 9.19: Same as Figure 9.7. Top view of the [10\bar{1}] edge of the alpha-LM (010) face with the considered dissolution units marked by solid lines.

a) Kink Type A

![Diagram of Kink Type A]

Figure 9.20: Same as Figure 9.8 for the kink type molecule considered. The truncation point is at 570 hills and marked by dotted lines.

Table 9.11: Same as Table 9.3 for the considered kink type molecule.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{TST}$ ($s^{-1}$)</th>
<th>$k$ ($s^{-1}$)</th>
<th>$k^{-1}$ ($\mu s$)</th>
<th>Boost factor ($f_{acc}$)</th>
<th>$n_{detach}$</th>
<th>Barrier to well height (kJ/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$5.69 \times 10^7$</td>
<td>$0.01$</td>
<td>$6.86 \times 10^5$</td>
<td>$1.46$</td>
<td>$71.83$</td>
<td>$2224$</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$1.92 \times 10^7$</td>
<td>$0.05$</td>
<td>$9.23 \times 10^5$</td>
<td>$1.08$</td>
<td>$70.57$</td>
<td>$642$</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$9.24 \times 10^6$</td>
<td>$0.12$</td>
<td>$1.12 \times 10^6$</td>
<td>$0.89$</td>
<td>$69.41$</td>
<td>$241$</td>
</tr>
</tbody>
</table>
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\[ b) \textit{Kink Type B} \]

Figure 9.21: Same as Figure 9.8 for the kink type molecule considered. The truncation point is at 720 hills and marked by dotted lines.

Table 9.12: Same as Table 9.3 for the considered kink type molecule.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{\text{TST}}$ (s$^{-1}$)</th>
<th>$\kappa(t)$</th>
<th>$k$ (s$^{-1}$)</th>
<th>$k^{-1}$ (µs)</th>
<th>Boost factor ($f_{\text{acc}}$)</th>
<th>$n_{\text{detach}}$</th>
<th>Barrier to well height (kJ/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$1.89 \times 10^8$</td>
<td>0.002</td>
<td>$2.98 \times 10^5$</td>
<td>3.36</td>
<td>276.23</td>
<td>20373</td>
<td>21.96</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$1.03 \times 10^8$</td>
<td>0.003</td>
<td>$3.12 \times 10^5$</td>
<td>3.21</td>
<td>269.51</td>
<td>8693</td>
<td>22.88</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$2.72 \times 10^7$</td>
<td>0.01</td>
<td>$3.90 \times 10^5$</td>
<td>2.57</td>
<td>265.47</td>
<td>2015</td>
<td>23.53</td>
</tr>
</tbody>
</table>
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6. Step edge $[\bar{1}01]$

![Image](image1.png)

Figure 9.22: Same as Figure 9.7. Top view of the $[10\bar{1}]$ edge of the alpha-LM (010) face with the considered dissolution units marked by solid lines.

$a)$ Kink Type A

![Image](image2.png)

Figure 9.23: Same as Figure 9.8 for the kink type molecule considered. The truncation point is at 570 hills and marked by dotted lines.

Table 9.13: Same as Table 9.3 for the considered kink type molecule.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{TST}$ ($s^{-1}$)</th>
<th>$\kappa(t)$</th>
<th>$k$ ($s^{-1}$)</th>
<th>$k^{-1}$ ($\mu s$)</th>
<th>Boost factor ($f_{acc}$)</th>
<th>$n_{\text{detach}}$</th>
<th>Barrier to well height (kJ/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$2.09 \times 10^8$</td>
<td>0.01</td>
<td>$1.66 \times 10^6$</td>
<td>0.60</td>
<td>54.85</td>
<td>4234</td>
<td>15.00</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$9.51 \times 10^7$</td>
<td>0.02</td>
<td>$1.83 \times 10^6$</td>
<td>0.55</td>
<td>49.20</td>
<td>1499</td>
<td>15.64</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$4.47 \times 10^7$</td>
<td>0.04</td>
<td>$1.92 \times 10^6$</td>
<td>0.52</td>
<td>46.01</td>
<td>678</td>
<td>16.15</td>
</tr>
</tbody>
</table>
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b) Kink Type B

Figure 9.24: Same as Figure 9.8 for the kink type molecule considered. The truncation point is at 570 hills and marked by dotted lines.

Table 9.14: Same as Table 9.3 for the considered kink type molecule.

<table>
<thead>
<tr>
<th>Barrier location</th>
<th>$k_{TST}$ ($s^{-1}$)</th>
<th>$κ$ ($t$)</th>
<th>$k$ ($s^{-1}$)</th>
<th>$k^{-1}$ ($µs$)</th>
<th>Boost factor ($f_{acc}$)</th>
<th>$n_{detach}$</th>
<th>Barrier to well height (kJ/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 15$</td>
<td>$2.94 \times 10^7$</td>
<td>0.004</td>
<td>$1.18 \times 10^5$</td>
<td>8.50</td>
<td>427.37</td>
<td>5967</td>
<td>20.08</td>
</tr>
<tr>
<td>$d = 17$</td>
<td>$9.61 \times 10^6$</td>
<td>0.01</td>
<td>$9.41 \times 10^4$</td>
<td>10.63</td>
<td>393.13</td>
<td>1975</td>
<td>23.14</td>
</tr>
<tr>
<td>$d = 19$</td>
<td>$2.71 \times 10^6$</td>
<td>0.04</td>
<td>$1.08 \times 10^5$</td>
<td>9.26</td>
<td>384.56</td>
<td>526</td>
<td>25.85</td>
</tr>
</tbody>
</table>
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**Figure 9.25**: The accessibility of water molecules to intermolecular bonds between kink site molecules and their neighbors is shown for different kink types along the [100], [101] and [001] step edges of alpha-LM, displayed from upper to lower parts, respectively. The same explanation is valid for opposite edges [̅100], [̅101] and [00̅1].

Table 9.15: Kink free energies and detachment rate constants of different kink types along all PBC edges for alpha-LM(010).

<table>
<thead>
<tr>
<th>Edge direction</th>
<th>$\Delta G_{\text{kink}}$ (kJ/mole)</th>
<th>Detachment rate (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Kink Type A</td>
<td>Kink Type B</td>
</tr>
<tr>
<td>[100]</td>
<td>2.56±0.80</td>
<td>5.55 x 10$^5$ (±1.05 x 10$^5$)</td>
</tr>
<tr>
<td>[̅100]</td>
<td>2.66±1.43</td>
<td>2.48 x 10$^6$ (±2.00 x 10$^5$)</td>
</tr>
<tr>
<td>[001]</td>
<td>9.81±0.90</td>
<td>1.22 x 10$^5$ (±9.02 x 10$^3$)</td>
</tr>
<tr>
<td>[00̅1]</td>
<td>7.68±1.12</td>
<td>4.04 x 10$^4$ (±1.84 x 10$^3$)</td>
</tr>
<tr>
<td>[10̅1]</td>
<td>3.94±0.88</td>
<td>9.23 x 10$^5$ (±1.76 x 10$^5$)</td>
</tr>
<tr>
<td>[̅101]</td>
<td>2.58±0.90</td>
<td>1.83 x 10$^6$ (±1.04 x 10$^5$)</td>
</tr>
</tbody>
</table>

9.2.3 Predicted Dissolution Rates

As was the case for aspirin, the spiral dissolution model for alpha-LM draws only on the parameters calculated in the preceding section or on parameters that can easily be extracted from the crystal structure. As in the case of aspirin, the last thing needed to calculate the dissolution rate
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based on the spiral model is to determine the number of edges that forms the spiral shape(s) on the faces. As explained in chapter 8.2 not all the edges have to be necessarily involved in the spiral formation and in the concomitant dissolution rate calculation. Which edges would be included depends on the critical lengths and step velocities of the edges. Considering the PBCs of the alpha-LM (010) face, four spiral shapes are possible; one of them is a six-fold and three of them are four-fold spirals. Though the characteristic rotation time, \( \tau \), in eq. 3.2 is calculated for both clockwise and anti-clockwise spiral rotation directions for all spiral shapes, only the most active spirals are displayed in this work as they correspond to lower \( \tau \) values and dominate the dissolution rate calculations.

The net fluxes for the step edges are evaluated using eq. 3.15. Again, the low symmetry of the lactose molecules is reflected in differences of the detachment rate constants of opposite kink site molecules along the same edges seen in Table 9.15. Hence, the effective detachment rates are reassessed as explained for the aspirin case. For each edge, the detachment rate reassessed depends on the ratio between faster and slower detachment processes of opposite kink site molecules, \( m \), and the average number of molecules between kink sites, \( \bar{n} \) (the reciprocal of the kink density, \( \bar{n} = 1/\rho \)) which itself depends on the kink free energies. When \( \bar{n} \) is higher than the ratio \( m \) for the edges, then the final detachment rate is evaluated explicitly. In this case, the contributions of faster and slower detachment rate constants are calculated, and then each rate constant is multiplied by their contributions. By adding these resulting values the re-assessed detachment rates are attained. When this is not the case, i.e. the ratio, \( m \) is so large that all the kink sites and molecules in between them detach by the faster process, then the detachment rate constant for this faster process is divided by two to obtain the final detachment rate constants for the edges. It is also possible to do the division while calculating the step velocities; the reason for the division by two is the inactivity of half of the kink sites. In case of alpha-LM, for edges \([001],[00\bar{1}],[10\bar{1}]\), the final reassessed detachment rate constants are calculated explicitly as explained. For all remaining edges, the retreat of the step edge would be by the faster processes; hence half of the faster processes are taken as final detachment rate constants for these edges. In Table 9.16 these values are compiled together with ratios \( m \) and the number of molecules between kink sites, \( \bar{n} \).

The calculated dissolution rates for different shapes of active spirals are displayed in Figure 9.27b. The shapes of these active spirals are shown in Figure 9.26a. The step height is again taken as half of the lattice parameter along the surface direction, i.e. \( h = 10.9 \) Å. The different spiral shapes are color-coded: Spiral 1 depicted in green is a four-fold spiral along \([\bar{1}00],[\bar{1}01],[100] \) and \([10\bar{1}]\) edges and rotating clockwise. Spiral 2 depicted in red is a four-fold spiral along
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[00\bar{1}], [10\bar{1}], [001] and [\bar{1}01] edges and rotating anti-clockwise. Spiral 3 depicted in blue is a four-fold spiral along [00\bar{1}], [100], [001] and [\bar{1}00] edges and rotating clockwise, and finally spiral 4 depicted in black is a six-fold anti-clockwise rotating spiral along all available edges on the face. For alpha-LM, there is a single crystal experiment carried out by Raghavan et al. that measures the dissolution rate of the (010) face in water [152]. The dissolution rates are again calculated for undersaturations up to 15% as the experimental values are for this undersaturation range and the spiral dissolution is expected to be the dominating mechanism at low undersaturations. It should be noted that the error calculation for the detachment rates is only based on the average value of the detachment constants at different $d$ values, hence high errors are associated with the dissolution rates.

Table 9.16: Kink free energies, $\Delta G_{\text{kink}}$, kink densities $\rho$, the average number of molecules between kink sites $\bar{n}$, the ratio of faster to slower detachment rate constants $m$, and the reassessed detachment rate constants with error values in parentheses of all PBC edges of alpha-LM.

<table>
<thead>
<tr>
<th>Edge direction</th>
<th>$\Delta G_{\text{kink}}$ (kJ/mole)</th>
<th>Kink density, $\rho$</th>
<th>$\bar{n}$</th>
<th>Ratio, $m$</th>
<th>Reassessed detachment rate constants (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[100]</td>
<td>2.56±0.80</td>
<td>0.4178</td>
<td>2.4</td>
<td>8.5</td>
<td>$2.77 \times 10^5$ (±5.27 x 10$^4$)</td>
</tr>
<tr>
<td>[\bar{1}00]</td>
<td>2.66±1.43</td>
<td>0.4081</td>
<td>2.4</td>
<td>8.5</td>
<td>$1.23 \times 10^6$ (±9.99 x 10$^4$)</td>
</tr>
<tr>
<td>[001]</td>
<td>9.81±0.90</td>
<td>0.0377</td>
<td>11.9</td>
<td>1.6</td>
<td>$1.07 \times 10^5$ (±6.09 x 10$^3$)</td>
</tr>
<tr>
<td>[00\bar{1}]</td>
<td>7.68±1.12</td>
<td>0.0842</td>
<td>26.5</td>
<td>2.0</td>
<td>$3.37 \times 10^4$ (±1.42 x 10$^3$)</td>
</tr>
<tr>
<td>[10\bar{1}]</td>
<td>3.94±0.88</td>
<td>0.2918</td>
<td>3.4</td>
<td>2.8</td>
<td>$7.21 \times 10^5$ (±1.47 x 10$^5$)</td>
</tr>
<tr>
<td>[\bar{1}01]</td>
<td>2.58±0.90</td>
<td>0.4158</td>
<td>2.4</td>
<td>19.5</td>
<td>$9.16 \times 10^5$ (±5.22 x 10$^4$)</td>
</tr>
</tbody>
</table>

As can be seen from Figure 9.26b and similar to the aspirin case, the four-fold spiral 1 is the fastest dissolving spiral shape. As for aspirin it is formed by edges with low critical lengths and high step velocities. However, in case of alpha-LM, the differences between step velocities or critical lengths of edges are not as pronounced as in the case of aspirin. This is actually the reason why for almost all spiral shapes the predicted dissolution rates are in agreement within one order of magnitude to the experimental values, especially at higher undersaturations. However, the fact that experimental values do not follow an exponential trend may be an indication that different spiral shapes would be dominant at different undersaturation ranges. Notwithstanding, it would be ambitious to draw conclusions with absolute certainty as the experiments could be affected by mass transfer limitations in the fluid as discussed for aspirin. Nonetheless, by assuming fast diffusion behavior especially at low undersaturations, the preliminary comparison of experimental and simulation results is very promising for the spiral dissolution model considered in this work.
9.2. Spiral Dissolution Model for Alpha-lactose Monohydrate (010) Face

Figure 9.26: (a) The periodic bond chains (PBCs) at the alpha-LM (010) face together with the spiral shapes considered. See text for the edges forming the different spiral shapes and for the naming of spirals. (b) Calculated dissolution rates for the different spiral shapes considered. The pink colored diamonds are the experimental dissolution rates measured by Raghavan et al. [152] in single-crystal experiments. The predicted dissolution rates are displayed by colors that correspond to the colors of the shapes shown in part a: the green line is for spiral 1, the red is for spiral 2, blue is for spiral 3 and black is for spiral 4.

Table 9.17: Parameters used to build spiral model 1 for the alpha-LM (010) face. Distance retracted due to the loss of a single dissolution unit $a_{p,i}$, distance between dissolution units along edges $a_{e,i}$, step edge velocity $v_i$, critical lengths $l_i$, angles between edges $i$ and $i+1$, $\alpha_{i,i+1}$, rotation time $\tau$, and the dissolution rate, $R$ at $c/c_{sat} = 0.995$.

<table>
<thead>
<tr>
<th>Edge</th>
<th>$a_{p,i}$ (Å)</th>
<th>$a_{e,i}$ (Å)</th>
<th>$v_i$ (Å/s)*</th>
<th>$l_i$ (Å)</th>
<th>$\alpha_{i,i+1}$ (°C)</th>
<th>$\tau$ (s)</th>
<th>$R$ (μm/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge1=[100]</td>
<td>4.6</td>
<td>7.6</td>
<td>11619.60</td>
<td>3265.72</td>
<td>144.6</td>
<td>1.56</td>
<td>6.99 x 10^-4</td>
</tr>
<tr>
<td>Edge2=[101]</td>
<td>4.4</td>
<td>7.9</td>
<td>4968.80</td>
<td>5041.16</td>
<td>35.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge3=[100]</td>
<td>4.6</td>
<td>7.6</td>
<td>2665.64</td>
<td>3143.55</td>
<td>144.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge4=[101]</td>
<td>4.4</td>
<td>7.9</td>
<td>8434.09</td>
<td>3297.22</td>
<td>35.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*detachment rate constants in Table 9.16 are used.

Table 9.18: Same Table 9.17 for spiral 2.

<table>
<thead>
<tr>
<th>Edge</th>
<th>$a_{p,i}$ (Å)</th>
<th>$a_{e,i}$ (Å)</th>
<th>$v_i$ (Å/s)*</th>
<th>$l_i$ (Å)</th>
<th>$\alpha_{i,i+1}$ (°C)</th>
<th>$\tau$ (s)</th>
<th>$R$ (μm/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge1=[001]</td>
<td>7.4</td>
<td>4.7</td>
<td>104.99</td>
<td>5872.30</td>
<td>111.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge2=[010]</td>
<td>4.4</td>
<td>7.9</td>
<td>8434.09</td>
<td>3297.22</td>
<td>68.8</td>
<td>62.65</td>
<td>1.74 x 10^-5</td>
</tr>
<tr>
<td>Edge3=[001]</td>
<td>7.4</td>
<td>4.7</td>
<td>149.54</td>
<td>7498.67</td>
<td>111.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edge4=[010]</td>
<td>4.4</td>
<td>7.9</td>
<td>4968.80</td>
<td>5041.16</td>
<td>68.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* detachment rate constants in Table 9.16 are used.
Also in the case of alpha-LM, the total number of simulations performed to predict the dissolution rates is rather large. In fact it is even more expensive in comparison to aspirin due to the use of more $\lambda$ points for the kink free energy calculation for each decoupling contribution which themselves are the most expensive simulations. For a fast screening approach, it would certainly be preferable to lower this computational burden without significant sacrifices in accuracy. Hence, the edge specific kink free energies and detachment constants are re-analyzed to consider the same kinds of approximations as was done for aspirin in chapter 8.2.3.

For a fast screening approach, it would be enough to determine the dissolution rate for the fastest spiral shape as this will dominate the dissolution process. As this spiral is formed by the edges with the highest step velocities, hence by edges with lowest kink free energies, the first approximation would again be to determine which edges these would be before starting the free energy calculations. Using crude methods such as solid-state interaction energies was shown to be
effective for relative step velocity calculations by Doherty \textit{et al}. for crystal morphology predictions [28, 44, 150] and also by the application to the aspirin case in chapter 8.2.3 of this work. With this low-cost method opposite edge site effects cannot be considered as bond breaking/forming on opposite step edges actually involves the same bonds. The absolute energies calculated by this approximate method are considerably different to the kink free energies calculated using the thermodynamic cycle. The specific values are as follows 33.81 kJ/mole for the [001] edge, 23.54 kJ/mole for the [100] edge and 19.35 kJ/mole for the [101] edge. Nevertheless, the relative trend in the kink free energies is reproduced correctly, proving that with this less expensive approach, the edges that form the most active spiral can be identified beforehand.

Comparing the detachment rate constants in Table 9.15 for different kink sites and the reassessed detachment rate constants in Table 9.16 one can see that the effects of faster detachment processes in the overall calculation of the net flux are more pronounced than the effects of slower ones. Hence, re-evaluation of dissolution rates by only considering the faster detachment processes would still give comparable results to the exact dissolution rates calculated by using the reassessed detachment rate constants. As already mentioned in the aspirin case, this approximation would at first appear trickier than the first approximation. However, it was already shown that the solvent accessibility is the source of the differences in detachment rates of opposite kink site molecules (see Figure 9.25). Though it may be at the cost of human time, the identification of faster detachment processes would also allow to reduce the number of simulations, specifically the hyperdynamics simulations. With this approximation applied, the dissolution rates are re-evaluated for all spiral shapes. However, in practice one would only do this for spiral 1 for a fast screening approach as the edges forming this shape were already identified with the first approximation. In Figure 9.27b, the dissolution rates calculated applying this second approximation are displayed. Comparing to the original dissolution rates displayed in Figure 9.27a it is clear that the rates obtained are within the error range of the latter. Hence, also this second approximation would be reasonable to apply.
9. Calculation of the Dissolution Rate of Alpha-lactose Monohydrate

![Graph showing dissolution rates](image)

Figure 9.27: (a) Dissolution rates obtained by accounting for the different kink types along an edge for all spiral shapes considered for the alpha-LM (010) face. Same as Figure 9.26b without error bars. (b) Dissolution rates evaluated for a fast screening approach using the second approximation, see text. (c) Dissolution rates calculated using both second and third approximations, see text.

It is even possible to further reduce the number of required simulations by neglecting the opposite step edge effects. This means that for instance only the kink free energy and detachment rate constant of the [010] edge is calculated and these values are also used for the opposing [01̅0] edge direction. In other words, asymmetries of the spiral shapes are ignored. In the aspirin case, a correlation was observed between step velocities and kink free energies such that edges with higher kink free energies have lower step velocities, at least in most cases. For alpha-LM, however, such a correlation is trickier to deduce. First, the difference between kink free energies of [100] and [1̅00] edge directions is only about 0.1 kJ/mole; a negligible difference. This renders it difficult to decide which edge to choose for these step directions based on only the kink free energies. Then, for the edges [001] and [00̅1], the correlation between step velocities and kink free energies is the other way around, i.e. the [00̅1] edge with the lower kink free energy has a higher step velocity as the detachment rate constant is higher for this edge. Nevertheless, even though the kink free energies of these edges are not within the error ranges of each other, the actual ratio of step velocities is only 1.4. Hence, it still does not make too much of a difference to nevertheless consider the edge directions with higher $\Delta G_{\text{kink},i}$ values for this third approximation. In fact the dissolution rates calculated by applying this approximation are indeed within the error range of the ones calculated by using the correct reassessed rate constants. It is also possible to choose the edges with the lower step velocities from the opposite edge directions and arrive again at dissolution rates that are within the error ranges. The choice of the edges with lower velocities may actually be preferred due to the possibility of identifying them beforehand. It is possible to detect the edges that would have lower step velocities without actually performing simulations just
on the basis of solvent accessibility. Edges that have the hydroxyl groups pointing towards the solvents are more hydrophilic and hence more accessible by solvent water molecules. Correspondingly, it is easier for molecules on these edges to dissolve and so they have higher velocities. In the case of alpha-LM, the edges with higher velocities are [001], [100] and [101]. The opposite edges of these edges considered are the ones that provide less access to solvent molecules and have slower velocities. Therefore, the molecular data for [001], [100] and [101] edge directions are used exclusively to re-evaluate the dissolution rates. The comparisons of the approximate dissolution rates to the ones without any approximation can be found in Figure 9.27. By considering all these approximations, the computational demand is reduced so significantly that it will be trivial for nowadays computers to perform these simulations without taking long times.

9.3 Summary of Chapter 9

In this chapter, the computational protocol explained in chapter 7 and established for the aspirin (001) face in chapter 8.2 has been adapted for the alpha-LM (010) face to prove its applicability for different systems. Again, by using the MD based methods previously developed [43, 117], kink free energies and detachment rate constants for specific edges were accurately evaluated. The net fluxes for edges are estimated by eq. 3.15 that is the equation for the net flux of centrosymmetric dissolution units. However, the low symmetry and complex nature of lactose are still taken into account through the dependence on the ratio of faster to slower detachment rate constants and number of molecules between kink sites. As in the aspirin case, the periodic bond chains on this face reveal that different spiral shapes are possible: three four-fold and one six-fold spiral shapes. For all these shapes, dissolution rates are determined for both rotation directions, however only the ones with the higher dissolution rates, i.e. the more active spirals, were displayed and discussed. The predicted dissolution rates compare again quite favorably to available experimental data. They are within the same order of magnitude, though it is acknowledged that contributions from diffusive transport processes are disregarded in the model. By again considering some approximations based on the structural differences of kink site molecules and edge directions, the computational cost of the overall simulations are reduced significantly. This renders the method suitable as a fast computational screening approach for drug formulations.
10 General Conclusions and Outlook

In this thesis, a computational protocol to predict the dissolution rates of organic crystals at low undersaturations is proposed based on the classic spiral growth model of Burton, Cabrera and Frank [35], widely known as BCF model. As the time-reverse process of crystal growth, the BCF model can readily be applied to the dissolution process. Simple extensions to the original conceptual model had already allowed the prediction of crystal morphology as explained in chapter 3. The appealing elegance of such models is that they require only a minimal number of material-specific quantities to be determined. Specifically, kink free energies and detachment rate constants for edges are needed to estimate step velocities and critical lengths of the edges along with some readily available crystallographic data. In these existing mechanistic models, however, low-level methods such as solid-state interaction energies were employed to obtain rough estimates of these parameters estimations, since only relative growth rates of faces are necessary for morphology predictions. These methods do not allow an accurate determination of these parameters, which are needed to quantitatively predict absolute dissolution rates of individual faces. Hence, in this thesis MD-based methods are advanced and employed for the evaluation of these parameters as explained in detail in chapter 7 and refs. [43, 117]. By transferring all the concepts developed for growth in an analogous way to the dissolution process, a micro-kinetic spiral dissolution model is thus built to predict the dissolution rates.

The application of the model to two prototype compounds was described in the remaining chapters of part III. First, in chapter 8, the model is applied to aspirin, a widely used and also experimentally well-studied active pharmaceutical ingredient (API). Specifically the (001) face of aspirin is chosen, representing a dominant face of crystals grown from solutions [148]. The second application of the model is demonstrated in chapter 9 for alpha-lactose monohydrate (alpha-LM), a widely used excipient in pharmaceutical industry and also again an experimentally well-studied organic crystal. In this case, the chosen face is the (010) face, again representing a dominant face of crystals grown from solution [155] and a face for which dissolution rates at different undersaturations have been measured [152]. By considering the periodic bond chains (PBC) [41] on the selected faces, the step edge directions are determined and kink sites are created along these edges. In the aspirin case especially, the low symmetry of the molecule may offer several possibilities to create kink arrangements and thereby complicate the model. However, it was observed that not all these kink types are stable on MD simulation times. Hence, only meta-stable kink structures that will control the dissolution rates are considered and this way the model is
simplified. Still, even then opposing kink site molecules along the same step edges reveal different terminations for both crystal faces and lead to detachment at different rates. These differences can be traced back to differences in the solvent accessibility to intermolecular interactions between kink site molecules and their neighbors. In the full model these differences are explicitly considered while calculating the net flux for edges and step velocities. In contrast, there is no necessity to consider a master equation that accounts for transformations of kink sites from one to another as presented by Kuvadia et al. [44]. By focusing on meta-stable kink structures, always equivalent kink site molecules are attained after attachment/detachment processes from the same side of the edges. Therefore, the effects of these opposing kink sites along edges can effectively be accounted for through the ratio of faster to slower detachment rate constants and the average number of molecules between kink sites. This allows to explicitly calculate the net flux.

The overall dissolution rate depends on the specific form and shape of the dissolving spiral. In this work all shapes resulting from edges along the PBCs of the face are considered. This leads to six-fold and four-fold spirals for both aspirin (001) and alpha-LM (010). The spiral rotation direction also affects the dissolution rate, as it dictates which edge velocity is paired with the corresponding critical length of following edge. The spiral shape with the highest dissolution rate in terms of both step edges involved and rotation direction will be the most active spiral and will dominate the overall dissolution rate. This most active spiral shape is actually formed by edges with lowest critical lengths and highest step velocities both of which themselves depend on undersaturation ratios. The therewith predicted dissolution rates of the overall crystal face compare quite favorably, within about an order of magnitude, with existing experimental data. For alpha-LM, this comparison is more straightforward as experimental dissolution rates have been reported for specific undersaturations. In case of alpha-LM such specification has not been provided, allowing only for a qualitative comparison. One should also keep in mind that the measured rates are likely affected by contributions from diffusive processes in the solution, which are neglected in the model considered here. Despite all these limitations, the in silico protocol developed in this work appears promising to yield reliable micro-kinetic dissolution rates from molecular simulations.

There is a disadvantage or shortcoming of the proposed protocol, however, in terms of computational demand and time. This demand is very high when explicitly determining the necessary parameters for all considered edge directions. For a fast screening approach for either potential new APIs or excipients, it is desirable to predict rates without such high computational costs. Hence, several approximations to the model are proposed that impose only insignificant
losses in the accuracy. Starting with low-level methods as already proposed by Doherty et al. [28, 32, 44], the edges forming the most active spiral, i.e. the spiral form with the highest dissolution rate, can be identified before expensive MD calculations are started. Neglecting the differences between opposite kink site molecules and just focusing on the faster of the detachment processes from kink sites along any given step edge would mean even fewer simulations to determine detachment rate constants. As such, which kink site molecule will have a higher detachment rate constant can already be determined beforehand by structural differences attributed to solvent accessibility. A last approximation considered is to ignore the opposite step edge direction effects and just consider the molecular data of one edge direction for symmetrically related edges such as [010] and [0 1 ̅0]. Edges with lower step velocities should thereby be chosen as their contribution to the overall dissolution rate will be more pronounced. This identification of the edges with lower step velocities can be done beforehand, i.e. without any simulation, again by considering the structural differences between edges. For instance, edge directions with more hydrophobic terminations will have lower step velocities. At the end, only the molecular data for a limited number of edges is needed to predict the dissolution rates. Though these approximations involve human input, they thus lower the demand of computer time and power considerably. This renders the approach suitable for fast computational screenings of compounds used in drug formulations, and hence can help in reducing the time and cost of drug development and design processes.

As an outlook, it is clear that extension of the protocol to other organic compounds will be more or less straightforward. It is acknowledged that it may not always be possible to reduce the number of kink sites to a pair of opposite kink sites for edges of some crystal structures. Then, to calculate the step velocities, the mole fractions of solute molecules near the edges are required as seen in eqs. 3.23 and 3.24. The equilibrium mole fraction of solute molecules actually depends on the dissolution free energy that is the energy required to remove a surface molecule from its kink site position (see eq. 3.25). This can also be calculated by the thermodynamic cycle depicted in chapter 7.1 of this work, albeit the scheme would be slightly different as explained in ref. [117]. The attachment rate constants can even be evaluated by using these dissolution free energies and the detailed balance equation for incorporation and disincorporation events. By this way, even for crystal structures and faces that have more than one kink types per edges and where kink sites transform from one type to another, it is possible to calculate the dissolution rates of faces. The much more consequential complication and limitation of the here developed model is the necessity to know the bulk crystal structure and the faces dominating the dissolution process. For yet unsynthesized drug candidates this information is not generally available. For a wide applicability
of the here developed protocol it would thus need to be combined with a global crystal structure
determination approach – an equally active field of research. Last, not least, the present model
only provides intrinsic dissolution rates, i.e. it neglects any limitations on the measured rates by
fluid transport. Hence, a coupling of the here devised microkinetic model to continuum fluid
dynamics will be another interesting step to capture such effects.
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