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Abstract 
The problem of control law syntheses for  constrained 
dynamic robot manipulators driven by image-based 
camera information is the subject of this paper. The 
tasks is to drive the end effector oveT a constrained 
surface, while simultaneously controlling the applied 
force over its normal. This tasks can be found in  a 
variety of applications in the industrial floor, wherein 
it is reasonable to assume that the exact model of the 
robot and the camera are unknown. Therefore, the 
problems is tantamount since the it exposes a synergy 
of uncalibrated image-based vision servoing schemes 
with robust force-position control schemes, and all this 
constitutes a new open paradigm in robotics. In  this 
paper, bused on novel and recent robot controllers pro- 
posed by the authors, a control system that solves for- 
mally the problem above i s  presented based on mul- 
tisensor fusion in orihogonalized spaces that decouple 
the force control task to the image-based visual sermo- 
ing position task, assuming that the contact point is  
frictionless. W e  prove formally the exponential con- 
vergence of image-based position and force tracking er- 
rors without a n y  knowledge of inertial robot parame- 
ters, and simulations allow us to visualize this stability 
properties under uncertainty of robot kinematic and 
camera parameters. 

Index Terms- Visual Servoing, Force Control, 
Sensor Fusion, Unknown Jacobian. 

1 Introduction 

Multisensor-based' robot control approaches are chal- 
Lenging but may offers a soiution to very important 
and relevant problems in modern robotics, such as 
those robot tasks that involve joint encoders, force 
sensors, CCD cameras, range finders, proximity sen- 
sors, haptic interfaces, and tactual devices. In order 
to  achieve this sensor fusion-based controller, a careful 
analysis of the dynamics, sensors behavior, and tasks 
are required. In this paper. we explore the problem of 

'Sensor fusion deals with the synthesis of signals of different 
nature from different physical source. 

controlling uncertain robot manipulators interacting 
to a rigid environment, controlled by uncalibrated vi- 
sual feedback signals, joint encoders and force sensors. 
The sensor signals most provide information that ex- 
tends the robot work field with nonredundant sensor 
signals. Also the control law design has to take into ac- 
count uncertainties of parameters that are intimately 
related to the camera! such as intrinsic and extrinsic 
parameters. 

1.1 The problem 

In constrained robot tasks, the end-effector tracks a 
trajectory over smooth rigid surface; a.nd at the same 
time, applies a desired normal contact force: see Figure 
1. However, when robot dynamics are unknown! it is 
difficult to keep conta.ct, and when the robot is driven 
with poorly calibrated visual feedback, it sta.nds as a. 
hard problem to solve. A cont.rol scheme that relies of 

Figure 1: Robot-ForceVision System. 

exact values of the systeni parameters is always prone 
to errors in practice, since it i s  really hard to know 
exactly the parameters; therefore the control strat.egy 
must be robust with respect to  robot parametric un- 
certainties and camera parameters. 

A hybrid image-based robust servo visual-force 
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scheme is proposed by first time in the literature. 
The system guarantees exponential tracking of posi- 
tion and force trajectories Rithout any knowledge of 
robot dynamics and subject to uncertainties of intrin- 
sic and extrinsic camera parameters. This scheme re- 
quires low computational cost and presents formal sta- 
bility proofs. Simulations allows to visualize the closed 
loop performance using parameters from a real robot 
and camera system. 

2 Background 

2.1 Vision/Force Control 
Good sensing abilities of relevant variables are es- 
sential to gain higher flexibility and autonomy of 
robots in a unknown working environment. Often, ei- 
ther vision or force sensor are used, and few vision 
plus force hybrid schemes have been proposed due 
to its complexity [J. Bacten, ZOOO],[A. Namiki, 19991, 
[S. Jorg, 20001. Notice that none of these references 
show robustness to uncertainties, neither robot pa- 
rameters nor camera parameters, and more impor- 
tantly, none of them show formal stability results. On 
the other side, the authors Xiao et al. [Xiao, 20001, 
present an interesting, but very difficult, scheme of 
hybrid vision force control in an uncalibrated envi- 
ronment, however this approach includes directly in 
its synthesis the robot dynamics. In this paper, we 
extend [E.C Dean, 20021 and synergetically include a 
force subspace control. The closed-loop system then 
depends on 3 different sources of sensors: joint en- 
coders for position measurements, force sensor for con- 
tact measurements, and a CCD camera for image- 
based measurements. 

2.2 Force Control 
Our recent results on force tracking with the model 
are hased on the orthogonalization principle to de- 
couple the position-velocity subspace from the force- 
momentum subspace, however these schemes have not 
been extended or combined beyond constrained robots 
with state feedback. 

2.3 Visual Servoing 
Control of robots with visual information is often re- 
ferred as visual servoing. Certainly this is an ill-posed 
control scheme because the information from camera is 
not an state of the system, and thus cannot be mod- 
ified directly by the input of the system as we can 
see in Weiss et al. [L.Weiss, 19871, [A.Castano, 19941, 
[N. Papanikolopoulus, 19931 and none of the above 
works are suitable to establish and maintain contact 
to a surface. The authors Castano and Hutchinson 
[A.Castano, 19941, introduce a new technique called 
visual compliance that is achieved by a hybrid vi- 
sion/position control structure. In 2002, the au- 
thors of this paper 1E.C Dean, 20021 proposed a novel 

scheme based in second order sliding-modes to  achieve 
visual serwing with uncalibrated camera, a.nd assume 
that robot dynamics are unknown. 

3 Nonlinear Robot Dynamics 

3.1 Robot Direct Kinematics and Dif- 
ferential Kinematics 

Direct kinematics of a serial n-link rigid robot ma- 
nipulator is given by 

xb f (q) (1) 

where xb E %" represents the position of robot end ef- 
fector in operational workspace, in our case the carte- 
sian space, q f Rn is the vector of generalized joint 
displacements, with finally f (.): W" + ?)In. The dif- 
ferential kinematics of robot manipulator relates ve- 
Iocities in operational space to  joint space is defined 
as follows 

Notice that the analytical jacobian J ( q )  maps joint 
velocities to robot Cartesian velocities. 

Xb = J(9)4 

3.2 Camera Model 
3.2.1 Direct Visual Kinematics. 

The visual position 5, E !I?' of robot end effector in 
image space (screen) is given by 

X, = a R ~ b  + /3 
where a is the scale factor ', R E R Z x 2  define the 
matrix Re E S 0 ( 3 ) ,  and p is a vector that  depends 
on intrinsic camera paramet,ers. 

(3) 

3.3 Differential Visual Kinematics 
The differential camera model is then 

x, = cy&b (4) 

is = aRJ-(g)q (5) 

Using equation (1)- 6 ,  equation (4) becomes 

where xs E !I?' determines the visual robot end effector 
velocity. 

3.4 Inverse Differential Visual Kine- 
matics. 

Solving equation (5) for q,  we have the inverse dif- 
ferential kinematics for robot manipulator in terms of 
visual velocities 

where, the simplification J R ~ ~ ~  = J (q) - l  R-la-' = 

J ( g ) - ' R ; l ,  has been used. With J R ~ ~ ~  E RnX" 
whose entries are function of robot and camera pa- 
rameters. 

matrix 2 x 2. 

9 JRinvks (6) 

*U'ithout lose of generality, a0 can be considered as a scalar 
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3.5 Constrained Robot Dynamics of two orthogonal sub-spaces, since rank (im ( Q ) )  = 
Model. m ~ n . - r a n d r ~ n k ( i m ( J , } ) = r , s u c h ~ ~ ~ + r = n .  

In other words: 
The differential algebraic equations that models the 
constrained robot dynamics are Q G = ~  and QJ,'=O (13) 

H(dG + mLd4 + dn)  = 7- + J,T(q)f  (7)  

ip(5, w) = 0 (8) 

where H ( q )  E R n x n  is the symmetric positive definite 
manipulator inertia matrix, C(q,Q)q E Rn stands for 
the vector of centripetal and Coriolis torques, g(q) E 
R" is the vector of gravitational torques, and finally 
f E R" stands for the contact force vector, and p(z, w) 
is the kinematic restriction, as a rigid surface, where, 
ip = (.:tu) : IR" + 3 is a given scalar function, with 
z = ( x 1 : ~ 2 , ~ 3 ) ~  denoting a position of a fixed coor- 
dinated system and w = ( w ~ : w ~ ! w z )  its associated 
Euler angles. Since the surface is rigid: frictionless and 
smooth (with continuous gradient) , the contact force 

is given by f = { ( 8 ~  ( E )  / (SI /axII} A ,  
with X E 8 as force magnitude and we introduce 
the (normalized) constrained Jacobian as J , T ( q )  = 

(ay (x) / IIBp (x) /as11 E E" is a unit vector and 
stands for contact force direction. Thus, equation (7) 
can be represented as 

T .  

H(dQ + C(q, 4)4 + g(4) = 7- + J , T ( d A  (9) 

These facts are fundamental to  solve the problem. 

4.2 Nominal Orthogonalized Refer- 
ences 

Consider the following 

43. = 4s t- 4f (14) 
where qs and qf  are to be immersed into orthogo- 
nal subspaces, to be able to handle the three source 
of measurements without, mutually conflicting, as it 
may physically happens. Then, to keep orthogonality, 
nominal references are to be designed in terms directly 
of Cartesian visual flow and force as follows 

qr = QJRinvXr + PJ,TGrf (15) 
Now we present iT and q r f .  

4.2.1 Visual position nominal reference. 

Using definition of equation ( 6 )  and (13), consider 

J 2, = k s d  ~ Q A X ,  + S s d  - 7 ,  sign (3,s) (16) 

where i s d  stands for desired visual trajectory velocity 

K . ~  is a positive constant and matrix "(s is a matrix 
of proper dimension, the function sign (y) stands for 
sign function of vector Y: and fin&' sign (2) E 

H (9.) 3, = 7 + JT ( 9 )  - KOb ~ c(q, q ) s g  (10) 

with the extended joint error surface S defined with s:, sign (2 (0) 4. 
s, q - q, (11) 

4.2.2 Force nominal reference. 

Let the nominal force reference be 
where Q is a nominal reference of joint velocities. 

4 Open Loop Error Equation 4rf = A F  - S d F  + -YF J sign ( S F 6 1  (17) 

4.1 Orthogonalization Principle. 
Since p(q) = OVt, then its time derivative yields 

for SF = AF. S F d  = SF ( t o )  e-KF1.   SF^ = SF -  SF^, 
with A F  = s,", AA ( I )  d<. AA = A - A d ,  and Ad.  is the 
desired contact force, K F  is a positive constant, y ~ .  /3 
are matrix of proper dimensions. 

4.3 Joint Error Surface 
Using equations (E), (16) y (17) into ( l l) ,  by using 
(6). S, = Q&qr becomes the follov ing orthogonalized 
joint error visual/force surface 

& d = F x -  ( 9 )  dq = J 4 ( 4 4 = 0  
d 

This means that Jv (9) is orthogonal to 4. That is, 
q belongs to the orthogonal projection matrix Q of 
Jp ( 4 ) .  where 

Notice that Q spans the tangent plane at the con- 

while the robot end effector is in contact to the con- 
straint. surface. Therefore, Jp and Q are orthogonal 
comptements since R" is generated by the direct sum 

s,, = s , ~ + ~ ~  
Remark 1. The equrtt.ion(l8) assumes exact knowl- 
edge of J R ~ ~ ~ ~  which is unreal for practical applica- 
tions. Now, we derive a non calibrated (18). 

sign. (sss) ~ SvF = SF6+yF sign  SF^) 
tact point, and in this plane is where exactly -3 4 lies J s 
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4.4 Uncalibrated Joint Error Surface of visual position error and force error, without the 

In order to model (18) under uncertainties of Jacobian 
J ( q )  and visual transformation matrix &(e ) ,  we de- 
fine a new non calibrated nominal reference as follows 

with J R ~ ~ ~  is an estimated of J R ~ ~ ~ ,  such as rank 
J-' ( 4 )  and R,' (0) is full rank Vg E 1;2, where R = 
{q/rank ( J  (q ) )  = n},  and VO E 8, thus, substituting 
above equation in (11), we have the uncalibra.ted joint 
error surfa.ce 

-. 
s q  = Q J~in& - Q J ~ i n v x r  - PJ,TQrf (20) 

where S, is available because q and ;r are available. 

exact knowledge of parameters in J R ~ ~ ~ .  The proof is 
organized in three sections. 

Part I. Closed loop trajectories bound. Con- 
sider the time derivative of the following Lyupunov 
function 

along the solutions of (24) as 

where 1 1 ~ 1 1  is a functional that bounds Y r % b ,  similarly 
to [V. Parra-Vega, 20031). If Kd, ,O and 17 are targe 
enough and the initial errors are small enough, we 
conclude the seminegative definiteness of ( 2 6 )  outside 
of hyperball EO = { glV 5 0) centered at the origin, 
such as the following properties of the state of closed 
loop system arise 

4.5 Uncertaint Open Loop Equation 
Using (19), the uncertain parametrization Y b &  is 

H(q)& + c(4. + g(P) = y b 0 b  (21) 
h 

Adding and subtracting (21) to (9) we obtain (27) 

Xow we are ready to  present the main result. 

5 Control Law Design 
Theorem 1 Assume that initial conditions and de- 
sired trajectories are within the space free of singular- 
ities configurations, and cansider the robot dynamics 
(9) in closed loop with the next control law: 

T = - - K d S q  + J T  (4)  [--Ad 4- VAF] + ~ F J , T  ( 4 )  * 

banh ( P S q F )  + 17 J s w  (SF633 (23) 

where Kd f R'lXn as a positive symmetric 
matrix. If h'd is large enou.gh and errors 
of initial conditions are small enough, and i f  
Ts 2 1 1 %  {R,  (0) J (9 )  ["I + (JRinu ~ J H ~ ~ ~ )  kr]}li 

and YF 2 112 [(JpJ$ ( q ) ) - l  JvSq]  1 1 ,  then exponen- 
tial convergence of visual and  force tracking errors is 
guaranteed, with a smooth controller. 

Proof: The closed loop dynamics between (23) and 
(22) yields 

H (4) S, = -K& + JT (4) [AA -t- 'YF tanh ( P S ~ F ) ]  + 
QJ; ( 9 )  [A. + ̂ ir / %'n ( S F i ) ]  - 

?rob - c(q> q)$ (24) 

Now we prove that above equation, under stated con- 
ditions in the theorem, shows exponential convergence 

with €1 > 0. Then, (S,d,Jsign(S,a)) E C, and 
since desired trajectories are C2 and feedback gains 
are bounded, we have that qr:& E L,, which im- 
plies that Y,,t E C,. The right hand side of (22) 
shows that ~2 > 0 exists such that S, < E?. This 

result shows only Local stability of and Sq, now we 
prove that the sliding modes arises. 

Part 11. Sliding modes (visual tracking arid 
force). Adding and subtracting Q J R ~ ~ ~ &  to (20) we 
obtain 

(" -> 
1 1 :  I! 

s g  Q (JRinvSvs  - A J R i n v i r }  - PJT { S V F }  (28) 

where A J R i n v  = JRinv - JRinv. Since sg E &, 
and J R ~ ~ ~  and Q are bounded (is easily t o  prove 
that if J (4) is bounded then J R ~ ~ ~  i s  bounded), then 
QJRinvSvs is bounded and, due to p(q) is smooth 
and lies in the reachable robot space and S,F + 0, 
then PJ,'S,, 4 0. Now, taking into account that 

Sq is bounded, then$JRinuQSvs and &PJ,'SVp are 
bounded (this is possible because j :  is bounded and 
so 4 is). All this chanin of conclusions proves that 
there exists constants ~3 > 0 and ~4 > 0 such t.hat 

- 

h 

Now, we have to prove that for a proper "(a and Y F ,  
we can conclude that trajectories of visual position 
and force converges to zero. This is possible through 
sliding modes for the subspace of visual position Q 
and the subspace of force J T ( 4 ) .  Considering that 
operator Q J R ~ ~ ~  spans the vector Sq in its image 
im { Q J R ~ ~ ~  (Svs) )  Si? and the operator /3JF spans 
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the same vector in its image im {PJ,' ( S v ~ ) ]  
this implies that 

Si'$) this impfies that the visual tracking errors locally 
tends to zero exponentially fast: this is 

desired image X S d ,  with given velocity k s d .  
Part 1I.b: Exponential convergence of force 

tracking errors. In the same way, if we multiply (31) 
for (JvJ: (q) ) - ' ,  we obtain 

where Si? - im(AJ~i,,,x,} and Sky belongs 
to a orthogonal complements, that  means 
{Sky - im{AJ~i,,x,), S$) = 0. We are able 
to  analyze the Sty - i m ( A J ~ i ~ & }  dynamics, 
independently of Siy, since S:$ belongs to  the kernel 
of &. This is verified if we multiply (29) for QT, 

since Q is idempotent (QTQ = Q ) .  It is important 
notice that if A z  = Ay for any square matrix A and 
any couple of vectors 8, y. then z G y. Thus, the equa- 
tion (30) means that for the subspace Q, the equality 
Sq = Q { JRlnrSvs ~ AJRz, ,&.}  is valid within span of 
&. Now. if we multiply S, for Jv we have: 

&(? {JRznvsvs - AJRznv&} 
JpSq ' Y ' - PJpJ,' { S V F )  

equal 0 

= si; (31) 

Part I1.a: Exponential convergence of vi- 
sual tracking errors. According to 0'3, = 

Q { J R ~ ~ ~ ~ ~ ~ ~  - AJR,,&-} then Sq E J ~ ~ n v S v s  - 

AJ,,,,?, in the subspace image of Q, however no- 
tice that Q is not full rank, then this equality is valid 
locally, not globalig. In this local neighborhood, if we 
multiply the equality Sg = Q {JR, , ,S~~ - AJR,,,~,.} 
by Ra (6 )  J ( 4 )  (JRznv = J-' (n) R,' ( o ) ) ,  we have 

$ 8 ~ 6  = -YF Pm I + S F d  -$ ( J $  (4 )  Sq) 

5 - 7 F  ISFdI -k IsF61 E6 

where €6 = [ ( J ~ J :  ( 4 ) ) ~ '  J ~ S ~ ] .  If Y F  > 56; then 
a sliding mode at  Spd ( t )  = 0 is induced in a time 
t f  5 v, but S F ~  ( t o )  = 0. and t,hat means A F  = 
AF ( to)  e - & F t .  Moreover, in [IT. Parra-Vega. 20031 it is 
showed that the convergence of force tracking errors 
arises, thus X -+ A d  exponentially fast. 

Remark 2. We have proved that J (4) ( t o )  is not 
singular for all time, because J R ~ ~ ~  = J-' ( q )  Rgl ( e )  
at  a given initial conditions, and because desired tra- 
jectories belong to robot workspace R, and trajectories 
converge with an exponential envelope. 

6 Simulations. 
In  order to simulate the system the robot and camera 
parameters are take from a. real ones. The desired tra- 
ject.ories for the simulation was :xs = aR[acd; ycd] + 
/3, xed = 0.5; ycd = 0.5 + T * sin (w * t )  ; T = 0.1, w = 
0.5. Figures show the calibrated and uncalibrated 
cases (50% of parametric uncertaint,y on J R ~ ~ ~ ) .  Feed- 
back gains for the uncalibrat.ed system are ~f = 20, 
yf = 3.0, q = 0.029, f i  = 1.0, Kd = 90, (Y = 40, 
K S  = 20, T~ = 7.8, the calibrated system constants are: 

% , y j  = 3 . 0 , ~  = 0.029:p = 1.0,Ijd = 70,a = 
25; K S  = 20, ys = 4.02. The figures fully comply with 
the stability properties shown in the theorems. 

Kf 

7 Conclusions where €5 = $ [n, (6') J ( 4 )  (,$ + & 7 ~ ~ ~ , , & ) ] ,  and 
p s  = ys - € 5 .  Thus, we obtain the sliding condition if 

7s > € 5  

such as; ps > 0 of (33) guarantee the sliding mode 
at sSa = 0 in a time t ,  = !&$dl, H ~ ~ ~ ~ ~ ~ ,  notice 

which implies that the sliding mode at S,s ( t )  = 0 is 
guaranteed for all time. Then. we have 

This paper introduces a new scheme for h) brid image 
based visual/force servoing for constrained dynamical 
robot system. It is shown that exponential conver- 
gence arises for position-velocity and force subspaces, 

rameters nor analytical jacobian are known. A formal 
proof of stability is given. and simulation results show 
that the high performance of control law is maintained 
even under severe parametric uncertainty. 

that for any initial condition Ssa ( to)  = 0. tlien t ,  = 0, even neither robot Parameters nor camera Pa- 

Ss = Ss,+Vt -+ AXs = -aAxS + S, ( t o )  e-"st 
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Figure 2: Very fast convergence of force tracking er- 
rors, with a short tra.nsient due to the uncertainties. 
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Figure 3: Visua.1 exponential tracking errors. 
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Figure 4: Control input with very smooth activity. 
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