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Ontogenetic and Phylogenetic
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Reinforcement learning (RL) problems come in many flavours, as do algorithms for solving them. It is currently not
clear which of the commonly used RL benchmarks best measure an algorithm’s capacity for solving real-world prob-
lems. Similarly, it is not clear which types of RL algorithms are best suited to solve which kinds of RL problems. Here
we present some dimensions along the axes of which RL problems and algorithms can be varied to help distinguish
them from each other. Based on results and arguments in the literature, we present some conjectures as to what
algorithms should work best for particular types of problems, and argue that tunable RL benchmarks are needed in
order to further understand the capabilities of RL algorithms.

1 Introduction e Discrete vs. Continuous. The environment’s state, action
and observation spaces can each be discrete, continuous
As defined by Sutton and Barto, any algorithm that can solve or mixed.
a reinforcement learning (RL) problem, which is defined by 4 gjze and Dimensionality. Apart from being continuous
a (partially observable) Markov decision process, (PO)MDP, is or discrete, the state, action and observation spaces may
an RL algorithm [19]. In the last few decades, a wide variety vary in their dimensionality. For instance the state can be
of algorithms have been used to successfully tackle RL prob- represented by a single integer or by a visual scene. The
lems in different guises. Surprisingly, these algorithms are size of discrete dimensions can vary from small (binary) to
based on very different principles. This is possibly due to the large (e.g. dictionaries).

fact that they have been proposed and are actively studied
within separate academic communities (e.g. machine learn-
ing, computational intelligence, computational neuroscience
and control theory). There has been limited communication
between these research fields, leading to insufficient analysis
of the differences and similarities between these algorithms.
It would therefore be a great boon to RL research to find a
unified view, allowing us to understand the relative benefits
of algorithms based on different principles.

At the same time, a large variety of RL problems has
been defined and studied, varying from real-world contin-  ® Stochasticity. The problem can have varying degrees of

e State Space Structure. There can be varying degrees of
structure in the state space. Many benchmarks assume a
certain locality (i.e. state transitions reach only a neigh-
borhood of states) or have hierarchical properties. That
structure is not necessarily ergodic, which thus allows for
‘catastrophic’ actions after which the agent cannot return
to parts of the state space (e.g. a tabletop robot might fall
off the table). There also exist exotic state representations
based on, e.g., relations between logical predicates.

uous control problems to abstract discrete toy benchmarks, stochasticity at different levels:

where real-world problems can be defined as problems that - The state transitions may be stochastic. For example a
were not created with the purpose of testing RL algorithms. robot’s wheels might slip, so it does not know how far
It is well known that some RL algorithms work well for some it will move when trying to move forward.

problems where other algorithms fail, but in many cases it - The reward function needs not be deterministic, for in-
is not clear what algorithms perform best under what con- stance in a randomized game.

ditions. The principal dimensions along which RL problems — The observations may be stochastic, for example in the
can vary are listed below. case of noisy sensor input.

The purpose of this short paper is to discuss some distinc-
tions between types of RL problems and RL methods, espe-
cially between ontogenetic and phylogenetic methods, which
in our experience is one of the distinctions that most clearly ~® Observability. The environment can be fully observable,

- There could be different start states drawn according to
some random distribution.

divides the disparate research communities concerned with where the underlying state is directly accessible to the
RL in one form or another. We also make some conjectures agent, or partially observable, where the agent can only
about what types of methods would work best on what make indirect, potentially stochastic observations of the
types of problems, and argue for the need of RL benchmarks state. This can impose a memory requirement on the
that are tunable in important problem dimensions. agent as the only way to reliably infer the current state.

In addition, observations can have varying degrees of re-
dundancy, which in turn can make learning harder [21].

2 RL problem dimensions e Generalization. Observation representations may vary in
the amount of meaningful structure encapsulating aspects

Reinforcement learning problems may vary along multiple of the transition model and enabling generalization to

dimensions, for example: similar states.
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e Reward Regime. Rewards can vary from a single signal at
the end of an episode (e.g. when winning a game) to many
informative intermediate rewards (which can correspond
to sub-tasks).

e Episodic vs Life-long. In case the task breaks down into a
sequence of separate finite episodes starting from a (distri-
bution of) start state(s) we speak of episodic RL, otherwise
we speak of life-long RL.

e Number of Agents. One can distinguish between typi-
cal single-agent RL and multi-agent RL, in which several
learning entities interact [4]. Multi-agent RL can further be
sub-divided, e.g. depending on whether the agents are co-
operative, competitive, or some mixture of both.

3 RL methods

A large number of algorithms have been devised to solve RL
problems. There are several ways to categorize them, here
we propose a taxonomy and divide them into ontogenetic
algorithms and phylogenetic algorithms.

3.1 Phylogenetic approaches

Phylogenetic algorithms (neuroevolution, for example) are
those that only use a fitness function f(#) to update its
policy-defining parameters 6. This fitness function is typi-
cally some measure of rewards accrued during one or more
episodes, and may be completely unknown to the algorithm.
Phylogenetic methods notably do not keep track of the par-
ticular states visited each episode, and typically (but not al-
ways) retain a ‘population’ of several policies.

Phylogenetic methods treat the RL problem as a (black
box) optimization problem, optimizing a policy for maximal
accumulated reward over one or several episodes. In princi-
ple, any optimization method could be used, including local
search methods like hill climbing and simulated annealing.
More commonly, however, evolutionary algorithms like evo-
lution strategies and genetic algorithms are used for phylo-
genetic RL [13]. These algorithms work by maintaining a pop-
ulation of policies. Each policy is assigned a fitness based on
the accumulated reward over one or more episodes. Less fit
policies are then removed from the population and replaced
with new policies, constructed through combining and vary-
ing more fit policies. Some algorithms from swarm intelli-
gence, e.g. particle swarm optimization, work according to
similar principles and can also be used for phylogenetic RL.

3.2 Ontogenetic approaches

In contrast to phylogenetic approaches, ontogenetic algo-
rithms (Q-learning, for example) can take into account the
full information on which states were visited and which
states yielded which rewards, and typically update a single
policy. The algorithms described in the discipline-defining
book Reinforcement Learning [19] (such as Q-learning [22]
and Sarsa [16]) are all ontogenetic. They often build on the
concept of a value function that maps states (or state-action
pairs) to values such as expected future rewards. Then a pol-
icy is defined on top of the value function. A greedy policy,
for instance, takes at each time step the action that leads to
the state with highest value (according to the value function).
Then reward is received from the environment, and the value
function is updated using temporal difference methods.
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A different family of ontogenetic RL algorithms are those
based on policy gradient ascent. In the policy gradient frame-
work [25, 2, 14], policies are stochastic and its parameters are
updated directly using a gradient in the direction of better
expected return. These methods, when applied to function
approximators like neural networks [24], constitute an alter-
native to value-based methods that is more similar to phy-
logenetic methods in that they typically do not use value
functions but represent policies directly, and also because
they implicitly represent a distribution of policies (instead of
a single greedy policy) because of their inherently stochastic
actions [7]. Note that even though policy gradient methods
perform updates using gradient ascent, they are nevertheless
counted as ontogenetic methods because they use more in-
formation than just the fitness: what states were visited and
which rewards were obtained at which time steps after what
actions.

4 Which algorithms work best?
For which problems?

There is no particular RL algorithm that performs better
than other algorithms across all finite MDPs (certain univer-
sal RL methods can be proven to be optimal, however, these
are either incomputable [10] or currently suffer from insur-
mountable computation overhead that prevent their prac-
tical use [17]). Different algorithms have different strengths
and weaknesses, many of them currently unknown. However,
the literature contains a number of theoretical arguments
and empirical results suggesting the superiority of some fam-
ilies of algorithms over others for particular problem classes.

The theoretical results for ontogenetic methods are more
advanced than for phylogenetic methods, in particular, con-
vergence rates can be derived for some ontogenetic algo-
rithms [3]. Phylogenetic methods also suffer more from the
credit assignment problem, especially in stochastic or large
domains, since only one single fitness measure is attributed
to an entire episode roll-out (or several roll-outs). If there
is stochasticity or noise inherent in the environment, many
reruns of the same policy may be required to reliably esti-
mate its performance. On the one hand, ontogenetic meth-
ods suffer less from this limitation as they can (at least in
the fully observable case) attribute rewards and value to ex-
actly those states that have actually been visited during an
episode. On the other hand, many ontogenetic methods are
directly based on ranking policies and do not require to esti-
mate correct performance values or to estimate reliably per-
formance gradients. This makes them more robust, because
estimating a sufficiently good ranking under uncertainty or
noise is much easier than estimating accurate values or even
gradients [8]. Another limitation of phylogenetic approaches
is that the difficulty grows prohibitively with the state space.
Whereas ontogenetic methods can, in theory, exploit all in-
formation acquired during learning, phylogenetic methods
cannot - they must rely solely on fitness values, hence suf-
fering more from the credit assignment problem than do on-
togenetic methods. This might lead one to suspect that, in
large fully observable discrete state spaces that have inher-
ent stochasticity, ontogenetic approaches would also scale
better than phylogenetic ones. However, as of yet, neither
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formal proof nor systematical empirical evidence is available
to support this. Establishing the relative scalability of onto-
genetic and phylogenetic methods would be an important
research contribution. Many temporal difference (TD) onto-
genetic approaches, however, seem to have difficulty using
function approximators (required for partially observable or
continuous-state environments), especially with neural net-
works [1]. Recent advances in function approximation such
as neural fitted Q iteration [15] have somewhat lessened
this problem. Nevertheless, using ontogenetic RL in contin-
uous environments remains tricky in practice. For example,
an ontogenetic method such as Sarsa learns much faster
than evolution on the continuous simplerace benchmark, but
is less reliable, harder to tune, and evolution always even-
tually reaches higher fitness [12]. Phylogenetic approaches
such as neuroevolution have been fairly successful and ro-
bust in practice on various domains [6, 18, 6, 5, 7, 8, 9], and
generally do not suffer as much from function approximator
fine-tuning problems as TD-based ontogenetic approaches
do [23]. The reason presumably is that it is easier to find a
good policy than an approximately correct value function.
Note that even approximated value functions that differ only
slightly from the true value function of an optimal policy may
still yield very inappropriate policies, and many continuous
problems have simple policies but complex value functions.

As soon as partial observability comes into play, the on-
togenetic methods’ difficulties get even more aggravated.
Solving POMDPs using ontogenetic methods seems to be ex-
ceedingly hard and requires significant fine-tuning skill, espe-
cially when using memory-capable function approximators
(e.g. recurrent neural networks).

4.1 Some conjectures

Based on the arguments advanced in this paper we conjec-
ture the following:

e Phylogenetic methods, such as neuroevolution, generally
outperform ontogenetic methods on problems with con-
tinuous state spaces and partial observability.

e Ontogenetic methods with value functions, such as Q-
learning and Sarsa, are unbeatable on problems with
small, discrete state spaces and full observability. For
example, evolutionary methods perform worse than Q-
learning and Sarsa in large discrete state spaces with full
observability.

e Since ontogenetic methods, unlike phylogenetic methods,
can use all experiential information obtained during inter-
action with the environment, ontogenetic methods out-
perform phylogenetic algorithms in applications where
it is helpful to exploit intermediate rewards, especially if
episodes are long.

e Policy gradients scale better than value-based ontogenetic
learning for continuous state spaces where function ap-
proximation is necessary.

e Rank-based phylogenetic algorithms can better deal with
uncertainty or noise than algorithms based on estimating
true performance values or performance gradients.

One may disagree with these conjectures. If so, this under-
scores the need for empirical corroboration or falsification.
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5 Conclusion: the need for
parameterizable benchmarks

Many attempts have been made to compare different RL
methods on benchmark problems. These include open com-
petitions [20, 11] and efforts to standardize simple bench-
marks through source code sharing. However, each of these
efforts typically only compares a few algorithms on a single
problem, leading to contradictory results regarding the mer-
its of different RL methods.

An approach to more exhaustive reliable characteriza-
tion of methods would be to create benchmarks that can
be varied along as many as possible of the problem dimen-
sions listed in section 2. Through tuning benchmark param-
eters, we could then corroborate, falsify or qualify hypothe-
ses about relative method performance such as those in sec-
tion 4.1. Evolutionary computation could conceivably also be
used to find problem parameters that order algorithms ac-
cording to a desired rank, illuminating the relative strengths
of these algorithms.
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