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1. EXTENDED ABSTRACT 
At the moment, the collaboration of human and robot 

is mainly based on a master-slave level with a human tele
operating the robot or programming it off-line allowing the 
robot to execute only static tasks. In industrial produc
tion the limitations make a collaboration at the moment 
nearly impossible, because of the needed safety for the hu
man worker. Therefore, to ensure safety, the workspaces of 
humans and robots are strictly separated in time or in space. 
This workspace splitting does not take advantage of the po
tential for humans and robots to work together as a team, 
where each member has the possibility to actively assume 
control and contribute towards solving a given task based on 
their capabilities. Such a mixed-initiative system supports 
a spectrum of control levels, allowing the human and robot 
to support each other in different ways, as needs and capa
bilities change throughout a task [4]. With the subsequent 
flexibility and adaptability of a human-robot collaboration 
team, production scenarios in permanently changing envi
ronments as well as the manufacturing of highly customized 
products become possible. 

One step towards the goal of an efficient and safe col
laboration between human and robot is to give the robot 
"eyes" to detect and track the human worker in order to 
avoid collisions, to figure out what the human is doing, and 
to be able to hand over objects. In this paper, we pro
pose a hardware-assisted multiple-object tracking system for 
human-robot-interaction based on particle filters and pixel
level likelihoods. The proposed method computes for each 
multi-target particle a full hypothesis-map through the ren
dering engine of the graphics card, and compares it with the 
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underlying binary map of the image-preprocessing on the 
fragment shader of the GPU. The approach is formulated in 
a generic way with respect to the segmentation method, the 
object shape, and the number of targets to cover a magni
tude of tasks within human-robot interaction. It is a further 
development of our work presented in [3] and will be used on 
our demonstration platform named JAHIR - Joint-Action 

for Humans and Industrial Robots [2] to enable such a fruit
ful and safe collaboration of human and industrial robot. 

2. THE MULTIPLE-OBJECT TRACKING 

SYSTEM 
To track multiple objects at the same time with only one 

filter the standard sampling-importance-resampling (SIR) 
scheme [1] was extended to particles with multiple object 
hypothesis (MOSIR). Therefore, one particle contains a set 
of i = 1 ... I targets and forms a complete hypothesis scene. 

{{S�;}{=l'7rn; n=l. .. N (1) 

The weight 7rn of each particle n = 1 ... N is computed 
by comparing its hypothesis scene {Sz';}{=l with the current 
measurement Zt, obtained by a Gaussian-Mixture-Modell
based (GMM) segmentation in the pre-processing step re
sulting in a binary image (see Fig. 2). 

Figure 2: Left: Segmented image. Right: generated 

multi-target shadow hypothesis. Middle: pixel-level 

residual. 

For pixel-level matching, each target object needs to be 
projected to the camera plane and a shadow-map hr of the 
whole (hypothesis) scene is to be generated. The shadow
map provides a binary image representing the expected mea
surement for an ideal, noise-free segmentation under a given 
scene {Sz';}{=l (Fig. 2, right). The expected scene is then 



Figure 1: Simultaneous tracking of hand and face with an elliptic model. 

compared to the real measurement (Fig. 2, left) by a sum of 
square differences (SSD) cost function, that is in binary im
ages h'/:, Zt equivalent to a pixel-wise XOR (Fig. 2, middle) 
followed by a sum of the non-zero pixels. 

The computation of hn is very expensive if performed on 
the CPU, and moreover only limited pixel parallelization 
can be exploited while comparing it with the measurement 
Zt. Therefore, we have implemented these operations on the 
GPU, using at the same time the power of the rendering 
engine, and the parallel pixel-pipelines. 

The residual values are normalized and the likelihood is 
evaluated with a Gaussian likelihood model: 

71'n = P(Ztl{s�df=l) = k· exp( 
- ;;2) (2) 

with a suitable measurement variance r, providing the new 
particle weights 71'n, afterwards normalized so that L:n 71'n = 
1. Deterministic resampling of the particle set [1] is applied 
after each update, in order to keep a well-distributed particle 
set. 

For all details concerning the GPU-assisted segmentation 
(Fig. 2, left), the generation of the hypothesis-map and the 
matching on the GPU, we kindly refer to [3]. 

3. EXPERIMENTAL RESULT S 

Figure 3: upper line: Comparison between the esti

mated trajectory in x direction for the two objects. 

lower line: resulting error between measured track 

and corresponding ground truth. 

As already emphasized in the previous descriptions, our 
methodology can be applied to different visual modalities, 
with different object shapes, degrees of freedom, and num
bers of targets. The results presented in this work deal with 
the simultaneous tracking of multiple skin colored objects, 
because in most cases of a human-robot collaboration, these 
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body parts are of most interest. The object shape was de
fined as an ellipsoid approximating the shape of a human 
hand and head as well. 

For the experiments, an Intel dual-core machine with pro
grammable graphics card (NVidia GeForce 8800) was used, 
with input images captured from a standard FireWire cam
era. 

The GMM model was built from a training data set of 
labeled skin-pixels, and consists of K = 2 mixture compo
nents, as in [5]. The processing speed for image segmenta
tion, including the conversion from RGB to HSV, has been 
20 times faster on the GPU, already providing a big advan
tage for tracking. 

The upper diagrams of Figure 3 show the estimated trajec
tory of the hand (left) and the head (right) in x direction. 
After the uniform initialization the filter condenses to the 
wanted objects and tracks them throughout the sequence of 
100 frames. Although we used a very basic motion model, 
the trajectories are very equal. This can also be seen in 
the lower diagram of Figure 3, which shows the total pixel 
error for the two objects in x and y direction compared to 
hand-annotated hand and head position for each frame. 

Output results of the tracking can be seen in Figure 1 
illustrating the tracking procedure with selected screenshots 
of the output. The tracking was initialized with an uniformly 
distributed particle set around the image center. 
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