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Abstract—Distributed power control schemes have been inten- proven there to be a suitable interference function for the
sively studied in the literature for uplink transmissions in cellular  DPC/ALP model.
networks as well as in ad hoc networks. In these schemes, the The apovementioned papers merely study cellular uplink
signal to interference plus noise (SINR) requirements of t new . - :
users are gradually approached without violating the exighg transmissions or ad-hoc_ networks with focus on the Signal
links. In this paper, we consider a downlink cellular scenajo, t0 Interference plus Noise Ratio (SINR) performance. Re-
in which new nomadic cells seek admission to the network. A cently, the concept of 5G nomadic networks [8] raised new
distributed power control algorithm with active cell protection jnterest in downlink power control schemes for networkelev
is presented, where a cell is said to be active if it has suffet QoS requirements. Nomadic networks, comprising randomly

resources to support the connected users and, otherwise, i$ L . .
said to be inactive. With the proposed algorithm, inactive ells distributed nodes (e.g., parked vehicles with on-boareyrel

lower their loads by gradually performing power ramping, while node (RN) infrastructures), are regarded as an important 5G
active cells scale their transmission power accordingly,at avoid system component that allows for a flexible and dynamic
being overloaded. We prove the active cell protection propéy  network extension [9]. The locations of such RNSs, referred
and compare the convergence of the algorithm under differen to as nomadic RNs, are random and not controlled by the

interference assumptions. Further, we present an algoritm for twork ¢ M th dic RN te i
adapting the power ramping factor in power limited scenarics network: operators. vioreover, the nomadic S operate In

for further performance enhancements. a self-organized fashion and are activated based on capac-
ity, coverage or energy efficiency demands. Algorithms for
[. INTRODUCTION the activation and deactivation of nomadic relays have been

Distributed Power Control (DPC) is one of the fundamentiflentified as the key techniques to enable such a dynamic
mechanisms for resource allocation in wireless commuioigat Network [10], [11]. An unavoidable issue is that the additib
systems. DPC has been extensively studied in the contd}grference generated by the newly activated nomadic siode
of single-carrier networks including the uplink channetdanMight severely affect the neighboring active cells, sucdt th
the distributed wireless mesh networks [1]-[7]. Based onthe cells become overloaded. Hence, certain mechanisms are
noiseless power control scheme in [1], the authors proposg¢duired to protect the active cells.

[2] an iterative DPC algorithm that converges to the optimal In this paper, we generalize the ALP algorithm of [5] in
power vector where a linear interference plus noise mod@ider to provide Active Cell Protection (ACP), where a cell,
is considered. The idea is further extended in [3] by addirfither a base station (BS) or a nomadic RNad8ve if the cell
Active Link Protection (ALP) such that the Quality of Serwic is not overloaded and has sufficient resources for supmortin
(QoS) for the users do not drop below the requiremerﬁ%e QoS of the connected nodes. Therefore, this paper extend
during the transient phase. The energy-robustness tifiaé-o the algorithm of [5] to relay-assisted cellular networksen
ALP/DPC is discussed in [4], where the authors propose BHlltiple user equipments (UEs) are served by a single BS
algorithm, denoted as the Robust Distributed Power Contf#fansmitter). In other words, the algorithm of [5] is a sipéc
(RDPC), to dynamically adjust the control parameter. Fufase of our algorithm, if there are no RNs and each BS serves
thermore, the ALP/DPC framework has been extended in tABly one UE. Moreover, we discuss the algorithm performance
context of Standard Interference Functions (SIFs) in [6], [Under different interference models: static interferemelel
and detailed analyses on the convergence performance 8fdn [12]-{14] and dynamic interference model as in [11],
power limits are given in [5]. Another class of interferencél5]. We prove the SIF property and hence the convergence of
functions, proposed in [7] as General Interference Funstiothe proposed ACP algorithm under both assumptions. Further
(GIFs), reflecting the case of zero noise interference,se alMore, power constraints and signaling issues are alsosfisdu
for practical implementations. Simulations confirm thaé th
LPart of this work has been performed in the framework of thé pRject proposed algorithm can be applied to nomadic networks which
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The rest of the paper is organized as follows: Section &s the ratio of the amount of used bandwidth for supporting
presents the system model. The load interference functitre QoS of the assigned UEs to the available bandwidth at
is introduced in Section lll, where some of its importanthe node. Note thap; = 1, if we consider a static worst-
properties are proven. In Section 1V, the active cell priitec case interference model as in many load balancing studies
algorithm is presented, while simulation and conclusioa af12]-[14]. We explain the load functiop in the Section II-A
provided in Section V and Section VI, respectively. in more detail. Note that; ; > 0 always holds, since both
received power and interference plus noise are positiveegal
Furthermore, a positive; ; exists also for the case when both

Based on the model in our previous work [10], we consider; «  however, we do not allow a connection between RNs
the downlink channel of a nomadic relay network withBSs, i, this work.

N UEs andK RNs. The set of BSs, RNs and UEs are denoted ]

by B, R andl/, respectively. Furthermore, we use direct linkg,- L-0ad Power Coupling Model

relay links and access links to denote the BS-UE, BS-RN andin this paper, we deal with the power control problem
RN-UE links, respectively.In this paper, we consider L3-RNsand assume the user assignment is already established. Fur-

according to the Long Term Evolution (LTE) standard [16fher, we denoté/; and R; to be the set of UEs and RNs
Such RNs are seen by the UEs as separate cells that havehalft are connected to node We definep 2 [”]

Il. SYSTEM MODEL

. e pY
the Radio Resource Management (RRM) functionalities of t eh P Py prrai]T € RIJ\F/I+K, i € BUR, to be
BSs: the RNs are able to reuse the resources of the BS 0L vector of loads at the BSs and RNs. where ithie entry

the access link transmissions, while the relay links andadir

. of the load vector can be calculated as
links compete for resources allocated to the corresporigithg

The amount of bandwidths (in Hz) at BSs and RNs are pi = PEI) +P§2)a S BUR
fixed and grouped in vectorb™ = (1™ . 5T and 0 ®
b® = ¥ . b¥)T, respectively. The vector of the required = Y ——=+> S — (3)
minimum rates (in bit/s) of the UEs is denoted b{) = = biwi; (p) KER: biwi,i(p)
(™, ..., *")T. Note that each UE can be connected either T PN
to an RN or directly to a BS (not to both simultaneously), ) ")
while an RN can only be connected to a BS. The Spectral - Z N + Z Z L.
Efficiency (SE) of a link(i, j) is assumed to be (in bit/s/Hz) g biwig(p) e e biwik(p)

wij = log(1 + 7; ;) (1) Herein, o) and p\® refer to the load corresponding to the

wherer; ; denotes the corresponding SINR as defined in (2ES (d(ikr)e_ct/access links) and RNs (relay links), respegtiv
Throughout the paper we take the following assumptions: While 75” is the rate requirement of an RN, which is the sum
(A.1) The parameters™, b™ andb® are known parameters rate of all the UEs connected to this RN:

at a central network unit or can be estimated reliably. r0 =3 forjelker. (4)
(A.2) While access links and direct links interfere with leac J€UR

other, the RNs use separate time-frequency resourcesTdws, for a giverp, the total load is determined by the function

the relay links and access links. Hence the access links= [Fi,..., Fary i) : R2>XM+EK) o RM+K given by

do not mterf_ere with the relay links. _ p=F(p,p) = F(”(p, p) + E2) (0. D) (5)
(A.3) In the previous work [10], we considered the worst- & 1) @) @) _ A

case interference model in order to ensure the bandwidtRere ri ~ = £y (p,p) and p;”" = F;” (p,p) with p =

7 . .
constraints. In order to further optimize the network, wé1: - --Pam+x]" . We refer to the model in (5) agynamic
adapt a more realistic interference model. [15], [17], [18]nterference model, indicating that the load depends on itself

where interference power is scaled by the load (denotéf Interference. If we consider theatic interference model,
asp) of the interfering BSs. for which we decouple the dependencies on the load vector of

As a result, the SINR of a linki, j) is given by both sides in (5), we have:

Pigi,j for‘7 c R p = F(p/7p>) (6)
Tij = Z“B'd#"'ﬁfggjjp””j . ’ (2) wherep’ is not related top and determines the interference
S 0B U R dpi Padd PaTT; forjeU. level. In particular, we get theworst-case interference model,

if we setp’ = 13. Note that in a real system, the load can not

Herein,o;, p; andg; ; refer to the receiver-side noise power -
be larger than 1. Hence, we can write the real load as:

transmission power and channel gain for lifikj), respec-
tively, while p; denotes the load of the nodevhich is defined p =min(p,1). (7

2Throughout this paper, notations with superscripts (m),afd (n) are 3Throughout the papef’(0') refers to column vector of length If not
variables associated with BSs, RNs and UEs, respectiveiylewotations specified,1(0) is a column vector with proper length for matrix operator.
with (m,n), (m,k) and (k,n) are referring to the direct linkelay links and Furthermore1™*™(0™ > ") refers to anm xn matrix of ones(zeros). Further,
access links, respectively. the equalities and inequalities are performed element foiseectors.



[1l. L OAD INTERFERENCEFUNCTION Proof (sketch): According to (6), we have the analytical
We definel — I T . RM+K form of (8) under the static interference model by inserting
() L(P), . Iar+ ke (P)] + a constant load vector. Sineg, b; and g; ; are all positive

RMFX to be the vector of théoad Interference Functions:? : _ -
A constants, it suffices to prove thdi(p) = p;/log(l +

piFi(p,p) for p >0, m) satisfies Definition 1.
€z; Fa J ~
Ii(p) = >y bleeiraton otherwise For scalability, It can verified tha@l;(p)/do; > 0. Thus,
jeu; URi de; ~ op;
whereZ; refers to the set of interfering cells to cell 9 >gez, Patoj/a
. . .. . Qap; 4
Lemma 1. I;(p) is a well definedpositive continuous func- < log(1 + P ) = al;(p).
tion: R — R, .. Furthermore, if/;(p) is an SIF as in 2aez; Pato;
Definition 1 forp > 0, it is also an SIF fop > 0. For monotonicity, we show that Lemma 2 is satisfied since
) . . . the gradient off;(p) is non-negative for alp > 0. Details of
Proof (sketch): L;(p) is positive and continuous fgs > the proof are omitted due to the space limitation. |

0 by assuming the continuity of the load vecwith respect
to p (details of proof omitted in this paper). Then, we follon.emma 3. There exists an explicit functiop = G(p) :
L’ Hospital's rule forp; = 0 : RYFTE — RYHE that takes power vectop as argument.
Furthermore, ifa > 1, G(ap) < G(p) element wise.

U s pesas )
lim I;(p) = lim ""GIE’;U' e Proof (sketch): In[11, Prop.1], we have proven that there
PO PO iR Vi ae pasaspater) exists an explicit function that takes the assignments pstin
= I;(p)|pi—0 > 0. argument. Similarly, the existence pf = G(p) with power

vector as input can be proven. Without loss of generality, we
Thus, I;(p) is a positive continuous function fop > 0. assume the same noise power in the network. Then, we extend
Moreover, it can be justified due to continuity that, if theotw [pad functionsG(p) andF(p, p) as functions of both powes
properties of the SIF defined as in Definition 1 holdfor- 0, and noiser, such thaip = G(p, o) andF(p,p) = F(p, p, o).

they also hold fop > 0. B Further, we define the implicit function
Hence, in order to prove thak(p) is a vector of SIF ~ N
functions for allp > 0, it is sufficient to prove thatl;(p) Flp,p,0) = p—F(p,p,0). 9)
satisfies the two properties fgr > 0. According to the implicit function theorem,
Definition 1 (SIF [6]). Let z € R” for arbitraryn > 1. A J&(p,p,0) = =IL(p,p,0) ' IE(p,p,0).  (10)
positive functionf : R} — Ry is an SIF if: According to [11, Prop.2], the inverse G€(p,p,o) exists
 Scalability:V,>¢ Vos1, af(z) > f(oz), with only non-negative elements. Moreover, it can be easily
« Monotonicity: if z >z’ > 0, then f(z) > f(z'). verified thatoF; /0o is positive andF; /0o (which is thei-th

In the following, we prove that the load interference funcENtry in JZ(p, p, @) is negative. ThusJg(p,p,o) > 0 for

tion is SIF for allp > 0 under both thestatic and thedynamic o > 0, indicating a monotonically increasing property on
interference assumption. Note that (6) is used to comppite Therefore, fora > 1, G(ap, o) = G(p,0/a) < G(p,0). ®
(8) for the static interference model while (5) is appliediie Proposition 2. I(p) is an SIF assuming dynamic interference.
dynamic interference model. First, we formulate a sufficien

. . Proof (sketch): Forp; > 0 we can rewrite the load inter-
condition for the monotonicity property:

ference function ag;(p) = p;Gi(p) according to Lemma 3.
Lemma 2. Letz € R for arbitraryn > 1. The monotonicity ~ For scalability, ifa > 1, using Lemma 3 we have easily
property is fulfilled if f : R? — Ry, is continuously Ii(ap)= apG(ap) < ap;G(p) = ali(p).

differentiable over € R’} , with only non-negative gradients: _For monotonicity, we use the implicit function defined in
Vf(z)>0forallzeR?,. (9) and calculate the Jacobian with respecptas

Proof (sketch): Let x,z € R, be arbitrary and, J8(p,p,0) = —JE(p,p,0) 1JE(P7P7U)- (11)
without loss of generality, assume that < z. Now let Following the proof in Lemma 3: we know from [11, Prop.2]
yW = (0,...,0,2 — 2;,0,...,0), 1 <i < n,is avector that J2(p,p,0)~" is non-negative and¥(p,p,o) is non-
with zeros everywhere except for thieh position which is positive. ThereforeJB(p, p, ) exists as a matrix with only
equal toz; — z;. Since Vf(z) > 0 for all z € R}, We non-negative elements for afj > 0. Thus, I;(p)/dp; =
have f(x) < f(x +y") < flz+y" +y®) < ... < Gi(p)2Z + p; 5% > 0 which yields monotonicity off;(p)

i / Op;
flx+ Zi:l,...,n y! )) = f(z) B according to Lepmma 2. |

Proposition 1. I(p) is an SIF assuming static interference. 5Throughout this paper, we denalé(-) as the Jacobien of functiofi(-)
with respect tox. Furthermore, theé-th row and the an entry, j in J%(-)

4Throughout this paper, the inequalities are all elemenewismparisons. are denoted aﬂ’léi(-) and J’lf{(-), respectively



IV. DISTRIBUTED POWER CONTROL Proposition 4. If (C.1) holds for worst-case interference, it

With the load interference function in hand, we procee%‘so holds for dynamic interference assumption. If (C.23i&0

along similar lines as [3], [5] and formulate the distritaite for worst-case interference, (C.1) or (C.2) holds for dyiam
power control algorithm with active cell protection as éulls: interference assumption.

SL(p(Y)) for ie A, Proof (sketch): If (C.1) holds for worst-case model,
pi(t+1) { Spi(t) = 6 Dp.(0) for i€ Dy, (12)  there existsp™ such thatG(p") = F(G(p™M),p™M) <
F(1,p™") < 1/6;if (C.1) or (C.2) holds for worst-case model,
there existsp(® satisfying G(p(?) = F(G(p®?),p?) <
F(1,p®) < 1. [ ]

where we denote the active,;(< 1) and inactive p; > 1)
sets of cells at time instance t a& and D, respectively. If
p; > 0, this can be written in a more compact way as
B _ Proposition 5. If the system is admissible for dynamic in-
pi(t+1) = opi()pi(p(1)), (13)  terference (i.e., (C.1) or (C.2)), it is also admissible fioe
wherep; is the real load as defined in (7). The algorithm caworst-case interference model.

Ibe (;mdzrst:]ood aslg‘.lrft.scalmt?1 transmlss_lon powz;lby the real Proof (sketch): If (C1) or (C2) holds for dynamic
oad and then muftiplying with & power incremen interference, there exists'"), such thato < G(p")) < 1.

Remark 1. The proposed algorithm becomes the ALP algdApplying 6 = 1 and using Proposition 3, the system converges
rithm in [5], if only one UE is associated with each BS. In thigo the power vectop(?) < oo such thatG(p(?)) = 1. Hence
case, celli is active if: joii=— < 1, which is equivalent G(p®) = F(1,p®?) = 1 and the system is admissible also
to the SINR thresholdr; ; > e/ — 1. for worst-case interference models wih?). |

_ Proposition 4 and Proposition 5 indicate that the two in-
Remark 2. In the previous works [3], [5], [6], the ALP terference models differ only when it is (C.2) for the worst-
property is considered only fof > 1. In this paper, the case model and (C.1) for the dynamic interference model.
ALP/ACP is also valid fory = 1, however, indicating a power Tjs difference vanishes as the power incremeditgbes to
reduction control scheme. The proof is simple: Bot 1 ar_ld_ 1, indicating the equivalence of (C.1) and (C.2).
p < 1we havep(t+1) < p(t) and hence, due to monotonicity,
I(p(t+1)) < I(p(t)). Then, [5, Prop.2 and 3] proves the ACPB. Power Constraints and Implementation

Remark 3. SinceI(p) is a vector of SIFs, all properties of the N practical systems, the transmission powers are limifed.
power control scheme in [5] hold also here for the algorith@ke the power limit into account for (C.1)-(C.3), we dertbie

in (12) or (13). power limit by p € RY/** and denoteP = {p|0 < p < p}.
S In this paragraph, we still refer to (C.1)-(C.3) as the three
A. Admissibility and Convergence levels of admissibility but under power constraints. It bagn

The system is feasible, if there exisigs € P with P pointed out in [5] that full admission can not be guaranteed
denoting the feasible power region of the system, such thator (C.2) in power constrained cases since it requires iefini
power for convergence. This requiressaaller § to avoid
(C.2) in a limited power scenario. In particular, from Prepo
Similarly to [5], we distinguish three different cases fosition 4 and Proposition 5, we know that (C.2) happens more
the feasibility of a full admission. Firstly, we considereth frequently under the worst-case interference model. On the

0<p<Ll (14)

unlimited case, i.eP = R TX. other hand, in [4], it is well understood that largetrades-
(C.1) Fully admissible: there exists € P such thato < Off convergence speed with energy consumption. In this work
F(1,p) <1/§ or 0 < G(p) < 1/6; energy consumption is not the optimization objective. Hgnc
(C.2) é-incompatible: (C.1) is not feasible but there exipte W€ ¢an optimize the convergence speed of the algorithm by
P such thatd < F(1,p) <1 or 0 < G(p) < 1; using large values of§ as long as the power constraint is

(C.3) Not fully admissible: (C.1) and (C.2) are not feasible not violated. Based on all these observations, we propose an

; algorithm that dynamically controls as
Note that for the worst-case interference moBél, p) ap- g y y

plies, whileG(p) is used for the dynamic interference system. pi(t+1) =0(t)pi(t)pi(p(L)), (15)
Proposition 3. In case of (C.1), for every cell lim;.. p;i = where positive initial powers, i.€ < p(0) < p and

1/6 andlim;,~ p; < oo; In case of (C.2), for every cell, .

1/6 < limsoop; < 1 andp; — oo; In case of (C.3),for 5(t) = min; p"'_ , forieBUR. (16)
i€ Ay, limy_o0 p; = 1, Whereasimy_,o p; > 1 for i € D;. Pi(t)pi(t)

Further, for alli, p; — oc. Remark 4. Suppose the system power is bounded(by

Proof (sketch): It follows directly [5, Prop. 4-6]. m P = P- First pu(t+1) = mini 7075k (p(Y) - <
Now that there are two different interference models, W’é% = pr. Then, the algorithm in (16) chooses the
point out the performance differences of the two models withrgesto(t) at time t. This can be proven by formulating the

respect to admissibility and convergence. feasible set of(t) which is(;.5;r{0|l < ¢ < sl
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Fig. 1. Load and power performance in (C.1), (C.2), and (C.3)

Choosing the largesi(t) leads to best robustness and speed SIMULATIO-LA(\:BOLNEFIIGURATIONS
of convergence according to the trade-off study in [4] to.
Moreover, §(t) = min; Di < D — _DPx_ for [ Transmission Parameters |
EecD A,S long asi(t) ;pil(t)pi(t()t) V_villj?ﬁ(é)rlga(lge untﬁk}(ga;chin initial transmission power | 46dBm for BS & 30 dBm for RN
b 9 + Pk . 9 available bandwidth 10 MHz for BS & 10 MHz for RN
the power boung, and5(t> goes to 1. This means, as long a antenna configuration 2 antennas for BSs, RNs and UEs

a cell stays inactivej(t) converges to 1. Thus, if the systen) Channel and Noise Parameters in [dB]

is not (C.3), the algorithm in (15) ensures full admission. [ path loss model for all inks] as in Table A.2.1.1.2-3 in [19]
noise figure 5dB at UE & RN

The algorithm (13) or (15) is easy to implement in real
systems, since both current powgy(t) and current load inactive cells iteratively increase their transmissionvprs.
pi(1) are known or can be easily estimated at the eeffor pi(t) for e A,
instance, in LTE, the UEs are able to measure the Referenc@i(t+1) = Spi(t) = 50D p(0), for i€ Dy (17)
Signal Received Power (RSRP), whiclpig; ;, and Reference ’

Signal Received Quality (RSRQ), which can be seen dbe weakness of the passive algorithm is that the active cell

S sez Paga; + oj. These can be fed back to the cells sucF@" become inactive as the interfering power from the imacti
€T; ) je .

that p; can be computed and the power control algorithm c&#§!!S become critical. _

be carried out. One critical point for implementation istttre | "€ Simulation results on the behavior of load and power

value of§ should be synchronized among all cells. Especialljre Shown in Fig 1 for a power unlimited scenario. We choose
dynamical updating o requires to exchange informationt© show the power and load performance of two representative
between the BSs. cells: a nomadic RN that seeks for admission and a BS that is

severely interfered by the RN. It can been seen that the RN is
iteratively joining the network until the loads convergeait
three cases. However, load violations can be observedrwithi

A nomadic relay network with 7 hexagon layout BSs, 5€he first iterations using the passive algorithm (marked wit
randomly distributed RNs and 50 UEs is simulated. The othstars), whereas the proposed algorithm ensures ACP in both
system parameters are listed in Table I. A simple cell andterference assumptions (marked with circles and diarspnd
relay selection scheme is applied, where all UEs are eitif@roposition 3 can be justified by examining the load and
connected to the BS or UE with the best RSRP. An RN mower performance for each (C.1), (C.2) and (C.3) in Fig 1.
seeking admission into the network with a certain rate QoBurthermore, it is worth noting that a lower power convergen
We compare our ACP algorithm with an intuitive algorithnvalue is expected for the dynamic interference model than th
(Passive) : Active cells remain at the same power, wherdas the worst-case model.

V. PERFORMANCEEVALUATION



algorithm, the inactive cells can be gradually admitted int

-©- RN worst-case . . . .
1.4 S<RN ‘évynamic the network without violating the other active cells. We @éav
13 3_ gg ‘['jvorst-fiase ] also discussed the scenarios with limited powers and pegpos
namic . . . . .
o 12 : ] an algorithm that iteratively adjusts the power incremkfuia
@ 7| (C1) [ (C2)[/(CB) for worst-case . . .
S 111 €1 |12y (c3) for dynamic | performance enhancement. Simulation results have cordfirme

that the algorithm can be applied to the activation proceslur
of nomadic cells to protect the active cells.
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