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Abstract

Electronic music and musical creativity pervades contemporary culture.
Music technology thus acts as a mediator, providing creativity support
for musical engagement. However, few commercial products and research
projects focus on musical collaboration, despite evidence that music, mu-
sical engagement and -interaction are deeply embedded into socio-cultural
and collaborative constructs. Hence, certain socio-technological processes
are not leveraged for this creative task. The goal of this thesis is to sup-
port the collaborative creation of electronic music in the form of co-located
creativity support systems that utilize multi-touch tabletops. For this, mu-
sical practises are analysed and requirements to accomplish this goal are
deduced. Based on several viewpoints, it is argued that long-term musical
engagement requires both low-thresholds and heigh-ceilings with respect
to difficulty. The contributions are subjected to this requirement. Music re-
lated topics, such as the control of audio synthesis, groove production and
melody creation are approached with respect to structural, perceptional
and emotional qualities. Several of the devised methods have been em-
ployed in prototypical applications. The appropriateness of each of these
approaches has been evaluated in user-studies. The results indicate that
these applications can be used to foster creative collaboration and sup-
port the understanding of musical domains for novices.

Zusammenfassung

Elektronische Musik undmusikalische, kreative Betätigung sind Teil der Ge-
genwartskultur. In diesem Zusammenhang agiert Musiktechnologie als Ver-
mittler, der in der musikalischen Kollaboration kreativitätsunterstützend
wirkt. Obwohl es Belege gibt, die zeigen, dass Musik, musikalische Betä-
tigung und musikalische Interaktion tief in soziokulturelle und kollaborati-
ve Konstrukte eingebettet sind, setzen dennoch wenige kommerzielle Pro-
dukte und forschungsnahe Projekte einen Fokus auf Kollaboration in der
Elektronischen Musik. Im Zuge dessen werden kreativitätsfördernde Ab-
läufe, die aus einer sozialen Situation heraus entstehen, nicht vollständig
instrumentalisiert. Ziel dieser Dissertation ist es, Kollaboration in verschie-
denen musikalischen Domänen der Elektronischen Musik zu unterstützen.
Hierfür werden zunächst Praktiken in der Elektronischen Musik untersucht
und entsprechende Anforderungen für Systeme zur Kreativitätsunterstüt-
zung am gleichen Ort durch Multi-Touch Tisch-Bildschirme ermittelt. Diese
Anforderungen beinhalten unter anderem, dass musikalische Betätigung
im kollaborativen Umfeld sowohl niedrige Einstiegshürden als auch wei-
terführende Ausdrucksmöglichkeiten bieten muss, um über längere Zeit-
räume attraktiv zu bleiben. Die Beiträge in dieser Dissertation sind darauf
ausgerichtet, diesen Anforderungen zu genügen. Hierbei wird musikalische
Struktur, Wahrnehmung, sowie Emotion auf einzelne Domänen in der Elek-
tronischen Musik übertragen, modelliert und in prototypischen Anwendun-
gen evaluiert. Die Domänen beinhalten Audio-Synthese, Groove Produkti-
on und Melodie-Erzeugung. Die Ergebnisse von Nutzerstudien zeigen, dass
die präsentierten Ansätze musikalische Kollaboration animieren und för-
dern können, sowie das Verständnis von musikalischen Zusammenhängen
unterstützen können.
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Chapter 1
Introduction

" In a world of more than 4,500 singing species, only one species - Homo sapiens - lives
on the ground, and only one species - Homo sapiens - has the ability to follow precise

rhythmic patterns so as to permit group singing, drumming, and dancing. What
explains the unique place of humans among singing species?"

Brown and Jordania, “Universals in the world’s musics”, [BJ13]

M
usic performance is typically a group activity, in which the com-
mon case is for musicians to use separate instruments. Indeed,
regarding the historical development of music performance, tra-

ditional instruments are usually designed for individual use and do not
favour performers taking an active role in controlling not only their own
musical output but also that of their peers [Jor05a]. However specially
designed electronic communication channels can allow this. As such, the
idea of a multi-user music instrument is not exactly new. In the context
of electro-acoustic music it dates back at least to the works of John Cage
Imaginary Landscapes No. 4 (1951) and Karlheinz StockhausenMikrophonie
I (1964) and grew into the various instruments and IT environments de-
veloped nowadays by the computer music community.

1.1 Motivation & Research Question

Yet, the context in which such multi-user music instruments were applied
changed from the necessity to translate a composition into a performance
[Mac08] to the creativity support in a social musical experience [BF03].
Most of these new systems are designed to be used in a public setting (e.
g. exhibitions) and therefore focus on the social event of making music to-
gether. Hence the social experience takes precedence over the generation
of music itself (ibid). As a result, they are limited in musical expressive-
ness to provide an instant access to making music for novices [BF03]. The
problem with this is, as elaborated in the following chapters, that express-
ive musical use of the system is denied. But expression is important for
fostering creativity, further engagement with the system, feeling of Flow
in the group and expressing, developing and learning musical meaning. In
this manner Wessel et al. [WW02, p. 1] point out: "many of the simple-to-use
computer interfaces proposed formusical control seem, after even a brief period of use,
to have a toy-like character and do not invite continued musical evolution".

� � �
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However, ideally, such a system can be adaptive and allow for novices’ and
experts’ participation alike, thus, truly supporting the creative process. Ap-
provingly, Chadabe [Cha02] comes to the conclusion that it allows "for any-
one, from themost skilled andmusically talented performers to themost unskilledmem-
bers of the large public, to participate in amusical process", while Ferreira-Lopes et
al. further admit such systems the role of "a musical instrument, an interface,
an instrument of composition or an almost autonomous performer" [FC05]. In this
regard, such a system is as well the mediator between the collaborating
participants and between human and sonic output as an interactive part-
ner.

� � �
Single Display Groupware for co-located collaborative creativity support
has been recommended [SBD99] and applied in various works in this field
[Jor+06; PH09; XLD11; PRI02] as well as elaborated on in my Diploma
Thesis [Klü09]. The utilization of multi-touch for interaction further of-
fer means to facilitate social communication protocols as summarized by
[WW11, p. 39]: "The advent of touch computing and relatively large sharable screens
combined to produce systems that are not limited to relatively specific and routinized
transactions. [...] This enables a new kind of computing: the social NUI1, where people 1 NUI - Natural User Interface

can share experiences in the here and now and use the computer simply as a support
mechanism". Therefore the use of a multi-touch tabletop environment is ar-
gued to be the preferred way to enable group interaction. The merits of
multi-touch and tangible interfaces are further discussed in section 4.1. Ad-
ditionally, the pervasiveness of electronic music establishes shared know-
ledge which is beneficial for group collaboration. It is furthermore argued
that synthesizingmusic or sounds with electronicmeans has advantageous
properties for creativity support and aspects of Human-Computer Interac-
tion (cp. section 5.3).

� � �
Concluding, this thesis contributes to the following research question:

How can the performative collaborative creation of electronic
music in a Single Display Groupware environment be supported
for novices and experts alike?

1.2 Musical Collaboration in this Thesis

Because the range of possible applications and implied music related con-
text is vast, it is first necessary to narrow the domain specific context in
which the contributions of this thesis are to be placed. Some points of the
general argumentation are briefly anticipated here and will be explicated
and corroborated in the next chapters which highlight continuative view-
points.

� � �
It is difficult to create a consistent taxonomy for systems for Computer
Supported Collaborative Music-making (CSCM) as many prototypical im-
plementations differ in musical and social context, such as installations,
co-located and networked music ensembles, new instrument designs or
collaborations with robotic performers [Dru09]. However, it is possible to
regard the context of such applications (in accordance with [BF03]): Fo-
cus, Location, Scalability and Player Interaction; additionally of importance
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is the Musical Range, the Physical Interface and the Pathway From Novices
to Expert Performance. The Focus distinguishes for whom the sonic out-
put of most musical interactions is intended for: this can be the audience
(audience transparency, [Vin+04; CBC11]), or a group of players. Thus, it
refers to the relationship between the players’ control and the music pro-
duced in order to communicate meaning of compositional structure and
performance, and the related feedback-cycles (cp. section 3.5). If the Fo-
cus is on the group of players, then the implicit goal is to enhance the
social interaction between players, where the interactions of players with
the instrument serve as means for communicating intent and meaning in
the creative process [Dru09; SR04]. Location is important for the aspect
of verbal, and more importantly, non-verbal communication. Depending
on the location, players can either directly see each others’ actions or have
to rely on additional communication channels (e.g. for remote collabora-
tion). Much of the communicative functions in a cooperative process are
based on embodied actions (cp. section 3.4) and their public and simultan-
eous availability to the actor and the perceptions of the participants. With
this mutual perceptionmuch of the intent in the ongoing creation of shared
meaning is communicated [Rob97]. Especially the non-verbal communica-
tion is important as speech andmusic cognition can demonstrably interfere
with each other, since the brain resources used in speech and music pro-
cessing partially overlap [Sto+09]. Another property that is dependent on
the location is the specific kind of audience that is intended to interact with
the environment and with this the expected players’ aptitude (the skill of
the target demographic) and willingness to spend time to explore the en-
vironment. For example, if such an environment is placed as an installation
in an exhibition, the general assumption is that a flow-through audience
engages with the environment spontaneously [BF03; Jac+10]. Thus, it is
used mainly by novices for a short period of time, therefore the system is
designed for a social event and in result to be as simple as possible and
self-explanatory. In contrast, a system placed in a location where players
are less constrained in regards to time may lend more affordances towards
creative and artistic expressiveness (long-term engagement, cp. section
4.4 ). Regarding Scalability, the number of players greatly influences the
types of interfaces that can be used ormusic that can be producedwith the
system. Factors such as turn-taking protocols and gesture-sound corres-
pondences shift as the numbers of players increase. In case of a shared tab-
letop interface, the limited number of concurrent users makes turn-taking
patterns to coordinate collaboration feasible. Within the musical collab-
oration one can differentiate between the interfaces used for interaction.
Grosso modo, the Player Interaction can be divided into either a single in-
terface for the whole group or separate interfaces for each player. In both
cases the players’ activities contribute to the global mix for the sonic out-
put, but the methods and opportunities for expert play, respectively novice
play, can vary accordingly. For example, experts usually have the ability
to separate the sound sources in the global sonic mix and therefore can
more easily distinguish between their contribution to the musical whole
and the one of the others [Nij09]. For novice players this may not be ob-
vious if the action of others cannot be otherwise perceived, especially if
each player has a separate interface [Swi11]. The Player Interaction is also
dependent on the Physical Interface used. On one hand it is of primary
importance as it provides the affordances that make action visible and on
the other it provides the affordances what the player should do to inter-
act [Nor88]. The most common technique to provide for an easily learned
interface for novices is to limit the Musical Range by predetermining most
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musical events. Thereby the potential for musical interaction is limited (cp.
section 3.1 ). However, from the standpoint of musical creativity, the explor-
ation of musical expression is vital [Nij09; Hol11]. This issue is also linked to
The Pathway from Novices to Expert Performance that would allow novices
to continue to refine their range of musical expression (see sections 3.1, 3.5
and 4.4) in a similar way that traditional acoustic music instruments have
different entry levels or afford the development of a high degree of music-
ality [WW02]. Additional viewpoints on taxonomies are given in [Mag10]
and [HW12].

� � �
For this thesis it is assumed that the collaborative creative process is not
taking place in a public setting nor in front of an audience. It is therefore
further assumed that the Location affords collaborators to get acquainted
with the system and to assist in musical intent communication. In this way
the Focus is the support of social interaction using mainly multi-touch for
Player Interaction for 4-6 people as afforded by the multi-touch tabletop
interface (see section 4.1). As will be argued the aim is to offer a broad
Musical Range to allow The Pathway from Novices to Expert Performance
(section 3.1 and 4.4) and to further foster themusical intent communication.

1.3 Paradoxes and Wickedness

Designing CSCM applications is a non-trivial task because it is difficult to
frame design traits and to understand their impact, and because viewpoints
on the context of (collaborative) music making can be conflicting or incom-
plete. As expressed by Dahl, there is inherent difficulty in locating research
that is related to New Interfaces For Musical Expression (NIME), even at the
most fundamental level:

“ Attempts to precisely locate our research projects within various classifications of re-
search are complicated by the difficulty of defining what knowledge we are generating, or
whether knowledge is even our goal. " [Dah14]

The following aims to outline broadly where these difficulties originate
from. Furthermore the applied research methodology is motivated.

1.3.1 The Music Paradox

Computational processes to create music or support music-making face
the problem that music composition cannot be considered properly as a
modelling activity [Vag01]. The reason for this is that music is not depend-
ent on logical constructs and, consequently, a formalization as a founda-
tional role - although operational formalization, tools such as algorithms,
or knowledge can be applied for composing music:

“ nobody can say what music is, other than by means of a normative proposition, because
"music itself" is in fact a non-demonstrable thing, and its practice is neither arbitrary nor
based on physical or metaphysical foundations [...] " [Vag01]

Thus, regarding established musical concepts, this means that ”consist-
ency implies existence” (ibid), such that similarly, even established mu-
sical primitives can be modified by means of consistent practice (ibid). An
example for this is the introduction of twelve-tone music (cp. [Sch75])
that challenged the classical notion of consonance and dissonance. Mu-
sical ”rules” are therefore a codification of evolving practices. Because of
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the lack of formalization and the inherent interdependency between ac-
tions and perceptions - between what is planned and executed, and what
is heard, since a score cannot reflect music formally - it should be clear
that music lacks objective functions to allow evaluating a CSCM formally or
optimizing it towards these objective functions. Another point is that mu-
sical processes involve a plurality of representational systems (ibid), which
abstract musical primitives in the representational domains. These repres-
entational systems can encapsulate the production of musical processes
(e.g. formal tools that generate or transform) or strategies to qualify res-
ults and choices (e.g. interactive methods). In consequence, the choice
of musical primitives and representational systems manifests varied mu-
sical processes which in itself result in differing musical outcomes. Hence,
designing a CSCM is a form of meta-creation that determines the wealth
of musical processes and outcomes [MM07]. The plasticity of the digital
realm (software) affords digital lutherie (cp. [Jor05b]) which describes
the activity of altering or designing new instruments and musical environ-
ments according to an artistic context. However, at the same time, the user
of such systems is "the receiver and interpreter of information from the designers
of the software and the sender of information in the form of the music being composed
using the tool" [Mag06]. Thus, the user creates meaning but the software is
a system of representational meanings that influence the user (ibid). This
duality deviates from the conception that the user is a receiver of informa-
tion in traditional task-based Human Computer Interaction (HCI). In a col-
laborative environment, these relationships between meaning-making and
signifying are disproportionally more complex, because the creative pro-
cess is not embedded in a dialogue (human and machine) but in a social
situation. There are more instances where music related HCI breaks with
common paradigms in traditional HCI. For example, usability in HCI gen-
erally requires that a system provides utility (accomplish tasks that are
meaningful to the target group); is effective (functions and information
are organized in an appropriate manner); is efficient (appropriate effort to
perform a task, e.g. ”simple, intuitive use” ); is easy to learn; is safe (op-
erations have low risk) [BTT05, pp. 84]. However, as argued throughout
chapter 4, musical engagement requires that a certain degree of difficulty
in accomplishing tasks exists (long-term engagement vs. efficiency) that
there are ”unknowns” in the system (exploration vs. effectivity), that mis-
takes happen (serendipity / inspiration vs. safety). Therefore, usability
is not an appropriate benchmark to evaluate a system or to motivate its
design. Other related insights are that "inspiration does not always precede ex-
ecution", and that music making is a problem-seeking activity [FB13] which
is only peripherally concerned with creating a product (artefact) [McD+13].
This is analyzed in more detail in chapter 4 and section 5.1.

1.3.2 Wicked Problems

In [Dah14] Dahl draws parallels between designing new methods for mu-
sic composition and wicked problems as they were elaborated upon by
Buchanan. Wicked problems are a "class of social system problems which are
ill-formulated, where the information is confusing, where there are many clients and
decision makers with conflicting values, and where the ramifications in the whole sys-
tem are thoroughly confusing" [Buc92] (cited from ibid). They have a critical
dependence upon human cognitive and social abilities [Hev+04]. The con-
sequences are (cited from [Dah12]):

• They "have no definitive formulation, but every formulation of a wicked problem
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corresponds to the formulation of a solution".

• There is no exhaustive list of admissible operations for solving wicked
problems.

• "No formulation and solution of a wicked problem has a definitive test".

In a similar way, the design of new musical instruments faces the issues
that few clear guidelines exist, that many components interact and that
there is a lack of explicit criteria for success. It follows that designing has
to be pragmatic and iterative, where "problem setting and problem solving co-
occur" [Dah14]. This pragmatic account is a "hermeneutic process of interpret-
ation and creation of meaning" in which prototyping is integral. It contrasts
with the conservative account where design can begin once the problem
is defined leading to a synthesis of solutions for the deconstructed sub-
problems. Another point that is raised by Dahl is that this process itself
is dichotomous: it engages in design-oriented research as prototypes are
used to understand fundamental aspects of music making and at the same
time it engages in research-oriented design as prototypes are applied in
musical performance2. 2 Fallman distinguished

between design-oriented
research where research is
the focussed area and design
is the means, and research-
oriented design where design
is the focussed area and
research is the means [Fal03].

1.4 Methodology

The previous section pointed towards a research methodology that em-
phasizes an iterative and exploratory design practice which is grounded in
a pragmatic discourse. More specifically, this resembles a design science
approach in which user experience is the criteria for assessment.

1.4.1 Experience Design

It is apparent that musical instruments (in the broadest sense) are simply
not utilitarian [McD+13]. In fact, musical engagement is to a large degree
hedonistic [Che14], thus, the tool oriented methodology in traditional HCI
of designing such a system is inept [BBP07]. It follows that the design for
musical engagement is a design for music experience with a focus on ludic
interaction 3. The approach of ”experience design” fits into this conceptu- 3 Of course, usability is an

essential prerequistite in or-
der for a pleasurable system
[Bec13]. The point is that
design for usability alone is not
sufficient.

alization since it "is concerned with all the issues that go into providing an engaging
and enjoyable experience for people in both the short and longer term. This includes
aesthetics, pleasure and emotional engagement in terms of both the product and the
service provided." [BTT05, p. 112]. McDermott et al. make similar observa-
tions and point out the relation of experience design in long-term engage-
ment: "Music interaction, it seems, must be studied in its native environment. More
broadly, the language of experience design is perhaps more appropriate than that of
usability for discussing music interaction. Experience design privileges consideration
of the holistic experience of the interaction, which by nature is longitudinal, and must
incorporate temporal changes in the human due to the interaction [...]" [McD+13]. In
this way, experience design is human centric which requires an understand-
ing of the activities, aspirations and contexts involved in human-computer
as well as human-human interaction [BTT05, ch. 1]. Thus, Benyon alludes
to the necessity to frame the conceptual design which precedes physical
design4. The conceptual design is abstract, the aim is to avoid assumptions 4 There are three components

to physical design: opera-
tional design, representational
design, and design of inter-
actions (cited directly from
[BTT05, p. 52])

about the specific distribution of information or functions (focus on ”what”
instead of ”how”) and rather create a rich picture of the main conceptual
relationships between the main entities in a (socio-technical) system (ibid).
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This implies understanding the structure of the situation in which this sys-
tem is embedded. Embedding is a crucial point in this thesis: music making
and collaboration have a rich vocabulary of interaction and meaning mak-
ing which is either established (culturally and socially) or natural (cognitive,
embodied and social). To disregard the involved factors can ultimately lead
to the disruption of socio-technical processes.

1.4.2 Design Science

Design science "seeks to extend the boundaries of human and organizational cap-
abilities by creating new and innovative artifacts" [Hev+04] (cited from [Fri13, p.
4]). As characterized in [Hev+04], it focusses on the design of inform-
ation systems that address the aforementioned class of wicked problems.
Hevner et al. propose guidelines for this design process which are also use-
ful for the presented research area although some of these are motivated
by business related considerations. Based on the summary in [Fri13, p. 4],
these are:

Design as an Artefact: "Design-science research must produce a viable artifact in
the form of a construct, a model, a method, or an instantiation."

Several concepts and prototypical implementations of socio-technical and
socio-cultural environments for supporting the collaborative creation of
music have been proposed and developed. These address the music re-
lated subjects of structure (rhythm and harmony), emotion and timbre.

Problem Relevance: "Theobjectiveof design-science research is todevelop technology-
based solutions to important and relevant business problems."

The market for music technology has been constantly expanding in the last
decades. However there are few technologies that allow for collaboration
in electronic music making. Creative endeavours, especially musical ones
have been linked to mental health and well-being in numerous sources (cp.
[RD00a; MKM12]). Positive effects of collaboration have also been shown
in music therapy (cp. [Ans+13; Mag+11]).

Design Evaluation: "The utility, quality, and efficacy of a design artifact must be rig-
orously demonstrated via well executed evaluation methods."

Instead of the HCI related notion of utility and efficacy, evaluations focus
on user experience. All prototypes have been evaluated in user studies in-
cluding quantitative and qualitative approaches.

Research Contributions: "Effective design-science research must provide clear and
verifiable contributions in the areas of the design artifact, design foundations, and/or
design methodologies."

Contributions have been made to the fields of NIME, HCI and CSCW /
CSCM. These can be found in chapter 5 and the respective chapters de-
scribing the prototypical implementations.

Research Rigor: "Design-science research reliesupon theapplicationof rigorousmeth-
ods in both the construction and evaluation of the design artifact."

The design requirements have been deduced by theoretical work and ana-
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lysis of related work as well as iterative prototype development. User stud-
ies have been performed to validate or dismiss the raised points.

Design as a Search Process: "The search for an effective artifact requires utilizing
available means to reach desired ends while satisfying laws in the problem environ-
ment."

Multiple paths for approaching the related subjects have been proposed
and tested using the prototypes. The iteration is based on a previous con-
tribution which has been developed in the scope of my Diploma Thesis
[Klü09] and subsequently published [Klü+11]. This approach has been cri-
ticised in [Xam+13]: "...the authors adopt a traditional approach of supportingmusic
composition and notation with less consideration to contemporary music practices. A
contemporary music approach tends to use alternative musical instructions more fo-
cused on the music process (Cox and Warner 2004; Gresham-Lancaster 1998), a prac-
tice close to the notion of unpredictability and uncertainty, which arguably tends to be
present in music performance with novel interfaces for music." This valid point is
addressed in chapter 3. My own points of criticism are that this prototype
depends on specific technical knowledge which conflicts with supporting
heterogeneous groups in the musical collaboration (discussed in the same
chapter). It covers many aspects of music creation (rhythm, harmony and
sound-design) and provides equally broad controls. In consequence, it
gives importance to peripheral tasks which is detrimental to creative en-
gagement with the domain (chapter 4). The breadth of possible opera-
tions and the implementation thereof makes evaluation and deduction of
insights challenging. These are the reasons why the musical domains of
rhythm, harmony and timbre have been approached with separate proto-
types.

Communication of Research: "Design-science research must be presented effect-
ively both to technology-orientedaswell asmanagement-orientedaudiences." The pro-
totypes and results of the evaluations have been presented and published
in international, specifically music technology related conferences.

1.5 Outline

The aim of the following chapters is to create the aforementioned ”rich
picture” in order to frame the scope of the socio-technical environment
and its relationships to traits of musical engagement. Inter alia, this in-
volves creating conceptual scenarios, characterizing conceptual personae
and their mental models with respect to musical and social engagement,
as well as considering the role of the physical environment and social con-
text in which collaboration takes place. Chapter 3 is concerned with ex-
ploring these contexts, it also shows that music is in many parts rooted
deeply in social, cultural and embodied practices. Chapter 4 argues from
the perspective of Human-Computer Interaction and practices in collabor-
ative music improvisation to point out several desirable design goals for
prototypical implementations. Furthermore, it is argued that the tabletop
as shared interface can be embedded fittingly (section 4.1) into these con-
texts and that electronic dance music is a suitable scope of the focussed
musical activity from the viewpoint of shared knowledge and collective
creativity (section 5.3). Chapter 2 gives a short overview of the history of
electronic music production and practices. More importantly, it is revealed
that most tools are focussing on solo use and require specialized know-
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Figure 1.1: The reacTable
application makes use of a
modular synthesizer metaphor
and employ multi-touch and
tangible interaction for con-
trolling sound generating and
modifying building blocks.
Taken from [Wik07]

ledge. This conflicts with prerequisites for collaborative creativity support
and thus motivates the focus on alternative interaction and organization
methods in applications. The main insights of this ”rich picture” are sum-
marized in chapter 5. This is followed by an overview of the software ar-
chitecture of the generic framework that has been used to build the pro-
totypes including additional software packages.

� � �
After this first foundational part, prototypical applications and models are
presented. These are subsumed into three categorical aspects of music:
timbre, emotion and structure. This partition is mainly motivated by the
focus of the prototypes. However, an alternative scheme may be equally
valid. All prototypes have been evaluated in user studies with focus on
user experience. Furthermore, certain studies are tangential to musico-
logy, such that additional insights that are not mainly related with the core
research question have been gained.

� � �
The thesis concludes with a summary and outlook, including starting points
for future works.

1.6 Related Work

While the most relevant related work for the approached topics is presen-
ted in the respective chapters, the following gives an overview of applica-
tions which can be considered as directly related, preceding contributions
to the presented field.

� � �
In the last decade several music applications have been developed that
are based on a single display with multi-touch or tangible input modalities.
Most notable is the seminal work of the reacTable team [Jor+06], which
has created a system that is intended for collaborative use and has been
widely used in exhibitions, concerts and educational institutions for chil-
dren (the system is shown in figure 1.1). It is roughly based on the concept
of a modular synthesizer in which sound generating and modifying blocks
can be interconnected to generate audio. The interfaces uses a mixture
of tangible and multi-touch interaction such that the audio related blocks
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Figure 1.2: The first itera-
tion of a collaborative music-
making environment lzrdm by
the present author, [Klü+11]

are represented physically as tangibles. Physical interaction (e.g. rotation)
with these alters synthesis related parameters while additional functional-
ity is accessed via touch interaction. It supports the explorative creation
of music without preceding limitations on the musical expressiveness for
the setting of co-located collaboration as a design principle in a playful
way. Regarding the expressiveness, it allows both, experts and novices,
to take part in the creative process of creating music. However, one main
point of criticism is that it does so in a quite technical way, which makes
the targeted exploration of the sonic possibilities offered by the system
difficult for novices. This viewpoint will be elaborated in chapter 2. Even
nowadays the reacTable remains the most influential collaborative music
making system such that later contributions to this field use similar inter-
action paradigms.

Figure 1.3: Picture of mix-
iTUI application for mixing au-
dio samples and applying ef-
fects. Focus is the performer-
audience relationship (taken
from [PH09])

Figure 1.4: Xenakis is a gen-
erative music application
for single users (taken from
[Bis+08a])

� � �
Our previous contribution [Klü+11] was similarly technically inclined as the
reacTable since the main focus was to translate common studio practices
in a Digital Audio Workstation (DAW) to a collaborative use-case. It al-
lows the composition of harmonic structures, song arrangements, limited
synthesis control and real-time playback of song fragments for improvisa-
tion. Compared to the presented related work and the contributions in this
thesis, the application follows a more comprehensive approach to music
composition. However, unlike the present thesis, the design considera-
tions for this prototype (see fig. 1.2) were principally informed by design
traits from HCI and CSCW. The critique in the previous section 1.4.2 already
expressed the issues with the design and this comprehensive approach.

� � �
SoundXY4 [Xam+14] and Touchtr4ck [XLD11] are recent contributions by
the research group that co-created the original reacTable. These applica-
tions have been developed as part of Anna Xambó’s PhD thesis. SoundXY4
allows interlocutors to compose musique concrète in a style inspired by
Russolo’s The Art of Noise. Musically, the scope of the application is lim-
ited as samples of recorded sounds can be only played back and filtered.
Similar to the reacTable, tangibles were used to represent these sounds
and filters. However, what is interesting is that the prototypical imple-
mentation was concerned with extending awareness considerations that
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have thus far been mainly applied to tabletop interaction to the audio de-
livery method. An ambisonic speaker arrangement was used to give each
sound a location in the room depending on the position of the respective
tangible on the tabletop. Touchtr4ck, focuses on the design principles that
allow collaboration in a democratic way, thus implementing many of the
design principles proposed in [Sco+04; Kru+05; Hor05].

Figure 1.5: Similar to Xena-
kis, ANTracks allows to gener-
atively create music on a tab-
letop (taken from [Wol+10])

The application design is inspired by the approach to collaborative elec-
tronic music performance Stockhausen chose for his aforementioned piece
Mikrophonie I (1963) in which there is a real-time division of labour between
producing, recording and transforming sounds. For this, sharedmulti-touch
controls are employed to record, play-back and process four audio loops.

� � �
Similar to the last two prototypes, mixiTUI [PH09] (figure 1.3) and Au-
diopad [PRI02] allow users to mix pre-recorded audio loops and to ap-
ply further effects. However, the tabletop is seen here as a mediator in
the performer-audience relationship5 rather than the musical collaboration 5 This relationship can be seen

as a form of collaboration as
well.

between musicians. Other single user tabletop applications include Xena-
kis [Bis+08a] (figure 1.4) or ANTracks (figure 1.5) [Wol+10]. These applic-
ations use a generative approach to making music by steering stochastic
processes for music generation. Scrapple [Lev06], for example, allows to
design and resynthesize spectrograms in real-time. These single user in-
terfaces show interesting alternative approaches to create music which are
independent of the classic loop playback or modular synthesis approaches
and still allow a fair degree of expression. Of course these systems circum-
vent the (design) issues that arise for a collaborative environment.

� � �
Of course, with the widespread adoption of multi-touch technology in con-
sumer devices, supporting co-located collaboration in a similar fashion to
tabletop applications became feasible for tablet computers. Cotracks is
an application designed for the Apple iPad [App10] that provides com-
paratively sophisticated tools to create loop-based music collaboratively
[Fut13]. It offers several interface layouts to concurrently use virtual in-
struments in groups of two to four people. Collaboration is roughly based
on a division of labour similar to a band setting where each user has control
over a dedicated (set of) instrument(s). Because of the small size of the
shared display certain beneficial design traits such as supporting territori-
ality (cp. chapter 4) are not leveraged. Further information about the user
appreciation is not available and a more general evaluation of the interface
design has not been published, possibly because the application has been
released just recently.

� � �
Another interesting approach to collaborative music composition is Com-
position on the Table [Iwa99], which allows users to construct rhythmic
and harmonic loops by creating paths along a grid structure on which user
generated objects can move around (as can be seen in figure 1.6). Albeit
the system severely limits the expression since the harmonic pitches are
fixed and the created rhythmic loops have a short length, it provides an
interface which is easy to grasp for novices and still allows some musical
complexity to emerge [BF03].

� � �
An example for non-democratic use of a collaborative musical system that
does especially support expert and novices alike is Iltur [WD05]. The sys-
tem uses special controllers to interact with the application while experts
interact with their traditional instruments only as exemplified in figure 1.7.
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Figure 1.6: Composition on the
Table [Iwa99]

Figure 1.7: Iltur [WD05] used
in a studio recording; the trum-
pet playing of the person to
the left is recorded so it can
be altered in realtime by the
person to the right interfacing
the system using a specialized
controller [WD05]

The support is achieved by a hierarchical process in which the sound played
by experts is recorded and analysed in real-time upon request by novices
using their special controllers. Novices can then play the analysed record-
ings back with the further possibility to generatively permute them e.g.
transposing or rearranging the melody line played by a trumpet. The sys-
tem keeps track of the overall musical and adapts the control input of the
novices to fit to e.g. to the harmonic content that is played by the experts.
Here, different interfaces and processes are used for experts and novices
while the system has the role of a mediator between those two. This ap-
proach of employing a hierarchical music-making process and giving the
computer the role of amediator seems very promising andmaymake sense
in the setting of using a Single Display Groupware environment and creat-
ing electronic music as well.
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Chapter 2
FromMusique Concrète to the

Bedroom Producer

"This revolution of music is paralleled by the increasing proliferation of machinery
sharing in human labor. In the pounding atmosphere of great cities as well as in the
formerly silent countryside, machines create today such a large number of varied
noises that pure sound, with its littleness and its monotony, now fails to arouse any

emotion."

Luigi Russolo, 1913

Chapter Abstract
The following outlines the history of electronic music in the context of stu-
dio works. Emphasis is given to the set of skills acquired for modern (elec-
tronic) music production, the transition from shared group processes to
one that centres around highly qualified individuals. It is argued that this
technology driven change is also reflected in the involved tool chains that
make integration of collaborative practices difficult.

A
s argued by Simon Emmerson in [Emm86, ch. 1], Electroacoustic
Music is the single novel music form that developed within the 20th
century, because it signified a point of departure from core con-

ceptions of (classical) music. Within this development, the creation and
understanding of macro-, micro structures and timbre of music pieces was
transformed. Electroacoustic Music is a meta-genre which is nowadays a
catch-all term for music that is produced with electronic means in an insti-
tutional context or within classical tradition [Dem10, ch. 1]. The approxim-
ate pendant in the popular culture is called Electronica and includes various
electronic music forms such as Electronic Dance Music, Ambient, Indus-
trial, Indietronica, Krautrock, Synthpop, Breakbeat and Glitch, to name a
few (ibid).

2.1 Breaking with History

The technological development that served as a basis for this change came
with the establishment of public radio, the entertainment industry [Wor09],
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and the invention of music related devices between 1920 - 1945 [Hol12, p.
19]. Especially the backlash against Old World arts and values [Hol12, p.
42] and the post-war availability of tools for editing and recording tapes as
well as shellac discs [Man03] made the artistic examination of these new
technologies feasible and its conditions favourable. The direct result of
this is musique concrète, pioneered by the French (broadcast technician
and then composer) Pierre Scheaffer and Pierre Henry. Cox summarizes
the history and impact of Pierre Schaeffer’ work, or musique concrète in
general, on music in the popular culture as:

“ [...] Schaeffer's method of composition bore a closer resemblance to cinematic montage
than it did to traditional music composition. Themajor European avant-garde composers
(Stockhausen, Boulez, etc.) flocked to his Paris studio; but, ultimately,the impact of Schaef-
fer's work was felt most strongly outside classical music, for example, in the early tape ex-
periments of LesPaul, the studiomanipulations ofBeatles producerGeorgeMartin, [...], the
sampling and turntablism of HipHop DJs from Grandmaster Flash to Q-Bert " [CW04,
p. 5]

Shortly after he founded theGroupe de Recherches Musicales (GRM)with a
dedicated studio with support of his former employer Radio-diffusion Tele-
vision Françaises (RTF) in 1951 to nourish research in musique concrète,
the Nordwestdeutscher Rundfunk established a similar facility under su-
pervision of Herbert Eimert [Hol12, p. 51]. However, the technical and aes-
thetic direction was different: the studio for elektronische Musik followed
the footsteps of serialist composers and focussed predominantly on the
creation of purely synthesized sound objects as opposed to sampled and
manipulated ones at GRM. The animosity between these two studios for
the next two decades has been documented in various sources (ibid). Al-
though the techné employed in both studios differed, the artistic products
were oftentimes indistinguishable [Hol12, p. 76]. As will become appar-
ent in chapter 8, even vastly different technological approaches in signal
processing can lead to similar acoustic results.

2.2 Studio Works in the Mainstream

Following the international recognition of works created in these studios,
in a second wave, new studios opened throughout Europe and America
[Man03]. Perhaps the most well known is the BBC Radiophonic Workshop
(cp. [Nie10]) where sound effects for the BBC’s radio and television pro-
grammes were devised. In this second wave the acoustic results of the
newly introduced technologies and techniques were publicised through
massmedia, not only in the formof sound effects formovies, radio or televi-
sion but also in the form of new compositions, e.g. the Doctor Who Theme
by Ron Gainer (1963), which was realised by Delia Derbyshire at the Radio-
phonicWorkshop as a mixture ofmusique concrète tape modifications and
synthesized sounds. With this, these processes became gradually adap-
ted and established as production methods in music studios. For example,
The Beatles experimented with tape loops (and tape based effects) in their
late period [Mac07, ch. 1] for the albums Revolver (1966) or Sgt. Pepper’s
Lonely Hearts Club Band 1 and The Beach Boys used tapes to layer the voice 1 Interestingly the cover art for

this album also shows a picture
of Karlheinz Stockhausen

harmonies (and re-recording the results) in Pet Sounds (1966), mixed syn-
thesized bass sounds with the playing of a real Fender bass or created song
arrangements by re-assembling recordings taken from different versions of
a song (Good Vibrations, 1966) (ibid).

� � �
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The raise of the recording studio not only as a creativity enabling institution
for artists but also as an economic keystone of the music industry can be
seen in the shift from live performances to recorded works as the "dominant
industrialized commercial medium of popular music" [Har14]. The affordability
of studio technology at the end of the 1970s finally led to the adoption
of these production tools in the underground music culture, for example in
Punk, Disco and the later early Electronica with its emerging Techno scene,
or Hip Hop [Mil13]. Thus, the egalitarian effects of mass-producing means
for electronic music creation (starting in the 1980s with the introduction
of affordable digital synthesizers), resulted in that the technical acquisition
methods of material (sound objects, composition structure, …) within the
two spheres of ”high arts” and the mass-appeal electronic music merged
[Dem10, ch. 1]. However, the distinction between these two is still ap-
parent in the scientific discourse (ibid); a more in-depth essay about this
relationship can be found in [Emm07, ch. 3].

2.3 The Studio as an Instrument

It was in the same period when the music studio became an instrument of
its own, a new compositional device, that altered the role and habitus of
the classic record producer and composer - apart from offering the means
to create new sonic forms [Mac07, ch. 1], [PB04]. The producer-composer
Brian Eno (Roxy Music), who has been vocal about this change since his
solo-works in the late 1970s summarizes this in the following:

“ In a compositional sense this takes the making of music away from any traditional way
that composersworked [...] andone becomes empirical in away that the classical composer
never was. You're working directly with sound, and there's no transmission loss between
you and the sound -- you handle it, it puts the composer in the identical position of a painter
-- he's working [...] directly with the substance [...] " [Eno04, p. 129]

The following explosion of popular electronic music can therefore not just
be reduced to the affordability of technology or the larger sonic palette but
also involves a socio-cultural change: single persons can create and shape
music and sound, omitting the necessity to perform with or compose for
a group of musicians in order to manifest a sonic or compositional vision
[Hom09]. Furthermore, this development was accelerated with the advent
of MIDI, a protocol that allows recording and editing of performance-data
(using dedicated hardware or a computer) and controlling electronic in-
struments in detail (ibid) and, later, with the affordability of music studio
solutions that rely entirely on software. Nowadays, this is apparent in the
vast majority of new electronic music being produced by ”bedroom pro-
ducers”, people who have set up a studio in their own home, not relying on
commercial studios in order to record their music [Ram06; Car12]. Thus,
this third transition also signals a departure from studio work as a collab-
orative process to one that is centred around an individual (ibid) in its en-
tirety. The implications will be discussed in the next section.

� � �
Another departure in this regard is that music production work is shift-
ing towards interactive performance, where music is created in a feedback
cycle between the creative individual and the recording or composition
tools [Vag01]. This ”interactive play” is therefore a mixture between real-
time music composition and musical improvisation [Ram06]. Thus, apart
from soundmaterial, representational and social implications onmusic cre-
ation, with the establishment of recording technologies also music com-
position processes have changed. Central to this aspect is the sequencer,
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a hardware device or software that has the purpose of linearisation of mu-
sical material [DNB05] and as such create a linear, temporal ordering of
performance data for (sound producing) studio equipment which can be
in general repeatedly edited, played back and also recorded in real-time2. 2 A taxonomy of the various

modern sequencing concepts
is given in [DNB05]

The resulting impact on the music creation process is that composition and
performance both become non-linear and are free to be structured into a
musical form at any time since performance data can be rearranged and
every improvisation can be submitted to a reelaboration [Tar95][p. 7-9].
Furthermore, the intermediate level of note or harmonic structures can be
omitted, it allows to construct sonorities and their temporal linearisation
exactly. As performance data and performance are decoupled, so are the
roles of the composer and performance skills of instrument playing. Es-
pecially this gave raise to new musical forms that are detached from the
physical abilities of any human performer (cp. [GP05][p. 165-177]). Thus,
one can see that the sequencer itself is another technological development
based on serialist music principles and concepts from electro-acoustic mu-
sic.

� � �
The influence of (technological) developments in Electroacoustic music on
Electronica is still apparent, for example, in the numerous tools originally
developed at academic institutes such as IRCAM (Institut de Recherche et
Coordination Acoustique/Musique) or GRAME (Centre National de Créa-
tion Musicale) that have been opened to the music producing public as
commercial products3. 3 e.g. the IRCAM Studio Tools

that have been developed
in collaboration with Flux, a
professional studio software
company, [Flu13], or the
Kyma hardware and software
environment that is frequently
used in commercial sound-
design which was originally
developed at the CERL Sound
Group at the University of
Illinois [Sym90]

� � �
Given the commonalities between the academic and popular electronic
music that have been presented thus far, we can subsume that - excluding
antipodal cultural phenomena - phenomenological and theoretical argu-
mentations and insights that regard Electroacoustic Music also hold in the
context of Electronica 4.

4 I am pointing this out, since
the related work presented
in this thesis stems mainly
from research that is con-
cerned with Electroacoustic
music due to the scarcity
of musicological publications
that are related to popular
electronic music in the dis-
cussed fields.

2.4 The Bedroom Producer

De Carvalho et al. discuss the various roles of the ”bedroom producer”
or ”home recordist” in [Car12], stating that home recording is a one-person
job involving a large array of roles and associated expertises because of the
aforementioned technological and inherent social changes in studio work.
Depending on the literacy in the activity of home recording, the expertises
overlap with classic professions in the recording studio, such as the mix-
ing engineer, sound engineer, studio designer, and the producer and (ses-
sion) musician [Ram06; Car12]. The acquisition of those required skills and
know-how is generally seen as an ongoing process that aims to accomplish
the proficiency on par of professionals. Furthermore, the latter requires, to
some degree, the accumulation of professional tools and therefore pre-
supposes both, sufficient dedication to activity and the necessary financial
assets. Apart from the accumulation of such hard skills, other necessities
are the ability for critical self-evaluation (feasibility of musical ideas) and,
of course, the musical artistry. Moreover, in the professional realm, freel-
ance work is predominant while ”real” work experience and expertise is
preferred over certificates or qualifications from institutions [Car12; HB10].
Hence, with project related work that is carried out in home studios and the
necessity of freelancers to invest into their carriers [HB10], affordable mu-
sical tools for home recording are bound to become more professional. To
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summarize, the home recordist as a prototypical, modern music creator is
a person that represents very high musical and technological literacy con-
joined with high motivation and dedication to acquire capital and skills in
a time-consuming process.

2.5 Contemporary Techniques for Collaboration in
the Studio

As outlined, the music production process changed from a shared group
process to an individual one throughout the last decades. Expectedly, the
production tools reflect this [Ram06]. To gain a broader view and under-
stand the consequential implications, it is worth exemplifying how current
studio technology integrates into collaborative practices. Generally, the
distinction between composing and performing music is blurred in (real-
time) electronic music production [XLD11] since the interpretation which
transforms the symbolic representation of music to sound is largely omit-
ted. From a superficial and purely mechanics informed viewpoint, collab-
oration in electronic music making at least requires the following:

Composition: Sharing of artefacts which represent musical products such
that these can be re-integrated into another (alternative, iterative) mu-
sical context.

Performance: Shared control over artefacts and generating processes. This
means that the process of creating of artefacts facilitates multiple points
of access for interaction.

There are few established techniques to exchange artefacts due to the
scarcity of standardized document formats or protocols. Apart from stand-
ards for video and sound authoring such as Open Media Framework (OMF,
[EDL97]) or Advanced Authoring Format (AAF, [Adv06]) which do not
have reasonably widespread support outside of the broadcasting industry,
the most common method is to either exchange MIDI file data or rendered
audio material (called stems). Stems lack plasticity since they represent
the recorded result of the generating processes (symbolic data, automa-
tion, synthesis), transformations can only be applied as a post-processing
method within a comparatively limited scope. MIDI files on the other hand
represent just symbolic data (note events) and automation data. However,
apart from a comparatively simple mapping of symbolic data to instrument
control in the General MIDI standard, the MIDI file format does not con-
tain any additional ways of saving mappings of control data to the sound
generating processes. To summarize, exchanging data between platforms
(software or hardware) is either not technically possible or results in a loss
of information. Exchange using the same software platform instead is more
common practice. Here, usually project files are exchanged. There are sev-
eral (online) services that facilitate such a project oriented file exchange
and remote collaboration. Examples of these are Ohmstudio [Ohm11] (as
an integrated Digital Audio Workstation and remote collaboration environ-
ment), or blend.io [Ble14] and Splice [spl14]. which are more similar to a
cloud storage system with additional project management facilities. How-
ever, to my knowledge no common software platforms currently allow co-
located collaboration for sharing documents and concurrently working on
these.

� � �



20 collaborative music-making with interactive tabletops

Another practice that is supported in most modern DAWs is to create map-
pings from hardware control surfaces to software parameters for tactile
real-time control. In this way control over the generating processes can
be shared. Since most DAWs are still exclusively single-user environments,
certain functions generally cannot be performed concurrently, for example
editing or recording performance data which means that iterative pro-
cesses in creative practice are not easily facilitated (cp. chapter 3). In
this scenario a single computer acts as a hub for the collaborative music
performance.

� � �
In studio setups where devices are distributed (e.g. hardware, several soft-
ware systems running on the same machine or on different ones), there are
additional infrastructural problems. These include synchronization of all in-
volved devices, and sharing or routing control and audio signals. Common
methods employ MIDI for clock synchronization of the devices and shar-
ing MIDI or OSC control, so one device is able to control another. MIDI
clock synchronization is done with one device acting as master clock, set-
ting the tempo for all other (MIDI) connected devices and setting start and
stop signals. The sharing of MIDI or OSC control can be achieved in a sim-
ilar way. However, this adoption of MIDI can already be seen as misuse, as
this protocol and its hardware is devised to be unidirectional, connecting
devices either end-to-end or by a bus. One central problem is that there
is no standardized mapping in MIDI or OSC, therefore setting up such con-
trol networks involves technical skills, knowledge about the device specific
MIDI or OSC implementation since this tends to differ significantly from
device to device. In a hardware centric setup accessories such as MIDI
expanders, repeaters and additional cables are needed. Similar configura-
tions are necessary for routing audio. There are additional issues involved
such as latency compensation for digital processors, format conversion of
digital control protocols and analogue signals (voltage, balanced / unbal-
anced connections). With such an infrastructure it is possible to shape the
audio signals collaboratively or distribute control over the involved devices.
However, sharing artefacts is not facilitated.

� � �
To conclude, it is apparent that even simplifying the means for collabor-
ation to a purely technical and functional environment that completely
disregards prerequisites for supporting human interaction, social context
and collaborative musical practices, supporting collaboration is a difficult
undertaking because devices integrate improperly into a shared environ-
ment.



Chapter 3
Social Aspects: Creativity, Music,

Interaction and Flow

"If all meanings could be adequately expressed by words, the arts of painting and
music would not exist. There are values and meanings that can be expressed only by

immediately visible [...] and audible qualities, and to ask what they mean in the sense of
something can be put into words is to deny their distinctive existence"

Dewey, Art as experience, [Dew05, p. 77]

Chapter Abstract
This chapter summarizes the various contexts in which creativity, embod-
iment and musical engagement and its proximate functions exist. It is
shown that in each of these, social practices are embedded deeply such
that focussing on the support for collaborative creation of music in this
thesis is valid.

W
hile the previous argumentation has already implied that col-
laboration and music-making are part of a complex interplay
between technology, social factors of engagement and creativ-

ity, it is nonetheless necessary to further analyse these matters. This es-
tablishes fundamentals that in the following chapters serve to frame the
requirements for successful CSCM applications.

3.1 Creativity

Music-making is a creative endeavour. This raises the question what cre-
ativity is and how it relates to the socio-musical context. As with any mat-
ter that is multifaceted, there exist multiple definitions for it, with the most
commonly held that creativity involves the creation of a novel idea that
serves some purpose [Ste99, p. 137-144]. Thus creativity represents a bal-
ance between the originality of an idea and its usefulness, the quality to
solve a problem, resolve a difficulty or fulfil some desire. There are two
viewpoints in which creativity produces such ideas, the personal view and
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the social view ([Ste99, p. 450-452] and [Csi97]). In the former viewpoint
it is argued that human cognition offers creative capacity as an essential
property, in the latter creativity stems from the assessment of value of an
original idea for a certain domain by means of social and cultural processes
as explained by Csikszentmihalyi in [Ste99, p. 313-335]. The relationship
between these creative identities need not to be an antipodal one [Fis05b]
but up to now a unifying theory is still missing. However, the general con-
sensus in recent research is that a confluence of factors are responsible for
creativity to emerge [TM13], thus admitting the socio-cultural interactions
between the individual and their environment. Therefore, from the position
of the Systems View of Creativity (e.g. [Csi88]), it is the system itself that
produces creativity.

3.1.1 The Individualist Perspective

Individual creativity assumes that the individual brings in situated actions
(actions that cannot be planned as a whole) to cope with the current prob-
lem or situation [Fis05b]. Although there are investigations that found that
creative individuals exhibit special personal traits, there is no conclusive
empirical evidence that special personalities are a precondition for creat-
ive behaviour [TM13]. In this way, Csikszentmihalyi concludes (cited from
ibid):

“Creative individuals are remarkable for their ability to adapt to almost any situation and
to make do with whatever is at hand to reach their goals. If nothing else, this distinguishes
them from the rest of us. But there does not seem to be a particular set of traits that a person
must have in order to come up with a valuable novelty [...] " [Csi97, p. 51]

With the initial definition given above, the most generic attribute of creat-
ive individuals is the "capacity to identify a pertinent problem in their chosen field
and the development of related questions to solve it" [TM13], which is the result of
experience and knowledge rather than a biological predisposition (ibid).
Apart from this, creative individuals most likely exhibit several personality
traits. Csikszentmihalyi proposes a four stage model that consists of four
phases leading to the creative or innovative product: preparation, incuba-
tion, insight and elaboration. These stages can overlap and involve various
iterations depending on the creative task. This model can be seen as an
elaboration of the more general phases of divergent thinking, the genera-
tion of many ideas that are possibly adequate as a solution and convergent
thinking, where the generated ideas are evaluated and selected based on
appropriateness [Saw11, p. 88].

� � �
A similar model is proposed by Gelineck et al. in [GS09] for the case of mu-
sic composition of electronic music by individuals. It is based on a study
that involved the analysis of the work-flows for music composition from
18 expert music producers. As shown in figure 3.1, the model consists of
three phases, exploration, editing and working pragmatically. Similar to
Csikszentmihalyi’s work, the model is non-linear concerning the sequence
of stages. Exploration involved trail and error to express an idea but also
getting inspiration from the music tools itself, as "[m]ost prefer tools that they
don't understand fully, tools that are unpredictable in some way, or tools that they can
use in unintended ways" (ibid). Intuitive and predictable tools that
are, however, preferred for the editing and pragmatic mode as they lend
itself to accurate control over the composition. In this way it becomes
apparent that these musicians have a dichotomous behaviour, the one of



social aspects: creativity, music, interaction and flow 23

Figure 3.1: Compositional pro-
cess of music as proposed by
Gelineck et al. that consists of
three modes. An exploratory
mode, an editing mode and a
pragmatic mode.

the ”explorer” and the one of the ”worker”, and similarly, tools or a set
thereof have to reflect this. Furthermore, it was revealed that most sub-
jects impose artificial boundaries, rules or dogmas to their options in order
to either guide or challenge their creative processes. Hence, freedom, with
respect to tools, is seen as the ability to subvert such boundaries or initial
directions when seen fit without externally imposed restrictions. Therefore
this form of freedom is seen as equally important to the creative process.
Concluding to this study, Gelineck et al. propose several design goals for
related electronic music instruments. Relevant for this thesis are the pro-
posals Design for unintended use and Design for a balance between an
intuitive tool and an unpredictable tool. Throughout this thesis, these are
one of the main points for argumentation and evaluation of prototypes,
namely the targeted creation of musical artefacts, which is analogous to a
convergent phase, and the exploration of the respective musical domain
(cp. chapter 5), which is identical to a divergent phase. Of course, there
is a large body of work conceptualizing and analysing the creative pro-
cesses in music composition that are largely in agreement with the presen-
ted concepts and emphasize the associated qualities of linear / step-wise
and recursive / iterative practices and repeated aggregation of composi-
tional elements (”chunking”, cp. [Bam77]) in this task [Col05]. However,
Collins criticised previous related contributions for being too contrived to
allow for a naturalistic creative setting to take place (ibid). Hence, he ana-
lysed the composition processes of a professional composer in a three year
study that on the one hand similarly supported previous work but also re-
vealed that solution spaces are highly context driven, that the processes
are concurrent and cumulative rather than distinct. While these results are
specified within the domain of music composition, on a more general level,
the highly parallel and iterative nature of music composition (and simul-
taneous handling of multiple operations) and the support thereof overlaps
with elemental requirements for collaborative Creativity Support Systems
(cp. section 4.1). Admittedly, Collins’ study does not focus on the com-
position of electronic music (as the other contributions) but rather ”tradi-
tional” computer aided music composition. However, apart from implica-
tions based on themedium, themain issue with this study is that it focusses
on a professional musician because themotivation formusical engagement
differs from that of other groups (e.g. novices, amateurs; cp. 3.3) which
may result in altered exploration strategies. There are also differences in
individual composing processes [Bia12].

3.1.2 The Group Perspective

For the case of social creativity, the differences in knowledge, expertise,
and perspectives that exist among individuals provide the ground to col-
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Figure 3.2: Systems model
of creativity (adapted from
[TM13])

laborate toward more creative and sustainable solutions (ibid). Similar to
Fischer, Uzzi [US05] shows within the notion of “small world networks”,
that many key innovations in art, science, and politics have been created
within a network of artists or scientists that shared and judged their ideas
together with results that supersede what a single person could have been
done in isolation (more on this will be given in the context of Flow, section
3.5) [Fis05a]. In the matter of Collaborative Computer Supported Work,
Fischer points out [Fis05a]: “Much human creativity arises from activities
that take place in a social context in which interactions with other people
and the shared artefacts are important contributors to the process. Social
creativity comes alive in socio-technical environments in which communit-
ies collaborate.”. Both Csikszentmihalyi [Ste99, p. 450-452], [Mor80] and
Fischer [Fis05b] argue that for social creativity the heterogeneity of indi-
viduals, the overall diversities in knowledge, experience and expertise are
the key elements to foster creativity: “The challenge is often not to reduce
heterogeneity and specialization, but to support it, manage it, and integ-
rate it by finding ways to build bridges between local knowledge sources
and by exploiting conceptual collisions and breakdowns as sources for in-
novation.”. Sawyer further points out that, generally, cognitive diversity
rather than ethnic, national or gender diversity contributes to group cre-
ativity and that heterogeneous teams outperform homogeneous teams in
complex tasks [Saw11, p. 234]. However, he also makes clear that there is
an optimal degree of diversity, such that extremes may impede creativity
and that a shared sense of purpose and commitment to the group’s goals
are a necessity. In such a setting, the computer can be seen as a mediator
for the collaboration, helping to communicate musical intent or to facilitate
the realization of musical ideas in this heterogeneous group.

3.1.3 Creative Practice: Confluence System

One of the aforementioned confluence systems is presented in [TM13]which
itself is based on the work of Kerrigan (cp. [Ker13]) but adapted to the cre-
ative practice in record production and studio recording (education). The
creative practice is described as the result of the interaction between three
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overlapping environments (see fig. 3.2). The domain is part of culture and
contains the body of knowledge and a set of symbol systems in which an
individual is knowledgeable. It is "informally and formally dependent upon the
category or style of music with which [the involved] musicians engage" (ibid). Essen-
tial to the individual is the domain acquisition which is generally an ad-hoc
process of mentoring and auto-didacticism. Depending on the field of mu-
sic making, this can be entirely informal as has been shown for Hip-Hop
and dance music producers. This is the process where musicians get mu-
sically encultured (cp. chapters 2 and 7). Being knowledgeable in the rules
and conventions that govern a domain is therefore a necessity to validate
a product within that domain but also to be able to deconstruct these in
order to achieve novelty. The field is a part of a community that evaluates
and validates the creative product (assess, reject or accept ideas) of an
individual, thus it is able to utilize and understand the knowledge of the
domain. Therefore this also means that the field validates the domain im-
plicitly. As a social organization it mediates the production of music by
filtering novelty, being proactive or reactive in its stimulation of novelty or
supporting creativity through association with the broader social system.
In the case of music improvisation within a collective, such as the intended
use case, the evaluation of new musical ideas is a collaborative process.
Here, the ideas introduced by a performer are immediately evaluated by
the other performers, "determining whether or not the performance will shift to in-
corporate the proposed new idea" [Saw11, p. 346]. Sawyer further summarizes
group creativity within the field (as defined in this section) in the following:

“Once we realize that performance creativity is like a collaborative conversation, we see
that it's not created by any one of the performers. The individualist approach [which has
been presented above] can partially explain what's going on, but it can't provide the com-
plete explanation of group creativity. To explain group creativity, we also need to incor-
porate the sociocultural approach, bringing all approaches together in an interdisciplin-
ary approach that analyzes collaboration, interaction, and group dynamics [...] " [Saw11,
p. 347]

The third component is the individual, whose creation joins the domain if
it is validated by the field and if it survives subsequent re-evaluation.

� � �
Another insight is that the relationship between (electronic) music tools
and the domain is bidirectional, as pointed out by Bennet in [Ben10]: "[...]
this is where the studio or music computer plays a significant part in the creative pro-
cess - it becomes arguably the "invisible writer" in that it generates or enables stimu-
lus material that would not be part of the creative process in a non-studio environ-
ment". A similar stance is taken in [MM07], albeit from the viewpoint of
digital lutherie (cp. [Jor05b]) which highlights one of the seminal dif-
ferences between electronic and acoustic music creation: "The process of
designing the instrument becomesaprocess of composingat the same time. The fact that
people talk about "composing instruments" [8] yields a clear distinction from the acous-
tic world [...]". Further support for this viewpoint can be found in [Mag06]
and [DNB10].

� � �
The two design principles, Design for unintended use and Design for a bal-
ance between an intuitive tool and an unpredictable tool, are also echoed
by Sawyer with respect to group creativity:

“Teams generate innovation through interaction amongmembers of the team. If the inter-
actions are predictable [...] or if they're too strongly controlled [...] then no unexpected in-
novations will emerge. Teams are more likely to generate innovation when the group task
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design allows for a group process that is emergent, unpredictable, and improvisational
(Sawyer, 2007). Yet research also shows that completely unstructured team interactions
aren't ideal; the introduction of an appropriate task design to guide the team's creative
process can enhance the innovation potential of " [Saw11, p. 347]

It becomes apparent, that the dichotomy that was identified by Gelineck
(freedom versus boundaries) also holds for the collaborative case of mu-
sical creativity. In this regard the question arises if rules should be imposed
on the creative process or whether the functional focus of the prototypical
implementations is sufficient enough as a restriction.

3.2 Music and Social Being

In [Cro05], Cross argues that music is a fundamental part of the human
communicative toolkit and that it is equally symbolic and a natural domain
of human thought and behaviour. The following section will summarize
several points raised in this contribution and in [Bis09] because these are
valuable for the continuing argumentation in this thesis and most import-
antly, it underpins the impact of social contexts on music and vice-versa.
Furthermore, there is strong evidence that, from a biological standpoint,
language and music share many similarities and that humans are primed
for music. The capacity to engage with or in music is not only a cultural
construct.

3.2.1 Proximate functions

When we look at the collaborative creation of music, we also have to frame
the underlying social processes and foundational motivators. Joint inten-
tionality is a specific feature of human psychology which involves the con-
ception and maintenance of shared intentions [Bis09] it is "manifested in the
multifarious and dynamic systems of shared meanings through which we may under-
stand each other as ourselves and act together on the world" [Cro05]. The result-
ing joint actions therefore describe "shared intentional actions as shared goals
and coordinated action plans [...] in terms of principles of [...] regulatory systems [...]
which adjust actions in order to minimize the discrepancy between the actual states
and goal states of the interactants" [Bis09]. Accordingly, this furthermore im-
plies comprehensions and enactment of roles. These processes are funda-
mental to musical engagement and have been shown empirically to take
place [Cro05]. Thus, also taking the involved cultural processes into ac-
count, one can state that the two generic functionalities of music are "in
underwriting social flexibility and in facilitating intellectual flexibility" (ibid). Music
is frequently held to be locatable in the affective domain. In essence, it
has been shown to be used to modulate emotions for and between indi-
viduals (e.g. lullabies) and group contexts across cultures. This regulating
function of music, can be seen as related to joint intentionally in interact-
ing within a mutual and synchronized framework as the proximal goal of
musical interaction is also sharing convergent psychological states. There-
fore, even with respect to simple musical engagement (proto-musical or
”musicking”), positive affect is promoted and "the co-regulation of affect and
motivational states, and the maturation, development, and repair of intersubjectivity
are seen to be inextricably linked" [Bis09]. Music has been shown to be mean-
ing bearing, "exhibiting degrees of intentionality or aboutness" (ibid). Conceiving
music because of this quality has been shown to take place across cul-
tures. However, the interpretation varies between individuals based on
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own experience and conditioning, cultural learning and interaction as well
as cultural contexts. Although it follows that in a collective musical act, the
individual musical experience differs between participants, "[m]usic can be
construed as guaranteeing the success of social interaction by conditions for theminim-
isation of conflict through its semantic openness" [Cro05]. Exactly this openness
and the subjectivity in that meanings are individually associable are there-
fore fundamental to joint intentionality. Encouraging the general topic of
this thesis, to support collaborative music creation, Cross concludes:

“ Music's capacity to guarantee the success of social interaction makes it an excellently
adapted framework for interaction in situations that are on the edge, situations where out-
comes are neither clear beforehand nor retrospectively (easily) definable [...] . But it also
means that music is able to act as a medium within which a capacity for flexible social
interaction may be rehearsed and perhaps formed " [Cro05]

3.2.2 Structure

It has been shown empirically, that "onlyglobal features suchas intensity -- volume
-- tempo, tessitura and timbre reliably elicit similar types of emotion states" (ibid). Not
all of these parameters are culturally stable, for example timbre (cp. sec-
tion 7.3). Inferring rhythmic structure and thus "organizing our experience of
the ongoing glow ofmusic around that pulse" (ibid) is one of the few musical fea-
tures that are stable across cultures. In this regard it is frequently seen
as enabling a joint sense of shared action because of these commonly ex-
perienced temporal regularities. For example, the participatory context
of music across cultures "involving overt and interactive engagement in musical
activities" can be related to this quality. In particular, rhythm facilitates en-
trainment in music participation which "involves the coordination in time of one
participant's musical behaviours with those of another" (ibid).

3.3 Motivation in Music

"[M]otivation is highlyvaluedbecauseof its consequences: Motivationproduces" [RD00b].
Motivation energizes and directs behaviors, thus it equally represents the
basis to explain the behaviour in musical collaboration. One valid view-
point is, of course, that the social situation alone motivates collaborators
to engage musically. In this way, the activity has become primarily a so-
cial event in which the technology serves as catalyst for social interaction,
rather than as the focus of the musical experience [BF03] [BB07, p10-25].
However, the focus are personal motivators and the social context which
acts as an enabler or catalyst. As will be shown, the motivation to engage
with music is highly subjective but can still lead to a classification of user
groups that are representative within the scope of this thesis.

3.3.1 Music Participation: Types

To obtain an overview of typical users and their characteristics it is help-
ful to analyse the types of human activity and motivations that precedes
music participation. In [Gat91], Gates characterizes six types of music par-
ticipants and their corresponding motivational benefits that fall roughly in
the behavioural classes play, serious leisure and work/survival:
The dabbler is curious enough about an activity so that he gets involved as
a participant. Once this curiosity has been satisfied he will become a non-
participant. Recreationists look for entertainment benefits and will sustain
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costs over benefits as long as the music activity is entertaining or provides
a source of curiosity. Amateurs and hobbyists see music participation as
serious leisure. They identify with the activity and will overcome difficulties
even for a long time, thus, sustain costs over psychological benefits. Al-
though the benefits are not easily catalogued, the result is that this group
is serious about developing music related skills and knowledge. Appren-
tices and professionals will engage in music participation for as long as it
is economically feasible.

� � �
While feedback in social contexts is an important motivational factor for
all groups, it is useful in this regard to further differentiate between various
motivational conditions. Stebbins’ P-A-P system [Ste82; Gat91] describes a
social system that exists between professional, amateur and public, where
members of the system share a set of values that are agreed-upon "that is
used to regulate behavior and decide issues of quality, including settling questions of
stratification" [Gat91]. Furthermore, certain individuals are "either or both the
"definers" and "modelers" of highquality for other" (ibid). In this system, economic
values motivate some of the important behaviours and as such, profession-
als, apprentices and amateurs are sustained and reinforced in the P-A-P
system. As stated above, others are motivated idiosyncratically or have
more personal values. Therefore, the difference between the two groups,
amateurs and hobbyists, is that "hobbyists do not adopt the values of professionals
that could result in economic benefits" [Gat91]. However, regarding the social as-
pects of music participation, the setting and social dynamics determine the
cost benefit category rather than the need tomaintain a particular persona,
role or social position to music participation. There are additional musical
and non-musical factors and values that are attached to the experience
in music participation, and therefore are influential to the type of music
participation, such as genre (content), social and political values (context).
Gates subsumes the potencies of thesemusical and non-musical value hier-
archies that affect musical participation as affective potencies and further
characterizes the aforementioned groups accordingly. He also points out
that affective potencies may change with the focus of the subject’s atten-
tion. The group of professionals, apprentices and amateurs exhibits high
affective potency for both musical and non-musical values. For hobbyists,
on the other hand, non-musical values have low or neutral potency levels
as opposed to the musical ones. Compared to those of the hobbyist, the
affective potencies for the recreationist are reciprocal. Finally, for the dab-
bler the potencies for both value classes are low.

� � �
Of course, the given characterizations reflect only one viewpoint, there are
also alternatives, such as the various cognitive styles of composers presen-
ted in [Eag+08]. However, I will focus on the presented characterizations
since there is more overlap with existing literature.

3.3.2 Intrinsic and Extrinsic Motivation

Apart from concrete manifestations of affective potencies, motivation can
be also characterized by intrinsicality or extrinsicality. In [RD00b] intrinsic
motivation is defined as "the prototypic manifestation of the human tendency to-
ward learning and creativity [...] seek out novelity and challenges [...] extend and ex-
ercise ones capacities [...] to learn [...] of intrinsic motivation describes this natural in-
clination toward assimilation, mastery, spontaneous interest, and exploration that is so
essential to cognitive and social development and that represents a principal source of
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enjoyment and vitality throughout life". Extrinsic motivation, on the other hand,
refers to attaining a separable outcome from performing an activity, such
as a reward or avoiding punishment (ibid). In the context of music making,
extrinsic motivation plays only a minor role (e.g. seeking of fame and sur-
vival) [Bis09] and thus will not be considered in further discussions. Music
making is an activity of intrinsic interest as it has appeal for novelty, chal-
lenge and aesthetic value [RD00b]. Only for this class of activities intrinsic
motivation can take place. Intrinsic motivation depends on supportive con-
ditions to flourish, otherwise it is disrupted. These can be distinguished as
those that enhance feelings of competence and those that foster social re-
latedness. The latter involves a relational social base even when behaviours
are performed in isolation. The former relies on positive social-contextural
events that act as promoters for feedback (feedback and communication)
and freedom from demeaning evaluations. Another important factor is the
feeling of autonomy such that behaviour is experienced as self-determined.
This requires immediate contextural support for autonomy or competence
or the perception thereof. In the scope of this thesis, it means that the res-
ult of actions is visible or suggestive in music performance although these
may be (partially) controlled by others or a mediator. Additionally, choice
and opportunities for self direction enhance this feeling of autonomy and
is also related to ”The Pathway to Expert Performance” in section 1.2 for
motivation in approaching a musical instrument. Thus, environments that
allow autonomy foster intrinsic motivation. Regarding collaboration, social
contexts that are positive and without conflict can "[...] catalyze both within-
and between-person differences inmotivation and personal growth, resulting in people
beingmore self-motivated [...]" [RD00b]. The three psychological needs - com-
petence, autonomy and relatedness - are thus beneficial to (intrinsic) mo-
tivation, however, if thwarted, this can lead to a diminishment, both in mo-
tivation and well-being (cp. section 3.5). Regarding the types in music
participation, one can see that the group of hobbyists and recreationists
or dabblers is mainly intrinsically motivated whereas in the group of pro-
fessionals extrinsic motivation may be dominant.

3.4 Embodied Practice & Communication

Sensori-motor experience and cognition are inextricably linked to both, Hu-
man Computer Interaction (HCI) and tangible interfaces [Hor05], and mu-
sic participation [Lem10; Lem+07]. This is addressed in the following topic
areas (paraphrased from the summary in [Pri+09]):

The relationship between action and perception: This is based on the the-
ory of affordance in which the perceived properties of objects or the envir-
onment afford or guide action. Furthermore, engagement with the world
forms the basis for our understanding of it.

Meaning-making: Conceptual systems are grounded in bodily experience
and as such meaning-making is in many cases body-based.

Situated cognition: This considers the physical and social context of a task
which shapes action and cognition. It includes the familiarity with the task
"where cognition is conscious (and therefore time intensive) in unfamiliar situations or
tasks, but becomes 'unconscious' in familiar situations".

External support: The environment acts as an external support because
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space and gesture support memory and communication.

Since these forms of embodiment are highly relevant to co-located collab-
oration facilitated by tangible or multi-touch interfaces, especially in the
context of music participation, I will expand upon the themes of embodied
cognition and interaction to further frame the implicated benefits. How-
ever, with respect to music participation only instrument interaction will
be regarded for the sake of brevity.

� � �
So far, the discussion of creativity and engagement has focussed impli-
citly on distributed approaches to cognition, where a socio-cultural pro-
cess is part of a socio-technical environment [Lin15]. As pointed out, the
physicality of musical interaction also demands the discussion of an ad-
ditional viewpoint, which is embodied cognition. From the stance of a
radical embodiment position, observing bodily actions and movements of-
fers an approach for studying cognitive processes without the "need to infer
the content of human's perceptions, intentions, [...]" [Lin15]. It thus challenges the
concept of Cartesian cognition. Lindblom highlights several insights into
human meaning-making based on embodied practice in recent research,
especially neuroscience (ibid). Since bodily states mirror cognitive states,
meaning making emerges at an unconscious and perceptual level. Even
more, it is suggested that sensorimotor processes are cognitive in them-
selves, because performing and perceiving actions are inextricably linked
to each other (outwardly and inwardly). Thus, the purpose and intention
behind movement is informed. Furthermore, facial communication cre-
ates a shared space in which "cognitive and bodily states of the interacting part-
ners are reflected in both in themselves and in-between them" (ibid). Gestures by
themselves allow the expression of concepts that are hard to articulate in
speech and are "able to present different pieces of information simultaneously, which
in speech would need to be expressed sequentially" (ibid).

� � �
In consequence, these forms of embodiment facilitate several highly desir-
able practices, namely the communication of intent, the extended expres-
sion which is particularly useful for music, where intentions can be difficult
to articulate with speech, and, importantly, knowledge construction and
learning strategies based on the mirroring property. Co-located collabor-
ation allows to exploit these mechanisms naturally.

� � �
Besides embodied cognition to frame interaction, another approach is to
examine the phenomenological aspects of embodiment, the embodiment
of interaction [Dou04]. With embodied cognition, these are the two main
strands that are concerned with the role of embodiment in (”third wave”)
HCI [XJP14]. Similar observations to the last paragraph have been made
in the music related sciences in search of answers how essential aspects of
music communication, the sharing of intentions and expressions are me-
diated. The physical layer of this mediation consists of the human body,
the musical instrument as a form of artificial prosthesis and different me-
diation channels which can be sonic, visual and haptic [Lem+07]. Ideally,
it would disappear from the cognition since the physicality of interaction
helps to reduce cognitive load [DMS07] because an already established set
of the player’s skills is leveraged for interaction [Ovi06; Dou04]. As above,
this admits that the mind is not the sole entity that springs human action
[Ing01] and thus, such interaction is commonly called ”intuitive”. Therefore,
the integration of the instrumental movements into the bodily coordinate
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system of a player leads to functional and relational transparency of the
musical instrument so that it disappears from the consciousness [Nij09;
Lem10]. This embodiment of interaction is therefore an embodiment of
musical knowledge, skills and experience.

� � �
From the social stance, embodied interaction can be seen as embodiment
of social interaction [BF03] as “it engages people in “muscular bonding”
at the physical level, which, at the intentional level, results in experiences
of collaboration, bonding and coalition signaling” [Lem+09] and therefore
it implies how performance cues are perceived, selected and processed in
order to guide executive, interpretative or expressive actions (ibid).

� � �
It should be stressed that recent research in organizational behaviour sug-
gests a linkage between creativity and embodiment exactly because of
the characteristic that creativity results from interaction with the environ-
ment and other agents. While their findings are not exactly related to com-
puter interaction, Leung et al. reveal in a series of studies that "physically
and psychologically embodying creative metaphors promote fluency, flexibility, and/or
originality in problem-solving [...] we provide the first evidence that embodiment can
also activate cognitive processes conducive for generating previously unknown ideas
and connections" [Leu+12]. To summarize, certain actions initiate or promote
creative (mental) processes. More related to the field of HCI is the con-
tribution by Klemmer et al. [KHT06], suggesting that less constrained in-
teraction facilitates thinking and communication, thus fostering creativity.
Another important aspect is that embodiment significantly contributes to
Flow (see section 3.5) since it facilitates low-level motor learning [Mag06;
NB11] and because the multisensory characteristics of music interaction
permit immediate feedback cycles - sensory feedback is simultaneous with
the music experience - which are necessary for Flow to take place [Cus12].
To summarize, embodiment in a musical activity is not only a means for
communication (the more common HCI perspective) but also an require-
ment for musical creativity and collaboration.

3.5 Flow

The strong affective involvementwith an activity is at the heart of Csikszent-
mihalyi’s theory of Flow [Csi90]. The experience of Flow can be defined as
“a holistic sensation that people feel when they act with total involvement”
(ibid). The subjective experience of Flow is the merging of activity and
awareness, complete concentration on the task at hand, sense of potential
control, loss of self-consciousness and an altered sense of time. To reiter-
ate points raised regarding engagement and motivation, creativity neces-
sitates a strong affective involvement such as Flow [Hew05]. Certain con-
ditions are responsible for the occurrence of Flow: a challenge between the
musician’s skills and the challenges posed by the performance, clear goals
every step of the way and immediate and unambiguous feedback [Nij09].
These requirements are repeatedly echoed from the various viewpoints
elaborated in this chapter (e.g. sections 4.4, 3.3, 3.4). Flow is important
as it stimulates an implicit learning process, this creates a bidirectional link
to the embodiment of music apart from the previously mentioned feed-
back in embodied interaction. Furthermore it stimulates enjoyment of the
activity and contributes to the feeling of personal engagement leading to
the empathical involvement with the music (ibid). The latter is a result of
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social presence, which in itself is part of the Flow process, it is “the feel-
ing that one has some level of access or insight into the other’s intentional,
cognitive, or affective states” [BN01] (cited from [Nij09]). If this affective
and embodied state is experienced collectively it is commonly called as be-
ing “in the groove”, referring to peak moments in a performance that are
collectively felt to work [Swi11].

� � �
The collective experience of Flow is also referred to as Group Flow [Saw06],
which has been shown to happen in CSCM environments [SR04; Swi13],
Jazz improvisation groups (ibid), string ensembles as well as improvisation
theatre groups [Saw06]. In the empirical study by MacDonald [Mac06]
which focused of collaborative music composition, it was furthermore re-
vealed that groups that reported the experience of Group Flow correlated
with more valuable compositions in comparison to groups that did not ex-
perience it. This insight is supported in other sources, such as:

“ Group Flow can inspire musicians to play things that they would not have been able to
play alone, or that they would not have thought of without the inspiration of the group [...]
" [Saw06, p. 158]

In this way Group Flow is a motivator and means for the group to innovate
in a creative task. It is not primarily a function of the skills and inclina-
tions of the individual members, but the particular way contributions to
the musical whole are (empathically) interpreted and, in the course of per-
formance/improvisation, are built upon. Similar to the argumentation in
the last section, Group Flow requires a fertile environment that allows free-
dom to experiment:

“ People love to be in group Flow (Eisenberg, 1990). As a result, the companies that cre-
ate an improvisational work environment will be better able to attract and retain the most
creative professionals. [...] In business, the bottom line is what the whole organization cre-
ates collectively. There might be a lot of creative employees, but if they work in a stifling
organizational structure they won't innovate. " [Saw11, p. 248]

The support of the implicit learning process furthermore helps mediating
the interaction with the shared CSCM environment and finally the social
interaction with peer members. Thus, Group Flow creates a tri-directional
link between individual, group and the music created.

� � �
Since the embodiment of action (see 3.4) is strongly linked to Flow, great
care has to be taken that the interaction with the CSCM environment is
designed to allow for the inherent detachment of consciousness from the
physicality of interaction, i.e. the reduction of cognitive load for interac-
tion. Gelineck’s design proposals in section 3.1 can also be approached
from the argumentation of experiencing Flow when approaching a musical
instrument. This argumentation is similarly two-fold [FC05]: on one side is
the endogenous motivation, for which the initiator is the will to realize an
artistic idea. On the other is the exogenous motivation, the “play instinct”
to explore the music instrument. While the first one is a directed creat-
ive undertaking which requires knowledge and competence to achieve the
goal in a constructing manner, the second one is undirected and does not
principally presume any musical skills. As can be seen from the study by
Gelineck et al., both approaches to music and its experience are valid in
that they lead to musically “meaningful” results. Yet, they also presume dif-
ferent skill levels from the engaging person. This reflects on how experts
and novices can differ in approaching a CSCM environment and thus, it has
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to facilitate both approaches in order to support heterogeneous groups.
Naturally there is a spectrum with respect to skills between novices and
experts, therefore this also leads to the argumentation that such an envir-
onment has to allow ”mastery”, the incremental learning of the tool in order
to become an expert (cp. “The Pathway to Expert Performance”, section
1.2).





Chapter 4
Collaboration: Music and Human

Computer Interaction

"As complicated as computers and other products of our technology may be, it is easier
to understand the machine side of the human-machine interface than to come to grips

with the far more complex and variable human side."

Raskin, The Humane Interface, [Ras00, p. 9]

Chapter Abstract
The following analyses practices for Creativity Support Systems that are
embedded into a social context and practices in collaborative music mak-
ing. It is argued that Shared Display Environments, specifically a tabletop
interface, allows embedding into this social context. The main perspective
is on Human-Computer Interaction (HCI) and the implications on it from
musical practice and collaborative music improvisation.

C
reativity Support Systems aim to enhance creative outcomes for in-
dividual and group-level problem solving [Fri13]. Within the field
of Computer Supported Cooperative Work, a CSCM is then a Cre-

ativity Support System focussed on group support with the essential con-
straint, that the collaborative process does not benefit a problem solv-
ing task but creates additional value by itself as hedonistic environment
[Che14]. Because of this, traditionally artefact oriented process models in
Creativity Support Systems are difficult to integrate. This problem is ag-
gravated because the motivations for engagement with the collaborative
process are personal.

4.1 Collaboration and the Tabletop Environment

Frieß refers to Creativity Support Systems that are "tailored to explicitly sup-
port the properties of co-located creative collaboration situations" [Fri13, p. 66] as
”Situative Creativity Support”. He emphasizes that such systems exploit
the social situation in which the task takes place and thus these systems
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have to be embedded into it. In an extensive literature review, he points out
several factors that are mandatory or beneficial for creativity and collab-
oration. Furthermore, he shows and devises corresponding design traits
and concludes that these can be utilized effectively for applications that
make use of a tabletop in shape of a Single Display Groupware that falls
into the category of same place / same time collaboration (cp. [Joh+91]).
Two insights are central for this argumentation: first, “information sharing,
knowledge of group and individual activity, and coordination are central to
successful collaboration” [DB92, p. 3] and second, studies "confirm that the
nonverbal behavior plays a major role in shaping the perception of social situations"
[VPB09][p. 3] (both references are cited from [Fri+12]). In tabletop en-
vironments, cues about non-verbal behaviour manifest in the interaction
between people, with the application and within the physical space around
the tabletop display [Fri+12]. In his dissertation [Fri13], Frieß illustrates
how the tabletop environment facilitates situative behaviour and how it in
relates to facets of teamwork (-quality, cp. [HG01]):

Positioning: Collaboration in a tabletop environment also includes the phys-
ical space around it. Compared to Single Display Groupwares that use wall-
projection or similar presentation based interfaces, the tabletop affords a
more fine grained differentiation of user positions and thus imposes less
limitation on the group interaction and creative productivity [Fri13, p. 68-
72]. This includes the position people naturally take depending on the so-
cial interactions necessary to perform a specific task (e.g. conversation,
cooperation, co-action, competition; cp. [Rus67]) and hierarchy / domin-
ance (e.g. dominant people tend to seat themselves on the shorter sides
of a rectangular table [LS67]). Another facet of situative behaviour that
can be respected is proxemics, which correlates physical distance to so-
cial distance (cp. [Hal63]). The implications are summarized in [Fri+12]
as "[the] distances are mainly dependent on the social relationships people have with
respect to each other, psychological characteristics also play an important role: extro-
vert people, for example, tend to prefer an arrangement that minimizes interpersonal
distances, while introvert ones do the opposite".

Body orientation: Another aspect of non-verbal communication is the ori-
entation (e.g. shoulder line) that people have towards each other. “For
example, facing in the opposite direction with respect to others is a clear
sign of non-inclusion. […] Face-to-face interactions are in general more
active and engaging […], while people sitting parallel to each other tend to
be either buddies or less mutually interested.” [VPB09][p. 24] (cited from
[Fri+12]). Thus body orientation is also part of a signaling mechanism that
informs cooperativeness.

Visibility: Wall-projection based Groupwares face the issues that, on the
one hand, visibility and physical access for individuals may be blocked due
to physical constraints of the interface by their peers and, on the other
hand, that looking at the projection instead of peers hinders face-to-face
communication [Fri13, p. 68-72]. Thus, production blocking impedes true
parallel work and the physical position may be responsible for a fragmen-
ted visibility between participants that interferes with communication and
visibility of action. In contrast, since the tabletop is at the centre of the
(social) interaction, it can help avoiding these issues.

Coupling and territoriality:1 With respect to the different forms or schemas 1 The following paragraph is
taken from a section in [Fri+11]
which I authored

of collaboration mediated by the computer on the tabletop interfaces, vari-
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ous forms of coupling can be identified [Tan+06]. Coupling is a dynamic
process within collaboration on such interfaces resulting in a steady flux
of the group configuration. Supporting such situative group transitions is
the key to permitting the dynamics of collaboration to happen, since they
reflect a natural style of communication and interaction between collabor-
ators. In a similar way, the spatial usage of the tabletop environment for
personal and group tasks is comparable to the human division of space
in the physical reality, helping to coordinate actions with artefacts on the
interactive table or collaborators [SC06; SGM03]. Such territories can be
either personal, group related or shared among all collaborators. Coup-
ling and territoriality complement each other: coupling demands that the
application can be interacted with concurrently in a flexible way by sev-
eral persons from arbitrary positions around the table, thereby realizing
dynamic group structure transitions. Territoriality requires that the interac-
tion in one territory does not disrupt or interfere with interaction in others.

Orientation and Sharing of Artefacts: Collaborative activities can also be
related to adjusting to the orientation of artefacts on the tabletop inter-
face [SGM03]. Such actions are performed for comprehension (e.g. to
improve readability for oneself or others) and communication (e.g. to sig-
nal the direction of communication) [Fri+12] (cp. [Kru+03]). Furthermore,
they mediate coordination by communicating ownership (and the transfer
thereof, when sharing artefacts) and the aforementioned facets of territ-
oriality.

� � �
So far, we have seen what forms of non-verbal behaviour the tabletop en-
vironment facilitates and how this directly reflects on situative behavior.
However, there are additional relationships that are important for collabor-
ation. In the classical HCI sense, group awareness is dependent on the vis-
ibility of action [DB92]. It "describes the ability of individuals in the group to share
and gain knowledge about the process of activities performed by other participants [...]
a good sense of group awareness allows collaborators to coordinate activities and to
access shared resources by simplifying communication" [Fri+11]. Improving group
awareness (visibility of interaction) can therefore result in "free[ing] upmental
resources for the creative task" [Fri13, p. 64].

� � �
However, there is also another viewpoint to (group) awareness that em-
phasizes the social dimension: awareness of another person includes so-
cial presence. The definition for social presence was given in section 3.5
and related it to the process and experience of Flow. From the perspect-
ive of situative behavior, it "enhance[s] closeness to and nonverbal interaction with
another" [AB99] (cited from [Ret03]) and reduces misunderstandings and
conflicts [Fri13]. Social bonding and group cohesion (members of a group
participate readily and stay together because of mutual interest) increase
prosocial in-group behaviour, cooperation [KT10] and can lead to building
mutual trust and thus increase the well-being of the group. Apparently,
these socio-emotional processes depend on the support of social interac-
tion which the co-located collaboration on a tabletop can provide [Fri13, p.
63]. However, they also depend on and influence communication, coordin-
ation and group awareness (ibid), which are also constrained or assisted by
the interaction design of an application. With respect to teamwork quality
[HG01], socio-emotional processes are reflected in mutual support (parti-
cipants work together instead of competing) and effort (the group task’s
workload is shared and prioritized over other obligations) [Fri13, p. 63].
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� � �
Another important aspect that guides the practical facilitation of collab-
oration in CSCW is to support group articulation [CJ95; DB92]. Group
articulation refers to the ability to partition the group task into units that
can be combined, substituted and reintegrated into the group task. In this
way the partitioning of the group task allows to work in parallel on sub-
tasks and to democratize the collaboration with respect to workload and
involvement. Therefore, a prerequisite to meaningfully support group ar-
ticulation is to facilitate the various aspects of territoriality. Similarly, free
positioning around the shared interface is integral for coupling [Fri13, p.
73].

� � �
From a more general point of view, multi-touch displays provide the means
for parallel input, such that in principle several users can control an applica-
tion concurrently using the same input method 2. The one-to-one mapping 2 This paragraph is largely

taken from a section in
[Fri+11], a contribution which I
co-authored.

of digital and physical objects, spaces and interaction fosters immediate
joint use of interaction. By that, direct manipulation alleviates the need
for social protocols to coordinate the actions within the group [Mor04].
Moreover, tangible and touch interaction support embodied practices (cp.
section 3.4) and thus further reduce barriers to computing [WW11, ch. 1].
Morris et al. explored the impact of shared, centralized controls versus
individual controls with the tabletop application “Teamtag” [Mor+06]. Re-
garding the group performance and the users’ personal preference, it was
found out that the latter was clearly the preferred method of control. This
insight is supported by the research of Scott et al. [SGM03], emphasizing
the importance for parallel input and control of the application to support
group awareness and group articulation. Centralized controls enforce act-
ive group awareness which is desired in certain group tasks [Hor05] at the
expense of not allowing for simultaneous action and creating disruptions
in the workflow of the collaborators: "Having to alternate and sequentialize ac-
tions causedmultiple breakdowns, even though participants were highly aware of each
other. Alternating actions was felt to be demanding" [Hor05]. Parallel interaction
also implies a more democratic group interaction: non-verbal contribution
is possible for all group members as the right to control artifacts is dis-
tributed. In this way, individual users are not prioritized and thresholds for
collaborating are lowered as particularly self-assured individuals can not
gain full control over the application or group task in favor of “shy” ones
[ESH02]. Thus, this public interaction triggers only desired communication
and negotiation3. 3 There are also socio-

psychological factors that
revolve around the physical
interaction such as accident-
ally touching the hands of
other users while performing
an action, which is generally
regarded as unpleasant and
frequently occurring with
centralized controls [Mor+06]

� � �
To conclude, the tabletop interface can be seen favourable for supporting
(creative) collaboration since it can be embedded into situative behaviours.
Although the full spectrum of tangible interaction is not represented in
multi-touch interfaces [TKI10], interaction with and around the tabletop
with peers can still enable rich embodied practices compared to prevalent
methods of Human Computer Interaction (e.g. Window Icon Mouse Pointer
). Ma et al. advocate the use of tangible interfaces over purely multi-touch
based ones for collaboration based on the results of a user study (data
exploration at an exhibition) because they better afforded touching and
(direct) manipulation [Ma+15] and thus resulted in a broader exploration of
the data. However, no significant trends with respect to social interaction
or improved understanding of the domain have been shown. The wide-
spread adoption of affordable multi-touch technology rather than highly
customized tangible interfaces [Xam+11] may also make the discussions in
this chapter more applicable to other scenarios.
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4.2 Common Design Guidelines for Creativity Sup-
port Systems

Michael Resnick et al. [Res+05] proposed a set of design principles for
an environment that is suited to foster creative behaviour. As we will see,
many of the design themes that are posited here overlap with those of
collaborative tabletop applications and music HCI. These design principles
respect the viewpoints regarding prerequisites for the Flow experience and
approaches to the CSCM laid out thus far (taken from [Klü+11]): It should
support exploration and therefore allow for experimenting with many dif-
ferent alternatives (! group articulation, coupling), as "creative work means,
that the final design is not necessarily knownat the outset [...]". The necessity to sup-
port such parallel paths that are implicitly based on iterative processes is
also expressed in other literature such as [Hew05] and [TM02]. Addition-
ally, the inclusion of direct feedback mechanisms is emphasized to shorten
iteration cycles [Lit+10]. In order to support explorative behaviour, tools
in the environment should be intuitive and ideally be "self-revealing, so that
it is clear to users what can be done". It should provide a simple user experi-
ence without loosing the possibility to do complex work and offer "a low
threshold, high ceiling, and wide walls": a low threshold allows novices to get
started by providing the means that gives users an "immediate confidence that
they can succeed". On the other hand it should also be able for experts to
create "sophisticated, complete solutions" (! Pathway to Expert Performance).
This also reflects on the “primitive elements” that users are interacting with.
The granularity and choice of those elements determines what can be ex-
plored and what remains hidden from the users‘ view. The term “wide
walls” refers to the wideness of the exploration space, which is provided
by the environment. There should be "very general primitives that users must
learn how to combine". This also relates to the guideline to "support many paths
and many styles" which mirrors the various human styles of exploration and
construction, the different ways of approaching and mastering a problem
solving process in consonance with social creativity that thrives on cognit-
ive diversity [Mor80]. Furthermore, embodied practices for collaboration
in creative tasks are important as highlighted in section 3.4.

4.3 Musical collaboration

After having framed creative collaboration on a tabletop interface, we now
turn to implications and patterns of musical collaboration. There is a sig-
nificant overlap of the generic requirements for tabletop applications that
have been presented thus far with those that are specific for group mu-
sical engagement. Xambó et al. [Xam+11], for example, propose candid-
ate design patterns based on the viewpoint that musical interfaces have
intrinsic constraints and affordances that determine the (collaborative) in-
strument’s interaction possibilities (cp. [Mag06]): There is necessity for
both, shared and personal spaces, since personal spaces allow participants
independent control of their contributions which then can be incorporated
into the shared composition (! territoriality) and, additionally, for a "divi-
sion of taskswhich can be executed in parallel towards a single shared goal" (! coup-
ling, group articulation). In the studies by Fencott et al., strong territorial
behaviour was frequently identified [FB12; FB10] and it was shown that
having both kinds of workspaces is favoured by participants. Similar ob-
servations have been made in [Lan+10]. Finally, Xambó et al. affirm that
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multiple pathways for novices and experts should be afforded (! Pathway
to Expert Performance). Other design considerations include the gestural
input such as discrete versus continuous controls, the multiplicity of ges-
tures with respect to control granularity (e.g. multi- versus single-touch
gestures) or the fact that the missing sense of touch requires more audi-
ovisual feedback (cp. section 4.5) [Lan+10]. Laney et al. also point out that
the responsiveness of the application determines the perceived emotive-
ness (ibid) and that audiovisual feedback can enhance the perceived re-
sponse of the system.

� � �
As stated before successful collaboration depends on group articulation
and group awareness. In [BHL07] mutual engagement is seen as indicator
and result of such successful collaboration. Mutual engagement can be
seen in proximal interaction (collaborators will work close to each other),
participants mirroring (re-producing) and transforming contributions (re-
producing), and joint contributions. Here additional design traits that foster
mutual engagement are elaborated such as mutual modifiability (being
able to edit each other’s contributions) because it "implies an egalitarian ap-
proach to role assignment within the tool rather than explicitly enforcing role mech-
anisms - in such an approach participants co-ordinate their activity in a subtle and
dynamic manner". Other design traits encourage the use of shared display
environments, because they allow the use of shared and consistent repres-
entations, and facilitate to communicate in and around a shared product
(annotation). Even more, in a study that measured affective and psycho-
physiological features (e.g. ECG, EEG) of collaborating drummers with re-
spect to visibility, it was found out that the visibility of collaborators has
effects on their physiology and performance [MGB14]. In this way it can
be posited that certain factors of group awareness or mutual engagement
are not limited to altering solely cognitive and affective states. With re-
spect to modes of interaction, talking, gestural, auditory (listening care-
fully) and visual (looking at each other) modes have been shown to take
place [Lan+10]. Occasionally leaders emerged, even for quasi-democratic
environments.

� � �
Apart from the presented observations that have been made within the
context of computer mediated collaboration, insights about the processes
involved in musical collaboration (instrumental) can also be gained from
analysingmusic improvisation using traditional instruments. Collective Free
Improvisation (CFI) involves a mix of top-down and bottom-up processes
because the music evolves through ad hoc cues and larger contexts of pos-
sible responses to these cues based on a shared understanding [CA14].
In its most ”pure” form it means that participants have neither played to-
gether before nor prepared any material for the collaboration [Can13]. It is
a good example of emergent structures, because the self-organization of
collective signals is possible despite the lack of a priori structures. Thus,
similar to the presented use-case, the performance is the product of the
musical engagement of multiple agents. The success of a performance
is therefore a coordination problem which tries to establish a shared rep-
resentation that is constrained by satisfying individual aesthetic prefer-
ences and achieving and maintaining coherence for the piece (evaluating
the overall musical result as satisfying) [CG12]. This dichotomy of main-
taining personal excitement while ensuring continual development of the
piece manifests itself in two entities that shape the performance: attract-
ors which are collective sequences or fixed points of the musical stream
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and transitions which are cues to detect a change of the sequence. The
collective performance converges towards different type of attractors: er-
ratic (unstable and uninteresting, phase of dis-coordination) as result of
a conflict between different ideas; unstable but interesting, in which the
sequence is a long transition either as aesthetic quality to create suspen-
sion or fragility or as accepted instability; stable but uninteresting as low-
complexity region (”problem-finding” phase); stable and interesting which
is a ”true” collective sequence and the paradigmatic case of coordination
and convergence which results in maintaining excitement. Furthermore,
with respect to transitions it has been stated that accidents in perform-
ance can trigger new variations of a sequence or act as a signal for change
[Can13].

� � �
As the previous discussions implicated, communication involves on one
hand the acoustic signal, musical or gestural content [CG12], the physical
orientation [HLB05; Lan+10] or vocalizations and verbal communication
[FB10]. On the other hand, it involves the intentional content. With respect
to verbal communication, it has been shown that for computer aided group
composition, dialogue is frequently spontaneous and transactive [HLB05].
Apart from the previously mentioned signals, physical orientation not only
offers the opportunity to signal (dis)engagement but also mediates anti-
cipatory information in order tomanage the temporal structure of the piece
(ibid). A great deal of cognitive resources is devoted to the encoding and
decoding of such activities because the competency of musical agents in
an improvised interaction depends on their ability to convey semantic con-
tent of their own musical ideas and to make accurate judgements about
the semantic content of their peers’ signals [CG12]. As such, the semantic
content deduced from signals can be: formal, in order to communicate the
objective or musical evolution; interactive to signal a musician to enter a
certain form of interaction; evaluative. In this way this process also involves
strategic reasoning as improvisors make musical decisions since they anti-
cipate some kind of response or reaction from their peers.

� � �
Shared representations involve one’s own representations of a given situ-
ation, the own representation of another musician (as argued above) and
his/hers intention and objectives as well as the more global team pref-
erences. Such representations can be contrastive, transparent or formal.
While the former two are situative, the latter is also dependent on the con-
text of the piece. I argue that the focus on electronic dance music in this
thesis is an appropriate formal choice because it is pervasive (as argued
before) and thus the formal, or formalistic aspects of such music are impli-
citly understood or ”felt”. This framing can be seen as a strategy to create
a shared representation based on the ”musical logic” (of that style). In
general, apart from a formal musical logic, there are strategies to estab-
lish a shared representation. These are based on cognitive factors or the
discourse between the individual and the collective result according to the
individual’s own musical logic. The strategies involve:

Stabilization by repeating the pattern in order to propose an attractor for
others to join in or by operating as a mediator between two heterogeneous
ideas presented by other improvisors in order to synthesize an attractor or
converge towards a new one.

”Wait and see” strategy in transitional phases maintaining a low inform-
ation signal while the group finds a new attractor.
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”Play along” strategy in a way to acknowledge the state of affairs and do
what is implicitly expected to play, thus cooperate.

”Densification” strategy in which complexity is deliberately created to pro-
voke a transition.

� � �
With respect to mental models, in [CA14] it was shown empirically that
the "similarity in participants' mental models predicted the degree of musical famili-
arity with better-than-random accuracy". Thus sympathy is an important factor
of a successful musical collaboration. Similar results have been shown in
[MMM02] where the musical collaboration between children differed qual-
itatively (more transactive communication) depending on ties of friend-
ship. However, other observations also showed that participants did suc-
cessfully collaborate while at times holding entirely different representa-
tions of the music they were creating [FB10] - as such this issue is contras-
ted in literature [CA14].

4.4 Music and Human Computer Interaction

Much of the argumentation presented analyses the reasons, principles and
mechanics of musical and creative engagement. It is here, were musical
HCI and mainstream HCI, which tends to focus on usability, divert [Hol+13].
As has been illustrated the patterns of musical activity and motivation are
manifold. They may seem unremarkable from the viewpoint of musical in-
teraction but these have not been a central concern in mainstream HCI,
especially since they encompass distinctive goals of interaction (e.g. fun,
utility, positive user experience). Music systems occupy a spectrum of
autonomy, the player paradigm (the system is an agent) and the instrument
paradigm [McD+13]. Even for the latter, instruments are not utilitarian as
they are not played to accomplish a goal but, as pointed out before, playing
itself is often the primary goal (ibid). Thus, when regarding HCI, efficiency
is less important than engagement. Especially long-term engagement is
of interest because it reflects common practice: instrument performance,
mixing and production amongst others are all activities that take years to
master and in which sessions can last several hours [Hol+13]. Therefore,
the benefit of investigating interfaces that foster long-term engagement
is that these are more likely to become popular interfaces and thus have
special value for research.

� � �
In [Wal+13], Wallis et al. use the previously mentioned self-determination
theory (SDT) in amateur engagement and its relatedness to the three in-
trinsic motivators - mastery, autonomy and purpose - to examine several
properties that are transferable to the field of HCI. The properties outlined
are insofar interesting as they argue for heuristics for the design of user
interfaces that increase long-term engagement with musical applications.
Several streams of argumentation that are presented in this chapter ulti-
mately lead to these heuristics. The following are the most relevant ones
for the scope of this thesis:

Incrementality describes the progression in difficulty from beginner to ex-
pert - it is the gradualness of the learning curve in ”The Pathway to Ex-
pert Performance”. It impacts persistence within an activity and can help
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maximize Flow state in users if the challenges in performing the activity
grow appropriately with the acquired skills. This follows from the previ-
ously presented Flow theory; similarly, in the extremes it either results in
frustration if challenges increase too quickly for the user or in boredom, if
these increase too slowly. Video games, are for example, applications that
frequently manifest incrementality with levels and scoring. With respect to
music, such challenges are in many cases self-managed (e.g. classical in-
strumentalists). Approaches to manifest the gradual increase of difficulty
are, for example, layered affordances, where a hypothetical instrument has
sensible restrictions on the degrees of freedoms (to make errors) which
are gradually lifted by the player or, adaptive affordances, where the ma-
chine itself controls such mechanisms based on heuristic learning methods
[McD+13].

Complexity or open-endedness is related to the former as it comprises the
potency of an instrument to offer limitless incrementality or to define a
ceiling of expertise. For example, a musician regardless of skill will always
find some facet of challenge (improvement) in playing a non-trivial instru-
ment. To pick up a former argument: it can be inferred that "[i]nstruments
that do not afford much complexity are [...] often perceived as toys and are usually not
the source of long-term engagement" [Wal+13]. It follows that interactive sys-
tems should offer the potential for complex interactions but on the other
hand not force it upon users (especially beginners) - thus a design should
be appropriately complex for the musical task. In this vein, Linson urges
that "instrument designers should not take a limited view of human cognitive capabil-
ities with respect to copingwith difficulty and complexity" since acclimation to new
modes of interaction is a feature of human cognitive flexibility [Lin11].

Immediacy describes whether there are obstacles in participating in the
activity, it impacts the number of people initiating and persisting in it. This
includes many factors such as ubiquitousness, portability and, most im-
portantly for the presented use-case, latency.

Whether interaction seems to be driven by the user interface or the user
is denoted as operational freedom. The lack of free operation can result
in boredom as this prohibits innovative interactions to produce complex
outcomes.

As presented throughout chapter 3, cooperation fosters motivation and a
community of sharing among other things. This is important to long-term
engagement because of the community building factors laid out previously
and, since teaching and inspiring one another speeds up the attainment of
skill and attracts new users.

The aspect of incrementality leads to a counter-intuitive observation that
contrasts with a common idiom in HCI, namely that ease of use in mu-
sical interaction is not always beneficial. Apart from the implications of
maximizing Flow states based on appropriate levels of difficulty in inter-
action, there is also the component of spontaneous creativity that arises
from e.g. errors in the performance, leading to new interpretations or goals
[McD+13]. This is related to the characterization of the ”explorer” in sec-
tion 3.1.1 where inspiration is drawn from unpredictable behaviour of tools.
Here, a possibly pragmatic stage may be disrupted in order to explore new
creative outcomes. There are various dimensions of difficulty that are ap-
plicable to music interaction. Some of them are avoidable while others
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are not, they are presented in [McD+13]. Difficulties such as physical diffi-
culty or difficulty of dexterity and coordination are non-existent or seldom
for interactive music systems (cp. chapter 2). However issues related to
non-linearities, discontinuities and interaction in control can be problem-
atic, they are especially common in synthesizer parameters. Difficulties
between imagination and realization, polyphony and multiple streams (re-
lated to cognitive load) and conceptual difficulties can be mediated by
the interface. On a more abstract level, especially peripheral and technical
tasks benefit from simplification as these are not essential to the musical
undertaking. What is exactly peripheral depends on the individual 4: while 4 Of course, there are tasks

that are agreeably overtly
technical, even from the
standpoint of the bedroom
producer, for example, mixing
and mastering a song. This
is apparent in the demand
for external services per-
forming these tasks. For
example, services that provide
hired mixing and mastering
engineers or recent online
services that offer automatic
/ algorithmic mixing [Mix14b]
and mastering [Mix14a].

some may see burden in ”tinkering” with synthesis parameters in order to
set up timbres that fit to a musical theme, others may be more interested in
the sound design process itself rather than a harmonic structure. Contrary
to this, difficulty is expedient in the context of open-endedness because it
allows to accomplish goals of appropriate difficulty (w.r.t. incrementality),
and experience unlimited growth in skills and thus it is fundamental part of
the musician’s self-narrative and self-image.

4.5 Feedback

We have seen multiple pointers where feedback from the system is integral
for interaction. Feedback is first and foremost necessary for the continu-
ous evaluation of the iterative creation processes [TM02]. As mentioned
before, a tight loop of action and evaluation is also necessary for the feeling
of control, embodied practices and intrinsic reward, thus the Flow experi-
ence. This implies that feedback is rapid, constant and consistent [BTT05,
p. 90]. Electronic music allows for short delays in this loop, since in most
cases the sonic output can be rendered in real-time. However, for a col-
laborative use-case this feedback loop is not enough since sound is per-
vasive with the implication that "participants may be unable to gesture or orient
around a sound, or use spatial ordering strategies to manage tasks and conversation"
[FB10]. Therefore feedback has to be audiovisual, because an artefact rep-
resentation can facilitate communication around and interaction towards
the sound object [FB10; CJ06], and because it allows the machine to com-
municate the states and behaviours of musical processes that are other-
wise hidden due to the internal complexity of relations that map user input
to audio output [Jor03]. The latter is also related to physical instruments
or tangible interfaces since they offer haptic feedback which multi-touch
interfaces do not (ibid), therefore mechanisms need to be provided that
inform about the state of the interaction [BTT05, p. 43]. One problem,
however, is that visualizations can distort acoustic stimuli (personal com-
munication with Kevin Schlei & Gerriet K. Sharma, Sep. 2014) or distract
from their perception [Cro08]. In this regard, visual feedback that does not
inform about the state of artefacts and musical processes in the software,
or which does not foster a sense of control may be regarded as superfluous.

4.6 Evaluation Methodologies

In section 1.3.1, it was argued thatmusic itself lacks formalization as a found-
ational role. Even for music genres that are seen as more ”formulaic” (col-
loquially), measuring the quality of works is somewhat an ill-fated under-
taking because it depends effectively on subjective traits (coined through
dynamic socio-cultural contexts). As laid out before, experience design is



collaboration: music and human computer interaction 45

human centric, we are interested in fostering experiential use and ludic en-
gagement. The success of an experience is determined by the process of
playing and not the outcome of it [MAI06]. This includes that such evalu-
ations are not task based. Stowell et al. furthermore point out that task-
based evaluations tend to be highly reduced experimental setups which are
too contrived to provide for creative interactions between human and com-
puter, this leads to concerns about the validity of these tests [SM13]. In this
way, controlled experimental comparisons, may have risk of compromising
the musical situation. Open-task evaluations also contrast with practices
in CSCW where studies "[...] typically investigate specific aspect of group activity
by presenting work teams with simplified tasks [...]" [FB13]. As such, an evalu-
ationmost likely has to focus on collaborative instrument driven interaction
[Xam+13]. Given the argumentation in the previous chapter, the ultimate
goal is therefore experiencing group Flow [Swi13]. Swift proposes four
approaches to evaluate whether participants are in a Flow state: expert
judgements (e.g. based on Interaction Criticism [Bar09]), qualitative data
analysis (e.g. analysis of interviews using Discourse Analysis [SPB08]), un-
supervised learning and rich data collection (e.g. based on biometrics).
With respect to expert judgements, Xambó et al. see video analysis as an
appropriate tool because it allows to create a rich picture of the user in-
teraction [Xam+13]. However, the process of video annotation for expert
evaluation is lengthy and must be rigorous in order to avoid biasing the
results [MAI06]. Typically, the analysis time to data sequence time ratio
ranges from 5 : 1 to 100 : 1 (ibid), which makes this method difficult to
implement, given that user studies require evaluation by several groups in
an appropriate time frame of 20 minutes to one hour. Alternatively, ob-
servation and note-taking during the collaboration is also a valid tool to
create a representation of the sequence of activities. Observational ana-
lysis including concurrent self-reporting (e.g. think-aloud evaluation, cp.
[WM91]) allow qualitative and objective assessment [MAI06] while rich
data collection based on biometrics can be used for quantitative and ob-
jective assessment. However, gathering user-generated data concurrently
with the activities is generally impractical because they may distract from
the music-making process in the case of self-report techniques or distort
measurements of biometric sensors [SM13]. Hence, in most cases retro-
spective protocols such as interviews, for qualitative and subjective as-
sessment, or questionnaires, for quantitative and subjective assessment,
are applied. The added delay in retrospective statements may be prob-
lematic since access to former affective and cognitive states may not be
available anymore. Subjective reporting is generalizable and amendable
to rapid statistical analysis, and furthermore allows to develop an under-
standing of the attitudes of users [MAI06]. The drawback is that they "are
not conducive to finding complex patterns, and subject responses may not correspond
to the actual experiences", thus they may not be applicable to understand be-
haviours (ibid). Other issues are that subjective techniques have a low eval-
uative bandwidth (data is only generated if a question is asked) and that
the novelty of the environment may skew results. Fencott and Bryan-Kinns
argue on the other hand that novelty also introduces control over the in-
fluence of previous experience, since it is ensured that participants use the
software for the first time [FB13].

� � �
Another approach to gather quantitative and qualitative data is to per-
form logging of the interaction within the application itself. For example,
in [Fri+12], we tracked the modification of artefacts specific to users in or-
der to gain insight into how co-editing and contributions are reflected on
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aspects of territoriality. Similar to this, Fencott and Bryan-Kinns highlight
that logging of e.g. the amount of musical contributions and co-editing
can reveal behavioural characteristics in the collaboration [FB13]. In more
diversified environments, this may allow to distinguish between the modes
of spontaneous interaction [Joh11], instrumental (detailed control), orna-
mental (instrument is expected to augment interaction) or conversational
(the instrument is seen as a partner who influences the development of
play). More generally, the divergent approaches of explorative and goal-
oriented interaction may be traceable and thus can be embedded into the
analysis of self-reports.

� � �
Dahl [Dah14]makes two interesting remarks about evaluation ofmusical in-
terfaces, apart from the difficulty of evaluating experience. First, asmusic is
embedded into culture which constantly changes and so does the implicit
valuation for experience: "what was once interesting or provocative may become
commonplace or passé". In this regard, one could conclude that the evaluation
and its results are constrained by a cultural context. Second, "[p]rototyping
inNIME5 requires higher fidelity than inmost otherHCI research" because for mu- 5 NIME: New Interfaces for Mu-

sical Expression as a research
community

sic performance they are subject to latency requirements (e.g. � 100 ms
for visual feedback [BTT05], � 20 ms for sonic feedback [Cha+04]) and
have to be sufficiently complete. Therefore ”Wizard of Oz” techniques (cp.
[DJA93]) are only useful in evaluating early stages of prototyping.

� � �
Apart from the explicit relation to a feeling and evaluation whether the rep-
resentational system is accepted, experience design also implies a study
of utility. For example, this can include or relate to, discoverability, con-
sistency, feedback, reliability and creative exploration [Mai14] and expres-
sion. Some of these aspects have more explicit guidelines from experience
design literature, such as consistency and feedback, or are embedded into
design traits like those concerned with supporting creative collaboration
(e.g. group awareness, visibility, territoriality). However, the real impact on
the experience can only be guessed, because "[w]hen research involves incor-
porating novel technologies into a play experience, there are no "experts"" [MAI06].
Evaluation is therefore still bound to take subjective user reports into ac-
count or perform comparative analyses. The latter was applied in chapters
13 and 9.

� � �
With respect to the composition of the group, Fencott and Bryan-Kinns
make some compelling arguments why having groups of people who have
not previously worked together is preferable, despite the fact that social
and musical rapport are an important aspect of group interaction [FB13].
Since there is an established history of experience to draw upon, commu-
nication may be obtuse and difficult to interpret or study. Participants that
have previously worked together may introduce a bias between groups,
since not all groups have an equal level of experience of working together.
This may also be true for intra-group relationships with respect to coupling
and territoriality. Another issue is that shared "musical knowledge and estab-
lished working strategies may be stronger than or resilient to effects brought about by
the experimental conditions under investigation". Because of this, preference is
given to heterogeneous, non-familiar participants in study groups.



Chapter 5
Résumé: Framing the Rich Picture,

Goals and Outlook

Chapter Abstract
The following will summarize the observations from the previous chapters
and highlight key insights and design goals. This leads to framing the mu-
sical domain, target user group and further methodologies.

T
he literature review in the previous chapters has argued that mu-
sic, musical engagement and -interaction is deeply embedded into
socio-cultural and collaborative constructs. Additionally, it was demon-

strated that practices in music making and collaboration are embodied -
this includes meaning-making, coordination and communication. Social
protocols have been shown which form the basis for coordination in gen-
eric and music related collaboration. These rely on verbal and non-verbal
communication. In the context of Situative Creativity, it was argued that
the tabletop environment as shared interface and physical space can fa-
cilitate these social protocols and certain aspects of embodied practices.
This resulted in the conclusion, that the technical environment can be em-
bedded into the social context and support creative collaboration. With re-
spect to practices in recording and electronic music creation, we have seen
that there is lack of tools that wholly embed collaborative practices (e.g.
exchange of musical artefacts, iteration) which could otherwise exploit the
beneficial effects of creativity including group Flow, social presence and
shared meaning making.

5.1 Human-Computer Interaction

Interfaces that support the task of music creation deviate from concep-
tions in mainstream or ”first / second wave” HCI because the mediation of
such software does not fall into a single "user-tool-object triangle of mediation"
[BBP07; Mag06]. Instead, it oscillates between being a tool to change a do-
main object and equally being the domain object itself (domain obect dual-
ity). Furthermore, the interaction itself oscillates between action, which is
consciously directed towards the object and therefore implies control (and
relates to the experience of Flow), and operation, which is triggered in the
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context of the action. In this regard, the more classic notion of direct ma-
nipulation [Shn83] which mostly focusses on transparent interaction alone
is not suitable [BBP07].

� � �
Another viewpoint is that traditional HCI tends towards characterizing the
relationship between a user and a tool as static. In this way it does not
reflect the dynamism of cultural or aesthetic evaluations in human com-
puter interaction [Bød06; Ber04] with possible implications on the results
of an evaluation as pointed out before. Bertelsen et al. therefore intro-
duce three alternative concepts to describe this form of mediation more
appropriately: instrumentness, materiality and metonymy. Instrumentness
subsumes the domain object duality and complex chains of mediation that
result in clusters of primary, secondary and tertiary artefacts. The chain of
mediation refers to entities that are "chained together and attain blurred roles as
mediators and objects of interest; artefacts modifying other artefacts, artefacts turning
into objects, etc. in elaborate structures" (ibid). Artefacts can be used directly
in productive acts (primary), transmit information about the productive
practice (secondary) or represent an aesthetic (cultural) concept about
the tool or practice (third). In this way, artefacts in the software live in
several domains (e.g. technological, tool-related, socio-cultural). Mater-
iality encompasses the user’s viewpoint in that the software has "material
aspects such as resistance", and that an (software) object "reifies and mediates
functionality and at the same time be an object for reflection at several levels", it "is ex-
actly what constitutes the software as an instrument, as something to play on and with"
(ibid), thus it also implies a socio-cultural context (e.g. genre, form, instru-
mentation). The resistance to change or mould objects and thus creatively
engage with the software is related to the aforementioned aspects of diffi-
culty and exploration. This is also related to another deviation from classic
HCI: the ambiguous role of efficiency and ergonomics where peripheral
tasks should be efficient or easy to master, while the musical task can suf-
fer from it, especially in the context of long-term engagement. As pointed
out earlier, however, which task is peripheral and which one is not depends
on the context of the CSCM environment (e.g. task domain, subculture).

� � �
Following the argumentation presented in section 3.5, giving users a palette
of choices or varying possible paths within certain bounds to accomplish a
musical task may, on one hand, foster the experience of self-determination
and perception of control and, on the other, invite users to explore the me-
dium and assimilate or master the tool. The exploration of the medium and
compositional space is central to all of the proposed prototypes. Chapters
9 and 13 specifically address the degrees of freedom given to a musical
task, and the motivation and patterns of engagement in music participa-
tion. Especially the latter presents a study, whether for the task of rhythmic
music creation, the offered degrees of freedom in control are also reflected
in users’ frustration or feeling of being overwhelmed.

5.1.1 Building blocks

Open-endedness, exploration or themore differentiated perspective in CSCW,
high-ceilings and wide walls, suggest a high granularity of building blocks.
Additionally, they indicate that the malleability of these tools point towards
a generic use (tailorability and Gelineck’s Design for unintended use) in
their respective musical domain rather than a specific one which is high-
level [Hew05; Cro08]. The presented prototypes in chapters 9 and 13 are
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designed towards the traits of high granularity and high tailorability. This
approach has also been presented in a previous contribution (cp. [Klü+11]).
Gelineck [GS09] and Vaggione [Vag01] see that individuals seek to cre-
ate constrains on their creative processes in order to reduce the cognitive
load that the breadth of musical possibilities imposes. The concept of ma-
teriality can be therefore extended to also reflect subjective traits. Thus
they should not be part of the interaction design, since these constraints
are self-imposed and are related to incrementality. Exploration also im-
plies another deviation from common HCI, namely that tools can benefit
from a certain degree of unpredictability and errors in human performance
should be embraced (vs. safety in HCI). All prototypes allow human er-
ror without side-effects that render the application unusable. However,
approaches that actively promote or embrace human error have not been
pursued. Unpredictability is especially a theme for the study in the chapter
14 and amajor part of the design for the accompanying prototype. It is also
a trait of the application in chapter 13 with respect to control of the audio
synthesis. Another point is that expressiveness also includes goal oriented
use. This has been part of the design goals and user studies for all proto-
types. To summarize, the dichotomy of the targeted creation of musical
artefacts and the exploration of the respective musical domain has been
part of the argumentation and motivation in design for all prototypes in
this thesis.

� � �
As presented earlier, support of heterogeneous groups implies inclusion of
novices while at the same time coping with difficulty and complexity has
beneficial effects. Therefore the prototypes in chapter 9, 13 and 14 argue for
the design paradigm to lower thresholds while complex interactions with
artefacts (expressiveness) are retained. In chapter 14, these presumptions
are reversed by giving users an extraneous or complex interface and evalu-
ating whether an actively mediating application (see next section) can help
manifest the shared musical intent. Although it does not evaluate the com-
position on aesthetic merits per se, its decisions are guided by the actions
resulting from collaboration.

5.1.2 Mediation

More generally, with respect creativity support, the computer itself can be
seen as taking part in the field of creative practices: as a mediator it can
either actively or passively evaluate actions and therefore guide the inter-
actions and shape ideas similarly explicitly or implicitly. As such, it acts
or reacts in the spectrum from reactive, mediating user interface to active
collaborator. In my view reactive mediation may not only involve providing
a shared environment for a musical domain alone but also involve diminish-
ing differences in users’ skills and knowledge with alternative or orthogonal
representations and interfaces. For example, one approach is tomodel cer-
tain musical domains computationally and thus give high level control over
this domain. This is the case for the prototypes in chapters 9 and 12 or 11.
Active mediation then either involves participation in the collaborative task
or adaptivity to the user’s skills, and the social or creative situation. The
application could, for example, adapt the interface or the generative pro-
cesses based on a measure of the musical output (is the composition too
erratic?) or customized to a user’s skill-level (provide means for machine-
guided incrementality). Such decision making and the evaluation of the
benefits thereof for system design requires knowledge of music percep-
tion and musical practices. However, in the related fields of musicology or
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music psychology there is lack of applicable insights with respect to the
context of this thesis, e.g. studio practices in electronic music making. In
chapter 13 a comparative study is performed to find out whether there is
discrepancy in creating and perceiving rhythmic complexitywith respect to
user skill for the task of groove production. Other questions were whether
different modes in constructing rhythm can be identified in relationship to
user skill and rhythmic complexity or whether certain presumed practices
in groove production can be identified (they may follow naturally in the
musical domain or may be influenced culturally). Since controlled experi-
mental comparisons may have risk of compromising the musical situation
(e.g. with respect to the prototype fidelity), this study evaluated proto-
types that were self-contained and comprehensive in sufficiently long ses-
sions to facilitate engagement. Another study (cp. chapter 12) evaluated
the validity of amodel for rule based transformations of harmonic structure
in a creative context. Here, theorized outcomes and results from empirical
listening tests in literature were compared with observations from creative
use of a prototype built around this model for task based music composi-
tion.

5.1.3 Studies

The problem in such studies is that qualitative-subjective evidence is rarely
sufficient to reason about application use and the related behavioural or
music-psychological phenomena. One option is to use logging mechan-
isms that are embedded into the application that allow to generate quantitative-
objective data. I argue that logging and the analysis of higher order in-
formation about the interaction such as changes to the musical structure
and can also reveal discrepancies in self-reports leading to a more object-
ive characterization of prevalently subjective attitudes and insights. These
techniques have been employed specifically in chapters 13, 12 and 14. In this
regard, the rich and open task of musical collaboration [SM13] can also be-
nefit from rich evaluation involving several methodologies (observational
analysis, self-reports and logging).

5.2 Protocols in Music Collaboration

In [BF03] Blaine and Fels argue that the distribution of roles (e.g. leader,
director, soloist, …) is a valid approach to facilitate group coordination.
Such roles may be responsible for signaling ”clear goals” which are needed
for the experience of Flow. There is also the possibility that the CSCM
environment itself imposes roles or turn-taking patterns such as in Beat-
bugs [WAJ02] or the field of music entertainment games (e.g. RockBand
[Har07], SingStar [Son04]) or computer games in general, since they carry
features such as goal-oriented and affective involvement and a degree of
learning. However, in an improvisational group performance ”clear goals”
cannot be chosen a-priori as they are the result of a collaborative nego-
tiation process within the improvisation itself and also involve personal
viewpoints. Therefore, the distribution of roles in musical improvisation
is a dynamic process that relies on social protocols. This presupposes that
the CSCM affords democratic interaction, which is a design goal that res-
onates with other contributions regarding CSCM and HCI (cp. [Hor05]).
The contributions in this thesis largely follow this conception - every par-
ticipant can equally contribute to the shared composition / performance
without distinguished roles imposed by the application. The exception is
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the prototype in chapter 14 which makes a distinction between instrument
roles akin to a traditional band.

� � �
To reiterate the main point of Situative Creativity Support, embedding the
application in a social environment means that social protocols can happen
around the system and with the system (e.g. shared spaces). It therefore
implies that the system does not block communication channels that are
used naturally in human-human communication and in meaning-making.
This then also has to apply for protocols in music improvisation. In con-
tribution [BBP08] several insights (”lessons”) in complex mediation within
collaboration are given (paraphrased):

L1 Use means more than one use situation. Situations and context are non-
hierarchical, overlapping, transient and heterogeneous.

L2 Many actors and artefacts mediate the same activity/focus on the same
object.

L3 The outcome of an activity becomes the artefact for others.

L4 The overall activity may be carried out through chains of objects turn
artefacts.

L5 Substitution of artefacts is common.

L6 There is more than one artefact at a time. It almost necessarily func-
tions in concert with other, complementary artefacts.

L7 One artefact mediates many purposes at once.

L8 Artefacts are clusters of primary, secondary and tertiary artefacts

This extends the previous communication and coordination centric char-
acterisations of musical collaboration with an understanding of interaction
on the shared interface that is focussed on the construction process of mu-
sic rather than simply interfacing with one. From the HCI centric viewpoint
of chapter 4, it is apparent that several design traits act as facilitators for
these ”lessons”:

• L1 implies that interaction allows multiple paths in a egalitarian way (e.
g. using shared controls).

• L2 requires visibility of (inter-) action with respect to group awareness
as well as parallel input.

• L3 implies iteration and progressive evaluation. This depends on feed-
back for the interaction (sonic & visual).

• L1, L4, L5 depend on non-linear construction methods.

• L5-L8 are coupled to aspects of granularity which can be seen as a facet
of operational freedom.

These relationships can be seen as heuristic guidelines to design the inter-
action for musical collaboration.

� � �
As argued before, visibility and physical interaction are part of understand-
ing music, communication and coordination in a social situation (e.g. with
respect to group awareness). They also facilitate learning from interlocutors
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on how to interact with the application. Apart from fostering shared repres-
entations, visibility is also related to affective and cognitive states, and be-
havioural and psychophysiological responses. Visual and, naturally, sonic
feedback has been employed in all applications. Especially the prototypes
in chapters 13 and 9 make use of visual feedback to inform about the state
of the shared composition and the result of changes such that the system
behaviour can be anticipated. Additionally, feedforward mechanisms were
applied to guide complex user interaction. Feedforward foreshadows the
results of an action while it is transient, thus users get a response from the
application that indicates how their action will affect the system [Bec13].
Users get a chance to cancel the action midway to avoid undesired out-
comes which is beneficial for users unfamiliar with the prototype (novices).

� � �
The prototypes do not support a confluence system of different composi-
tion states (branching) or a more traditional undo / redo system because in
a collaborative environment these are difficult to conceptualize (e.g. am-
biguous states, global undo may disrupt other contributors, local branches
need tracking of users and their contributions). However, the support for
iteration is also the basis for additional design traits. The prototypes make
use of flat interaction hierarchies and high plasticity such that changes are
immediate and (manually) revertible. Shared compositions can be altered
concurrently and non-linearly which is also the result of the generic sup-
port for concurrent modification in collaboration. There is preference for
local controls and transformations of artefacts to reduce interdependency
of concurrent interaction. The use of modes is either omitted or kept to
a minimum in order to reduce user errors (a more in-depth discussion on
this topic can be found in [Klü+11]).

� � �
In section 4.3 practices in music collaboration were presented, including
the presence of attractors and transitions that are part of the coordination
processes. Only a few attractors are musically relevant and only one is the
result of the union of successful coordination and personal goals. While
one may view the latter as the significant goal of a computer mediation, I
argue that all attractors are natural and necessary to create a shared rep-
resentation. This is because disagreement also implies that participants
are able to map the relationships of their mutual internal representations.
Also, the experience of Flow depends on the appropriateness of the task
and does not ”come for free”, thus it means that conflicts or discrepan-
cies are possible necessary outcomes of collective musical engagement.
Hence, it is difficult to determine if and how a creativity support system
should proactively engage in the music composition process itself. In this
regard, the presented prototypes generally take a neutral stance towards
the musical outcome.

5.3 Electronic Dance Music

Regarding creative practice (section 3.1.3), a suitable domain should relate
to common knowledge and symbols, given that the group of collaborators
is heterogeneous. Electronic dance music has nowadays a pervading ubi-
quity due to its global raise to the mainstream [Fra12]. With its preference
for repetitive structures (cp. [But06]) and sound qualities (cp. chapter 2
and 7), it can be seen as a suitable demarcation of a music related domain.
I argue that the focus on electronic dance music in this thesis is an appro-
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priate formal choice because it is pervasive and thus the formal, or ”formal-
istic” aspects of such music are implicitly understood or ”felt”. This framing
can be seen as a strategy to create a shared representation based on ”mu-
sical logic”. A further differentiation of electronic dance music into genres
or sub-genres may not only have limiting effects on the creative uses of the
prototypical applications and thus the scope of insights, but may also com-
plicate the line of argumentation as such factors as group identity, political-
economic matters and socio-historical context would have to be regarded
as well (cp. [McL01] and 7.3). Therefore, the vague and generic term of
electronic dance music is here also seen as guideline to frame the general
paradigms of electronic music production, the related processes and tools.

Figure 5.1: Three approaches
to rhythm programming with
hardware. Top to bottom:
Roland TR-808 (1980) using
”xOx-style” step sequencing,
Akai MPC-60 (1987) based on
real-time performance record-
ing, a modular synthesizer us-
ing clock dividers, logic gates,
etc. for pattern generation.
There are few other devices
that had such an influence
on electronic music and main-
stream pop as the TR and MPC
series. (Pictures taken from
[Wik11; Aud15; Res15])

� � �
Another viewpoint is that the purely electronic generation of music can
act as an enabler for interactive systems and creative practices, because
musical engagement is not necessarily linked to factual instrument playing
skills as the technical environment mediates the playing. From the per-
spective of a composer, the traditional process of interpretation for per-
forming a piece is omitted, thus the composer has more control over the
acoustic outcome. Importantly, audio synthesis by the computer enables
immediate feedback cycles (see chapter 2) which are relevant for motiva-
tion (Flow) and also for the creative process itself, as put by Sawyer: "Cre-
ativity takes place over time, andmost of the creativity occurswhile doing thework. The
medium is an essential part of the creative process, and creators often get ideas while
workingwith theirmaterials" [Saw11, p. 88]. To foreclose the conclusions from
chapter 7, for electronic (dance) music it holds that ”the medium equals
sound”. As a consequence, the largest part of this thesis is dedicated to
this subject. One central issue is that controlling the sound qualities of
the audio generation processes traditionally requires technical knowledge
(cp. chapter 2, 7 and 9). However, the issue with shaping sounds gener-
ated electronically or computationally by an audio synthesizer is that its
sound shaping parameters are in most cases not grounded in the domain
of perception (timbral qualities) and affect but in the generating structure
and its technical functioning. This is problematic with respect to group
heterogeneity as it excludes non-knowledgeable interlocutors if the task
is focussed on synthesis control, it adds difficulty to peripheral tasks if the
focus is on other musical domains. The aim is therefore to reduce or elimin-
ate the technical aspects of synthesizer control. This is approached either
directly (chapter 7, with an extension in chapter 11) for the use case of
sound design or indirectly where synthesis control is peripheral (chapter
12). More generally, peripheral tasks in the context of electronic music are
technical ones. Within the framing of the bedroom producer, these rely to
a large on specialized knowledge. Therefore, apart from being a distrac-
tion or ”nuisance”, it can be reasonably assumed that, in heterogeneous
groups, participants do not have enough background to see value in per-
forming these tasks. In this regard, we aim to minimize or omit these in our
prototypical implementations.

� � �
Section 3.2 emphasized the participatory context of music and highlighted
that rhythm facilitates entrainment (e.g. in drum circles). Electronic dance
music itself revolves around rhythmic structures1 therefore it allows to ex- 1 Throughout the thesis I will

also use the term ”beat” or
”groove” for musical struc-
tures that are repetitive and fo-
cus on rhythm.

ploit these effects in a music creation context naturally (as opposed to the
participatory context in dance or club culture). These are the reasons why
the two prototypical implementations shown in chapters 13 and 14 allow
creating comparatively extensive rhythmic structures. Specifically chapter
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13 is concerned with rhythmic complexity and its implications on collabor-
ation and the musical product.

� � �
Although this reverses the historic causality, one could argue that the re-
petitiveness of electronic music makes instrument play in the traditional
sense more of a technicality than central to the musical performance. Se-
quencer based control of certain performance parameters inmusic is there-
fore, on one hand, more natural for the creation of electronic dance music
and, on the other hand, an approach to simplify instrument performance.
Furthermore this also simplifies performance strategies for coordination:
stabilization, ”Play along” and ”Wait and see” (section 4.3) are wholly or
partially based on pattern repetition. Another aspect related to interac-
tion and feedback is that a sequencing based interface can circumvent the
perceived whole system latency as touches do not have to lead to audible
results directly or immediately. For example, this allows to pre-schedule
events in the application to compensate for the processing latency in au-
dio synthesis and it decouples from the latency introduced by the input
device processing2. Chapters 13, 14 and 12 cover (step-) sequencing mu- 2 The multi-touch tabletop

(Citron dreaMtouch) used in
the studies is based on an
infra-red multi-touch frame,
these have typical latencies
between 7 and 30 ms.

sical events with respect to specific musical domains or compositional in-
tent. A previous contribution to this topic is available in [Klü+11].

� � �
Section 3.2.1 showed that the affective domain is an important part of the
proximate functions ofmusic. Research suggests that both, structural para-
meters of a piece (e.g. harmony, rhythm and tempo) and of the sound it-
self (timbre) are related to the perception of emotion (cp. chapters 7 and
10). Two approaches are presented: the identification of emotions in tone
colour using machine learning (ch. 11) and the generation of simple music
pieces with respect to emotional intent (ch. 12).

5.4 User-group

In the previous chapters several characterizations of music participation
were presented: on one hand, the bedroom producer as archetype of the
semi-professional modern music creator and on the other hand, the more
generic typing of music participants (e.g. dabbler, hobbyist and profes-
sional). From the viewpoint of motivation, one can give preference for the
group of hobbyists and recreationists or dabblers since they are primarily
intrinsically motivated. The latter group may be more suited to scenarios
where short-term musical engagement is prevalent, for example in install-
ations or exhibitions. However, given the environment of collaboration in
creative contexts and the reasoning to emphasize long-term engagement,
the hobbyist can be deemed the best suited target group of users. This is
because he is genuinely interested inmusical engagement itself and contin-
ued adoption of musical skills and knowledge. The generally low affective
potency of non-musical values may furthermore lower thresholds for en-
gaging in the collaboration as differences in values between collaborators
are valued less important. The difference between the bedroom producer
and the other types is that the former has technical background knowledge
while the others are first of all distinguished by their motivational stance
alone - independent of specific skills or knowledge. As such, the targeted
user-group is antipodal to that of the bedroom producer: the relatedmeta-
phors, techniques and tools are not necessarily applicable to the presented
use-case, since, by extension, they rely on specialized knowledge derived
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from the recording industry. It is therefore necessary to abstract from this
lingua franca for the prototypes presented in the following chapters.

5.5 Metonymy

Stowell et al. argue that there is inherent difficulty in finding metaphors for
interaction because neither the music domain nor the breadth of possib-
ilities provided by the computer can be coherently mapped to metaphors
that hold cognitive advantage [SM13]. Evenmore, given the points raised in
the previous sections, the multitude of different individual viewpoints and
therefore concurrent metaphors make the design of collaborative musical
interfaces more complex [FB13; Xam+13]. However, as argued by Bertelsen
et al., metaphor (is-a-kind-of relationship) is a trope based on similarity,
which may be restrictive, because it makes use of analogy and substitu-
tion and thus may "create constricting user models and narrow conceptions of the
domain object" [BBP07]. Furthermore, "metaphors have been successful but also
problematic in the sense that a goodmetaphor closes the software and locks users unless
they are creative people who feel stimulated and provoked to try to break a too perfect
metaphor". Metonymy (stands-for relationship) is another viewpoint as it
is based on contiguity which more appropriately models musical activit-
ies that are not grounded in metaphor and encourages users to develop
their own ways of using software. While both can be combined and seen
as valid approaches to design a user interface, Bertelsen et al. conclude
that "metaphor may be the master trope for creating user-friendly and transparent
software, while metonymy works better when designing for new and unforeseen uses
like creativity and play". Figure 5.2: The Roland TB-303

(1982) is one of the most in-
fluential bass synthesizers and
has shaped Acid and Techno-
House music. It is notorious
for its characteristic sound and
for its arcane sequencer inter-
face. (Picture is taken from
[Mat14b])

� � �
The prototypes presented in this thesis have a tendency towards met-
onymy this is also partially because there are few clear and established
analogies that fit into a multi-user instrument paradigm. One could think of
the ”virtual studio”metaphor but this is not sufficient because a ”hardware”
metaphor does not represent an established domain object by itself. It en-
compasses multiple viewpoints on achieving certain musical tasks: there
are different devices that do a similar task but are highly specific in their
own musical logic (see figure 5.1 for an example). If at all, they have been
popularized in niche genres. The ”virtual studio” metaphor is therefore
flawed since virtual hardware itself does not represent a culturally and tech-
nically stable or strong analogy and therefore may not be plain to generic
users without the necessary background. Another issue is that hardware
by itself does not necessarily represent a ”good” user interface although a
certain devicemay be popular and even known to novices (see figure 5.2 for
an example). The compartmentalization inherent in different virtual hard-
ware devices that are task specific further prevents sharing, and chaining
and substitution of artefacts - the ”virtual studio” is therefore a metaphor
of shared control over objects but not necessarily over artefacts. It has low
granularity and low tailorability. The last point that I’d like to raise is that
the skeumorph of hardware-like interfaces in a multi-touch environment
reduces the interaction [NB11] to being low-bandwidth, because it only al-
lows a one-to-one mapping in the parameter space, and because it inherits
the mechanical constraints of the hardware interface (knobs, sliders, spa-
cing) with limited tangibility compared to the original device. As pointed
out before, this may also reduce Flow (cp. [NB11] for a related comparative
study).





Chapter 6
Framework Architecture

Chapter Abstract
The applications presented in this thesis have been prototyped with a soft-
ware framework, which offers reusable abstractions and components for
rapid development. In the following, its software architecture is motivated
and implementation details are elaborated.

The source codes for the presented frameworks have been made available:
N. Klügel, C. Ruff and U. Laufs. UltraCom - UI-Framework. Framework /
Library, Distributed under GPL version 3. 2010-2014. url: https://github.
com/lodsb/UltraCom
N. Klügel. Reakt - Reactive Event System. Framework / Library, Distrib-
uted under GPL version 3. 2010-2014. url: https://github.com/lodsb/reakt

P
roduction of a viable artefact that can be evaluated is central to the
design science approach. Furthermore, it was argued that proto-
types in NIME require high fidelity in order to permit sensible evalu-

ation (section 4.6). To facilitate this, a framework was developed to provide
reusable components and abstractions. As stated before in section 3.1 and
1.3.1, development of music tools involves functional and aesthetic evalu-
ations. It is to a part in itself a creative activity that relies on rapid feed-
back cycles for iteration. To borrow some terms from the field of creative
computing and interactive programming, creative programming benefits
from low diffuseness (verbosity of the language), low viscosity (resistance
to change) and progressive evaluation among other cognitive dimensions
that characterize the notation of programming languages or Domain Spe-
cific Languages [McL11, ch. 5]. With respect to a framework, prototypical
applications make use of components in the following domains: the graph-
ical user interface including gesture recognition, audio synthesis (signal
generation and modification) and music related processes (high level mu-
sical events). Because the latter is specific to the prototypical application,
the framework provides mainly subcomponents that enable the construc-
tion of graphical user interfaces and the control of the audio synthesis.
However, the focus is the interoperability between these three domains.

� � �

https://github.com/lodsb/UltraCom
https://github.com/lodsb/UltraCom
https://github.com/lodsb/reakt
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From the software engineering perspective, we are interested in develop-
ing reusable parts or components for a family of applications and establish
a system framework. Domain Engineering is one approach to achieve this
goal [Cza98, ch. 3]. This includes:

• Domain Analysis: defining a set of reusable requirements

• Domain Design: establishing a common architecture for systems in the
domain

• Domain Implementation: implementing reusable assets

The previous chapters have discussed the various facets of collaborative
music making as part of the Domain Analysis (context analysis). Based on
the argumentation in chapter 1, formally deriving a holistic Domain Model
for a framework that facilitates the construction of applications for all use-
cases within musical collaboration on a tabletop is difficult. However, it
is possible to formulate high-level features that such a framework should
provide to arrive at subsystems and components that can be reused. This
loosely follows the Feature Oriented Reuse Method [Kan+98]. Based on
previous applications in this field (e.g. [Jor+06; Xam+11; Xam+14; Bis+08b;
Klü+11]), we can identify the following features, including capabilities which
are functional and non-functional, the operating environment and domain
technologies:

• Functional features:

F1 Perform audio synthesis F2 Accept multi-touch input

F3 Perform gesture recognition F4 Provide a graphical user inter-
face

F5 Support multiple users working
concurrently

F6 Provide a shared display envir-
onment (tabletop)

F7 Control audio synthesis F8 Control music processes

• Non-functional features:

NF1 Low-latency, suitable for interactive use. Audio synthesis therefore
has to be performed in real-time.

NF2 Plasticity of the framework for diverse prototypes including the
design traits pointed out above for rapid development.

NF3 Interoperability with other systems using standard (music related)
protocols to enhance the functionality of the framework and leverage
functionality provided by other environments.

NF4 Framework functionality that provides tight interaction between
musical processes, graphical user interface and audio synthesis for
feedback and control.

NF5 Reliable framework components that allow the creation of high-
quality prototypes.

NF6 Cross-platform since students may use the framework for (future)
theses, thus specific platform requirements should be avoided.

Figure 6.1 outlines the component-wise framework architecture that will
be discussed in more detail in the following sections. This includes Domain
Design and Domain Implementation.

� � �
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Figure 6.1: Framework as high-
level component diagram

Several technology related choices were specifically made to facilitate the
non-functional requirements. First, the framework relies on Scala [Ode+04]
as programming language and runtime environment on top of the Java
Virtual Machine. Thus, it provides a tool-chain for cross-platform develop-
ment and code execution (!NF6). Scala allows seamless interoperability
with Java programs. It is a multi-paradigm, general purpose programming
language that supports object-oriented, functional, imperative and con-
current programming constructs. Furthermore, it features several design
traits from functional programming languages such as lazy evaluation, al-
gebraic data types, covariance and contravariance. It’s type system relies
on strong static typing and offers type inference (!NF5). In this way it al-
lows to combine concise programming constructs and practices from both,
object oriented and purely functional programming. Additionally, for pro-
gressive evaluation, Scala offers a shell for developing, modifying and test-
ing code or applications interactively (!NF2). Second, a framework for
developing rich multi-touch applications [LRZ10] has been adapted which
already features graphical user interface elements and gesture recognition
(!F2, F3, F4). It has been applied successfully to create several prototyp-
ical implementations for other application domains in the NUI community
(!NF5). Third, a widely adopted and proven framework for real-time audio
synthesis (SuperCollider, [McC02]) was used (!NF1, NF5).

� � �
Technically, there is the difficulty that the domains, audio synthesis, graph-
ical interface and musical processes, result in heterogeneous subsystems
which, in the case of musical applications, are furthermore inherently con-
current [Mag06]. On one hand, to recur to requirements in creative pro-
gramming, one aim of the framework is to the reduction of ripple effects in
prototypical development, which implies decentralized states, low coup-
ling and high cohesion of processing elements or components (!NF2).
On the other hand, tight interaction between these domains (!NF4) may
lead to a different (e.g. monolithic) framework architecture. As an altern-
ative, the presented framework provides a data flow inspired architecture
to loosely couple components (see fig. 6.1). This is discussed in more de-
tail in the next section. Finally extensions to this are provided to enable
communication with external devices or applications using MIDI or OSC.
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6.1 Event Processing

Interactive applications have to react and coordinatemultiple events. There
is difficulty in programming such applications because events are to a large
degree generated externally, such that prediction or controlling the order
of events is impossible. The effect of this is that control over the program is
inverted (the control flow of the program is defined by the external events).
This complicates the management of states in the computation and thus
is error prone using programming solutions that rely on traditional event
handlers (callbacks) and related design patterns [Bai+13]. Coordinating
such asynchronous callbacks is daunting, because the respective code is
isolated yet changes to the business logic, or data in general, occur on
shared states as side effects of the event handling functions (callbacks
don’t have return values). For example, a recent analysis of Adobe desktop
applications revealed that event handling comprises a third of the code and
contained half of the bugs reported [Jär+08] (cited from [Bai+13]).

� � �
In case of the prototypes, events can happen internally and between sev-
eral system components in an asynchronous way, yet there are also pro-
cesses that demand synchronous updates (technically or domain specific).
Furthermore, mappings between input and output events are complex. The
following analyses the related technical issues:

Input modalities (mixed interaction)

• Tabletop and multi-touch:

– Multi-touch positions are commonly sent via the TUIO protocol [Kal+05]
for cross-platform applications using network transport protocols. Thus,
input events are not part of interface event serialization mechanisms
offered by the UI toolkit or operating system.

– Multi-touch itself has intrinsic concurrent behaviour [Sch+11b], espe-
cially in a collaborative context as there are separate user-input streams.
It follows that actions and reactions in the application are itself con-
current.

• External controllers: MIDI data input can be sent from external applic-
ations or external controller devices to a dedicated MIDI input device.
Again there is generally no UI related support for integrating such event
streams; the same applies for input methods that make use of the OSC
protocol (network).

• Feedback from the audio-backend: Audio rendering is performed in an-
other process and FIFO pipes or local network sockets are used to inform
the application about state changes or real-time audio feedback such as
amplitude levels of the rendered audio.

Internal processing (mixed temporal dependencies)

• Gesture recognition: Gesture events happen only if a specific gesture
is (partially) recognized. This depends on the type of gesture and the
streamof input data. For example, while a drag gesturemay immediately
result in events of the type ’drag’, the recognition of handwriting relies on
more input data and may delay generating the respective output events
(online versus offline gestures).
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• Graphics rendering: Rendering takes place in another context such that
updates to the stateful graphics pipeline (e.g. hardware accelerated ren-
dering with OpenGL) can only happen synchronously.

• Musical timing: Music itself relies on multiple, concurrent time-lines in
which (musical) events take place. These processes run asynchronously
and independently (to a degree) to the application specific event pro-
cessing but they change application states.

• Complex mappings: In the NIME related context, instrument design re-
quires complex mappings from multiple input event sources to multiple
output destinations that also account for inter-dependencies of event
data [DK06].

• High frequency updates and low latency: Musical interfaces demand
intimate control, which implies that controller input and state updates
should happen with low latency, high (sampling) rate and bandwidth
[WW02]. State updates therefore happen frequently and concurrently.

• Expensive processing: Due to the real-time context and interactivity of
the application expensive processing must not block use of the system.
Processingmay therefore happen asynchronously and create asynchron-
ous events.

Output modalities (mixed environment interactions)

• Sound synthesis: As stated above, audio rendering is performed in an
external process. It is controlled via a local network socket.

• MIDI and OSC output: Similar to the above synthesis may be controlled
in other applications (e.g. a DAW) via MIDI / OSC control.

To summarize, event processing happens across heterogeneous compon-
ents in the prototypical applications. It involves asynchronous and syn-
chronous operations across thread and process boundaries with complex
inter-dependencies and state behaviour.

� � �
In the following, (functional) reactive programming as recent approach to
abstract from the ”mechanics” of event based programming is introduced.
I will then broaden the context of reactive programming, because, to my
personal frustration, the related literature and software products tend to
ignore the rich history and practices in data flow oriented programming
business appliances and NIME.

6.1.1 Functional Reactive Programming

Reactive programming has been proposed as a well-suited solution for
event-driven programming [Bai+13]. It is originally based on the (synchron-
ous) data-flow programming paradigm and thus provides abstractions to
express programs as reactions to external events and time while managing
the flow of data and computation dependencies. The main idea is to use
an underlying execution model to automatically and efficiently propag-
ate state changes across a network of dependent computations. In this
way the aim is to facilitate a declarative programming paradigm for event
processing in which computations are composable first-class types where
stateful operations have been reduced or removed. Mutable values are
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considered as time-varying values to better capture the temporal aspect
of mutability [Cza12]. In case of functional reactive programming (FRP), a
(higher-order) general-purpose functional language is extendedwith these
abstractions [ICK06]. Generally, the time-varying values are called signals.

� � �
FRP was first formulated in [EH97] (cited from [Cza12]) as part of an im-
plementation that is embedded into Haskell. Here, signals are expressed
as continuous, time-varying values (Behaviors) that constantly change as
a function from time to a value:

Behavior � = Time! �

Another type that was introduced are Events as a sequence of discrete
events that are a time-stamped list of values.

Event � = [(Time; �)]

Time values must increase monotonically. The definition of Behaviors al-
lows expressing dependencies on past, present and future values. The
causality of time-dependencies must be met in order for programs to be
implementable. Programs that rely on past valuesmay introduce additional
memory usage that grows proportionally to the time the program has been
running. The evaluation model is demand-driven, or pull-based [Bai+13]. It
relies on sampling signals. While such a pull model offers the liberty to only
request new values when they are needed, a significant latency between
event occurrence and reaction may be introduced as all delayed computa-
tion have to be performed at once. This may result in space (memory for
storing events between computation) and time (computation necessary
to ”catch up”) leaks that arise over time, especially for implementations
with lazy languages (e.g. Haskell). Subsequent implementations such as
Yampa [Hud+03] or NewFran [Ell09] have remedied the issue of time and
space leaks while sometimes limiting expressiveness [Bai+13]. Additional
criticism is expressed by Czaplicki [Cza12]: these frameworks generally en-
force a strict ordering of events while assuming that updates are instant-
aneous. Since, practically this may not be true, long updates may block all
pending events. Furthermore, continuous signals are assumed to be con-
stantly changing such that sampling is performed as frequently as possible.
However, many practical events such as mouse clicks happen sporadically
compared to the update frequency since these are discrete events (as all
user input) and therefore unnecessary computations are performed. This
is especially problematic, given that updates may not be instantaneous.

� � �
As an alternative to being demand-driven, the evaluationmodel can also be
data-driven (push-based) [Bai+13]. This model is common in implementa-
tions using eager languages and involves some form of observer pattern.
Such implementations allow latency between events and reactions. How-
ever, similarly to the above, computation can be wasteful if a change of in-
put source leads every time to re-computations. Currently there are numer-
ous push-based implementations that add abstractions over the observer
pattern in form of a functional or functional-inspired framework for react-
ive programming. Examples are ReactiveX, with multiple language bind-
ings [Var14c], Scala.React [MRO10], Bacon.js [Var14a] for reactive Web-
Applications and reactive data structures for Scala [Var14b].

� � �
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There have also been contributions that combine bothmodels [Spe01; Ell09].
To recur to the Haskell based implementations, extensions have been pro-
posed for first-order FRP. For example higher-order FRP which allows the
computation graph to change dynamically [KBH12] or Arrowized FRP that
relies on signal functions instead of signals to dynamically change the pro-
cess order using dynamic collections of signal functions [CC13].

6.1.2 Data flow Programming

The cited related work fails to clearly point out the relationship between re-
active programming and data flow programming. Reactive programming
can be seen as a subset of data flow programming which is inherently
based on reactive and composable behaviour, and transformational pro-
gramming aspects [Car14]. The history of data flow programming dates
back to at least BLODI [KLV61] (this and the following references are cited
from [Car14, ch. 1]), which was a system for simulating signal processing
devices using processing blocks that communicate over links. Sutherland’s
work in [Sut66] shows one of the first systems for visual data flow program-
ming in real-time. An early definition of how data flow programs should
operate is given in [Den74]. Data flow programming paradigms are also
used widely in hardware description languages such as Verilog or VHDL.

� � �
As with reactive programming, data flow programming is declarative. It
makes use of nodes that are processing elements that define input and
output ports to connect to other nodes in an acyclic directed graph in
which edges model the flow of data through the system. In most cases
nodes are purely functional but some implementations allow stateful be-
haviour. The execution semantics per node involve consuming data from
the input ports (if available), processing it and publishing the results of the
computation to the output ports (if necessary). The graph structure allows
reasoning about parallel, asynchronous processes. In many cases data flow
programming is used to model or execute concurrent behaviour. There are
additional properties that characterize a data flow implementation, such as
number of ports allowed per node, edge capacity to hold data and graph
structure, e.g. splits and joins are forbidden to simplify concurrent execu-
tion with mutable data, and whether the graph is dynamic, asynchronous
or synchronous (fixed update rate). Some prevalent types of data flow
programming are:

• Pipeline data flow: Nodes may only have one input and output and
the graph structure is comparably simple, e.g. Unix-Pipes, stream pro-
cessors [Car14, p. 60].

• Actor Model: The graph structure can change dynamically while nodes
are executed concurrently. Data is exchanged viamessage passing between
actors (nodes). Instead of input ports actors have an ordered list where
messages are enqueued upon receipt. Messages can usually only be re-
ceived by actors that are known to the sending actors, implying some
form of addressing scheme. Actors are referentially transparent per in-
vocation and messages are generally immutable. Since actors are inde-
pendent of others, cycles and recursion are allowed. Some actor imple-
mentations are location transparent. One of the most influential actor
systems is part of the Erlang programming language [Arm10].

• Flow-Based Programming: Themodel is static and asynchronous [Car14,
p. 50]. It allows multi-port and compound nodes. Immutable and higher
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Figure 6.2: Exemplary patches
(programs) in Max 6 and
OpenMusic

order data-types such as lists and trees by means of grouping data frag-
ments can be used. Nodes are stateful (e.g. uninitialized, terminated,
active) and cycles in the graph are permissible.

6.1.3 Data flow programming for NIME

In the context of NIME, data flow based programming is by far the most
commonmethod to prototype newmusical instruments and synthesismeth-
ods. Prevalent environments are Max [PZC90] and PureData [Puc+96]
(Max family of languages), Reaktor [Nat96], OpenMusic [Ass+99] andKyma
[Sym90] (see figure 6.2). All of these languages use a visual program-
ming paradigm (called patching) where programs can be edited while run-
ning. Furthermore graphical control elements and external controllers can
be similarly added ”just-in-time” to alter and experiment with the running
program. This allows for extremely rapid feedback cycles for iterative de-
velopment. In fact, this form of interactive programming1 emphasizes the 1 Synonyms include

live-coding, on-the-fly-
programming, learneable
programming and conversa-
tional programming.

activity of writing a program as a creative endeavour, thus blurring the
lines of what is the program (product) and programming (activity). As
such, interactive programming also has a culture of programming as a per-
formance dating back to early (collaborative programming) experiments
by The League of Automatic Composers / The Hub (late 1970s) [Gre98]. It
recently gained more interest in the form of international collectives (e.g.
TOPLAP [McL+]), festivals (e.g. Algorave, [Alg]) and international confer-
ences (e.g. International Conference on Live Coding [ICL]). It should be
pointed out that in these contexts, textural languages are equally repres-
ented (e.g. SuperCollider [McC02] or Gibber [RK12]) and they make, at
least partially, use of similar data flow related constructs.

� � �
Apart from the performative aspect of programming, recent contributions
to software development practices includemobile application [Bri+11], game
development [Pho14] and a framework for designing musical tabletop ap-
plications [JGJ11] using PureData. With respect to research practices, frame-
works have been developed for mapping gesture to sound [BMS05], ma-
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Figure 6.3: UML-class diagram
of the Reakt framework (omit-
ting some implementation de-
tails). As discussed, the frame-
work consists of two parts,
one that encapsulates the DSL
for FRP and one that imple-
ments the synchronous and
asynchronous data flow. Im-
plicit type conversions are in-
dicated that bind the template
parameter of a ConstantSig-
nal[T]. Functions are repres-
ented as types Function*, sim-
ilar to Scala function objects
with templated type paramet-
ers.

chine learning formusician computer interaction [GKO11] and studying ges-
tural interaction [JGW05] using Max. Regarding studio practices, patches
in Reaktor, Max (Max for Ableton Live) and PureData [Mat14a] can also be
loaded into certain DAWs to extend the provided functionality. Languages
like Max and Reaktor use a push-based model, thus apart from the audio
synthesis they are fully event driven. OpenMusic is prevalently used in al-
gorithmic composition and makes use of a pull-based approach since it
largely relies on evaluation of functional expressions (in Common Lisp) al-
though extensions for truly reactive behaviour have been added recently
[BG14].

6.1.4 The Reakt Framework

When development on the framework started (in late 2010), FRP was not
such a publicized topic as it is today. Consequently the aforementioned im-
plementations were either not yet developed or unavailable for the public,
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especially for Scala (or Java). The main inspiration came from the contri-
bution Deprecating the observer pattern [MRO10] and data flow languages
such as PureData. This is why the nomenclaturemay differ from the presen-
ted FRP systems. An extension to PureData or Max has not been con-
sidered since concurrency on a thread / process level is prohibited or dif-
ficult to achieve, also because high level data-structures cannot be added
using an embedding language and type-polymorphisms are restricted to
basic types, and because changing the processing graph programmatically
is a non-standard operation (lacking documentation and testing). Similar
to those languages, Reakt uses nodes as processing elements in a graph
structure to express the data flow.

Implementation Details

Besides the generic functional and object oriented language features of
Scala, the implementation makes use of mixin class composition, impli-
cit type conversions and operator overloading. Additionally, the frame-
work relies on type polymorphism in order to embed execution on any
type of data in a type-safe way. It is push-based, uses a dynamic graph
and supports concurrency on top of the Akka toolkit (cp. [Gup12]). Akka
is based on the actor model, providing means to create distributed, con-
current and event driven applications. Communication is carried out via
message-passing. Akka actors are location transparent, local instances are
run on an additional thread pool, called ”micro-kernel”, that also provides
highly efficient message-passing and low memory footprint. Besides this,
the Scala libraries provide a Domain Specific Language (DSL) that ab-
stracts from the low-level functionality and offers high-level abstractions
such as Futures, Promises and Software Transactional Memory. The syn-
chronous data flow is put into effect with delegation (of method calls). In
the asynchronous case, the processing graph is traversed by actors that
live within a worker-pool and messages that are passed contain the execu-
tion context of a node. These asynchronous and synchronous parts of the
data flow can bemixed at will. A strict ordering of tokens is not guaranteed
for asynchronous data flows. This relaxation of constraints has the benefit
that execution can be done efficiently, circumventing the aforementioned
issues of time and space leaks. While the ordering is not always neces-
sary for all event types, it can be enforced by expressing the parts of the
data flow in focus using synchronous types. To diminish wasteful evalu-
ation of the whole graph, the implementation makes use of memoization
at the node-level. This way only the child nodes of an event-source node
have to be evaluated, even if sub-graphs that are independent with respect
to the event source are joined at some point of the evaluation chain. Ad-
ditionally, splits in the graph structure are allowed. To have some liberty
in triggering the evaluation (similar to pull-based data flow), nodes can be
forced to send messages based on the currently memoized value, this is
similar to the bang message in PureData or Max.

� � �
The implementation relies on modelling two domains, the data flow beha-
viour for synchronous and asynchronous messaging and the functionality
of computational abstractions and data transformations in FRP. For now,
we call the nodes in the FRP domain simply a signal of type a (the data
type), or simply Signal[a] to be close to the Scala notation. In the follow-
ing, the implementation will be described in a simplified and more abstract
manner to omit unnecessary details. The data flow behaviour relies on a
global directed acyclic graph (one per runtime) and two node types, for
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asynchronous and synchronous behaviour. Nodes are abstract and imple-
mented as mixins with concrete implementation details about the message
passingmechanism. This includesmethods for connecting and disconnect-
ing child nodes. More importantly, they offer methods for instantiation of
observing or intermediate child nodes, such that the mixins abstractly ex-
pressing the FRP functionality can rely on the behaviour that the trans-
formations produced stay within the same node-type class (synchronous
or asynchronous). To be more explicit, child node instantiation follows the
design pattern of lifting in functional programming. For example, given
Signal[a] that outputs data of type a and a function a ! b, the lift opera-
tion returns a Signal[b] which outputs data of type b every time it receives
input of type a, thus ”lifting” the function to a higher-order type. Nodes are
immutable and encapsulate exactly one function. Depending on the func-
tion, new output values are generated based on received (pushed) data.
In case of purely observational nodes, the function returns no value and
input data is simply emitted unmodified. This guarantees that nodes can
always be chained and observation never results implicitly in a functional
modification of the data flow (e.g. for debugging prototypes and rapid de-
velopment). The following outlines the mixin2 for an asynchronous node 2 Mixins are confusingly called

traits in Scala.which is derived from the base class NodeBase[A] that encapsulates the core
functionality for both node types (asynchronous and synchronous), the re-
turn type is made explicit:

trait TNodeAsynchronous[A] extends NodeBase[A] with Observable[A] {
def observe (f: A => Unit)

: SignalAsynchronous[A] = {...}

def map[B] (f: A => B)
: SignalAsynchronous[B] = {...}

def binOp[B,C](that: NodeBase[B], f: (A, B) => C)
: SignalAsynchronous[C] = {...}

@Override
protected def sendMessage(message: A) = {...}

}

The asynchronousmessage passing is implemented in sendMessage(message:
A). Observable[A] is the interface definition for nodes that provides ”observ-
able” behaviour. Connections in the graph can either express unary or bin-
ary operations3. Therefore, apart from observing (method observe) and 3 Binary operations do not dif-

ferentiate between hot or cold
inputs, thus no preference is
given on the input source to
trigger re-computation How-
ever, for any node, the order of
messaging output nodes de-
pends on the order of connect-
ing these destinations.

mapping or transforming (method map) a type, also two parametric func-
tions can be lifted (method binop) and the observation depends on two
nodes. These basic functions accommodate the higher level constructs
used in FRP. As mentioned earlier, the FRP related mixins make use of op-
erator overloading and implicit type conversions. This technique is com-
mon in Scala frameworks to construct DSLs (cp. [Ode06; Gho10]), espe-
cially since the Scala compiler allows omitting language symbols (e.g. dots,
braces) if the expression is unambiguous. For example, arithmetic operat-
ors are provided as syntactic sugar in the form of object methods which
are then evaluated to an element-wise arithmetic combination if the spe-
cific data types of the signals support an implicit conversion to a numeric
base-type.

� � �
Similarly, implicit conversion rules have been supplied to convert any vari-
able type in a program to a constant signal (of that type) if an expression
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in combination with a signal demands it: a library type is simply lifted to
a constant signal of that type by binding the type parameter of a special
signal object and setting its output value. It should be noted that these
type conversions do not obey Liskov’s substitution principle. Memoization
is implemented on the FRP side. Here, operator overloading allows simple
means to push data into a node or to read a single value from it. Further-
more, there are operators for modifying the graph structure. Figure 6.3
outlines the described class hierarchy.

� � �
For convenient interoperabilitywith Java frameworks, additional signal types
have been defined that wrap intermediate objects produced by the Scala
compiler (function objects), type conversation of primitive types and ad-
ditional type information to circumvent errors produced by type erasure
of the Java compiler for generics. These objects also perform delegation
across thread boundaries (bidirectional) to support reactive updates e.g.
from and to the graphics rendering thread. Unlike their Scala counterparts,
they are only used as sources and sinks in the graph.

Example

In the following an example is given how the FRP framework can be used
in the prototypical implementations. This example supposes that there are
UI components, a slider, a button and a text label, with reactive properties.
This API is equivalent to the one developed for the UI part of the system
architecture.

1 val sliderValue <~ slider.value
2 sliderValue.observe { x =>
3 println("My value is "+x)
4 }
5

6 val aValue = new SignalAsynchronous(3.0f)
7 textLabel.text <~ aValue.map(x => "My value is "+x)
8 val mulitpliedValue <~ slider.value * aValue
9 val someBooleanStream <~ (multipliedValue < 200.0f) && button.pressed
10

11 aValue() = 4

Lines 1-4 show how a node can be explicitly observed using an anonymous
function. Here, also an intermediate node is created (sliderValue). In line 6
a node is instantiated with an initial value which is updated in line 11. This
triggers an re-evaluation of the graph starting from the (child) node that
encapsulates the binary multiply function as part of the graph expressed
in line 8. Similarly, this will also update the content of the text label which
is dependent on the type conversion Float ! String in line 7. Lines 8 & 9
exemplify how operator overloading is used to perform arithmetic compu-
tations on signals. These lead to an implicit type conversion in line 9. Fur-
thermore, the red number indicates that an implicit type conversion from
Float to the constant signal ConstantSignal[Float] has happened. Figure
6.4 shows the explicitly instantiated and implicit intermediate signals cre-
ated and the resulting graph structure.

Performance estimation

To get a rough estimate how the overhead introduced by the decoupling
(message passing) affects overall performance, a trivializing experiment
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Figure 6.4: The generated
graph structure from the code
example above, including in-
termediate signals. Circles de-
note nodes and arrows, re-
spectively, the edges in the
graph.

was performed. This is by no means intended as a scientific examination.
Figure 6.5 depicts the throughput of a network in various sizes either us-
ing direct function calls, synchronous graph elements only or asynchron-
ous ones. Apart from the throughput also the relative overhead is shown.
The graph is simply a pipeline structure (3 to 500 nodes) such that for the
asynchronous case concurrency cannot be exploited and the overhead is
accumulated in all three scenarios. The measurements were made by tim-
ing how long it takes for one million messages (average of ten rounds) to
be pushed through the network from source to sink on a mid-range system
(Intel i7 4930K CPU with 32GIB main memory). Otherwise, no additional
operations are performed on a node-level. The throughput measurements
using the direct function call are interpreted as base-line measurements.
For this, a sequence of the length of the pipeline was simply folded (func-
tional programming) to emulate the pipeline. It is apparent that the asyn-
chronous message passing has at least a ten-fold execution overhead com-
pared to direct function calls and, similarly an overhead of the factor 2� 8.
This can be traced back to the mechanisms in the actor implementation
(e.g. thread scheduling, resulting delays in message receipt). Conversely,
the overhead of the synchronous graph execution compared to direct calls
(roughly a factor 5 in the experiments) can be accounted to the delegation
method. Here, the delegation is performed recursively down the graph,
with the effect that the overhead introduced by the management of the
stack increases with the length of the pipeline. This could be improved in
future work.

� � �
While the asynchronous and synchronous message passing methods have
a significantly lower throughput compared to the direct function call method,
this does not diminish the applicability for the use case. Practically, longer
pipelines than ten steps have been used rarely in the prototypical imple-
mentations and the event system never caused performance concerns. On
the same machine where the throughput experiments were performed, a
ten stage pipeline can still be processed with around 170000 (asynchron-
ous) and one million (synchronous) messages per second. This is enough
for interactive event processing, even if broadband event streams are used.
Since synchronous and asynchronous parts of the graph can be mixed ar-
bitrarily, the higher performing synchronous implementations can be used
even in concurrent parts of the graph.
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Figure 6.5: Plots of the num-
bers of messages processed
for a pipeline graph configur-
ation. The x-axis shows the
length of the pipeline. The plot
in the middle side shows the
throughput based on direct
function calls (function) and
synchronous or asynchronous
nodes. The plot on the left
hand side shows the measure-
ments for the asynchronous
graph only. A comparison of
the relative overhead is depic-
ted on the right hand side.

Conclusion

The presented framework abstracts over event streams, their transforma-
tion and combination. It allows to design the event processing in a loosely
coupled, state decentralizing fashion which emphasizes separation of con-
cerns. It lies at the heart of all prototypical implementations to coherently
control the heterogeneous parts of the system architecture. This is because
they are cheap with respect to overhead in practical, interactive scenarios
and because the abstractions result in an API that is mainly concerned with
element-wise type transformations. Furthermore, because of type poly-
morphism, any data type can become an even type (e.g. lists, trees, graphs,
UI elements) such that also processing on high-level data structures can be
performed in an reactive fashion.

6.2 User Interface

The framework for rapid development of tabletop user interfaces is based
on MT4j (Multi-Touch for Java), which was developed by the Fraunhofer In-
stitute for Industrial Engineering [LRZ10]. At the time, frameworks for writ-
ing the prototypical applications were evaluated, few alternatives offered
a cross-platform and open-source environment for application develop-
ment. Most notable are Squidy [KRR09] and pyMT [Han+09]. Active de-
velopment for all of the mentioned frameworks ceased while writing this
thesis (MT4j is not maintained since late 2012). Frameworks that are pro-
prietary or rely on proprietary technology at that time included Microsoft
Surface SDK and Diamond Touch, Miria SDK and Breeze (based on Silver-
light and WPF), and Adobe AIR [CN14; LRZ10]4. Aside from frameworks 4 Apart from Microsoft Sur-

face and Diamond Touch these
frameworks are de facto de-
precated.

that offer visualisation support, some focus on gesture recognition only,
by providing a dedicated gesture server ([EK08], [Ram+09]) or establish-
ing means to declaratively define new gestures [Kin+12; Sch+11b]. While
this gives liberty to chose an arbitrary UI framework, the collaborative use-
case requires that the UI toolkits implement some form of a scene graph
to allow arbitrary rotation and scaling of UI components which was not
the case for all toolkits at that time. Current frameworks such as Qt [Qt 14]
and JavaFX 8 [Ora14] support true multi-touch gesture interaction and rely
on scene graphs to display highly adaptive user interfaces. Alternatively,
modern web-technologies can also be used to develop tabletop applica-
tions [Moz15].

� � �
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Figure 6.6: Overview of the
MT4j architecture including
modification in the current
implementation (adapted
from [LRZ10])

MT4j offered the most complete development stack, including input hard-
ware abstraction, gesture recognition, and high performance rendering. It
furthermore facilitates the creation of true three dimensional user inter-
faces. The framework allows online (events while the gesture is performed)
and offline gesture (events at the end of the gesture) recognition. Gestures
are expressed procedurally which makes the implementation of complex
multi-touch gestures non-trivial [Sch+11b]. Nevertheless, such gestures are
problematic if they are not part of common practice (how is their use com-
municated by the application and learnt by the user?) or if the input device
can not differentiate between different user input streams, which is the
case for most tabletop devices. MT4j supplies standard gestures known
from mobile computing interfaces (e.g. pinch, rotate, drag) which proved
to be sufficient for the implemented prototypes. Gesture processing re-
lies on a layer-wise approach in order to abstract from the concrete input
methods (see fig. 6.6) [LRZ10]. The input hardware layer supports several
data sources, such as TUIO and multi-mouse (for debugging), these event
streams are then combined based on input class in the hardware abstrac-
tion layer. Finally, in the input processing layer, gesture processors perform
gesture recognition and transform these into logical gesture event stream
data. Processors can run globally (per scene) or per UI component (e.g. for
a button or slider), while multiple processors can be active and prioritised
for a UI component. Propagation of gesture events through these layers
makes use of the observer pattern. Another abstraction bundles common
actions for UI components based on gesture streams. This makes compon-
ent actions reusable. For example, the action triggered by a drag gesture
leads to the translation of a UI component. The package Event in figure 6.7
outlines the class diagram of event related classes for component manip-
ulation. Input events (class InputEvent) have a target UI component asso-
ciated by the underlying event system. Depending on the processor (class
AbstractInputProcessor) and action (class AbstractAction) that a UI com-
ponent registered (method Component::registerGestureProcessor), these in-
put events are converted in a high level gesture event (e.g. DragEvent)
which are then put into effect by the action processor (e.g. translating the
targeted UI component).

� � �
Component-wise gesture recognition relies on the internal scene graph in
the presentation layer in order to project touch coordinates onto graph-
ical elements for picking (hit detection and setting the target component).
Rendering the scene graph and, accordingly, UI components is facilitated
with Processing [F+07], a framework for creative computing. To maintain
compatibility with recent versions of Processing, make use of new render-
ing features and facilitate deployment of applications, large parts of the
rendering backend (based on OpenGL) have been subsequently rewritten
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by the present author 5. 5 Shortly before publication of
this thesis a new revision of
MT4j has been published. It in-
corporated similar updates to
the core infrastructure based
on the presented implementa-
tion [Mat15].

� � �
The component structure is hierarchic and recursive, it directly represents
the tree-structure of the scene graph. In this way, every component can
act as a container for child components which live in a coordinate sys-
tem relative to their parent. Thus, transformations (translation, rotation)
of parent components are re-applied to their children. Figure 6.7, pack-
age SceneGraph, shows the related class structure. The class hierarchy for
the scene graph is divided into visible components (inherited from Shape)
which can be based on three dimensional mesh data and 2.5 dimensional
polygons for generic UI components found in common windowing tool-
kits. A canvas object is the root node of a scene graph and therefore part
of every scene. Multiple canvases can be active in a root scene and there-
fore act similar to a window in WIMP toolkits.

� � �
For convenient expression of component relationships and styling of com-
ponents, a DSL has been developed. Based on common practice in Scala
tool-kits, companion objects (equivalent to the factory pattern) have been
provided for most UI components.

� � �
The integration with the FRP framework is provided in the presentation
layer as adapters for component properties (fig. 6.7, package SceneGraph).
These are represented as bidirectional nodes in Reakt such that internal
updates from MT4j or Java trigger Reakt events and vice-versa, messages
lead to the modification of the Java property. In this way, transformations
in the scene, interactions and styling of a component can also be expressed
in a reactive way.

6.3 Audio Synthesis

There are several environments to perform and control real-time audio syn-
thesis. Apart from the data flow languages presented earlier, other well
known systems are Csound (a Music-N language, cp. [Bou+00]), ChucK
[W+03] and SuperCollider (cp. [WCC11]). These rely on textural represent-
ations of musical and synthesis related processes. In case of the latter two
systems, an own general purpose programming language is provided that
embed these processes. They are directed towards interactive program-
ming and feature domain specific language constructs such as strong tim-
ing among the more conventional paradigms of object oriented and func-
tional programming. With respect to audio synthesis, especially Csound
and SuperCollider provide an extensive list of signal generators and mod-
ifiers as well as constructs to abstract from the audio synthesis and con-
trol of synthesis parameters. Both environments provide various bindings
to other programming languages and thus facilitate integration in existing
applications. For the application framework, SuperCollider was employed
since a language binding for Scala exists. It provides an extensive DSL to
mimic idioms known from the SuperCollider programming language sclang
and is also feature complete with respect to synthesis constructs that can
be expressed in comparison to sclang. The language binding ScalaCollider
was developed by Hanns Rutz as part of his PhD thesis [Rut10]. Unlike
the other environments mentioned, SuperCollider itself is divided into the
programming language part (sclang) and a synthesis part in form of an
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Figure 6.7: Simplified UML dia-
gram of the component struc-
ture in MT4j, including event
abstractions and processors
(package Event), components
in the scene graph (package
SceneGraph) as well as adapter
classes for Reakt (package
Reakt)

external audio server (scsynth). Communication between the two is per-
formed using the OSC protocol. Language bindings therefore wrap this
communication and provide object mirroring of the remote objects in the
scsynth process. Thus, integrating scsynth into an application can be done
natively without foreign language interfaces. Current bindings include Clo-
jure, Haskell, Ruby and JavaScript [Rut10].

� � �
CommonwithMusic-N languages, SuperCollider abstracts the building blocks
of a synthesis algorithm as Unit Generator (Ugen, more details are available
in section 8.1) which can be combined to form a signal flow. The set of ab-
stractions is therefore very similar to data flow programming. A signal flow
can be grouped into a synthesizer (or effect) and Ugens can be defined for
external control. Synthesizers can be instantiated and destroyed in real
time. Furthermore, scsynth provides a bus system for audio and control
data with various methods to route singals to and from it. Similar to Reakt,
ScalaCollider uses implicit type conversions to transform expressions into
Ugens or synthesis graph structures. In combination with companion ob-
jects and operator overloading this allows to express synthesis algorithms
similar to sclang without added verbosity.

� � �
For integration with Reakt, a thin wrapper was added that attaches to
each synthesizer instance in Scala an input node for parameter control and
an output node that emits the current loudness of the synthesized signal
sampled at low frequency. This involves bidirectional communication with
scsynth. The following illustrates how UI components can be used to con-
trol a synthesizer.

1 val mySynthDefinition = SynthDef("Amplitude Modulated Sine"){
2 val frequency = "freq".kr(440)
3 val outputSignal = SinOsc.ar(frequency)*Saw.ar(0.01)
4

5 AudioServer attach outputSignal
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6 }
7

8 val mySynth = mySynthDefinition.play
9

10 aRectangle = Rectangle(100,100)
11 aSlider = Slider(0,10000)
12

13 aRectangle.fillColor <~ mySynth.amp.map( x => Color(x))
14 mySynth.parameters <~ aSlider.value.map(x => ("freq" -> x))

In the synthesizer definition (lines 1 � 6) a simple sine wave is amplitude
modulated (cp. section 8.6.2) with a sawtooth wave. The output signal is
registered to the audio backend in line 5 which routes the audio output of
the synthesizer to a standard audio output bus and sets up the mechan-
ism for feedback of signal loudness from scsynth. Line 8 instantiates the
synthesizer on the audio server and creates a mirrored object in the Scala
runtime. The amplitude output of the synthesizer instance is then mapped
to the colour of a rectangle UI component. Line 2 created a named con-
trol to bind a name for a control Ugen on the scsynth side so it can be
controlled remotely. Tuples that contain the name of a control along with
value can be sent to the server to update the respective control Ugen. In
this example the slider value is simply mapped to such a tuple which is then
sent to the generic synthesizer parameter control node in line 14.

6.4 I/O Abstractions

For interoperability with other applications outside of the framework, thin
adaptor classes have been written that encapsulate MIDI and OSC com-
munication in Reakt nodes based on implementations in the Java standard
library and, respectively, in the ScalaOSC library [Rut15]. Furthermore, the
protocol events themselves have been mapped to Scala case-classes such
that the language provided pattern matching mechanisms can be used to
conveniently convert event streams.
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Chapter 7
Introduction to Timbre

"One of the most striking paradoxes concerning timbre is that when we knew less
about it, it didn't pose much of a problem ..."

Philippe Manoury, 1991

Chapter Abstract
In this chapter I will discuss the role of timbre (also known as sound colour)
in music composition and perception and further show its ramifications
on collaboration and identity finding. I will highlight its importance as a
compositional building block, especially for the context of electronically
generated music. The presented rationale also leads to the conclusion that
timbre has a significant role in collaborative music making.

T
he meaning of timbre is widely given by a non-definition similar to
the one created by the American Standards Association [Ass60]:
"[Timbre is] that attribute of sensation in terms of which a listener can judge

that two sounds having the same loudness and pitch are dissimilar".
� � �

In this regard timbre is used to differentiate perceptual characteristics of
tone quality as pointed out by [McA99, p. 85] as "encompassing a complex
set of auditory attributes as well as a plethora of auditory and musical issues". It is
therefore the synthesis of multiple perceptual dimensions, "the absence and
presence of different properties of the sound, the perceptual weight of which is still in
many ways unclear" [DP97]. It should be highlighted that timbre is by no
means independent of pitch and loudness but, on the other hand, it can
exist for non-pitched sounds.

7.1 On the Importance of Timbre

Recent findings conclude that timbre is perceptuallymore salient than pitch
[Hol11; Hur01; Pat08] and thus has a major impact on the creation, perform-
ance and reception of music. In the context of electronic music, timbre
has a unique position since the breadth of sounds that can be electronic-
ally generated ranges from the "musical and nonmusical, representational and
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abstract, familiar and arcane" [Dem10, p. 1]. Joanna Demers summarizes the
implications of this with respect to the aforementioned development of
electronic music in the following:

“Until electricity became available, music was generally produced with a relatively small
choice of instruments and vocal types. Timbre, [...], has thus been one of themost stable ele-
ments of musical production; in other words, non-electronic music is identifiable as music
(and identifiable in a very short period of time) on the basis of its timbres. " [Dem10, p.
2]

Apart from the subsequent historical discourse about the identity of elec-
tronically createdmusic (c.p. musique concrète), themanipulation of timbre
and its role as musical object is now a central building block of this kind of
music. Thus, it defies several organizational principles of classic Western
music [Wha99].

7.2 Musical organisation

In many ways, timbral qualities constitute a central building block of mu-
sic. From the perspective of a composer, timbre is integral to making voice
leading effective [Hur01]. From a social perspective, in the setting of mu-
sicians playing in a band, timbre forms a significant part of the musician’s
assessment ofmusical identity since sound is the primary medium of inter-
action with the other musicians as pointed out by [Cot04] and especially
[Hol11] as "[v]arying timbre is one of the principal ways through which performers
communicate musical structure, ideas, emotions and musical personality". With re-
spect to music composition and the musical organization, in [Hur01] it was
shown that "established perceptual principles are able to account for the majority of
traditional rules in Western voice-leading [...] the power of these perceptual principles
was evident in the fact that non-traditional rules derived from the principles were also
found to be consistent with actual musical practice". This means that methods
such as drawing the listener’s attention to a particular sound against a
background of other sounds, setting voices in contrast or conveying poly-
phonic music are to a large part motivated and facilitated by the (differen-
tiating) timbral characteristics of the used instruments. Thus, for listeners,
it induces expectations towards the flow of a piece [Pat08]. The major
obstacle is that for a thorough analysis of tone color, a conclusive founda-
tion is still lacking from the viewpoint of music theory or musicology. This
perplexing nature of timbre is expressed by Robert Cogan: "tone color is per-
haps the most paradoxical of music's parameters. The paradox lies in the contrast its
direct communicative power and the historical inability to grasp it critically or analyt-
ically" (cited from [Bla12]). The following issues are related to this.

7.2.1 Notation

The Western notational system does not specifically refer to timbral char-
acteristics of of musical building blocks (except approximate articulations
for certain instruments). Thus, it is simply not part of the classic West-
ern viewpoint on musical structure. This is also reason among others why
Electro-Acoustic composers (e.g. Xenakis, Varèse, Stockhausen) develop(ed)
their own, personalized, graphical score systems. However, there are cases
in other cultures where Timbral Listening (pitch is subordinate to timbre)
has a tradition for certain instruments. For example, the Shakuhachi music
in Japan also has a notational system to indicate timbral variations [Ber69].
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Figure 7.1: Screen-shot of an
arrangement session in the
DAW Digital Performer. The
arrangement is a song of the
electronic music duo Aute-
chre (circa 2004, taken from
[Tin04]). The timeline at the
bottom shows the automa-
tion of various parameters of
some synthesis method (un-
documented).

In the practical reality of modern studiomusic productions, timbremodula-
tions are represented in various, abundant, ways in audio processing envir-
onments. The most common technique is automation of parameters using
a timeline and breakpoint operations (cp. figure 7.1). However, this repres-
entation is a purely technical one, describing solely the parameter devel-
opment over time, there is no information about perceptual qualities of the
sound produced. Thus, this form of composing simply does not fit into a
classic notational system that may make use of extended articulations as
(if we stick to the example figure 7.1) there is no agreeable set of defined
articulations since it is highly dependent on the synthesis method and the
number of sensible parameter configurations is generally vast. Even more,
sincemusic production results in an sound artefact(a recording) rather than
performance instructions (a score), musicologists have little access to de-
construct such works for analysis. Interestingly, in 1936 Edgar Varèse made
similar conclusions, which have close resemblance to the line of argument-
ation regarding the music studio as an instrument (cp. section 2.3) and
which predict the use of automation in DAWs:

“ I am sure that the time will come when the composer, after he has graphically realized
his score, will see this score automatically put on a machine which will faithfully transmit
the musical content to the listener. As frequencies and new rhythms will have to be indic-
ated on the score, our actual notation will be inadequate. The new notation will probably
be seismographic. And here it is curious to note that at the beginning of two eras, the Me-
diaeval primitive and our own primitive era (for we are at a new primitive stage in music
today) we are faced with an identical problem: the problem of finding graphic symbols
for the transposition of the composer's thought into sound. At a distance of more than a
thousand years we have this analogy: our still primitive electrical instruments find it ne-
cessary to abandon staff notation and to use a kind of seismographic writing much like
the early ideographic writing originally used for the voice before the development of staff
notation. Formerly the curves of the musical line indicated the melodic fluctuations of the
voice, today the machine-instrument requires precise design indications " [VW66]
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7.2.2 Analysis

There are no objective analysis tools to describe timbre. Although spec-
trogram analysis is able to explain the structure of sounds (e.g. overtone
series), it does not necessarily account for their perception or represent
isolated timbral parameters (see [Zat05] for a discussion of recent research).
Another issue is that they merge several musical domains into one repres-
entation (microstructure, macrostructure, timbre) and that there are tech-
nical or mathematical limitations to the time and frequency resolution of
the representations (i.e. Short-Time Fourier Transform) that make the ana-
lysis of certain perceptual effects infeasible. Because of the representa-
tional deficiencies of the spectrogram, usually higher level feature analyses
are preferred (see section 8.7). However, comprehensive analysis relies on
a multitude of (itself potentially high dimensional) feature sets. Thus, the
high dimensionality of the resulting data makes further interpretation ne-
cessary as the various timbres themselves are in many ways represented as
combination of features. Chapter 9 discusses this issue in more detail and
shows an approach howmachine learning can be used to generate such an
”interpretative layer”.

7.2.3 Language

The lack of common, agreeable language to describe timbral aspects im-
pedes, even obfuscates, the scientific discourse. Because of this, timbre
is described phenomenologically by analogy, metaphor [Bla12] or refer-
ence as discussed in section 2.4 and 7.3. In the latter, it is furthermore
argued that metaphors and semiotics of timbres are indeed a product of
communities and their meaning building.

� � �
However, a counter argument is that there exist agreeable semantic timbral
dimensions. In a study conducted by Disley et al. [DHH06], musicians
were asked to describe the timbre of samples from twelve classical west-
ern instruments by evaluating the appropriateness of adjectives from a pre-
defined vocabulary. This resulted in a reduced set of descriptive adjectives
along four perceptual dimensions since several words did not explain the
variation of the data set well or had limited agreement. In a similar study
involving musicians, non-linear correlations between a predefined vocab-
ulary and a set of audio samples that included 8 synthesized tones among
acoustic ones were examined [Zac+12]. The explaining perceptual dimen-
sions are related to the description of luminance, texture and mass of a
sound object. A subsequent study also indicates that these are language-
independent [ZPR14]. In this way, one could argue that the existence of
such semantic timbral dimensions indicates that linguistic concepts can be
used to aid the specification of timbres for the creative use-case. However,
Zacharakis et al. point out that:

“ The mapping between a semantic and a perceptual timbre space must be complex and
partial since not all perceivable attributes of sound can be adequately verbalized, and also
because verbalization might be a product of conditioning. " [ZPR14]

This is one of the reasons why an approach of a perceptually informed
audio synthesis that omits linguistic processing and references has been
devised in chapter 9.

� � �
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To summarize, because of these issues, coherently analysing modern elec-
tronic music, thus music that is intrinsically composed of timbral manipu-
lations of sound objects, is hard to realize. Regarding this thesis, certain
assumptions are being made that are therefore hard to fully corroborate
scientifically.

7.3 Semiotics, Metaphor & Imagination

The semiotics of music have always been a topic of hot debate in which
timbre plays an important role for the performative interpretation of a mu-
sical score. Since differences in timbre can more easily distinguished than
differences in pitch [Hur01] (e.g. humans can effortlessly identify instru-
ments within a mixed auditory scene), timbre as a form-bearing dimen-
sion for a composer "should also be central to interpretative decision-making and
projection in performance" and further as "as a vehicle for communicating struc-
tural concepts and interpretative imagination" as argued in [Hol11]. The qualit-
ies of timbre that transport metaphors and structural concepts underlie,
of course, cultural and social principles wherein this implicates that meta-
phors and concepts of certain musics may be concealed for the unrelated
listener. If we define timbre as sound as it is perceived and admit that pitch
and loudness are qualities of timbre, then the listeners of western classical
music would have strong grounds to argue that pitch is the principal dimen-
sion of the timbral quality. For listeners of electronic music, this principal
dimension may be a certain parameter of the synthesizer or a timbral ef-
fect. Taking the example fromMcLean which tries to exemplify the vocabu-
lary used for metaphors in the specific genre of Acid House which became
popular in the late 1980s and centers around the timbre manipulation of
electronic instruments:

“An exemplar is JoshWink's 1995 trackHigher state of consciousness, making heavy
use of envelope modulation [of the filter cut-off frequency] and resonance para-
meters to slowly bring the music to an euphoric peak. The metaphors here are ENVEL-
OPE MODULATION IS UP and RESONANCE IS UP, related to the metaphor of CON-
SCIOUSNESS ISUP in the title. [...]Metaphors such as RESONANCE ISUP, ENVELOPE
MODULATION IS UP and metonyms such as DISTORTION IS LOUDNESS have par-
ticular meaning within acid house music culture " [McL11]

In a similar way the quality of the singing voice in popular and experimental
music is used to project different gender locations, images or states of
emotion e.g. by rasping tones, head tones, growling or screaming [Cot04].
Related to this is also the standardization of certain sonorities in and around
recording studios, e.g. the Nashville sound, Phil Spector’s ’wall of sound’
[PB04]. Thus, one can imagine that these contexts itself can be referenced
by the respective sonorities.

� � �
In [Por04] Thomas Porcello conducted a study that compared the verbal
communication in a recording studio between an intermediate and a pro-
fessional (drum tuning student and a producer)with the interaction between
two professionals (recording engineer and the same producer). The mat-
ter of both conversations is largely the same, the approach to manifest
a certain sound that the producer envisions. These interactions contrast
rather strongly. The conversation between the student and producer is
dominated by a highly interpretive and ultimately, inexpedient discourse
that makes use of lexical onomatopoesis (words that bear partial acoustic
resemblance to sounds), pure metaphor (words that only describe timbral
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characteristics), association (e.g. similar recordings) and evaluation. On
the other hand, the conversation between the professionals is character-
ized by an extreme brevity, "complete avoidance of hesitations or overlapping
speech", with "the conversational economy that accrues to linking sounds to pieces of
recording technology" (ibid) without further references. It becomes clear that
a lexical overlap between the involved parties is not sufficient since shared
knowledge is a must to use similar linguistic resources and therefore to
communicate intended sonorities verbally. As pointed out in chapter 5,
acquiring this knowledge is not feasible, therefore, organizing sonorities
by language (e.g. tags, keywords) may not be sufficient.

� � �
One viewpoint on musical semantics is the relation of timbre to the phys-
ical causality [Bea07, p. 299-313]. We experience the importance of this
relation every day as we bind certain sound objects to physical processes
and their visual cues. In reverse, this experience further allows us to derive
physical characteristics from a sound object and consequently its mean-
ing in the form of causal semantics [Lem10]. The sound of footsteps in a
hallway for example can give cues about the person causing the sounds,
such as his/her figure, the kind of shoes and therefore gender, the material
of the hallway’s floor or the size of the hallway. Regarding causual se-
mantics in a musical context Leman ([Lem10]) argues that "it could be stated
that causal semantics in music implies the activity of agents that might have caused the
sonic (musical) patterns, or that the sonic patterns are themselves perceived as agents
involved in causation. Rather than being imitations of real sound-sources [...] the focus
is here on agency, that is, on the action or the intervention that produces a particular
effect, however, concrete or abstract it may be". In this sense, the meaning forma-
tion of causality involves the imagination and representation of the sound
source in the action-oriented ontology of the listener, the subjective view-
point towards a biased physical environment [Lem10; Lem+07]. However,
as indicated in chapter 2, electronic music again takes on a special posi-
tion since such causality can be invalidated or imitated leading to a paradox
outcome:

“Oneof themost profounddifferences betweenacoustic andelectronicallyproduced sound
is the capability of the latter to invalidate the causal logic that has bound together pro-
ductive, acoustic and perceptual domains since the beginning of auditory time. Electronic
sound requires a redefinition of "source" and "production" [...] it deprives the perceptual
domain of at least a part of its traditional role in processing musical timbre. And yet [...]
modern listeners seem to roll along as usual, fully unaware of an occasional incongruity.
" [GP05, p. 164]

The reversal of the roles laid out thus far regarding musical semantics is
on the other hand observable in the context of listener and performer in-
teraction, as imagery is communicated or implied. In [Vin+04], it is high-
lighted that visual information communicating gestures, and therefore giv-
ing causal cues, of a performer playing greatly improves themusic perform-
ance perception of structural and emotional information. Similar mech-
anisms can be found in the collaborative case for ensembles [SB09]. To
summarize, timbre, communicating musical intent and embodiment are
tightly linked, they form a symbioses of meaning transportation mediated
via sound & visual cues by human action and interaction with musical in-
strument or additional means offered by the CSCM environment.

� � �
From the viewpoint of music composition, the referential nature of mu-
sical semantics (the foundation in musical metaphor) with the projection
into the music performance forms an imaginary space in which "the physical
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production of tone is guided by imagery [...] the desire and ability to create a particu-
lar sound at any one moment is at the heart of expert performance" [Hol11]. This is
further summarized by Cottrell:

“ [T]he ability to internalise sound and to develop a rich imaginative and comprehens-
ive internal representation, not only of what has been previously experienced, but also for
imaging new, innovative compositions and interpretations, would appear to be an essen-
tial feature of a musician's thinking " [Cot04]

7.4 Conclusion

However, as argued before, to realize the endogenously motivated act of
creativity requires expert-level abilities to shape timbre for a performer.
For novices this barrier should be alleviated. Extending this imagery space
is often admitted to be an exogenous act of creativity [Hol11] for com-
posers and performers in which e.g. playing techniques are extended evoke
new musical ”vocabulary” without initial presumptions on a certain com-
positional form. This ”interest in sound for its own sake” has also been
mentioned previously - in the context of studio/home recording in sec-
tion 2.4. In this way this experimenting approach is to a large degree the
source for creating and coining new musical vocabulary, metaphors and
their semantics and therefore extending and transforming the actors im-
agery space [Bai07]. To support such experimentation in an unbiased en-
vironment is a key to transport new musical language in a collaborative
scenario and to allow novices to learn by observation of action versus by
tutorial (from one another or more experienced collaborators) similar to
Knowledge Building Communities [BJT05].

� � �
Having established timbre as medium for communicating musical ideas
and concepts, it can be derived that an application in the field of CSCW
for music composition or performance should afford the unbiased means
of exploring (the dynamic evolution) of timbre. Any form of bias would
otherwise presume a commonly located and shared imagery space of the
collaborators, therefore shape expectations on the creative output (e.g.
style/genres, modes of expression). This may counter timbre as a vehicle
for meaningful creative discurse. Of course, practically some kind of bias
will always exist in the form of user interface assumptions or chosen meth-
ods of audio synthesis.





Chapter 8
Digital Audio Effects

Chapter Abstract
This chapter is intended to give a review of commonmethods that are used
to synthesize audio signals digitally. Most of these have been applied in the
prototypical implementations in some form or another. The information
provided here is intended to corroborate the application of the presented
methods.

I
n general, a synthesis describes the combination of entities to form
something new and, fundamentally in this context, it describes the cre-
ation of something by artificial means. While in the context of this

thesis, one could speak of the synthesis of music at large, the general con-
sensus of the term synthesis in music solely describes the (artificial) cre-
ation of perceptual attributes of sound. Thus, from a purely technical view-
point, such an audio synthesis involves processes that control the spectral
qualities of a sound and in this way, some form of signal processing in some
domain (e.g. digital, analogue, electro-mechanical).

� � �
However, this technical process oriented viewpoint on the creation of per-
ceptual attributes of sounds does evidently not admit other viewpoints
that are of relevance for the musical context as a whole. Indeed, as poin-
ted out in [ZA02, ch. 1] the communities involved in creating music are
manifold: Digital Signal Processing (DSP) programmers, sound engineers,
sound designers, electro-acousticmusic composers, performers using vari-
ous digital or augmented or extended acoustic instruments and musicolo-
gists. And naturally, within such communities different classifications of
audio synthesis methods occur that are logically relevant for the given
community but meaningless to another one:

“ For instance, signal-processing techniques are rarely presented according to the percep-
tual features that aremodified, but rather according to acoustical dimensions. Conversely,
composers usually rely on perceptual or cognitive features rather than acoustical dimen-
sions, and even less on signal-processing aspects. " [ZA02, p. 3]

For this chapter, I will base the discussion on all presented synthesis meth-
ods in the signal processing or engineering domain. For the reasoning why
these have been applied in certain prototypical implementations, I will,
however, show their referential qualities in terms of compositional intent
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(how andwhere they are used). It should bementioned that the perceptual
attributes that are associated with a processing method are not necessar-
ily fixed. For example, extreme dynamic processing can also change the
timbre of a sound and, similarly, so does extreme pitch processing.

8.1 Unit Generators & Modifiers

One of the most influential developments in computer music systems was
the MUSIC-I system written by Max Mathews at Bell Labs in 1957 [Cd07,
p. 58]. It introduced as a core concept the abstraction of audio synthesis
processes into a graph of generic building blocks, called Unit Generators
(Ugen). A Ugen abstracts the low level computation of a DSP algorithm as
an atomic black box, which can be interfaced with input and output con-
nectors. Input connectors thus provide a method to change internal para-
meters of the computation while output connectors emit the results. For
the instrument designer and musician this meant that a synthesis method
can be represented as signal flow between ready made modules where the
specifics of signal generation have been abstracted away. The connections
between Ugens can carry static or time-varying signals and, generally, they
are processed at different sampling rates for reasons of efficiency. Audio-
rate is therefore a processing that usually happens at the sampling rate of
the audio interface while control-rate has a sampling rate one or two orders
lower for processes that do not take place in the audible spectrum. Since
this concept supports encapsulation and polymorphism it works well with
object-oriented and flow-based programming paradigms [Kle+13, p. 20],
and thus it still forms the basis of many more modern computer music sys-
tems such as Csound [Bou+00], SuperCollider [WCC11], Reaktor [Nat96]
or PureData [Puc+96]. Throughout this thesis, most synthesis methods will
be represented as a network of unit generators.

� � �

Figure 8.1: Amplitude modula-
tion of a signal (a) by an ADSR
(c) envelope that is triggered
by a keyboard input (b) with its
corresponding result (d)

An oscillator is, for example, a Ugen which runs at audio-rate as it outputs
a periodic waveform in the audible spectrum. It usually has input ports for
frequency, initial phase and amplitude (cp. fig. 8.15). As most sounds we
hear do not consist of a static spectrum of equal amplitude but rather de-
velop over time [DJ97, p. 63], there are Ugens that have the sole purpose
of modifying parameters in the synthesis graph; these are the ones that run
at control-rate. Periodic changes are usually accomplished with a low fre-
quency oscillator (LFO) which oscillates at musical tempi or longer periods
of time. Many synthesis designs make use of envelope generators (EGs)
that generate functions of time of varying complexity. Envelopes consist of
several consecutive segments that are parameterized in terms of rate (the
duration of the segment) and levels (the value a segment outputs). The en-
velope generation is triggered by an external event, such as a key press on a
keyboard. Most commonly, an envelope is used to shape the temporal de-
velopment of the amplitude of a generated signal. In the simplest case this
involves just an attack and a decay segment, where attack describes the
time until the peak amplitude is reached and, vice-versa, decay how long
it takes for the signal to fade back to zero amplitude. Plucked instruments,
for example, have such an evolution of amplitude since after the excitation
the instrument will start resonating up to a peak amplitude (attack phase)
until the damped oscillation will eventually cease (decay phase). The typ-
ical amplitude of bowed or wind instruments involves more segments to
be since the tone can be sustained. Here, we have an attack and decay
phase followed by a sustain and release phase. The parameter for sustain
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is a (amplitude) level to which the decay segment fades to from the peak
amplitude. In this case release is the segment describing how long it takes
for the signal to die. These ADSR (attack, decay, sustain, release) envel-
opes are common and found in various synthesizer designs, since they give
more control over how the sound is produced as the envelope remains in
the sustain state for as long as a key is pressed. Figure 8.1 gives an example
of how an amplitude of a sound is shaped with an ADSR envelope. Addi-
tional parameters include the control over the shape of the segments, such
as linear, exponential or logarithmic slopes. Especially for the attack (and
decay) phase this is crucial as summarized by Benson:

“ It was not really understood properly until the middle of the twentieth century, when
electronic synthesis was taking its first tentative steps, that the attack portion of a note is the
most vital to the human ear in identifying the instrument. The transients at the beginning
aremuchmore different from one instrument to another than the steady part of the note. "
[Ben08, p. 257]

As will be shown, envelopes do not only have use for shaping the general
amplitude of a signal but also its spectral components.

8.2 Additive Synthesis

The core concept of additive synthesis relates directly to the Fourier Series
in that it makes use of the principle that all periodic functions can be formed
by the summation of sinusoidal functions. More rigorously, one can express
the time dependent periodic waveform y(t) = y(t+P )with period P as sum
of K sinusoidal components (partials):

y(t) =

K∑
k=1

ak cos(2�kf0t + �k) (8.1)

with ak being the amplitude, kf0 the frequency relative to a fundamental
frequency f0 and �k the phase offset, respectively to a k-th harmonic. The
fundamental frequency f0 corresponds usually to a musical frequency (e.
g. an A, 440Hz). This is the most basic form of additive synthesis since
only static waveforms can be created this way. In general, the partials for
k = 0, forming the DC offset, and k � 100 are not included as they are
inaudible. As K is usually fixed, the only property that affects the resulting
waveforms is the amplitude weighting ak . If k is restricted to integer val-
ues, k 2 Z , then only harmonic spectra can be created. In this form, the
harmonic additive synthesis, it is possible to synthesize most basic musical
waveforms (including filter phenomena), some of themwhich are again the
building blocks for subtractive synthesis (cp. fig. 8.2).

Figure 8.2: Simple wave-
forms that use an integer-
relationship for partials and
their spectra (taken from
[Szw14])

Acoustic instruments whose overtone series (partials) is harmonic are,
for example, the oboe, clarinet, violin and cello [Bea07, p. 18-30]. However,
the spectra of certain acoustic timbres are to a large degree inharmonic,
this includes bells (cp. fig. 8.3) or mallets, for example. In this case, for
k 2 R, the above formula (8.1) , is usually modified to the form of:

y(t) =

K∑
k=1

ak cos(2�fkt + �k) (8.2)

where fk is the frequency of the k-th partial. So far, only periodic wave-
forms can be synthesized; acoustic phenomena, of course, also consist of
a temporal development of the spectrum. In this regard, the amplitude



88 collaborative music-making with interactive tabletops

weights ak and the frequencies fk have to be time dependent:

y(t) =

K∑
k=1

ak(t) cos

(
2�

∫ t

0

fk(u) du + �k

)
(8.3)

It becomes clear that the quality of this synthesis method to convey a cer-
tain timbre and its temporal evolution is dependent on the number of par-
tials used (e.g. for inharmonic spectra) and the quality (and amount) of
control data for ak(t) and fk(t) [Roa96, p. 140f]. 1 While the former is 1 To get a perspective on the

amount of computing power
and data is needed, one can
look at two trivialized ex-
amples (taken from [Roa96,
p. 142f]): for sounds with 24
partials and a polyphony of 16
at 48kHz sampling rate about
1:8�108 samples per second are
needed; similarly, with a piece
containing 104 events, around
2:4 � 105 amplitude and fre-
quency envelopes are neces-
sary. More modern additive
synthesizers, such as the Nat-
ive Instruments RAZOR, use
up to 320 partials.

nowadays a negligible issue as band-limited sine oscillators can be effect-
ively computed using vectorization schemes to the thousands on the CPU
or up to a million on the GPU [SVS10] to even allow for polyphonic sounds,
the latter is conceptually a difficult task. This is because this synthesis form
is to its entirety dependent on these control parameters such that pinpoint-
ing spectral phenomena requires a careful construction of high dimensional
time series data.

Figure 8.3: Spectrum of a
bell sound showing a charac-
teristic inharmonic spectrum
(taken from [Dir07])

� � �
How is this control data generated? Especially for early compositions,
this was entered manually, possibly using combinations of mapping data
from different domains (Charles Dodge, Earth’s Magnetic Field, 1970), pro-
grams that constrain the spectral microstructure (John Chowning, Stria,
1977), interactive composition systems, using high level descriptors such
as the POD system (stochastic generation of events) [Tru77] or low level
construction of envelopes such as Xenakis’ UPIC [MSR93] [Xen92, p. 329].
The comparatively well-known UPIC system was a significant development
insofar as it allowed the construction of the spectrum by drawing the tem-
poral development of the sinusoidals using a specialized tablet/pen digit-
izer system with a dedicated realtime synthesis engine. This metaphor of
drawing the spectral microstructure of a piece has been adopted in several
modern applications such as MetaSynth [UI 99]. But, interestingly, this
approach has been developed before in the context of photoelectronic
instruments, such as the ANS Synthesizer by Evgeny Murzin (developed
between 1938 and 1958 and used in e.g. Andrei Tarkovsky’s movies Solaris,
The Mirror, Stalker) or the Oramics by Daphne Oram (1962).

� � �
More modern approaches to generate the control data rely on high level
transformations tomimic and alter spectral phenomena. In most cases, this
is done by first analyzing recordings of sounds of interest to generate their
sinusoidal multi-component representation and then modifying these by
means of a pipeline of spectral operators. Research regarding such Syn-
thesis by Analysis led to several extensions of the basic time-variant ad-
ditive synthesis, most notably is the Spectral Modelling Synthesis [SS90;
Ser97] which added a (filtered) noise component to the otherwise non-
stochastic output signal. An alternative analysis method has been contrib-
uted in [Klü12].

� � �
Due to its inherent universality, additive synthesis provides a generic frame-
work to synthesize arbitrary sounds without the need to model the original
causative sound generating systems. However, as pointed out before, the
central issue for synthesizing realistic timbres is the generation of control
data. The alternative to this generic approach is to make use of special-
ized synthesis methods and -topologies that specifically model the various
necessary acoustic phenomena and instrument behaviours.
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� � �
Apart from the early examples of additive synthesis2, additive synthesizers 2 Early additive synthesis in-

cludes church organs, Ham-
mond organs (1935) or the Tel-
harmonium (1897, 1907)

weremade available commercially with the introduction of digital synthesis
technology due to the added precision and lowered costs in comparison
to analogue technology. However, there was a comparatively low adop-
tion of additive synthesis outside of academic and experimental music es-
tablishments until the arrival of cost effective personal computing. Espe-
cially the exploration of different timbres without additional high level con-
trols is more feasible using other synthesis techniques such as Frequency
Modulation Synthesis where two parameters are enough to gradually shift
between harmonic and inharmonic spectra of varying composition. A com-
paratively primitive additive synthesizer was implemented for the proto-
type in chapter 13.

8.3 Subtractive Synthesis

Figure 8.4: Amplitude re-
sponses of common filter
types (taken from [Poo14])

As the name suggests, subtractive synthesis is antipodal to additive syn-
thesis as a harmonically rich signal is filtered in order to sculpt the desired
output spectrum [DJ97, p. 155f]. The source signal can be arbitrary, but
generally, certain signals are prevalent:

• Noise and impulse trains: in combination with a formant filter or a more
sophisticated vocal tractmodel, this is commonly the basis for the source-
filter model in speech synthesis [HC99, ch. 3]. Impulse trains are used to
simulate the mostly periodic glottal excitation that is apparent in voiced
sounds (vowels) while the filter mimics their spectral transformations
that occur dependent on tongue position and lip protrusion. Unvoiced
sounds, on the other hand, such as the fricatives ’f’ and ’s’ have their
source in noise and a constriction of the oral cavity. Voiced fricatives,
such as ’z’ or ’sh’ are a mixture of both (ibid).

• Simple, non-sinusoidal waveforms: as previouslymentioned, certain acous-
tic instruments exhibit physical behaviours of excitation that can be,
to a simplifying degree, seen as being derivative of primitive periodic
waveforms. For bowed instruments, the stick-slip phenomenon of the
bow that excites the string is approximately similar to a saw-tooth wave
[Ben08, p. 43]. Likewise, for wind instruments that function as a closed
pipe (e.g. clarinet), the pressure differential created by blowing into it
leads to odd modes of vibration. This behaviour can be simulated with
a square (or triangle) waveform, as it contains only odd harmonics. For
open pipes (e.g. recorder) the excitation behaviour is again more similar
to a saw-tooth wave. The filter in such cases is generally used for ”har-
monic enveloping” [DJ97, p. 174] to change the strength of harmonic
partials with time. In this way naturally occurring (decaying) resonances
of the instrument body and other physical phenomena (e.g. when over-
blowing a recorder) are mimicked.

8.3.1 Filters

Filtering is a linear operation that modifies the spectrum of a signal by
changing the amplitudes (and phases) of partials according to their fre-
quency. The related amplitude response (also called magnitude G(!) of
the complex valued frequency response H(e j!T )) of a filter describes the
applied gain. Different filters are usually distinguished by the shape of
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their amplitude response. Common filter types are low-pass, high-pass,
band-pass and band-reject (cp. 8.4). The cutoff frequency (fc) is a para-
meter that defines the boundary in the amplitude response where the filter
begins to attenuate partials (transition band) in the spectrum. The stop-
band then defines the region where the attenuation is equal (or larger)
than that required by the design of the filter and, accordingly, the pass-
band is the one where no modification of the partials’ amplitudes takes
place. In case of a low-pass filter, frequencies below fc are permitted with
little change but spectral components above it will significantly reduced.
Conversely, the passband of the high-pass filter is above fc . Band-pass and
band-reject, too have an antipodal relationship. Both can be constructed
by connecting a high- & low-pass filter in series. For such filters another
characterization is the bandwidth which is a measure of the selectivity of
the filter as it defines the width of the passband around fc . The steepness of
the curve in the transition band (called roll-off) is measured as function of
logarithmic frequency. In most cases of musical applications, this is given
in units of decibels per octave (dB/8ve) or filter order, where a first order
filter network is approximately equal to 6 dB/8ve. While the preferred or-
der is entirely dependent on the musical task at hand, most synthesizers
(classic and modern) employ filters of order two to four.

� � �
For certain spectral phenomena it is necessary to emphasize the partials
around fc above a unity gain. Therefore, such resonant filters can not only
”carve out” parts of the spectrum of the source signal but also increase the
amplitude of frequencies.

8.3.2 Formants

The aforementioned formant filters in speech synthesis is for example such
a use-case where the filter is required to create acoustic resonances of the
vocal tract. If the terminology of formants is applied to generic reson-
ances outside the frequency range of human speech, it becomes apparent
that this is a characterization of spectral phenomena where overtones are
dependent on the harmonic structure of the source signal but static in re-
lation to its fundamental frequency. This is a requirement for modelling
the acoustic effect of exciting instrument various bodies (strings, winds,
percussion). In section 8.6, we will see other methods of creating formant
structures which can generate multiple spectral peaks.

8.3.3 Legacy

Even today, subtractive synthesis probably remains themost common form
of musical audio generation, presumably, this is because of the comparat-
ively low component and parameter count. This makes themethod feasible
to implement but also traceable for beginners with regard to parameter
setting and the resulting sound. The basic architecture for subtractive syn-
thesis makes use of one or more oscillators producing harmonically rich
waveforms that can be mixed together. The signal is then routed to a fil-
ter which is followed by an amplifier. Filter and amplifier are in general
modulated by envelopes. Figure 8.5 shows the presented structure.

� � �
The synthesizers in chapters 9 and 13 are based on this architecture in vary-
ing degrees.
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Figure 8.5: Common structure
of a subtractive synthesizer.

8.4 Special Filters and Basic Effects

As for now, filters have been only presented in the context of the frequency
domain, but they can also be considered in the time domain. This leads to
the family of delay based effects that can be used to model spatial phe-
nomena and time varying modulation [ZA02, p. 70f]. In the most simple
case such a network simulates a single delay and is thus called Finite Im-
pulse Response (FIR) comb filter. Such a delay has two tuning parameters,
the amount of time delay � and the relative amplitude g of the delayed
signal that is mixed back with the original (reference) signal. Expectedly,
the effect of the network can only be heard in relation to the reference. As
the name implies, a comb filter has the frequency response of a series of
regularly spaced spikes, giving the appearance of a comb (cp. 8.6). The
parameter g determines the level and reference of attenuation of frequen-
cies at multiples of 1=� : at positive values the filter amplifies all frequencies
at these multiples and attenuates the ones that lie in between; at negatives
ones, the opposite behaviour holds.

Figure 8.6: The frequency re-
sponse (linear) of a comb filter
(taken from [Smi02, ch. 4])

� � �
The perceptual effect of this FIR network is dependent on � , for values �
10ms this results in altering the spectral structure (phasing), values between
20ms and 100ms create a doubling effect and values larger than 100ms are
typical for echos. As before, this network can be extended, in this case by
adding a feedback path. In this case, g is used as a weight for the mixture
of the original and the feed-back signal. Thus, the time response of the
filter is infinite. Accordingly this is called an Infinite Impulse Response Fil-
ter (IIR). The frequencies that are affected by the IIR comb filter are similar
to those of its FIR pendant but the gain ratio can be significantly higher
and the slope of the peaks change in curvature (the peaks become more
spiky). Thus, a comb filter can be used to create harmonic attenuation
while the feedback configuration allows to emphasize the spectral peaks
as harmonic resonances.

� � �
A special building block for many artificial reverberation models is the all-
pass filter that is in these cases usually based on a specialized comb filter.
In theory, all-pass filters have a unity frequency response, they are ”colour-
less”, but they introduce a modification of the phase content of the signal,
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thus, practically, this only holds for single sinusoid input. While they do not
model a physical diffuse reflection, a single non-zero input sample can be
thought of expanding into an infinite impulse response, which is qualitat-
ively what is desired for artificial reverberation designs. As such, all-pass
filters are also called (impulse) diffusers.

� � �
In most digital signal processing context, the delay element of the filter
network is also called a delay line. Its implementation usually makes use
of a ring buffer [DJ97, p. 228] that can be extended by an interpolation
mechanism to allow non-integer values of the sampling interval in order to
be able to tune 1=� to specific frequencies. Such fractional delay lines (cp.
[ZA02, p. 78f]) then can be modulated in delay time to build effects that
rely on a specific pitch manipulation. An example is the Doppler effect,
where the pitch variation is due to the changing distance between source
and listener. This is equivalent of appropriately increasing or decreasing
the length of the delay line. Depending on the interpolation scheme the
result is similar to altering the speed of playback on a tape machine or
vinyl player. Thus the effect of this modulation is a change in pitch of the
delayed signal. If this modulation happens periodically, e.g. use a low-
frequency oscillator to drive the delay parameter, then a vibrato effect is
created. For both effects it is necessary to listen to the delayed signal only.

� � �
The parameters range and depth of the modulation as well as the mix of
source and delayed signal give raise to classic effects that are frequently
employed in modern audio production. Using short delay lines, a flanger
can be produced that to the ear sounds similar to a phaser but produces
a more complex harmonic sound as the constructive and destructive in-
terference of mixing the original signal with the time delayed one always
creates an exact harmonic series. For a phaser, on the other hand, peaks
and troughs are generally not in a harmonic series. Slightly longer delay
lines without feedback lead to the design of a chorus effect that gives the
impression of multiple recordings or voices of a similar (detuned) signal
being stacked on top of each other (such as in string sections). Because of
the longer delay time, the interference of phase components is only weak
such that the overall timbre of the sound is preserved, yet it is short enough
not to be recognized as an echo. In many cases the overall effect of the
chorus can be increased by placing multiple instances of these delay lines
with non-correlating modulation parameters (to suppress the creation of
flanging artefacts) in parallel. This later approach was implemented for
the synthesizer in 9.4.1. Cascaded all-pass and comb-filters have also been
used for the synthesizers in chapter 13.

8.5 Simple Reverberation

Natural reverberation is the result of sounds reflecting off surfaces as a
process of dispersion. This enriching by overlapping the original sound
imparts a change of timbre, which is to a large degree due to the disper-
sion being frequency dependent, thus altering the waveform. Therefore,
as a compositional tool, long reverberations with its extensive overlapping
are a method to build up dense textures [DJ97, p. 224]. In this context
shorter sounds can be transformed into ones that slowly build up in dens-
ity and then decay over a much longer period of time compared to the
original. In most cases, the reverberation is described in the form of an im-
pulse response, which is a representation of the temporal evolution of this
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Figure 8.7: The phases of re-
verberation in an impulse re-
sponse (taken from [Kar00])

acoustic phenomenon from a static source to a listening position. From an
engineering perspective, this can be divided into three consecutive parts,
the direct sound reaching the listener first, the early reflections of the first
sparse echoes and the late reflections part that is composed of indiscern-
ible individual reflections [ZA02, p. 164]. Figure 8.7 shows these partially
overlapping segments of an impulse response. Early reflections are in most
cases integrated with the direct sound by the human hearing, in this regard,
after the direct sound response a listener does not perceive reflections as
individual. An important physical quantity for the perception of the size of
a room is the time difference between the direct sound and its first reflec-
tion. Most good concert halls have a delay in the 10 to 20 ms range [DJ97,
p. 225]. Another measure is the reverberation time, commonly known as
RT60, is the amount of time required for a sound to cease to �60dB. The
choice of the amount of decibels dates back to measurements made byW.
Sabine in the late 19th century for a sound to be roughly inaudible, as such
it does not necessarily represent how long a listener will be able to hear a
reverberation until it dies away. There are many approaches to generate
artificial reverberations. Apart from convolving the input sound with a re-
corded impulse response from a real space [RM95], there are generative
methods that may be used. However, for the most general case, these do
not rely on complete physically accurate simulation of the acoustic phe-
nomenon since this would be far to expensive (in the order of 1010 oper-
ations per second) and since the human hearing is unable to perceive the
full complexity of it [Smi06, ch. 3]. In this way, most reverberation effect
designs are only concerned with simulating what is only audible. The most
widely adopted design is the reverberator by Schroeder [SL61] due to its
relative simplicity and acceptable fidelity. It makes use of the delay based
filters that have been introduced in section 8.4, simple all-pass and comb
filters.

� � �
Since the synthesizers in this thesis, most importantly the one in section
9.4.1, use Freeverb by JezarWakefield, the general functioning of a Schroeder
reverberator (on which Freeverb is based on) will be exemplified by means
of this implementation. Schroeder proposed that the input signal is first fed
into a parallel stack of comb-filters which are then summed into a series of
cascaded all-pass filters to efficiently simulate the behaviour of late rever-
berations [SL61]. As mentioned before, an all-pass filter can be seen as
impulse diffuser with a natural decay (exponential). The serial composi-
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tion increases the density of this diffusion. To reduce the superimposition
of echoes in the impulse responses, the delay lengths are chosen to be
coprime. The comb-filters are used to impart the distinctive colouration of
early reflections and thereby define the size of the room [Sch62]. In this
case the comb-filters have low-pass filters in their feedback loop in order
to achieve an effect similar to air absorption, which is frequency dependent
and attenuates high partials. Generally, this emphasis of low frequencies
is preferred as it is a common characteristic of concert halls (ibid.). The
parallel stacking of comb-filters creates dense early reflections with vary-
ing spectral attenuation due to the incommensurate lengths of delay lines.
Feeding the summed comb-filters into the all-pass stages then results in in-
creasing the number of artificial reflections without re-colouring their out-
put. In a final stage the original signal can be mixed into the output of the
effect again to be able to gradually shift the focus of the reverberation into
the background again, if desired.

8.6 Abstract Audio Synthesis

Abstract audio synthesis techniques focus on the use ofmathematical func-
tions that do not have a direct physical interpretation [Kle+13, p. 13]. How-
ever, this does not mean that such methods are unable to mimic the effects
of physically informed processes as we will see later on. In many cases, ab-
stract synthesis allows to create computationally efficient control over a
dynamic spectrum with only a few parameters. If we look back at additive
synthesis, we can see that this is exactly antipodal to it as an explicit spe-
cification of a spectrum (with all its implications on control data) is circum-
vented by establishing high level couplings and transfer functions that only
implicitly describe the spectral outcome. As such, single parameters of
these systems can have a great impact and transform sounds from simple
to complex spectra or harmonic to inharmonic ones. One could argue that
certain techniques attributed to subtractive synthesis or the application of
the delay based filters presented earlier can also be seen as some form of
abstract synthesis. The techniques shown in this section have been em-
ployed comparatively frequently in the prototypical implementations.

Figure 8.8: The most common
configuration of two operator
FM synthesis, including envel-
opes for modulation

� � �
Asmentioned, certain abstract techniquesmake use of a coupling between
components of a system. A common concept is that of a modulator and a
carrier in which the former changes a parameter of the latter usually in the
audible spectrum. In most cases modulator and carrier are both oscillat-
ors, so that the modulator has direct influence on some parameter of the
waveform generation of the carrier. A method of classic synthesizers is, for
example, hard sync where the carrier is set to restart the period of its os-
cillation triggered when the modulator output reaches a certain threshold
or phase. In this way modulator and carrier have the same base frequency
but because of the introduced discontinuities the output will contain signi-
ficantly more harmonics depending on the frequency ratio between both
oscillators. Another classic method is pulse width modulation where the
duty cycle of a square-wave is modulated.

� � �
Two common and versatile methods are frequency modulation (FM), or
respectively phase modulation, and ring modulation (RM). We will take a
closer look at these since they have been implemented as sound synthesis
techniques in the prototypical applications in various degrees. However,
for the sake of brevity some of the subtle details will be omitted.
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8.6.1 Frequency Modulation

There are numerous variations of basic FM synthesis methods, the most
prevalent (and simplest) form is the two operator serial configuration as
shown in figure 8.8, where the two oscillators generate sinusoids (although
different waveforms can be used). The first mathematical analysis and im-
plementation of this in digital form is attributed to John Chowning [Cho77].
However, early implementations of this technique (again in the musical
context) date back to the mid-1960s. FM can be thought of a non-linear
distortion of the carrier waveform in accordance with the amplitude of the
modulating signal. The modulation leads to a deviation of the frequency
of the carrier fc . If the amplitude of the modulator is zero, expectedly no
modulation occurs, but if it is above or below zero, fc is accordingly off-
set with the deviation �. The peak frequency deviation therefore centers
around fc , spreading the power of the original oscillation into new partials,
called sidebands [DJ97, p. 117]. Thus, increasing � is a control of the band-
width of the FM spectrum. However, the positions of the sidebands and
consequently the width of the spectrum is also a function of the modu-
lator frequency: in the simplest case these are positioned with fc �kfm with
k being a positive integer (the carrier is k = 0), this is depicted in figure 8.9.

Figure 8.9: Spectrum of
simple FM exhibiting side-
bands through k = 3, taken
from [DJ97, p. 107]

How is the amplitude of each partial determined? In [Cho77] Chowning
shows that the absolute amplitude of each sideband is related to a Bessel
function of integer values. These functions have various fields of applica-
tions that include problems of wave propagation and static potentials. In
figure 8.10 we can see that a Bessel function describes a cyclic and damped
system behaviour that eventually converges to zero with increasing x .
In general, when one speaks about modulation systems, it is useful to relate
deviation andmodulation frequency in order to see how the strength of the
sidebands change over time as the strength of the modulator is varied. In
most cases this is simply expressed as their ratio and called modulation
index:

I =
�

fm
(8.4)

Thus, the amplitude of the kth sideband is given by the Bessel function of
the first kind and the order k at the point I, Jk(I) (ibid.). In this way, we can
describe the spectrum for the simple two operator FM synthesis that takes
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Figure 8.10: First kind Bessel
functions J�(x) for integer val-
ues of n (taken from [Wik08])

the parameters fc , fm and I:

sin (2�fc t + I sin(2�fm t)) = J0(I) sin(2�fc t)

+

1∑
k=1

Jk(I)
[
sin(2�(fc + k fm)) t + (�1)k sin(2�(fc � k fm)) t

]
(8.5)

When looking at the progression of Bessel functions in figure 8.10 again and
taking into account which of these functions equation 8.5 uses it becomes
apparent that negative amplitudes are generated. Thismeans that negative
frequencies exist within the spectrum and therefore such components have
a phase of �180 degrees.

� � �
While these ”out-of-phase” partials are not perceived by themselves, they
do have an audible effect as soon as other partials are present at the same
frequency. In this case amplitudes will either add or subtract from each
other depending of their relative phases [DJ97, p. 109f]. Components be-
low the carrier frequency tend to have more of these negative amplitudes.
As partials can be spread into the negative side of the spectrum (below
0 Hz) they effectively fold back as positive frequencies with their phase
inverted. This is a cause of constructive or destructive interference of side-
bands and can have a great impact on the generated timbre but also on
the perceived pitch. In figure 8.11 one can see the net result of interference
for fc = 400Hz and fm = 400Hz that results in a spectrum similar to a saw-
tooth wave. If the interference was disregarded one could argue that the
fundamental frequency in this FM spectrum shifted up to fc = 1200Hz.
Further analysis of the spectrum can be performed when examining the
ratio of the carrier and modulating frequency [Cho77]:

fc

fm
=

N1

N2
(8.6)
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Figure 8.11: Example of con-
structive interference, taken
from [DJ97, p. 110]. Sub-
figure (a) shows an FM spec-
trum which is folded back in
(b), (c) displays the resulting
net spectrum of magnitudes

The spectrum will be harmonic if N1 and N2 are integers without common
factors. The resulting fundamental frequency f0 can then be derived as:

f0 =
fc

N1
=

fm

N2
(8.7)

and we can furthermore determine the position of the sidebands as k =

N1 � nN2 for n being a positive integer. There are other observations that
can be derived for harmonic spectra:

• If N2 = 1, then the spectrum contains all the harmonics of f0

• If N2 = M and M is an integer greater than 1, every Mth harmonic will
be missing. For the case of M = 2 the spectrum will contain only odd
harmonics similar to a filtered square-wave.

• For values of N2 � 2 the folded back components will not coincide with
the positive ones, thus the spectrum is denser and more complex pro-
ducing a richer harmonic sound.

N1 and N2 are undefined if fc or fm is an irrational number. This results in
inharmonic spectra which are not only more difficult to analyze but which
can also result in shifting the fundamental frequency and therefore the per-
ceived pitch such that the carrier is not the lowest partial anymore. Pick-
ing up the property of folding back from before, we can construct cases
that are perceived as inharmonic although N1 and N2 fulfil the requirements
for harmonic spectra. Based on the example presented in [Has13, ch. 4],
consider the following: even if the sidebands are fully harmonic, we can
construct cases where the partials are reflected back in between the har-
monics. This is true for large integer ratios that are close to irrational ones
such as 5 : 7 = 1 : 1:4 and 1 :

p
2 = 1 : 1:414 : : : as these relationships im-

ply high harmonics with a low fundamental so that for listeners no ”tonal
fusion” takes place [DJ97, p. 110]. Thus, Hass concludes:

“ The result for the listener [...] will for practical purposes be inharmonic. The nature of
these inharmonic spectra, which have at least twice the frequency components of the har-
monic spectra with no phase cancellation, give FM synthesis a wide palette of bright, vi-
brant timbres, including many bell-like possibilities. Many of these inharmonic spectra
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can have sidebands that reflect close to, but not on top of existing sidebands, providing the
opportunity for shimmering, chorusing-type effects [...] " [Has13, ch. 4, part 5]

In this way, even with integer ratios only, FM synthesis can create a wide
array of timbres that mimic acoustic instruments.

� � �
For nowwe have only looked at oscillations that are purely sinusoidal. With
the tool-set at hand, it is easy to see thatmore complexwaveforms as either
carrier or modulator lead tomuchmore complex spectra[Rus04, p. 164]. In
such cases all harmonics from the base oscillations have to be treated sep-
arately, each combination results in a spectrum. This set of spectra is then
composed while accounting for the relative phase relationships. Since the
spectral richness of a sound can be controlled by the index, this is usually
utilized to dynamically alter the spectrum. In most cases this is accom-
plished with an additional modulating envelope generator.

Figure 8.12: Ring modulation
can be expressed as a multi-
plication of two signals, in this
case oscillators. Additional en-
velope modulation for a typ-
ical topology has been added.

� � �

In most cases the two operator FM synthesis method shown here is able
to produce satisfactory formants [DJ97, p. 109f] and to imitate certain fil-
ter phenomena known from subtractive synthesis. However one can ima-
gine that this basic topology can be further enhanced to allow for the cre-
ation of more realistic (or complex) formant structures and to better al-
low a targeted construction of certain spectra [Ben08, p. 274]. Indeed,
throughout the years since its musical application, FM synthesis has un-
dergone various developments and there are numerous contributions to
the field. In [Roa96, p.236-250] a review up to the year 1996 of cascaded
and parallel carrier and modulator topologies is given. This also includes
feedback FM systems which allow to create more linear evolutions of the
spectrum with increasing index. Besides these academic ones, perhaps
the most practical and well known contributions to the field were done by
Yamaha in collaboration with John Chowning [Ben08, p. 269] throughout
the 1980s and early 1990s. Especially with the introduction of their digital
DX7 synthesizer (1983), which is up to this date the best selling hardware
synthesizer (180000 units). The DX7 featured pre-programmed with pre-
set sounds, many of which can be heard in popular music hits of the 1980s.
More importantly though, is the array of different topologies (32) that were
available on the DX7 that included feedback and multiple carrier/modu-
lator setups. Because of these, the synthesizer was able to create a large
variety of acoustic instrument emulations of sufficiently high fidelity that
were for the first time available to a larger public. Since then, several of
these topologies were adopted as a standard ingredient in other synthes-
izer designs. One can imagine that such complex oscillator couplings are
difficult to describe mathematically. In fact, not all topologies are analyzed
mathematically thus far. For example, the cross-modulation of two expo-
nential coupled oscillators (as opposed to the linear coupling which is de-
scribed here) has been derived only recently [TL11]. It should be noted that
it is also possible to generate percussive sounds that are based on noise
sources with FM, since very complex inharmonic spectra without a strong
fundamental are perceived as noise. This can be achieved with complex
base waveforms for the oscillators and a high modulation as mentioned
above or feedback systems which can be constructed to behave similar to
chaotic dynamic systems [Ben08, p. 275].
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8.6.2 Ring Modulation

Ring modulation can be seen as a bipolar amplitude modulation which is
simply the multiplication of two signals [Roa96, p. 216] as shown in fig-
ure 8.12. Again, we are making use of a modulator, m(t), and carrier, c(t).
However, when seen as a multiplication, these roles can be swapped. The
differentiation stems from the classic definition of amplitude modulation
which is unipolar.

� � �
Using sinusoids as basic functions and making use of a standard trigono-
metric identity we can see how the spectrum is altered:

rm(t) = c(t) �m(t) = cos(2�fc t) � cos(2�fm t)

=
1

2
(cos(2�(fc � fm)) + cos(2�(fc + fm))) (8.8)

We can see that around the carrier frequency fc the two new partials are
centred with the distance jfc� fmj. Interestingly, neither fc nor fm exist in the
resulting spectrum directly. Only two side bands have been created, this
is why this form of modulation is also called Double Sideband Modulation
[DJ97, p. 83]. Because of this, the pitch of the output signal can be per-
ceived to be quite different. Figure 8.13 gives an example of the input and
output spectra for RM. Similar to FM, for the exact analysis of the result-
ing spectrum one has to account for the interference of partials as soon as
parts of the lower sideband moves into the negative part of the spectrum.
For more complex input spectra, we can also see that the lower sideband
is ”flipped”. If fc and fm are in an integer ratio, the sidebands are harmonic,
otherwise they are inharmonic [Roa96, p. 217].

Figure 8.13: Ring Modulation
of two sinusoids, the output
spectrum only contains the
sum and difference of the in-
put frequencies (taken from
[Rus04, p. 159])

� � �
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Thus one can use RM modulation as simple means to completely alter the
spectrum of the carrier signal (e.g. spectral inversion). Compared to FM,
it produces less sidebands and may therefore be ”less destructive” with
regards to the original input in some cases. Holmes describes the effect of
RM in the following:

“ If the input signals have many harmonics, such as a guitar or the human voice, the res-
ulting output signal is complex and rich, a kind of ghost of the original sound. " [Hol02,
p. 25]

As RM has a rich history in electronic music, it has been applied in many
compositions, especially those of early electro acoustic music e.g. in Karl
Heinz Stockhausen’s Gesang der Jünglinge (1953).

8.6.3 Vector Phaseshaping Synthesis

Recent developments in non-linear synthesis techniques led to new meth-
ods for wave- and phaseshaping and feedback systems (cp. [Kle+13]). We
can see how the former two ones stem from a natural extension of the di-
gital oscillator if we do not regard it as an atomic entity. In figure 8.15 (a),
the classic oscillator is depicted with the common Music V parameteriza-
tion [DJ97; Kle+13]: f0 is the fundamental frequency, �0 the initial phase,
F (�) the waveform function that describes the shape of the signal and thus
contributes to the timbre and A the peak amplitude. In this way it is appar-
ent that Frequency Modulation and Ring Modulation (as a form of Amp-
litude Modulation) shown previously are methods that rely on cascading
these unit generators. The internal structure of this oscillator in figure 8.15
(b) encapsulates two components [Kle+13]:
The phase generator (PG) generates the periodical phase function sample-
by-sample, based on the pitch f0 and the phase offset �0,

�(n) = [�(n � 1) + ��] mod 1; �(0) = �0 (8.9)

with �� being dependent on the fundamental frequency and the sampling
frequency (ibid.). The mod 1 operator limits �(n) to the [0; 1(. In this way,
�(n) creates a simple, periodic ramp function as shown in figure 8.14.

Figure 8.14: Phase function
�(n) (upper figure) and the
resulting output waveform if
F (_) is an inverted cosine func-
tion (lower figure)

The wavegenerator (WG) takes output �(n) and evaluates the waveform
function F (�) to produce the preliminary output signal w(n) before scaling
by A. Similar to F (�), we can define the functions P (�) and W (�) that deform
�(n) and w(n) in a non-linear way. These function mappings will prelimin-
arily introduce timbral effects (ibid.). P (�) is then a functional mapping for
phaseshaping whileW (�) is the one for waveshaping. Phaseshaping can be
understood as both as a form of phase modulation (similar to frequency
modulation) and non-linear waveshaping.

� � �
Vector Phaseshaping Synthesis (VPS) applies phaseshaping by defining
one (or more) two-dimensional breakpoints to deform the otherwise lin-
ear phase function �(n) [Kle+11]. We can define a breakpoint p as

p = (d; v) (8.10)

with d being the horizontal and v the vertical position; d 2 < is constrained
to 0 � d � 1, so it is normalized by the length of a period, while v 2 < can
be arbitrary. With this, the phaseshaping function can be given as:

�vps(x) =

{
vx
d 0 � x � d

(1� v) x�d1�d + v d � x � 1
(8.11)



digital audio effects 101

Figure 8.15: (a) Classic digital
oscillator, (b) its internal struc-
ture and (c) extension with
wave- & phaseshaping (taken
from [Kle+13, p. 20])

The wavefunction in VPS is given as an inverted cosine. In the given form
of �vps , the phase function �(n) is transformed to be divided into two seg-
ments with different but constrained slopes. In case of p = (0:5; 0:5) the
original phase function is not altered at all, if v is raised towards the unity
then the slope of the first segment is increased and the second one is de-
creased until it reaches a constant value slope of 1:0 (ibid.), figure 8.16 illus-
trates this. One can see that in these cases the bandwidth of the spectrum
grows from a single harmonic and the shrinks again to form a half-wave
rectified sinusoid consisting of mainly odd harmonics with a strong second
one (ibid.). Leaving v = 1 and decreasing d will lead to impulse-like wave-
formswith varying duty cycles. When d is in this casemodulated this allows
tomodel pulse widthmodulation asmentioned in the beginning of this sec-
tion. The combinations of d and v where pure sinusoids are created can be
generalized as

j v
d
j = j1� v

1� d
j; forv ; d 2 Z (8.12)

for all cases where the absolute derivative at the infliction point is equal,
so that the produced pitch will be equivalent to jv=d jf0 (ibid.).
As mentioned before, VPS is able to synthesize formants some of which
have a very vocal quality and allow to create effects similar to the resonant
filtering used in subtractive synthesis. This is achievable if v � 1:5. In such
situations d functions as a brightness control, spreading the spectrum and
creating multiple formants as soon as it deviates from the centre position
0:5. An example for the effect can be seen in figure 8.17.
While it is possible to describe the VPS spectrum containing one break-
point in closed form, some of the effects can also be stated as simple wave-
form morphologies (ibid.) as shown in table 8.18. One issue is that
for v > 1 severe aliasing can occur due to incomplete periods of the cosine
waveform. In [Kle+11] a method is introduced to remedy this by modifying
�vps(x) to create piece-wise full-cycle sinusoids. The method implemented
for this thesis involved using bandlimited cosine oscillators that are less
prone to produce aliasing artefacts.

� � �
In conclusion, VPS allows to generate a wide range of spectra that are use-
ful in the context of emulating classic waveforms and filter effects. The
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Figure 8.16: VPS waveforms
and spectra for (a) p =

(0:5; 0:5), (b) p = (0:5; 0:85)

and (c) p = (0:5; 1:0) (taken
from [Kle+11])

low number of input parameters that describe these makes it suitable for
use-cases where a low dimensionality of control parameters is needed as
is the case for the prototypical implementation in chapter 9.

8.7 Perceptually Salient Audio Features to Describe
Timbre

This section is intended to give a quick overview over predominant au-
dio features and their extraction, an in-depth introduction to this matter
is given in [Ler12]. It is also recommended to consult the contribution by
Eerola et al. [EFA12] where audio feature analysis was performed to gain
similar insights into timbral microstructures. In this thesis the same toolbox
(MIRToolbox) [LTE08] used with congruent feature sets.

� � �
Audio feature (or content) analysis is a subfield of research inmusic inform-
ation retrieval (MIR) with the goal to extract descriptive and discriminative
properties from audio signals [Ler12, p. xiii] such as speech or music re-
cordings. Low- and mid-level features can be grouped into five classes
[Ler12, p. 4]:

• statistical / technical: derived from audio data such as the amplitude
distribution

• timbre / sound quality

• intensity-related: properties of envelope and loudness

• tonal: pitch and harmony relationships

• temporal: rhythmic properties and temporal evolution



digital audio effects 103

Figure 8.17: VPS waveforms
and spectra creating a single
formant, (a) p = (0:5; 3), and
multiple ones for d 6= 0:5

(taken from [Kle+11])

p(d; v) Waveform Spectrum
(0:5; 1) half sinusoid missing some even har-

monics
(0:5;� 1) distorted half sinusoid steep spectral slope
(0:5;� 1) varying-period sinusoid peaks at (2v � 1)f0 (single

formant)
(� 0:5; 1) pulse-like spectrum gets richer with

d ! 0

(� 0:5;� 1) varying-period distorted si-
nusoids

multiple formant peaks

(� 0:5; 0:5) sawtooth-like more gradual spectral slope

Figure 8.18: VPS waveform
morphologies (taken from
[Kle+11])

Especially low-level features are not necessarily meaningful to the human
perception, therefore these are usually grouped or enriched with additional
meta-information in a second processing pass.

� � �
Within this thesis, audio feature analysis is broadly used in the context of
synthesis by analysis (chapter 9 and chapter 11). Therefore only timbral,
statistical and intensity related features are of interest that are also per-
ceptually salient. Figure 8.19 depicts a summary of mainly timbre related
audio features and their technical extraction methods that have been ap-
plied for adaptive audio effects in [VZA06]. It also highlights the relation-
ships between signal features, related redundancies and perceptual correl-
ates and shows that the extraction of certain features rely on a pipeline of
consecutive processing steps in order to retrieve high-level features.

� � �
It is also apparent that audio features can be correlated. With certain ma-
chine learning approaches this can be problematic. Another issue may be
of practical nature: since certain features bear little additional information
but the number of examples in a test set is usually limited the accuracy of
a classifier may decrease (course of dimensionality). If the feature set is
comparatively large, this cannot be trivially solved by employing a feature
selection.

� � �
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Figure 8.19: Timbral audio fea-
tures and their extraction tech-
niques (taken from [VZA06])

Which features are perceptually salient? One of the most prevalent ap-
proaches to get insight into this is based on dissimilarity ratings by human
listeners for sound pairs [Mul+11; Pee+11]. These studies involved project-
ing the ratings into a lower dimensional representation bymeans ofmultidi-
mensional scaling (MDS) such that the distance between ratings ismatched
in the MDS projection. After that, acoustic correlates are determined such
that the projection yields a perceptual space. In [Bea07, ch. 8], Donnadieu
gives a review of the related research up to the year 2005 and shows some
general discrepancies in the results of studies that have been conducted.
However, in most cases the predominant perceptual dimensions derived
have been attack rate, spectral flux, spectral centroid and spectral rough-
ness with varying degrees of importance. In most cases stimuli from acous-
tic (isolated) instruments have been used, however for the scope of this
thesis, several confirmatory studies also approached synthesized timbres
(albeit informed from acoustic instruments) [Cac+05; MC07] (cited from
[Pee+11]).

� � �
Regarding the role of the temporal evolution to discriminate timbres, some
perceptual salience is admitted but a holistic consensus does not exist so
far, thus it is hypothesized thatmore appropriate high level descriptorsmay
exist [Bea07, ch. 8]. In this way Hajda concludes:

“Even in these contrived contexts, it is clear that a single rulewill not apply between classes
of instruments. Given the above caveat, it seems that, for sustained continuant tones, the
timevariant steady state usually provides sufficient andnecessary information for the iden-
tification of an instrument. The co-evolution of the amplitude and spectral centroid seems
important here, but the direction (i.e., regular vs reverse playback) does not. " [Bea07, p.
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256]

Correspondingly, in a study analyzing various additional audio features for
mood classification of music, Eerola et al. observed that although a small
subset of these was capable of explaining the variance in the emotion rat-
ings, this subset was genre specific [Eer11].

� � �
To summarize, the ability of such audio features to give a meaningful, per-
ceptually salient representation of the audio datamay be highly dependent
on the data itself. This issue may be aggravated as the results in a re-
lated study by McAdams [McA99] suggests that the variance among pro-
fessional musicians performing the discrimination is more coherent than
among nonmusicians and, even more, there are latent groups among all
listeners where the inter-group coherence is larger than the intra-group co-
herence. In this way, certain perceptual attributes may have been acquired
by experience. Audio features that have been arguably proven to be valu-
able for discrimination may not be perceptually salient for certain tasks so
it becomes clear that no generic set of audio features exists. For the use
cases of this thesis, these tasks are not as well defined as the ones in the
related studies with regards to the basic audio source material, which con-
sists of recordings of mainly classical acoustic instruments, and the nature
of discrimination. In this way, rather than defining a strict low-dimensional
set of audio features a-priori, emphasis is given to classifiers or projection
methods that support high dimensional data (a large set of acoustic fea-
tures) and that allow to make certain assessments about the likelihood of
explaining the variance in the data. An approach for this is shown in chapter
9.





Chapter 9
Controlling Audio Synthesis by a
Perceptually Motivated Mapping

Chapter Abstract
In this chapter, a prototype will be discussed that allows a group of users to
design sound collaboratively in real time using a multi-touch tabletop. This
approach relies on a machine learning method to generate a mapping from
perceptual audio features to synthesis parameters. This mapping is then
used for visualization and interaction. Finally, the results of a comparative
evaluation study will be discussed.

This chapter is based on the contribution [KBG14], “Designing Sound Col-
laboratively Perceptually Motivated Audio Synthesis” by Klügel, Becker
and Groh.
Sections 9.2, 9.3, 9.7, 9.5, 9.8 and 9.9 have been significantly expanded.
Sections 9.4 and 9.6 are largely new.

The implementation of the interface (UI and HCI paradigms) for the pro-
totype was done in the scope of Timo Becker’s master’s thesis and the in-
terface concept was derived in several iterations and discussions between
him and me.

The overall concept of the underlying framework including the machine
learning approach and synthesis method was devised and implemented
by me. The study was conducted by us both.

The source code and data sets for the prototype have been made avail-
able:
T. Becker and N. Klügel. SoundDesigner. Application, includes data sets,
Distributed under GPL version 3. 2013. url: https://github.com/lodsb/
SoundDesigner

9.1 Perceptually Motivated Synthesis

Sound design is generally seen as the process of specifying, generating or
manipulating audio elements in a non-compositional context. If we look at

https://github.com/lodsb/SoundDesigner
https://github.com/lodsb/SoundDesigner
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it more from the musical perspective - sound design as designing timbres
- then sound design is part of the daily routine in modern electronic music
composition and performance as it is a form-bearing dimension of music
(ch. 7).

� � �
The question of how to support the necessary exploration of timbre im-
plies two viewpoints. The first one is the engineering (DSP) perspective
that considers the capabilities of a synthesis method to generate manifold
sounds. In this regard the aim is to have a generic synthesis architecture in
which the choice of parameters leads to large sonic variation. Parameters
are therefore structural. The other perspective is the HCI one in which the
aim is to have synthesis parameters readily map to perceptible sonic attrib-
utes [Sea13b], thus human cognitive manageability. In this case, paramet-
ers are perceptual. Compared to the engineering perspective, the HCI per-
spective has not been studied to the same extent (ibid). In fact, if we look
at commercial hardware or software synthesizers, the common interface
scheme is to have a direct relationship between control affordances and
structural parameters. Such a mapping is problematic because it makes
the change of timbral qualities non-intuitive without knowledge about the
sound generating structure and its technical functioning [Ris03; Röb10].
This is especially true for novices. Seago gives an example for this defi-
ciency: "[FM] is a synthesis method that may be viewed as essentially an exploration
of a mathematical expression, but whose parameters have little to do with real-world
sound productionmechanisms, or with perceived attributes of sound. However, all syn-
thesis methods require a significant degree of understanding of the approach being em-
ployed ..." [Sea13a].

� � �
Apart from structural control over the synthesis, there are other approaches.
For example, in certain sample-based or wave-table based synthesis en-
vironments such as the synthesizer Serum [XFe14] or the DAW Renoise
[Mül+02], waveforms can be drawn directly in the user interface. In con-
trast, the UPIC system which was introduced in section 8.2 allows to draw
the spectral evolution of a sound or a composition. However, an inter-
face that relies on a visual representation of the sound directly in the time
or frequency domain is at too low a level of abstraction because "there is
no 'semantic directness' (Hutchins et al. 1986) for the purpose of specifying any but
the most crudely characterized sounds" [Sea13a]. Alternatively, there are also
approaches that connect language with synthesis parameters (cp. [Mil14;
Ste06]) or which organize synthesis parameters using tags. Especially the
latter is prominent in commercial applications such as Maschine [Nat10].
or Bitwig Studio [Bit14]. As pointed out in chapter 7, language is prob-
lematic because there is a "complex and non-linear relationship between timbre
space and verbal space" [Sea13a], and there is ambiguity since there are valid
alternative mappings based on cultural or social background.

� � �
Apart from schemes that more or less implement direct control of the syn-
thesis parameters, it is also possible to rely on an ”interpretative layer” that
is informed by perceptual attributes from a feature analysis which then con-
trols the audio synthesis. Therefore, the issues of controls that exhibit non-
linear behaviour and inter-dependencies regarding the perceptual qualit-
ies of the output are circumvent. Overall, it is possible to abstract from the
concrete synthesis model and thus generalize the interaction for arbitrary
synthesis models. We see value in this generalization, specifically because
it reduces peripheral tasks for electronicmusic creation and therefore helps
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including novices into the collaboration. More generally, in [Sea13b] Seago
proposes a set of criteria for such a timbre space (for the sake of clear-
ity, we just define it as the space of possible timbres the synthesizer can
generate) through which the user can navigate to find or generate a sound
(paraphrased, only the relevant ones are kept):

S1 It should have large coverage to encompass a wide and musically useful
variety of sounds.

S2 It should have sufficient resolution and precision.

S3 It should reflect psychoacoustic reality. The perceived timbral differ-
ences of sounds in the space should be broadly proportional to the Eu-
clidean distance.

S4 It should have predictive power. A sound between two others should
be perceived as hybrid of those.

We will use these criteria as guidelines for devising the system.

� � �
With respect to electronic music creation, we see the collaborative use-
case of designing sound a largely untapped territory for fostering creative
endeavours. The structure of this chapter is further divided into three parts,
essentially: after discussing the relations of this contribution with the body
of related work, we will introduce the main elements of our approach. We
will then elaborate on a comparative user study that we conducted to eval-
uate our approach in comparison to generic direct synthesizer control and
our prototypical implementation.

9.2 Related work

The majority of research related to mapping from timbre to synthesis para-
meters focuses on re- or cross-synthesizing the original sound sources from
timbral features. For our use-case, however, we are interested in applying
this mapping foremost as a paradigm for interaction, so the main issue
is human cognitive manageability. This field of Human Computer Inter-
action has not been studied extensively [Sea13b]. Regarding the cross-
synthesis methods, we can identify three common approaches, the sig-
nal processing one, which formulates explicit timbral transformations (e.
g. [Ser97]), the machine learning one, where the timbral model is inferred
from audio data (e.g. [LV08]) and the concatenative one, where timbre
is constructed using the sound recordings themselves. A well known rep-
resentative of the latter is the CataRT system [Sch12]. It is especially rel-
evant as the navigation in timbre space is its core concept for interaction.
However, for this, CataRT and subsequent developments use the high-level
timbral features as orthogonal axes directly. This means that only a low (2-
3) number of features span this space, discarding timbral qualities that may
add valuable information and possibly reducing the representative qual-
ity of the space since features may be correlated. To circumvent these
problems, CataRT allows the user to re-define the space at run-time. For
the collaborative use-case, this introduces the conceptual challenge how a
shared navigational space can have user-specific views without hamper-
ing awareness and articulation. In case of the collaborative application
Nuvolet [CBC11], which is based on CataRT, this space is static. It uses a
3D camera system as sensor for gesture driven Audio Mosaicing. Nuvolet
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aims to support a collaborative, virtuosic performance that enhances the
performer-to-audience relationship. Consequently, it lacks features that
provide affordances for the collaboration itself with respect to shareab-
ility and awareness. The cognitive load and imprecision that are initially
induced by the 3D control method are also problematic for novices.

� � �
Apart from high-level timbral features, also low-level features that are re-
duced in dimensionality can be used to span the timbre space [NBG04;
LV08]. However, the constructed timbre space by this machine learning
approach may not have an obvious relationship to the human perception
[LV08], so in order to remedy this, further processing steps than the re-
duction itself are necessary. Moreover, any mapping to synthesis para-
meters and the inter-relationship between timbral features are bound to
be highly non-linear [HC06]. Non-linear mappings such as Self-Organizing
Maps (SOMs) are therefore preferable. These have already been applied in
numerous fields including sound-design. Especially the approach in [EP10]
overlaps with our use-case as the generated 2D-SOM representation of
the timbre-space is used as interaction metaphor. Due to some benefi-
cial mathematical properties, we will use Generative Topographic Mapping
(GTM) instead of SOM, as will be explained in more detail in section 9.6.
Furthermore, we will use high-level features since otherwise we would have
the additional problem of defining a proper mapping that is computation-
ally expityressive enough to abstract from low-level features to perceptu-
ally more meaningful ones.

9.3 Concept and Preliminary Tests

We need to be able to synthesize a large variety of different timbres in or-
der to not severely limit expressiveness, apart from the constraints imposed
by the sound generating method (guidelines S1 & S2). As argued before,
from this viewpoint an organizational structure for the various sounds is
necessary. Thus, one has to rely on a corpus of sounds in which such a
structure(s) are represented. Thus, similar to CataRT, it is the goal to gen-
erate a corpus S such that each sound si 2 S can be analyzed for its timbral
features ti 2 T to generate the mapping si $ ti (guideline S3). Later on,
we would like to synthesize si again in real time within a tonal context. A
common approach would be to use and re-synthesize recorded sounds.
However, it is non-trivial to analyze all time-frequency relationships reli-
ably for an arbitrary sound source, therefore possibly rendering its original
timbre-space relationship invalid during re-synthesis (e.g. when the funda-
mental pitch is altered). Therefore we opted to develop our own synthesis
model such that all parameters of the synthesis (e.g. pitch) are known.

� � �
To be more precise, the core process consists of sampling different para-
meter settings of a synthesizer and rendering the resulting audio which is
then feature analysed. The feature space created by all sounds (parameter
settings) is then projected down onto a two dimensional plane for visualiz-
ation. If we also create a mapping from the two dimensional plane back to
the feature space and from there to the original generating parameters, it
becomes also feasible to control the audio synthesis based on this inherent
timbral structuring. Figure 9.1 depicts this approach.

� � �
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Figure 9.1: Visualization of
the proposed process which
shows the sampling of a syn-
thesizer, the feature extraction
and projection as well as the
inverse mapping for lookup of
the original synthesizer para-
meterization for interaction.

Two preliminary experiments were performed to evaluate the validity of
a feature space that is projected down with the dimensionality reduction
method described in section 9.6. These were not intended to be a rigorous
examination of the method. Unlike the prototype, for both test cases time
series feature data was created. This not only allows to depict the evol-
ution over time in the projection as some sounds change timbre but also
inflates the number of feature vectors in order to see whether the projec-
tion method can cope with a comparatively large amount of data points.

� � �
Test case A involved sets of six musically meaningful classes of sounds
which were taken from the standard library of instruments delivered with
Renoise [Mül+02]: acoustic instruments, bass sounds, atmospheric (pads),
keyboard sounds, percussion and effects. However, these groups are neither
musically nor spectrally disjunct. For example, acoustic plucked or per-
cussive instruments can have similar spectral or amplitude envelopes at the
beginning (exponential chirp with high energy). The data set as a whole
consists of roughly 4500 feature vectors (17 dimensions) with a class mem-
bership that is highly uneven - 70% of the samples belong either to the class
acoustic or bass. Thus, making specific qualitative or quantitative assess-
ments would be inappropriate. In figure 9.2 the result of the projection for
test case A is shown. The exact value of the third dimension in both plots
can be ignored here, they show how probable one point on the two di-
mensional grid represents a specific point in the high dimensional feature
space (responsibilities). We can see that the instrument groups are mostly
represented as clusters with little perturbation. Upon looking closely at
the plot, one can see that the responsibilities of a grid point are frequently
shared for several classes but oftentimes they are dominated by the mem-
bership to one specific class. Hence, there must be some topology in fea-
ture space (the projection method is topology preserving for guideline S4)
induced by the similarity of certain feature vector classes. It is interesting
to see that although the class of acoustic samples is dominant, it is limited
in terms of spread and mainly shows dominant responsibilities in these re-
gions. Along the lines of the previous argumentation, this indicates that
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Figure 9.2: Example plots of
preliminary data sets for test
case A (left) and test case B
(right)

these samples have some inherent similarity. Especially given the close-
ness of this cluster to grid points with a high responsibility for parts from
the class of percussive samples this underlines the plucked string charac-
ter of many sounds from this acoustic class. The large spread of the per-
cussive class can be explained by the large variety of instruments in the set
(bass drum, harmonic and inharmonic resonances, high-hats) and the spec-
tral feature analysis which uses a Short Time Fourier Transform with 1024
samples per block. Such a block size means that at the common sampling
rate of 44:1kHz, spectral changes happening faster than� 0:75Hzwill not be
registered but instead will smear or mix the spectral content within a block.
Fast spectral changes are, however, a characteristic of percussive sounds.
Thus, the variance of spectral content on an analysis block basis may be
increased. This is also an argument why appending the parameter settings
of the synthesis to expand the feature data with information about the tem-
poral evolution of a sound is sensible. However, more concrete statements
would have needed a more thorough examination of the samples and their
feature representation. Test case B simply examines the representation of
two sounds and their temporal evolution. For this, two sounds were cre-
ated, the first one is a static saw waveform continuing for approximately 9
seconds. The second one, named ”animated saw”, is the same basic sound
that is slowly faded in and subsequently distorted. The temporal evolution
can be seen in 9.2 on the right hand side. Apart from the two peaks in the
opposite corners of the plot, which can be attributed to the abrupt ending
of the sounds followed by a long silence, the visualization shows what is to
be expected: the static sound is represented as a singular cluster while the
animated one moves along a path without significant jumps.

� � �
To conclude, as the goal of this preliminary study was to see whether reas-
onable clustermemberships emerge in the projection based on sounds that
are approximately related, the results are satisfactory.
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Figure 9.3: Final design of
the synthesis topology (some
parts are omitted), parameters
in a green box indicates that
they are control parameters,
the individual routing para-
meters have been grouped

9.4 Synthesis & Corpus

To create the corpus it is necessary to sample various parameter settings
pi 2 P from the possible parameter combinations P to generate the sounds
si for the analysis. Hence, we are interested in having a low number of
parameters.

9.4.1 Synthesis

The synthesis model makes use of Vector Phase Shaping (VPS) as de-
scribed in section 8.6.3 and allows low frequency modulation of the two
dimensional breakpoint position. The motivation for the design is that it
should be feasible to create certain timbres known from subtractive syn-
thesis which can also be made more complex by means of frequency and
ring modulation. This choice of VPS allows for a reduction of control para-
meters compared to common topologies of subtractive synthesis, if we ad-
mit that certain waveforms or phenomena are only approximated by VPS:

• many basic waveforms andmixtures of them can be created by this form
of phase distortion, this omits a parameter for waveform selection or
mixing

• effects such as pulse width modulation are possible without the need for
the two additional parameters of LFO frequency andmodulation amount

• a filter can be completely omitted and thus also the parameters for cut-
off frequency and resonance

Thus, the VPS oscillator has three parameters: frequency and the twomod-
ulation amounts for the breakpoint position instead of the six for a fully sub-
tractive topology (frequency, waveform, pulse-width modulation amount
and frequency, modulation amount for cut-off frequency and resonance).
The synthesizer consists of two VPS oscillators where the second one acts
as a modulator that is tuned into harmonic intervals of the main funda-
mental frequency (up and down two octaves). Each of these pairs is then
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instantiated three times, so that at a summing stage one can cross-fade
between an oscillator-mix, a ring-modulated, a frequency-modulated and
simple carrier signal. After that, white noise can be mixed into the sum be-
fore finally going into a variable effects processing chain and an amplifier
for amplitude modulation. The sole purpose of the effects chain is to either
emphasize certain part harmonically in the spectrum (flanger) or to act
as a colouring diffuser (flanger-chorus-reverb or flanger-reverb-chorus).
The reverberator is set to long decay times. The reason for this is that
it allows transforming any input material into long evolving and sustained
sounds. Placing the amplifier after the effects chains therefore allows to
regain amplitude control over the evolving sounds (modify decay times).
Figure 9.3 shows this topology. Each parameter that can be controlled is
marked as green, the multiple instances of the carrier and modulator pair
have been omitted. The blue lines indicate the signal flow and the red ones
the modulation destinations. The modulation system can be thought of a
switchingmatrix that allows to routemodulation sources to anymodulation
destination. Parameters such as the FM-index or breakpoint position act as
weight for the modulation amount. The modulation sources are 18 unipolar
envelopes of different shapes and lengths (9 are normal and the others are
inverted and offset) and the two constant values zero and one. With the
latter it is possible to switch the modulation off or on. For example, in this
way, the resonance effect (v-value of the VPS oscillator) can be set fixed
to a certain value. In this way the synthesizer is capable of creating a wide
range of simple and complex timbres. The basic subtractive synthesis in-
spired architecture is useful for creating bass sounds or other timbres for
mainly melodic use. Generating percussive timbres is possible since en-
velopes with a short attack phase are available: these can modulate the
white noise amount (e.g. for high hats) or, for example, the emulated filter
frequency which in combination with a strong resonance can create the
short sine sweep that is a typical building block for drum synthesis. Sim-
ilar to this, long envelopes enable synthesizing atmospheric timbres that
slowly evolve, especially in combination with the post-processing effects.
To conclude, the synthesizer design shown has 16 parameters that can be
controlled externally.

9.4.2 Corpus

Except for the routing, all parameters can be set at a floating-point pre-
cision, thus, to generate the corpus and overcome computational prob-
lems as well as to reduce the amount of sample points to make the projec-
tion feasible, it was necessary to coarsely discretize the parameter ranges.
These ranges have been chosen after initial listening tests that weighed
large timbral ranges against useful variations of similar timbres. As such,
the parameters have been individually discretized to atmost 20 steps, which
resulted in jPj � 1015 possible parameter combinations.

� � �
Ideally, we would like to cover the whole extent of timbral varieties in the
discretized parameter space for the corpus. However, given the cardinality
of P , it becomes clear that even synthesizing these parameter configura-
tions is not feasible. Hence, the corpus can be created either by an expert,
automatically by performing some high dimensional search method or a
mixture of both. We applied the latter, as a heuristic method which makes
use of audio similarity.

� � �
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P forms a hypercube if we interpret the normalized parameters as ortho-
gonal axes. Thus, within the volume of such a hypercube the set of points
represent valid parameter configurations. A hypercube can be further split
along any axis, creating two siblings with a smaller volume and therefore
less included parameter configurations. Furthermore, we can determine
an estimate of the similarity of the sounds within a hypercube if we meas-
ure the similarity for the synthesized audio that two parameter configur-
ations at opposing vertices on each side of such a split represent.

Figure 9.4: Example plot of
the searchmethod for three di-
mensions (three parameters)

Using this heuristic, we are essentially performing a multi-dimensional bin-
ary search, creating dissimilar sounds along a path that eventually leads
to a recursively generated volume containing mostly similar ones. Figure
9.4 shows this scheme for three parameters (three dimensions). At every
sample point of a value a new sound is generated and added to the corpus.
The path itself is only relevant for the traversal algorithm.

� � �
We can gain a speed-up for the search method as the produced siblings
are independent and can be processed in parallel. Given a set of para-
meter configurations - or presets - that an expert has created, the method
can search for sounds in between these according to the similarity meas-
ure; each pair of presets is then interpreted as two extreme vertices de-
scribing a hypercube uniquely. We used the similarity measure proposed
in [Pam04], as its robustness to arbitrary sounds has been shown. The
nature of VPS to predictably generate, for our ears, mostly musical spectral
effects makes this method applicable. Note that the fundamental pitch for
each sound has been normalized to the note C, differing only in the octave
(-5 to +5 from middle C � 261:6Hz) for the whole data set. The length of
the generated samples for the subsequent feature analysis has been set to
4 seconds since longer samples significantly increase the processing time
for the similarity analysis.

9.4.3 Implementation Details

The implementation made use of the functional programming language
Scala and the aforementioned Akka toolkit for actor based programming
(section 6.1.4). The system consists of two types of actors, Worker and
Coordinator: the former performs the rendering of the audio based on
parameter settings and the distance measurement, the latter generates
the parameter settings. The parameter settings are themselves represen-
ted as infinite but stateful streams of coordinate vectors since generating
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coordinates a priori would either exceed the heap or stack memory. These
represent the volumetric coordinates (two endpoints of a hypercube). The
coordinate data (parameter resolution) is discretized to a certain grid size.
Workers request a stream from the Coordinator and perform their pro-
cessing until, by the distance measure, two parameter settings are seen
as similar. Then a new stream is requested. The partitioning of the stream
by the Coordinator was performed as described in the previous section.
Workers communicate bidirectionally to instances of MATLAB and Super-
Collider (running in non-realtime rendering mode) via standard Unix FIFO
queues. For a parameter setting, the Worker generates the source code
of the specifically parameterized synthesizer definition code which is then
received, interpreted and executed by the SuperCollider language client.
When both parameter settings are rendered, MATLAB is informed to per-
form the distance measurement and send back the results. To allow for a
roll-back of the system in case of a failure, the already processed coordin-
ate data and file locations are saved into a database (MongoDB [Mon09a]).
Additionally, MATLAB instances were re-spawned online when they be-
came unresponsive1. 1 During development several

bugs in the MATLAB imple-
mentation were encountered

� � �
The final configuration involved running the Workers in a thread-pool of
size 32 and 16 instances of MATLAB and SuperCollider. The time spent
generating roughly 1000000 parameter configurations was 23 days on a 12

core dual Intel XEON 2630 with 64GiB main memory. The smaller data set
used in the evaluated prototype took around two days to calculate. Future
work would benefit from a global gradient or one that takes the neigh-
bourhood of parameter settings into consideration to speed up the search.
As a final remark, it should be noted that the feature analysis performed
by MATLAB was the most time consuming step in the processing chain.
Therefore, a distance measure that is more efficient to calculate but which
also is perceptually meaningful should be preferred in future iterations.

9.5 Features

We performed the analysis of the corpus to derive only high-level timbral
features. First the samples were normalized, the preceding and subsequent
silence was trimmed, and finally they were resampled to 22kHz sample rate.
Then all audio files were analyzed using the MIRToolbox [LTE08] to gen-
erate audio features (30) in accordance with the presented focus, namely
features that relate to perceptually relevant timbral and dynamic qualities
of these sounds only (guideline S3). These generated features are largely
time series data, which, in our use-case, are difficult to integrate: First tech-
nically difficult, as the synthesis uses modulators whose state would have
to be saved with the generated audio in order to properly represent every
frame of a time-series feature in a ti $ pi mapping. Second, conceptually
difficult, as each sound in the timbre space is then represented as a path.
A visualization of this may overburden users, but it also requires a more
complex user interface and more interaction as path operations are now
the canonical way of exploring and designing sound. And third, practically
difficult, as the memory requirements for the visualization method is O(n2)

and our feature data set exceeds 100GiB. Thus we collapsed the originally
30 dimensional time series data onto a single 368 dimensional feature vector
by extracting statistical properties of the features. These statistical prop-
erties cover inter alia: variance, kurtosis, entropy, or periodicity were cal-
culated for each time-series feature. Feature vectors containing undefined
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values were removed while the remaining ones were standardized by Z-
Score transformation as suggested in [SEL11]. Since the projectionmethod,
which will be introduced shortly, is not well suited for this high dimensional-
ity of input data, we performed a greedy forward feature selection yielding
50 features. Furthermore, the original synthesis parameters were added to
the feature vectors in order to include to some degree information about
the temporal evolution of a sound. Initial experiments by listening tests us-
ing a first iteration of our prototypical application revealed that this has a
positive impact on the quality of themapping. We allot this finding to redu-
cing the amount of ambiguous information for the entire feature vector, as
the statistics based conversion reduced the temporal descriptiveness for
some of the original features (e.g. the statistical properties of the spectral
centroid for a sound being played back in forward or reverse are similar).

9.6 Mapping & Visualization

A reduction of the high dimensional timbre space to two dimensions is
deemed especially helpful in the context of multi-touch applications since
the lower dimensional representation can be directly used for visualization
[Kir+12] and interaction. As pointed out earlier, the disadvantage of using
SOMs for this task is that they do not guarantee certain properties for our
use case, namely, the convergence of the algorithm and the preservation of
topology (guideline S4). Therefore we preferred Generative Topographic
Mapping (GTM) [BSW98], which exhibits these characteristics. As a prob-
abilistic method, the GTM defines a probability density function modelling
how well a set of low L-dimensional latent variables, xk , is mapped to high
D-dimensional data-points ti by the function y . In our case, L is the 2D
visualization space and D is the feature space.

� � �
The mapping y defines a transformation carried out by weighting non-
linear basis functions, �(x), which are centred uniformly on a grid in latent
space. As with the presented use-case, these basis functions are typically
radially symmetric Gaussians with a common width parameter �. We can
express y in the form of a generalized (linear) regression model that makes
use of a weight matrix W , such that

y(x ;W ) = W�(x) (9.1)

So far, the intrinsic dimensionality of the mapping in data space is L. Only
using this strictly confined L-dimensional manifold does not allow for some
variance between the observed variables (the feature data) and the images
of the latent variables. Therefore, the manifold is convolved with an iso-
tropic Gaussian noise distribution with an inverse variance � which gives it
some volume. Thus, for a data point t given a latent point xi a probability
of fitting can be given as:

p(tjxi ;W; �) =

(
�

2�

)D=2

exp

(
��

2
kt � y(xi ;W )k2

)
(9.2)

As stated before the Gaussians are positioned at regular points on the grid,
this prior distribution p(x) can be expressed as a sum of delta functions:

p(x) =
1

K

K∑
i=1

�(x � xi) (9.3)
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Thus, the distribution in data space,

p(tjW;�) =

∫
p(tjx;W; �)p(x)dx (9.4)

takes the form of

p(tjW;�) =
1

K

K∑
i=1

p(tjxi ;W; �) (9.5)

In this way, the GTM can be seen as a constrained Gaussian Mixture Model.
The mapping method is shown schematically in figure 9.5.

Figure 9.5: The non-linear
mapping of the GTM defines
a manifold that is embedded
into data space (taken from
[BSW98])

� � �
The probabilistic properties allow to evaluate the quality of the mapping
as data log-likelihood

L(W;�) = ln

N∏
n=1

1

K

K∑
i=1

p(tnjxi ;W; �) (9.6)

Therefore parameters � and the weightings W can be determined by Max-
imum Likelihood using the Expectation Maximization algorithm [DLR77],
which generates the projection. The continuous and smooth nature of y
enables the topology preserving property of the GTM - neighbour points in
the latent space remain neighbour points in data space. This smoothness
can be controlled by the parameters of the Gaussian basis functions set
beforehand. At the end of the algorithm, the responsibility (probability) of
each latent variable having generated each data point can be evaluated. As
latent variables are arranged on a grid, the position of each down-projected
data point can be determined by weighting the latent variables’ grid po-
sitions with their responsibility for it. In our case it is further necessary
to perform a Z-Score transformation [SEL11] of the feature data since the
variance of the features diverge vastly (by the factor � 109) but the global
parameter � applies to all dimensions.

� � �
To help users differentiate more easily between the clusters of points in the
projection, we performed a rough colour coding to indicate cluster mem-
bership. Since the GTM is topology preserving, one can apply K-Means
Clustering in the feature space (K � 50) and assign colours accordingly.
As we know which data point is projected onto which 2D position, we can
construct an element-wise pseudo-bijective mapping. For interaction, in
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Figure 9.6: Screen-shot of our
prototype showing Nodes (1),
Paths (2-3) and tools (4a-4c)
as well as global controls for
tonal parameters (5) and play-
back (6)

order to find the nearest projected point in latent space from an arbitrary
point (e.g. a user’s touch) in the 2D space in real time, K-Nearest Neigh-
bour search with K = 1 using a KD-tree was applied. The resulting time-
complexity of O(k log n)with � 106 points permits comparatively quick look
ups. In section 9.9wewill give an example of howwe can benefit frommore
neighbours. Finally, we applied a generic hash map to associate a feature
vector with the respective set of generating parameters. We will call the
visualization, pi ! si ! ti ! xi , and the mapping, xi ! ti ! si ! pi , Timbre
Surface for future reference.

9.7 Prototype

We formulated the following constraints and requirements to frame the
conceptual design of our prototypical application:

Number of users: The physical dimensions of our multi-touch table is 56”,
thus we limit the number of simultaneously collaborating users to five.

Expertise of users: As argued in the introductory section, the focus is to in-
clude novices but also experts into the collaborative sound design process.

User objective: We’d like to provide a tool for the explorative engagement
with sounds but also their purposeful construction.

Situational context: Rather than to casually engage with the application,
we expect users to get together purposefully. So we deem some explan-
atory exposition with respect to the interaction language and expressive
possibilities permissible (section 1.2).
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Mode of Collaboration: Possible modes among others are distributed lead-
ership, turn-taking or a fully democratic process (section 5.2). We opted for
the latter since this allows us to evaluate whether the proposed synthesis
and interaction method aid users in comparison to a more conservative ap-
proach.

Facilitation of Collaboration: Besides usingmethodologies that aim to foster
awareness, shareability and articulation, we aim at supporting the concept
of public and private (acoustic) spaces and different levels of task coup-
ling. Private spaces have been shown to give users more creative freedom
to formulate contributions [FB13].

As stated earlier, users can design their sounds in a tonal context. For
this, streams of harmonically fitting note events are generated and can be
set to transpose sounds within the limit of one octave. This way, we aim
to preserve the validity of the timbral mapping [Mar+03] while providing a
useful tonal extension. The note events were generated from another com-
puter based on distinct chord progressions that were pre-programmed and
running in phase-synchronous loops in the DAW Live [Abl02]. The loops
were then arpeggiated using stock MIDI effects and sent as distinct note
stream via a dedicated MIDI-channel to the synthesizer instances in the
prototype. The generating computer and the one running the prototype
application were linked using a bidirectional MIDI control setup (two con-
nected MIDI interfaces), such that the prototype could alter the arpeggiat-
ors’ step and gate lengths on the generating computer while also receiving
the note data streams. This setup is shown in figure 9.7. Private acoustic
spaces were supported by having separate headphone output channels for
every user that can be routed freely to hear any sound being played. Thus
users are able to tune into the sound that collaborators design or set their
sound public for the others to hear. This was facilitated by an additional
switching matrix for each synthesizer instance (not discussed and shown
in section 9.4.1) to send the synthesizer output to the dedicated hardware
audio channels where the headphones were connected to.

Figure 9.7: UML deployment
diagram of the presented pro-
totype

� � �
The Timbre Surface is at the core of the operational design. It spans the
whole background of the user interface. Furthermore, we use the concept
of a Node (fig. 9.6, item 1), a visually represented, draggable entity to fa-
cilitate the selection and playback of sounds according to its 2D position
on the Timbre Surface. Nodes can be created and removed by simple ges-
tures as seen fit and manipulated to change the sound’s pitch and volume
but also to set the incoming note stream and headphone output. These
properties are directly visually indicated to support awareness.

� � �
Dragging a Node updates the synthesizer’s parameters according to its po-
sition; the respective sound will be immediately heard. Continuous play-
back can be toggled with an additional button. To create sounds that
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change over time, Nodes can be connected to form Paths (fig. 9.6, item
2). This expresses a timed motion over the Timbre Surface whose slope in
between two Nodes can be altered with control points of a Bezier curve.
This is the Timbre Space equivalent of parameter automation common
in digital audio workstations. However, every Path represents a separate
time-line. The segments of a Path are used for visualization, showing the
progress of playback but also for representation of the properties dura-
tion, volume and pitch at a certain point in time. By means of additional
playback nodes and the possibility to chain paths (fig. 9.6, item 3) more
complex sequences of sounds can be created. To modify the volume, pitch
and time of a Path or Node, we followed a tool-based approach. This cir-
cumvents issues with ambiguous input (multi-touch gestures and paral-
lel input) and complex menu-driven command chains. For each of these
three properties tools can be instantiated which can then be dragged and
“docked” to the item to be modified. Then, by subsequent dragging of
the separately highlighted tip of the tool, the property is modified accord-
ingly. Figure 9.6 4a, 4b, 4c show the tools for changing the duration of a
segment, the volume and the pitch.

� � �
Apart from feedback that indicates the playback state of a Node or Path,
also feedforward has been applied. This was implemented to show users
which Nodes or Paths could be connected while the respective gesture was
performed.

� � �
A global menu can be used change the playback of all Nodes and Paths but
also to show the widgets that manipulate the note streams. They show two
parameters that modify e.g. the note length and frequency of an arpeg-
giated sequence of pre-programmed chord progressions. Changing these
parameters may sometimes be necessary to emphasize a desired effect,
e.g. use longer notes for atmospheric sounds and shorter ones for per-
cussive sounds. We see this as suboptimal as this information could be
derived from a more complete audio feature analysis, this is open for im-
provements of future works. We also did not implement the synchroniza-
tion of the playback of paths to the note events themselves, so their play-
back is independent of incoming events. We see this as permissive as such
synchronization can be interpreted in various ways, thus it would require
additional complexity to the user interface.

9.8 Evaluation

Wecreated a data set containing 60,000 sounds, which is based on roughly
1,500 presets chosen by an expert and on the generativemethod described
above. For the evaluation, we conducted a user study lasting oneweek that
pursued the goal of comparing our approach to a classical one and to eval-
uate the practical design of the application with respect to user experience
and collaboration.

9.8.1 Organization of the study

The study was subdivided into three consecutive parts: comparison, ex-
perimentation and questionnaire. 22 people took part it in groups of 2-4
collaborators. With respect to their demography, their age was between 19
and 43 years (mean 25.5) while 27%were female and 73%male. Apart from
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Figure 9.8: Screen-shot of the
alternative prototypeone person, all participants enjoyed listening to music, most of them fre-

quently, with a preference for Electronic and Rock/Pop. 59% of them had
used music software before and 55% played an instrument - 91% also knew
what a synthesizer was although only 27% had used one before. 14% had
composed a musical piece and 5% designed sound. Regarding the tech-
nical knowledge, 59% had previously used a multi-touch table. Only a small
fraction of participants had prior ideas of what to accomplish creatively as
the vast majority did not indicate any expectations towards the application
or (collaborative) sound design.

� � �
For the comparative part, we developed an application that models a clas-
sic approach to sound design (cp fig. 9.8) in a collaborative setting. We use
the metaphor of a shared instrument where users can change only tech-
nical parameters of our synthesis method using simple sliders. These are
grouped by functionality as widgets that can be moved and rotated freely.

� � �
After a short explanation, users were given 5 minutes to experiment with
the classic approach and after that, again after an introduction, for the
same duration to experiment with the proposed one using only equival-
ent activities (node creation and dragging). We are well aware of the dif-
ferent approaches to collaboration that both applications offer, however
with respect to the functionality, we regard this comparison as permiss-
ible. For the next part, we presented all of the remaining functionality and
gave participants 25 minutes to delve deeper into the application but also
to get accustomed to each other in hope that they would gradually focus
on the collaborative aspects of sound-design (9.9). A computer-mediated
questionnaire concluded the study. Alongside questions regarding demo-
graphic data, we addressed the comparison-, usability-, interaction- & in-
formation design, visual design and finally the collaboration itself. Most
questions used a 5-level Likert scale.
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Figure 9.9: Participants of the
user study evaluating our pro-
totype

9.8.2 Results

The questionnaire showed mixed results regarding the overall ease of use,
mental effort and the perceived ability to purposefully execute ideas for
our new application in comparison to the classical one. Corroborating the
latter, participants were not always able to realise their musical and timbral
ideas to a large part because they felt that finding specific sounds quickly
was rather hard. With respect to collaboration, it was stated that shar-
ing and continuing work of others was not sufficiently facilitated while it
was perceived as easy. This means that articulation was perceived to be
fostered, as opposed to shareability. Reasons given for this were first that
wearing headphones was seen as a complication for communication, thus
being detrimental to the process of collaboration.

� � �
Apart from these mixed results, the feedback for the application was very
positive. The comparison between the classic and our approach showed
that ours was deemed more musically inspiring and incited people more
to experiment and collaborate. It was further stated that it helped to ob-
tain more musical results both alone and in the group. The relationship
between input and auditive output was found to be more understandable.
Somewhat surprisingly, but in line with the previous discussion, people per-
ceived the new application as being able to provide more freedom in cre-
ating timbres although technically this is not the case. Regarding utility,
most participants were able to find interesting timbres and create interest-
ing complex ones. Most interestingly, a minority stated that they had been
shown new vistas with respect to music and timbre. In relation to engage-
ment and pleasure, the majority experienced Flow stating that they felt
immersed. Collaboratively designing and experimenting with sound were
rated as providing fun while it was felt that the collaboration in general
had been fostered with enough access points to join in. In terms of aware-
ness and shareability, the possibility to experiment in a private auditory
space was received very positively. Finally, the application was favorably
reviewed concerning the interaction and information design, as well as con-
cerning aesthetics. The main UI control components, the timbre visualiz-
ation, nodes and paths but also animations representing transitions, feed-
back and feedforward were assessed to be meaningful and aesthetically
pleasing.

9.9 Discussion & Conclusion

The evaluation revealed shortcomingswith respect toNavigation andAware-
ness. Regarding the first shortcoming, users stated that they found Timbre
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Surface incoherent as small changes in position did not translate to small
changes in timbre and that the clusters in the projection did not always
have a comprehensible inter-relationship. The quality of the Timbre Sur-
face depends crucially on the quality of the features. In this way the issue
can be remedied with a different set of timbral features or different encod-
ings thereof, such as the correlation of features for a sound. Additionally,
the negative evaluation results with respect to the precision of the Timbre
Surface led to a subsequent experiment investigating the influence of more
thorough feature selection methods via observing the likelihoods involved
in the GTM. The results showed that these methods can improve the quality
of the projection significantly. The GTM method itself also provides para-
meters that can be further adjusted. Real-time interpolation of the sample
points could lead to a smaller data set and therefore disentangle the visu-
alization but can also lead to a homogenization of parameter settings de-
pending on their neighborhood. For a quick evaluation of this method we
used the nearest 8 neighbors of a position and weighted their paramet-
ers according to the Euclidean distance from that position. This created
a sufficiently smooth mapping where gradual changes in the 2D position
led to gradual changes in the aural output. However, this removed many of
the original timbres from the Timbre Surface since this linear interpolation
does not inherit the non-linear nature of the GTM. Hence, a more complex
interpolation method is needed which takes the GTM into account. For
example, the gradient of the generated responsibilities could be used for
weighting. Another approach is to introduce complementary UI tools, that
can pull clusters apart (e.g. a “magnifing glass”).

� � �
With respect to the second shortcoming, participants stated that the is-
sue is mainly the control over the private space and the related default
settings used. We have seen in the previous section that this resulted in
a degradation of directedness of communication and shareability. Sim-
ilar concerns have been raised in [Xam+14] and observed in [BP00]. An-
other related study revealed that the use of headphones was detrimental
for awareness at the individual and group level, and thus for coordina-
tion because there was not enough overlap in the interface representation
of private and acoustic spaces and the way audio was delivered to users
[FB13]. The causes for these issues are therefore related to control, rep-
resentation and feedback in the application interface and conceptual with
respect to audio delivery. In this way, there may be a multitude of pos-
sible solutions. However, removing private spaces and therefore relying on
public acoustic spaces only does not appear to be an option as this was
regarded a necessity by a large majority of the participants. As pointed
out in [BP00], audio distribution with a public channel is problematic for
novices since they have difficulty in identifying their own contributions in
the mix. Another problem is that private spaces better support iterative
development of ideas and experimentation since the user decides when to
commit contributions to the global mix. On the one hand, this may reduce
disruption of the global musical output because experimentation can hap-
pen independently of it and therefore minimize conflict potential in group
collaboration. On the other hand, it can foster involvement with the group
task for individuals, especially shy ones, because the intermediate results of
experimentation are free from assessment of collaborators. As suggested
by many participants themselves, the main issue with respect to control
could be resolved by providing users the option to mute specific co-users
altogether or to provide a user-specific mixer functionality. With respect to
feedback, the artefacts (Nodes and Paths) could offer moremeans to indic-
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ate information about the sound generation such as amplitude levels. This
way the visualization would correlate more immediately to the sonic out-
put. Regarding audio delivery, in [Xam+14] and [BP00] ambisonic speaker
arrangements were used to give each user’s sonic output a spatial quality
in order to make the distinction of the various contributions more easily
discernible and attributable. A similar suggestion was made at the NIME
conference 2014 where this contribution was presented. For our proto-
type, each user may have a dedicated speaker output channel and speaker
placed nearby the individual around the table. In combination with private
spaces using headphones this could represent an optimal solution since
the benefits of private acoustic spaces would still be accessible while con-
tributions in the public space would be attributable acoustically.

� � �
On the positive side, our application was received as a valuable alternative
to the classic approach to sound-design, being perceived as more musical,
expressive, inspiring, comprehensible and inciting towards collaboration.
Participants stated that they were able to find interesting and design com-
plex timbres. This activity was perceived as pleasurable and Flow inducing.
Furthermore, the collaborative use-case is seen as fun. The application as
been reviewed as supporting and fostering collaboration.

Although the named shortcomings conflict with the goals set at the begin-
ning of this chapter, we do not assess them as overly severe since they are
not conceptual issues but rather technical ones that can be approached
systematically within further research. To conclude, given this positive
feedback and the amount of committed suggestions for improvements by
participants, we see the results as satisfactory. In this regard, it is worth-
while noting that this application has been developedwith the affect model
presented in chapter 11 in mind, namely the automatic emotional affect es-
timation of timbres. Here, sounds can be given an affect value (Valence and
Arousal) that can be included in the feature vector for projection. Thus al-
lowing to design sound not only in relation to timbral descriptions but also
to emotional affect related ones. As a closing remark, it should be noted
that the presented approach is generic as it can be extended or replaced
with other synthesis methods. In this way the system can not only be seen
as abstracting over the synthesis parameters but also over synthesis ar-
chitectures: similar sounds generated by different synthesis architectures
would have similar feature vectors and therefore two dimensional map-
pings.
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Chapter 10
Introduction to Emotion

"O music
In your depths we deposit our hearts and souls

Thou has taught us to see with our ears
And hear with our hearts"

Kahlil Gibran (1883-1931)

"[...] we say "I hear a sad violin" when it is the sound we hear, and we who are sad. Our
entire auditory world, it seems, is based on a substitution of the indexed for the

indexical and the effect for the cause."

Greene and Porcello, Wired for Sound, [GP05, p. 165]

Chapter Abstract
The following aims to define emotion in terms that are relevant to this
thesis. This also includes what emotions can be evoked through music
in listeners. Furthermore affective algorithmic composition is introduced
which is the underlying theme for the subsequent chapters. The chapter
concludes with an overview of the related contributions.

O
ne of the most prevalent and ancient notions about music is that it
expresses and conveys emotions that are perceived by the listener.
These effects are certainly the reason why people listen to music

to change mood or evoke emotional memories or why they engage in mu-
sical activities [EV13]. Similarly, music plays an integral part to convey the
emotional experience of film [Coh01] or computer games [Mun07].

10.1 Emotion and Music

The differentiation between representing (expression) and creating emo-
tions (inducting) for the perceiver is central in the context of this thesis. It
is a viewpoint that has been advocated by Gabrielsson in [Gab02] and is
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strongly supported in current empirical research [SZ01; EM13]. The former
refers to the causal effect of emotion that is the result of compositional ele-
ments or the performance which are eventually perceived by the listener
[Sch+13], who is thus perceiving emotional meaning. The latter is the in-
duction of real and felt emotions (ibid). Historically, this distinction for the
listener between perception and eliciting emotions has been controversial
and a source of debate between ’cognitivist’ and ’emotivist’ viewpoints.
Empirical research, however, suggests that the underlying processes are
more complex [JV08; EV13]. For example, in a study byKawakami [Kaw+13]
it was shown that the experience listening to sad music frequently evokes
positive emotions such that this processmay neither completely depend on
the ”emotional content” or personal events. Accordingly, recent research,
acknowledges the interaction of a variety of factors or mechanisms that
come into play to manifest (various forms of) emotions and consequently
extend the interdisciplinary notion of music psychology such as emotional
contagion [EM13], brain stem reflexes, evaluative conditioning, visual im-
agery, musical expectancy [JV08] or aesthetic emotions (neuroaesthet-
ics). Hence, although very recent contributions to this field propose mod-
els that unify such viewpoints (e.g. [Sch+13], [Sie+13] & [Jus13a]), they
do currently not depict a consistent and holistic framework [EV13]. In
this way, because of the multi-faceted nature of such models, it makes
sense to focus mainly on the processes of expression rather than models
of an emotive listening perspective. Indeed, some of these mechanics have
been already operationalised such that applying them in the context of this
thesis is feasible. For example, in [SZ01], Scherer argues that the emotions
experienced by a piece is a multiplicative function of structural features,
performance feature, contextural features and listener features. Addition-
ally, several mechanisms of musical structure that convey emotional qual-
ities have been proposed and confirmed empirically; summaries are given
in [GL01], [Liv+10] and [GD07].

� � �
In general, emotions such as soothing, aggressive, happy, sad can be char-
acterized in terms of valence and arousal. Here, valence refers to the pleas-
antness and arousal to the activation or intensity of an emotion. Research
regarding this two dimensional structure indicates that it is a fundamental
representation of musical emotions [GD07]. Furthermore, there is evid-
ence that valence and arousal are ”pancultural [...] and present in young
children” [Bar98]. Historically, this model goes back to Hevner [Hev36]
and has been elaborated upon by Russel [Rus80] in his well known cir-
cumplex Valence / Arousal model. While the former is a discrete or cat-
egorial representation of emotions on a two dimensional plane, the lat-
ter is grounded in a continuous or dimensional representation (see fig.
10.1). However, both viewpoints have been pursued in subsequent research.
Making a distinction between these two is a source of debate and also de-
pends on the perspective or individual evaluating emotions [Bar98]. In this
context, Juslin makes valid points against a dimensional model:

“ [...] dimensional models appear too reductionist. In the circumplex model, two emo-
tions that are placed in the same position in the circular matrix may be very different. For
example, anger and fear are two emotions that are highly correlated within this model be-
cause they are both high in arousal and unpleasantness. Yet they are very different in terms
of their implications for the organism (Lazarus, 1991). Furthermore, musical expressions
of the two emotions are quite different [...] " [Jus13b]

Nevertheless, in the scope of this thesis the dimensional model will be used.
The specific motivations for this will become more apparent in chapter 12
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Figure 10.1: Russel’s cir-
cumplex model of Valence /
Arousal that locates emotions
on a two dimensional plane
[Rus80]

and 11, the general ones will be laid out in the following. Several transform-
ative rules for tonal content of a composition can be defined as a continu-
ous (or interpolating) function for a dimensional model. Thus, for the gen-
erative, rather than the analytic use-case, such continuous functions allow
a degree of freedom with respect to their application in creative contexts.
Disregarding the specific properties of such functions, the outcome emo-
tions in this representation can bemixed, for example (cp. 12). Similarly, for
a machine learning approach, basing the error measure on distance on the
two dimensional plane rather than hard class membership allows to relax
the error measure (cp. 11).

� � �
Instead of further distinguishing between different definitions, contexts
and implications of the term emotion, the term affect is preferred here be-
cause it is an "[...] umbrella term that covers all evaluative - or valenced (i.e., posit-
ive/negative) states such as emotion, mood, and preference" [JV08, p.10]. Thus, this
simplifies but also diffuses the role of emotion in the following chapters.
On the other hand, however, this diffusion allows to keep the complexity
of certain computational model manageable. This is especially the case
for chapter 11, where a model for the affective analysis of timbre is derived.
Otherwise, such a model would also have to cover the different viewpoints
of emotions (e.g. the listener and composer perspective, perception and
induction of emotion, emotion versus mood).

� � �
Hence, a Valence / Arousal (V/A) space is considered useful for our pur-
poses since it eliminates ambiguity and provides a consistent (global)model
of affect. As such, it has been applied to a large body of related work (e.
g. [EFA12; Sco+12; SSK12]).
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10.2 Which Emotions Can Music Express?

If we are to support -in some abstract way- the expression of emotion, then
the question is, what emotions can be communicated. Or, put differently,
what are the contents of this communication that listeners may perceive in
music?

Figure 10.2: Highly rated
emotions from several studies
evaluating (musically trained)
listeners’ opinions about what
emotions music can express.
Taken from [Jus13b]

� � �
In a recent contribution by Juslin [Jus13b], which summarizes previous re-
search, it is argued that, per-se, any subjective emotion can be interpreted
by a listener1. However, regarding the objective differentiation of com- 1 It should be noted that Juslin

argues from a categorial per-
spective.

municated emotions, there are core emotions that may be extended by
additional layers of expression (ibid). The latter are less cross-culturally
invariant. Previous research has shown that certain emotions are easier
to express in music than other ones (ibid) as supported by listener exper-
iments and the respective studies’ inter-agreement. Figure 10.2 depicts
an overview of these listener experiments and the resulting highest rated
emotions. Although the results are based on subjective assessment, their
quantity and quality (agreement) is argued to support the position that
these can be regarded as basic or core emotions. Furthermore, they are ac-
knowledged in various other sources of related research disciplines (ibid).
These include the emotions happiness, anger, fear, surprise and sadness.
Basic emotions are the result of iconically coded expressions, thus expres-
sions that are the responses based on formal similarities between the mu-
sic and some other signal (ibid). Generally, these are evolutionary evolved,
physiological signalling mechanisms [SZ01], e.g. which are primed by in-
tonation of emotional expressions in language. Hence, the aforementioned
extensions to basic emotions are either symbolic (intrinsic) or associative
(indexical) and have more influence on the structure [Deu12, p. 601]. As
stated before, these are not culturally invariant.

10.3 Emotion and Timbre

The previous sections have mostly emphasized the structural and tonal as-
pects of music in the context of emotions. However, when regarding ex-
pression, timbral qualities also constitute a central building block of music.
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Figure 10.3: Overview of an
affective algorithmic compos-
ition system with its three in-
puts. Taken from [Wil+14]

While it has been shown that timbre contributes to emotion judgements in
larger structures of music [Hai+09], also alterations in musical emotional
expression can be detected at the level of single notes [Goy+04], such that
isolated instrument sounds contain cues that indicate affective expression
independently of the presence or absence of other cues such as melodic
ones [EFA12; Hai+09]. Because of the high inter-consistency of listeners’
affects in judgements for both [EFA12; Hai+09] and the property of timbre
that it is form-bearing dimension for a composer or performer, timbre can
be seen as "[...] central to interpretative decision-making and projection in perform-
ance" as argued by Holmes [Hol11]. Thus, it is a medium of affective expres-
sion that has a large influence on how a piece or performance is received.

10.4 Affective Algorithmic Composition

Affective computing is aimed at studying and developing systems that are
able to sense and recognize affect and react to it, model affect or simu-
late it - generally add human qualities to computational decision making
[Pic95; Hud08]. From the music related perspective, affective computing
is also about stimulating affect. Affective algorithmic composition (AAC)
combines the fields of computer aided composition and emotional assess-
ment to build perceptually motivated affective computing strategies for
music generation [Wil+14]. AAC systems target an intended affective re-
sponse on the basis of some generative or tranformative system. They rely
on three inputs: the affective target, the algorithmic composition rules and
musical data as stimulus or source material (see fig. 10.3). The system re-
lies on musical features as emotional correlates and computational rules
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that are computable or at least operationalisable and thus, most of the re-
lated research is concerned with identifying, deriving and confirming these
in empirical studies.

10.5 Presented Research

The projects of the following chapters are concernedwithmediating affect-
ive intent and thus they are closely related to the field of AAC. In chapter
12 a working AAC system is devised that relies on transformative rules
to alter the emotional expression of user generated melodies. The pro-
totype allows a discursive collaboration for constructing simple composi-
tional structures. It is intentionally kept simplistic since the corresponding
user study focuses not solely on the prototype, but instead also evaluates
the validity of such rules in the creative context because of the lack of re-
lated studies.

� � �
Chapter 11, proposes a machine learning approach that can be used to es-
timate the affective content of sounds. It can be seen as a model in AAC
that embeds a musical feature selection. Such a model is integral to add
support for automated or user-guided selection of sounds that fit to a com-
position or the design of timbres. To follow the line of the argumentation
in chapter 9: if such a model was available, it would be possible to control
the technical synthesis parameters using alternative representations that
are based on intended affect. More examples are given in section 11.2. For
the purposes of this model, no user studies were performed.



Chapter 11
Emotional Affect of Sounds

Chapter Abstract
This chapter proposes a computational model that can represent a rela-
tionship between timbre and estimated emotional affect. The aim of the
model is to steer or augment the control of audio synthesis processes in
future prototypes. The model is based on a Machine Learning approach
that is trained on a large corpus of user generated sounds and metadata.

This chapter is based on the contribution [KG13], “TowardsMapping Timbre
to Emotional Affect” by Klügel and Groh.
Sections 11.1, 11.3, 11.4, 11.6 have been revised. The main section 11.5 is largely
new.

11.1 Introduction

As pointed out in the previous section 10.5, one goal of this chapter is
to establish systems that target a user-defined affect. In consequence,
this would be an augmentation of the musical scope of individuals so that
they are put in the position to implement a specific emotion they have in
mind without the necessity of being aware of the various related musical
construction parameters. In the contribution laid out in this chapter, the
primary aim is to model a relationship between timbre and affect. As ap-
parent from section 7.1, research concerned with this relationship from a
perceptual viewpoint has not yet yielded many conclusive or holistic res-
ults. Indeed, an analytic understanding of the affect of timbre is still miss-
ing as most research in the context of music so far has focused on the
effect of tempo, dynamics and mode [EFA12]. Because of this missing the-
oretical foundation, a Machine Learning (ML) based approach may yield
productive results. The main idea is to learn these relationships from user
generated data. Afterwards, individual sounds that may be part of a larger
musical context can be automatically given a label or value of an expected
affect for the composer or listener1. Since our model is able to label data 1 To simplify the model, we do

not distinguish between the
effective perspective of com-
poser and listener.

autonomously after training, the labeling process can be applied to large
databases of sounds with different timbres. In this way the tedious task of
supervised labeling for sets of sounds with various timbres regarding the
emotional affect may be avoided (e.g. similar to tagging sounds in section
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Figure 11.1: The processing
data-flow of the proposed
method: 1) starting with the
acquisition of sounds that
have been tagged by users
in an online community, 2)
tags are analysed for affective
content. 3) Sounds are feature
analysed. 4) A deep belief
network is trained with this
data to predict the affect-
ive content of previously
unknown sounds.

9.1). Thus, this provides an approach to create new applications based on
Synthesis by Analysis methods as will be exemplified in the next section.

� � �
The proposed model will be created via training a Deep Belief Network
[HOT06] using a large data set created from the Freesound.org [Akk+11]
database and text-mining. Figure 11.1 shows the processing dataflow of the
proposed approach. It should be emphasized that the difference to the
discipline of mood classification of songs in Music Information Retrieval
(MIR) is the type of data analyzed and therefore the implied model: here
we do not use a mixture of sounds but isolated, singular ones that are pre-
dominantly short (compared to a recording of a large musical structure)
and detached from a harmonic and rhythmic context. Since songs them-
selves communicate emotion on additional layers (structurally) [Hai+09]
and since this also implies the utilization of additional feature data for the
audio analysis, a solely timbral model, such as ours, is in comparison ex-
pected to perform a-priori worse. Even more, since we are interested in
a global model that abstracts away from subjective evaluations of affect,
such a model is also bound to perform worse than individualized models
(such as shown in section 11.3). Similarly, the use of a global data set that
incorporates many varying affective perspectives (see section 11.4) will res-
ult in noisy training data.

� � �
The following sections are organized as follows: first potential applica-
tions of the proposed model are shown, second related work is referenced
and third the acquisition of the training data set is laid out. Then the per-
formance on a simplified training set of various common ML classifiers is
evaluated which subsequently leads to the reason to employ a regression
method based on Deep Belief Networks. After the presentation of this
method, the chapter concludes with an outlook of future work.
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11.2 Potential Applications

One use case scenario for our research is to combine such a timbre-affect
model with an audio synthesismodel, primarily to help novices shape sounds
with respect to a desired emotional affect. Therefore, we see music cre-
ation rather than pure analysis as the main application field of our con-
tribution, such as controlling the audio synthesis by using the emotional
affect as hyper-parameter. Such work would expand upon the model and
prototype shown in chapter 9. It could be implemented in the following
way:

• establish a corpus of sounds generated by an audio synthesizer instan-
tiated with permutations of its structural parameters

• retain the generating parameter settings and label each sound using the
proposed model

• use the labels as meta-mapping for the structural parameters (depend-
ing on the audio synthesizer these structural parameters can be inter-
polated)

In this way exemplifying use cases in regards to control timbre could be:

• present the user(s) with a pre-selection of sounds fitting to the mood
they want to create with a song (static mood)

• help user(s) to create transitions from one mood to another (dynamic
mood)

• help users create a static mood (e.g. calm) but offer a set of different
timbres with a similar emotional affect so that the music is still dynamic
/ varying

11.3 Related Work

There are several timbral qualities that have been studied and are known
to relate to or to be fundamental to affect [SDP12; Pad+03]. These can be
roughly grouped into spectral energy, -structure and -variation. Depending
on the method, they can be quantitatively or qualitatively measured in the
spectral, temporal or spectro-temporal domain; examples are the spectral
centroid (geometric center of the spectrum; brightness), spectral spread
(standard deviation of the spectrum), HF-LF ratio (high to low energy ra-
tio), attack slope or inharmonicity (deviation of partials from the harmonic
frequencies). In [EFA12], Eerola et al. performed an extensive study to
relate such audio features to the affect dimensions. The analyzed sounds
were orchestral samples (105) with various articulations. Within this study
correlations between affect and various audio features have been found for
both affect dimensions. Furthermore it was possible to construct a model
to predict the affect from feature data with reasonable results via linear
regression. As will become clear in the section Machine Learning, a lin-
ear model is not sufficient for our data set. It was also shown in [EFA12]
that the two affect dimensions led to the most consistent results when
compared to an affect model employing the three dimensions of valence,
arousal and tension [SG00]. Because the aim of their study not to rely on
artificial sound generation schemes is antipodal to ours, we decided not to
use their provided data set. It is of particular interest for our model not to
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emphasize a certain set of timbres but to allow the classification of inher-
ently inharmonic or initially “non-musical” sounds (w.r.t. electronic music,
guideline S1 in section 9.1).

� � �
In [TP13] Thorogood et al. present a system that can be used for such
sounds2. The systems works as a mobile application that learns the rela- 2 This contribution and the one

this chapter is based on were
presented at the same confer-
ence, New Interfaces for Mu-
sical Expression 2013.

tionship between a continuous user response in the V/A space and audio
features from a collection of sounds that are played back in real time. The
trained model is entirely user specific and therefore makes use of data that
has been gathered reliably - from the perspective of the affective evalu-
ation. A linear regression model was then created for every user in order
to facilitate a user study to measure the models’ prediction quality. In both
affect dimensions, the 71% of the variance could be explained, thus indic-
ating that these models were of practical use. However, it is concluded
that the affective evaluation relies on other (latent) variables that have not
been measured and therefore other modelling methods may be more suit-
able. While this contribution serves as an example of the feasibility of cre-
ating such affective models, the evaluating remarks of the authors and the
fact our goal is to create a more generalizing, non-subjective model, our
conclusion is that for our model, a deeper machine learning approach is a
necessity.

� � �
Similar to our goals, Oliveira et al. [OC08] developed a model that used a
ML approach to control the selection of timbres in relation to their affect
in an automated music composition system [OC10]. Their model yields a
correlation of 75% between timbre (audio features) and affect labels. The
affect labels (discrete V/A space) were acquired in a previous listener study
and are based on short orchestral pieces. With respect to our own research,
we especially see the derivation of affect from musical pieces as problem-
atic since a model informed by timbral qualities will then be biased towards
the affect of the pieces themselves. Le Groux et al. [LV10] follow a different
path by first designing a physically informed synthesizer (modal synthesis)
to generate sounds in accordance to perceptually relevant features and
then evaluating their impact on the affect in a listener study. They show
that the spectral centroid as well as the spectral flux are directly related
to arousal. However, no significant relationship to valence could be es-
tablished. This and the comparatively simple synthesis model (percussive
sounds) may reveal the issue that more variation in timbre is necessary to
cover the wealth of affects. The low number of participants (10) may also
contribute to this.

� � �
In summary, a data set for our purpose would have to consist of a variety
of different timbres, musical (acoustic, synthesized) and non-musical ones,
as well as covering a large spectrum of emotional affects. Furthermore, as
a rule of thumb, it is usually recommended to have at least 10 to 20 times
more observations than predictors (e.g. audio features) to be able to per-
form a meaningful multivariate analysis of the data. Getting hold of such a
data set is therefore an important item for our work. There are related data
sets available, but to our knowledge they have either limited musical relev-
ance such as e.g. The International Affective Norms for Digitized Sounds
(IADS-2) [BL07] which focuses on affects of real-life stimuli, or do notmeet
the requirement to have isolated timbres as the audio data consists of a
mixture or sequence of several timbres like the large data sets used in the
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MIR community (e.g. MTurk [Spe+11]) for song emotion (and genre) clas-
sification. To our knowledge, the only exception is the data set used by
Scott et al. [Sco+12]. It consists of the individual tracks of a song labeled
with continuous V/A labels. However, this data set is biased in timbre since
it contains only 50 songs from the genre of Rock music only. This issue may
be prevalent in other related MIR data sets as well (USPop2002; orchestral
film scores).

11.4 Data set for Training

Figure 11.2: V/A values of
all samples in the data set;
shapes/colors specify the
cluster membership for the
preliminary performance
analysis

Because of the general lack of a suitable data set, we decided to construct
one based on a large set of samples and related meta-data downloaded
from the Freesound.org [Akk+11] library. The insight into the samples’ emo-
tional affect is gained by processing the meta-data. The predictor data for
training is generated by audio analysis. Freesound.org is an online col-
laborative sound database where people can share recorded audio clips
(royalty free) and, among other things, tag these sounds. This database
focuses to a large degree on the creative use of the material by sound and
video artists. The main idea for the data acquisition is that the audio data
can be used as source for audio features and the linked tags as source for
a folksonomy discerning the emotional affect of the audio data. Thus, we
downloaded 139155 samples (May 2012) with the accompanyingmeta-data
as first step.

11.4.1 Dictionary Analysis

The tag data are based on a narrow folksonomy [Fon+12], so a single tag
can be assigned only once to each sound. For the 139155 sounds, 39337
unique tags have been used, yielding an average of 6:64 tags per sound.
As pointed out by Font and Serra [Fon+12], the Freesound.org folksonomy
is quite noisy and therefore suffers from inconsistencies such as synonymy
and polysemy which complicates the extraction of structural information.
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Figure 11.3: Histogram of val-
ues of top six features accord-
ing to clusters (cluster mem-
bership color encoding as in
fig. 11.2)

An issue of properly deriving V/A values for the tags is that the tags are
part of different semantic categories (e.g. subjective, context, content).
The goal is to estimate the affect from all categories (ideally emphasizing
the subjective category) and disregarding all information that can lead to
inconsistencies. In view of that and to relax the previously mentioned is-
sue of noisiness, a combination of finding sentiment related synonyms for
each tag and of filtering tags based on the content of the words was em-
ployed. Furthermore, tag data and dictionary data were stemmed (using
SentiWordNet [BES10]).

� � �
The dictionary analysis per sound is roughly accomplished as follows: first
sentiment related synonyms for each tag are retrieved, then for each of
these synonyms it is evaluated whether a V/A value pair exists. If it exists,
the tag and the synonym are compared against a blacklist containing terms
of context and a whitelist containing terms of musical affect. The V/A val-
ues are kept if the tag or synonym are both not blacklisted or if either one
of them is whitelisted, otherwise the V/A value is discarded. Each sound is
associated with the mean V/A value of all tags. The sentiment related syn-
onyms are generated with SentiWordNet3 [BES10]. It is based on a dic-
tionary that holds 117684 synonyms. The blacklist dictionary is based on
the General Inquirer Augmented Spreadsheet [Var02] and was specifically
compiled to contain only words of matters that are considered unrelated
to music and its affect. Furthermore it includes terms that are deemed
to create inconsistencies, such as the word ’piano’ which has a V/A value
but refers to the content of the sample, therefore it would colorize the
valence arousal value for an accordingly tagged sample. The dictionary of
the Musical Adjectives Project [Dr 12], serves as whitelist. It consists of 690
collaboratively collected adjectives that describe and categorize emotions
in music. Finally, The Affective Norms for English Words (ANEW) diction-
ary [BL99] was applied to derive V/A values. It holds 1034 English words
including verbs, nouns, and adjectives whose emotional affects have been
evaluated in a large study. The originally included domain of dominance
has been ignored in our musical context (singular timbres).

� � �
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Figure 11.4: Histogram of V/A
values (left to right) in our data
set, the same magnified and in
ANEW

In the end, 11324 (12:3%) sounds were kept from the original data set for
further processing, each having a V/A value associated. Figure 11.2 shows
the V/A values for all sounds in the final data set. When comparing these
to the ones in the original ANEW dictionary (cp. figure 11.4), one can see
that the distribution is slightly biased as singular coordinates have a dis-
proportionately high occurrence. In the data set 203 V/A coordinates are
unique which contrasts to the 813 in the dictionary. The average number
of tags with a V/A value in the data set is 1:32 per sound. The number of
unique tags with V/A value is 445 (an excerpt is given in table 11.1) which
were resolved into 405 sentiment related synonyms, thus it may cautiously
be concluded that the original tags describe differing concepts at large.
Concluding, aliases have been created because different concepts (in the
dictionary) have a similar emotional affect. 2.2% (e.g. table 11.1) of the most
frequently used V/A valued tags make up 44:5% of the complete set of V/A
valued tags which shows that this transformed folksonomy is less diverse
in vocabulary than the original one. Nevertheless, using the data set seems
plausible as the spread of affect in the data set is comparable to the one of
the ANEW dictionary (as indicated by figure 11.4), so diversity and struc-
ture of affects can be considered to be adequately represented. It should
be noted that structurally this is also true in comparison to the IADS-2 and
the International Affective Picture System [LBC97] data sets.

� � �
Given our representation of affect as coordinates in the V/A space, we as-
sume that these coordinates can be linearly combined, including even V/A
coordinates of opposite affects (e.g. happy and sad), leading to a composi-
tion of affect coordinates which is representationally unambiguous. On the
other hand the combination of affects in a discrete model (e.g. bags of la-
bels) may not be as trivial since a simple union of labels might either lead
to ambiguity (with possibly severe impact for the ML model) or sparsity of
the affect model (e.g. when using majority voting ).

11.4.2 Audio Analysis

The applied audio feature analysis is similar to the one shown in section
9.4. This resulted in 684GiB of feature data, most of them being time-
series data. The size of the data had to be reduced in order to circumvent
memory constraints for the applied ML-algorithms. A further justification
to reduce the features to a single descriptor per sample is that the available
V/A data is static. Statistical properties such as variance, kurtosis, entropy,
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User tag
with V/A
value

Count User tag
with V/A
value

Count

’dark’ 1722 ’dream’ 294
’spooky’ 832 ’smooth’ 274
’evil’ 515 ’terror’ 261
’dirty’ 472 ’cry’ 245
’happy’ 339 ’frightening’ 236

Table 11.1: Excerpt from the
25 most frequently used sen-
timent related tags with V/A
value

or periodicity were calculated for each time-series feature, thus the time
series data was again collapsed onto a single feature descriptor. This trans-
formation reduced the data set to 48MB. All feature vectors where then
concatenated to create the observation / feature matrix. The final obser-
vation / feature matrix represented 11324 observations with 368 features
each. The downside of the noisiness of our data (e.g. due to the empir-
ical nature of the applied dictionaries, variations in recording quality, etc.
) is that training a representative model may be difficult or impossible to
achieve, the benefit however may be the applicability of such a model to
real world data.

� � �
In conclusion, the data set contains 30:8 times more observations than pre-
dictors, more importantly the requirements postulated beforehand have
been met inasmuch as the wealth of emotional affects and a variety of
timbres from unrelated sound sources is represented.

Classifier
368 feat. top 25 feat. top 4 feat.
error % error % error %

Naïve Bayes 70:61 67:82 74:75

Bayes Net 65:73 65:85 71:84

RandomForest 55:59 52:59 71:09

LibSVM 76:37 76:20 70:97

Table 11.2: Preliminary per-
formance (classification error)
of common ML-methods ana-
lysis with simplified data set
importance ordered features

11.5 Machine Learning

To establish a model, the task is to find a mapping between audio fea-
tures and emotional affect values. For a preliminary overview of how vari-
ous established ML algorithms perform, the aspired mapping is simplified:
the former continuous V/A coordinates were clustered into 7 distinct emo-
tional affect classes which roughly resemble the discrete emotional affect
classes when basic affects are represented on the V/A plane [LBC97; BL07;
BL99]. Hence, the ML task was relaxed to creating a mapping from audio
features to these 7 classes. Figure 11.2 shows the color encoded cluster
correspondence of each sample on the V/A plane. To overcome the issues
of many ML classification algorithms (such as SVM) of being sensitive to
ambiguous or inconsistent features [SEL11; SDP12] a feature selection is
usually applied. Although generally suggested [SEL11], we did not per-
form a wrapper-based feature selection since that would have involved
testing all 2368 combinations of feature sets for each classifier. Instead,
feature performance was evaluated with three sets of importance ordered
features where the importance of the features was estimated using Re-
liefF [Sik03]. Table 11.2 shows the results of this performance evaluation



emotional affect of sounds 143

for various standard classifiers. The measure was the misclassification rate
of the predicted class and the observed one. In spite of the fact that some
classifiers (e.g. Naïve Bayes) make the assumption that the features are
independent which is certainly not true for audio features, the initial idea
is to see how, in general, prevalent classifiers perform. The SVM has been
applied using Radial Basis Functions with a grid search to find the optimal
parameters for the kernel.

� � �
One central issue regarding the feature data is shown in figure 11.3, namely
that, on a per feature basis, the distribution of the features in relation to
cluster membership is not discriminative. This is in accordance with ob-
servations made in other works as pointed out in [KSM10]. Although the
presented algorithms have already been successfully applied in similar con-
texts [KSM10], for our data set the results are disappointing as all algorithms
show unreliable classification performance. The results also suggest that
the data set may be very noisy and may contain inconsistent labeling. Oth-
erwise, from the empirical evidence as shown in [KSM10], the SVM based
approach should have performed better. Another indicator is that Ran-
domForest, which is generally considered to be less susceptible to these
issues, performed best. Indeed, models that correspond to a distributed
representation of feature data may be more appropriate, e.g. a vector
of computational units as will be shown in the context of the Restricted
Boltzmann Machines. Here, these units are not mutually exclusive such
that, in comparison to models that cluster or partition the input, factors of
variation can be separated [Lar+07]. It is also possible that the tested ML
algorithms are, from a computational point of view, not able to find a gen-
eralizing pattern in the feature space for discrimination, or that the feature
data actually originate from a higher dimensional manifold. In particular,
the measurement of error may be inappropriate for the task as an error of
absolute misclassification introduces an artificial discrete segmentation of
the V/A space without accounting for “near misses”. The latter part of this
section introduces the final ML method and an improved measure of error,
and concludes with a performance evaluation.

11.5.1 Deep Belief Networks

Informally, Deep Belief Networks (DBNs) [HOT06] share architectural sim-
ilarities with neuronal networks. They belong to the class of deep architec-
tures, which also includes Deep Convolutional Neural Networks or Deep
Autoencoders. Their output is produced by consecutive layers of compu-
tational units. As a result, they allow for hierarchical learning such that a
model is created progressively from a low to a high level structure through-
out the layers. With this, a deep architecture may be able to model highly
complex functions with only a limited number of parameters whereas the
few layers of shallow models (e.g. linear models, single layer neural net-
works, kernel SVMs) may require an exponential amount of computational
units [Lar+07]. A DBN is a probabilistic generative model whose building
blocks (layers) are Restricted Boltzmann Machines (RBMs) which them-
selves model stochastic latent variables as part of a two-layer neuronal
network. In this context, they are used as unsupervised feature learners.
The difference to conventional networks is that RBMs are energy-based
and have undirected, symmetrical connections between nodes. The re-
striction allows to devise an efficient training procedure [CH05]. It denotes
the property that the variables in each layer are conditionally independent
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from each other. Thus, represented graphically, there are no connections
between nodes at the same layer as shown in figure 11.5.

Training Restricted Boltzmann Machines

Figure 11.5: A graphical repres-
entation of a simple Restricted
Boltzmann Machine

The generic RBM makes use of binomial input and hidden units. Real-
valued input data can be applied with the interpretation that they form a
probability of a binary event. An example for this is the encoding of grey-
scale pixel values of images as binomial input in [HOT06]. Subsequent
contributions proposed to extend the standard RBM to employ other types
of input units which handle real valued data such as the Gaussian-Bernoulli
RBM in [MDH12]. However, in this contribution the standard model will be
used.

� � �
In energy-based models, the configuration of the variables of interest are
associated with a scalar energy. In turn, an energy function defines a prob-
ability distribution as

P (v) =
e�Energy(v)

Z
(11.1)

whereZ is a normalizing factor, the partition functionwhich is in the generic
case intractable since it involves an exponential sum over all configurations
of v . As a consequence of the lack of interactions between units in the same
layer in an RBM, the energy function is bilinear (ibid):

Energy(v ; h) = �∑i aivi �
∑

j bjhj �
∑

i

∑
j hjwi ;jvi

= �aTv � bTh � hTWv

(11.2)

The connections between visible units vi and hidden units hj are weighted
by a matrixW , additionally the visible and hidden units can be given a bias,
ai and bj respectively. For such a latent variable model, the probability P (v)

of a visible input v depends on the hidden variables h such that P (v) is the
marginal of P (v ; h) as the sum over all possible hidden layer configurations:

P (v) =
∑
h

e�Energy(v;h)

Z
(11.3)

As before however, since Z is intractable, calculating P (v) for the RBM is
not feasible.

� � �
Instead of considering all configurations of (v ; h), sometimes one is inter-
ested in the conditional probability, e.g. the configuration of h for a given
configuration of v when h can only take values from a small discrete set
[Ben09]:

P (hjv) = e�Energy(v;h)∑
h e
�Energy(v;h)

(11.4)

In case of Boltzmann Machines, this is tractable so that it allows us to effi-
ciently compute the activation function for inference for each unit. In fact,
because of the conditional independence of visible and hidden units given
one-another, it factorizes. As such the full conditional distribution of the
whole hidden layer can be written as

P (hjv) =
∏
j

P (hj jv) (11.5)
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which is the product over the conditional distributions for each individual
hidden unit. Because of the property of symmetry of the RBM, the same
can be stated for P (v jh).

P (v jh) =
∏
i

P (vi jh) (11.6)

As vi and hj are binary (vi ; hj 2 f0; 1g), the units in this RBM model Bernoulli
distributions such that the probability of a hidden unit having the value one
given v can be expressed as follows with help of the local Markov property:

P (hj = 1jv) = 1

1+e�(bj+
∑m

i=1
wi;j vi )

= �(bj +
∑m

i=1 wi ;jvi)

(11.7)

and vice versa:
P (vi = 1jh) = 1

1+e
�(ai+

∑m
j=1

wi;j hj )

= �(ai +
∑m

j=1 wi ;jhj)

(11.8)

The function �(x) denotes the logistic sigmoid function. In this way, one
can see that P (hj = 1jv) and P (vi = 1jh) describe a probabilistic version of
the generic neuron activation function.

� � �
For training the RBM, one is interested in adjusting the model’s parameters
� = (a; b;W ) in order to maximize the probabilities assigned to instances of
a training set V :

argmax
�

∏
v2V

P (v) (11.9)

Equivalent to this is minimizing the average negative log-likelihood,

�MLE = argmin�L(�)

L(�) = 1

jV j
∑
v2V

l(�; v) (11.10)

l(�; v) = � logP (v)

which can be performed by stochastic gradient descent. Taking equation
11.3 into account, one can see that the log-likelihood consists of two terms,
l+ and l� [Tie08]:

l(�; v) = � logP (v) = � log
∑

h
e�Energy(v;h)

Z

= � (log∑h e
�Energy(v;h) � logZ

)
= � (log∑h e

�Energy(v;h) � log
∑

x;y e
�Energy(x;y)

)
= �l+(�; v) + l�(�; v)

(11.11)

The result for the stochastic gradient of the negative log-likelihood,
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is that the positive phase is tractable, as only a sum over the hidden config-
urations has to be made, while the negative one is not, since an exponential
sum has to be performed for visible and hidden configurations. Because
of this, a stochastic approximation of the maximum likelihood gradient is
performed by replacing the expectation by a point estimate. For this, one
can apply a Gibbs sampler, which is a form of Markov-Chain Monte-Carlo
(MCMC) sampling, to the joint distribution P (v ; h) and obtain estimates of
P (v) [Hin02].

� � �
Gibbs sampling is an iterative algorithm that performsN sub-sampling steps
to sample the joint distribution of N random variables, X = (X1; : : : ; XN).
Such a step samples X(j)

i (the ith sample of the jth update step) by draw-
ing a sample from the conditional distribution in the form of
Xi = P (Xi jX(j)

1 : : : X
(j)
i�1; X

(j�1)
i+1 : : : X

(j�1)
N ). X

(0)
i is chosen randomly. In case

of the RBM this means alternating between sampling h(n+1) � P (hjvn) and
vn+1 � P (v jhn+1) where each sample is randomly chosen to be 1 with the
respective probability. Since the visible and hidden units are per layer con-
ditionally independent, Gibbs sampling can be performed very efficiently
for the RBM since the updates can be performed in parallel. Although the
samples v t ; ht guaranteed to be unbiased samples of P (v ; h) when t ! inf ,
for training this computation is prohibitively expensive [FI10].

� � �
Contrastive Divergence (CD) is an approach that only performs k steps of
Gibbs sampling instead ofwaiting for the equilibrium to be reached, thus in-
troducing a bias. This method makes a second approximation, namely that
the number of steps are sufficient to derive the direction of the gradient (al-
though the size of it may not be accurate) which leads to good parameter
estimates [Ben09]. An additional modification to generic Gibbs sampling
is that the start samples are taken from an empirical distribution, the data
samples themselves. The idea is that the empirical distribution is similar to
the one of the model as it is expected to model the true underlying distri-
bution of the data. Thus, from this point of view, initializing the MCMC with
a training example leads to a state of the chain that is already close to con-
vergence (ibid). In practice it has been shown that even a single iteration
step, k = 1 works sufficiently well. To summarize, given a training sample
vt one can obtain ~ht to compute a point estimate for the positive phase,

Eh

[
@Energy(vt ; h)

@�

∣∣∣∣∣vt
]
� @Energy(vt ; ~ht)

@�
(11.14)



emotional affect of sounds 147

and similarly, with k steps of Gibbs sampling ~v and ~h � P (hj~v) can be gen-
erated for the point estimate of the negative phase,

Ev;h

[
@Energy(v ; h)

@�

]
� @Energy(~v ; ~h)

@�
(11.15)

Looking at the gradient procedure, this means that the probability of the
observation vt with its hidden layer ~ht is increased (positive phase) while
the probability of observing ~v under the model’s distribution is decreased.
Accordingly, when this procedure is part of an iteration adjusting themodel
parameters, then the gradient will become smaller until an equilibrium has
been reached. In this case the model has learnt the distribution of the data
set.

� � �
For the sake of completeness, the learning (update) rules are given as:

W ( W + �(h(vt)v
T
t � h(~v)~vT )

a( a + �(vt � ~v)

b ( b + �(h(vt)� h(~v)) (11.16)

with � being the learning rate and h(x) = �(b +Wx).
It can be shown that adding hidden units to a RBM always improves the log-
likelihood unless it already perfectly models a distribution [Ben09]. Addi-
tionally, they can represent any discrete distribution, although it may be
represented more compactly with other models such as the unrestricted
Boltzmann machine (ibid).

Training in Deep Belief Networks

As mentioned before, a Deep Belief Network consists of several layers of
representations that model the observed data [Hin07]. Informally, this ar-
chitecture is based on stacking several RBMs on top of each other. As we
will see, this way the learning methods allows to circumvent several prob-
lems that are otherwise present when training deep architectures.

� � �
The training of deep architectures encounters two main difficulties (hypo-
theses). The first one is that here the training poses a harder optimization
problem in comparison to more shallow architectures such that models
may under-fit. For example, when training deep Neural Networks using
Back Propagation, the gradient is progressively getting more dilute such
that for lower layers the correction signal is minimal (vanishing gradient
problem) [GB10]. In this way, historically, training deep Neural Networks
has been practically infeasible. The second one is the issue of over-fitting.
With the addition of layers not only the number of parameters is increased
but also the space of complex functions that can be modelled. Thus, for
such models with a high capacity and low bias, there may be many fitting
functions that correspond to a minimal error for a specific training set. As a
result the model may not sufficiently generalize from the training data. The
latter can be understood as a regularization problem. In case of the DBN
this is addressed using unsupervised pre-training to initialize the paramet-
ers of the model in some form already represents the latent structure of
the input distribution.
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� � �
A DBN mixes undirected and directed connections between variables. The
top layers always form a RBM and the others a Bayesian Network (Sigmoid
Belief Network) such that the joint distribution between the input v and
the l layers can be expressed as:

P (v ; h1; : : : ; hl) =

(
l�2∏
k=1

P (hk jhk+1)
)
P (hl�1; hl) (11.17)

where the conditional distribution P (hk jhk+1) is:

P (hk jhk+1) =
∏
i

P (hki jhk+1) =
∏
i

�

bki +
∑
j

W k
j i h

k+1
j
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In this way, the DBN is a special kind of Sigmoid Belief Network (SBN)
with the top level prior being derived from a RBM. Building this network
is part of the unsupervised pre-training procedure which is performed in a
greedy and layer-wise fashion. Layers are added one at a time and their
respective parameters are trained locally. In fact, these layers are RBMs
whose parameters are tied throughout training, thus successively leading
to the directed layers of the SBN. As such, one can think of the training as
a recursive procedure that takes the activities of the hidden units of one
RBM and feeding it as data for learning in the next, higher-level RBM.

� � �
For the initial case of a single hidden layer DBN, a RBM is trained on the
empirical input data only. Here, P (x jh1) and P (h1) =

∑
x P (x; h

1) depend
only on the parameters of the first layer [Ben+07]. When the second layer
is added, P (h1) is modelled using a separate set of parameters involving the
parameters for the second hidden layer h2. Thus, P (h1) is now the margin-
alization of the second hidden layer as P (h1) =

∑
h1 P (h

1jh2). This process
can be repeated for the following layers and is exemplified in figure 11.6. In
this way a DBN learns increasingly abstract intermediate representations
in a hierarchical manner from originally low-level feature data. This greedy
layer-wise training of RBMs is justified using the variational bound [LB08;
HOT06] which also guarantees that adding a new layer that is initialized ap-
propriately will yield an improved likelihood with respect to the previous
layer [Ben+07].

� � �
After pre-training, fine-tuning can be performed in a supervised manner in
order to adjust the representation to be more discriminative. For this, usu-
ally an additional output layer is added to the network. Supervised train-
ing can then be applied using Backward Propagation or the Up-Down Al-
gorithm to the whole network [HOT06; Hin07]. The aforementioned issues
related to under-fitting are here less severe since latent features/variables
are only perturbed in this step and not created.

� � �
As stated before, pre-training is a regularization procedure to force encour-
age hidden layers to encode the latent structure of the input distribution.
In this way the aim is to favour from the variety of possible networks (func-
tions) those that already ”understand” the data structure to improve gen-
eralization and reducing variance of the estimating procedure. In recent
works it has been shown empirically that even with different computational
modules, e.g. Kernel PCA [CS09], Independent [Le+11] or Autoencoders
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Figure 11.6: Learning a DBN
from layer-wise extension of
a single Restricted Boltzmann
Machine (taken from [Lar13])

[Lar+07] to name a few, unsupervised pre-training or initialization in com-
bination with stacked architectures led to improved representations (e.g.
in terms of classification error or quality of generated samples or invari-
ance properties) [BCV13]. In [Erh+10] Erhan et al. perform an empirical
evaluation of the impact of pre-training with regard to the depth of a deep
belief network and the number of the hidden units (see figure 11.7). The
regularizing property of the pre-training is evident in networks with a large
capacity as less over-fitting is apparent. Conversely, it is shown that the
approach leads to under-fitting for networks with a small capacity. In

Figure 11.7: The effect of layer
size and pre-training of Deep
Belief Networks with different
depths (taken from [Erh+10])

another contribution, Larochelle et al. [Lar+09], evaluated the impact of
different hidden layer sizes on the classification error of a task involving a
deep belief network with a fixed number of layers. Here, the options con-
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sidered either increasing, decreasing or constant widths with regard to the
hidden layers. The results showed that constant width performed at least
or better than the other options. While decreasing the width can be seen
as some form of dimensionality reduction of the input data, it also reduces
the computational complexity. Which in our use case is not negligible.

Applying Deep Belief Networks for the Use-Case

In our work, the learning objective of the specialization phase is to min-
imize the error between observation and prediction of V/A coordinates
given the feature vector. Similar to [HOT06], the real-valued input data
was interpreted as probability values of an underlying Bernoulli distribu-
tion for input. Thus, to alter the value ranges accordingly, the input data
was per feature Z-Score transformed. For the mapping from the last RBM
layer onto the V/A plane, a logistic regression was employed whose out-
put logit variables were interpreted as encoding of grid tiles of a uniformly
discretized grid of the V/A plane (cp. figure 11.9 ). In this 1-of-K encod-
ing each output variable corresponds to exactly one tile of the grid. Note
that this differs from the previous representation in that it is more general
than the limited number of generated affect clusters and hence embod-
ies a more detailed representation of affect. Employing logistic regression
allows for fine-tuning the whole network via supervised gradient descent
on the negative log-likelihood cost function. Furthermore, the combina-
tion of 1-of-K coding and the softmax saturation in the logistic regression
proved to be beneficial as early attempts to use a linear regression method
similar to [SSK12] led to disappointing results. This means, instead of a con-
tinuous representation of the V/A space, the model uses a discretized one.
However, with increasing grid resolution it converges towards a continuous
solution. As will be shown, it is possible to create a model that performs
well while making rather fine granular predictions. Figure 11.8 schematically
shows the architecture of the presented model.

Figure 11.8: Schematic of the
applied model (number of lay-
ers/nodes is exemplary)

� � �
The question remains what a suitable error measure for supervised train-
ing may be and, respectively, how the overall performance ought to be
evaluated. As previously mentioned, a distance-based measure would be
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preferable, yet a suitable baseline is missing due to the generated nature
of the training data. Hence we use the expected value of the distance of
two random points on the grid based on the following reasoning: Given a
feature vector and its corresponding observation on the V/A grid, the worst
prediction of the model is a randomly chosen coordinate on the grid. As
the error measure is the Euclidean distance between these points, namely
observation and prediction, this expected random distance serves well as
baseline.

Figure 11.9: An excerpt of a 25
tile grid with the V/A values
from the coordinates mapped
into it.

� � �
All distance measures are themselves normalized against the chosen grid
size to overcome to a large degree the quantization error. Based on our
initial experiments we chose to use N input nodes (N features) and three
layers with N, N �10 and N �10 nodes, respectively. This expanding topology
performed better than a reducing one suggesting that the feature datamay
live on an even higher dimensional manifold. All performance evaluations
were done with 10-fold cross-validation using stratification w.r.t. the V/A
coordinates (which was not applicable in all cases due to the uneven dis-
tribution of samples). To evaluate the impact of the grid size we computed
the model for varying grid sizes given the top 200 of the ReliefF import-
ance ordered features. Due to the complexity of the model and the DBN
training algorithm itself, this calculation took 83 days on two NVIDIA GTX
580 GPUs with 3 gigabytes of memory.

� � �

Figure 11.10: Performance eval-
uation w.r.t. to a) grid size
and b) number of importance
ordered features (fixed grid
size: 25)

Figure 11.10 a) shows the regression error in relationship to the grid size;
for the examined range, it can be seen that the error decreases with in-
creasing resolution (increasing number of grid tiles ; the minimum is 124).
The comparatively large oscillations are attributed to the uneven distribu-
tion of V/A points in combination with the uniform grid. Here, small clusters
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of V/A points may be merged on a single grid tile or spread across a small
neighborhood of grid tiles according to the boundaries of a grid tile. Fur-
thermore, we evaluated the impact of the selection of ReliefF ranked fea-
tures for an exemplary chosen fixed 25�25 grid (cmp. 11.10b). In our case
we see how the error decreases with the number of features until the tip-
ping point (the top 158 features) of model complexity versus training time
is reached. Nevertheless, with 1242 grid tiles and 158 features, the error
approaches 31%, which is, given the potential issues of the data set and
learning algorithms as pointed out before, very reasonable. This corres-
ponds to a distance of �18 tiles (15% of the grid in one dimension), there-
fore we regard this estimated performance as satisfactory for the use-case
as introduced at the beginning.

11.6 Conclusion

In the scope of this chapter it was argued that from the performative and
compositional point of view, insight into the emotional affect of timbre
would be beneficial to music creation, especially for novices. Furthermore,
it was previously pointed out that in order to gain this insight and for prac-
tical applications, a model representing this relationship between timbre
and affect would be necessary. Within the framework of this thesis, es-
pecially the approaches shown in chapter 12, the perceptually motivated
synthesis, and chapter 9 could benefit from such a model. For the former,
the feature analysis for the generated audio when sampling parameters
of the synthesizer could be extended to include the analysis by the pro-
posed model. As such, the feature data could be extended with the V/A
values generated by this model. After the dimensionality reduction step,
the synthesis parameters would also be arranged according to their es-
timated affect. If this is also supported by additional visual feedback (e.g.
affect dependant colour-coding), then user would have cues to design and
alter sounds within the bounds of a certain mood. Figure 11.11 illustrates this
extension to the already established mapping.

Figure 11.11: Extension of the
mapping proposed in chapter
9 with affect features

� � �
For the prototype which is presented in more detail in chapter 12, it would
allow for presenting the user with different timbres that are automatically
adjusted to fit themood of the generatedmelody. Here, a similar parameter
sampling approach could be employed for different synthesis models. The
difference to the previous method would be that the user has no control
over the exact transformations of a sound but rather, on a generic level,
choose a certain prototypical sound from a set of possible timbres that
is altered solely by the machine. Both approaches would then represent
approaches to a full related audio synthesis environment. The largest part
of this contribution dealt with the development of such a model using a
ML based approach. For this, we established a suitable new data set based
on real world data and applied recent developments in ML to this task of
finding a mapping from audio feature data to affect. This included the
development of a respective error measure so as to estimate the quality of
the model, yielding promising results.
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� � �
Future work, should aim at improving the model by re-assessing the vari-
ous parameters of the involved ML algorithm and the feature data them-
selves. For example, instead of the current high level features, the model
can be trained to extract relevant features implicitly, e.g. from the mag-
nitude spectrum of the audio data as shown in [SSK12].





Chapter 12
Controlling the Emotional Affect of

Simple Melodies

Chapter Abstract

This chapter evaluates an approach to support creating simple melodies
with respect to a desired emotional (outcome) affect using transformative
production rules. The rules have been derived from related works in the
field of music theory and music psychology. The accompanying prototyp-
ical implementation is evaluated with a user-study which shows the sound-
ness of the approach. An analysis of user interactions with the system
allows to deduce user interaction patterns and quantifications about the
music produced. This way, connections between valence, arousal, melody
properties and melody contours and emotions could be revealed. The res-
ults of a questionnaire show that the incorporated methods for creating
music associated with certain emotions is appreciated by the users, pre-
valently by novices.

This chapter is based on the contribution [KHG14a], “FugueGenerator -
Collaborative Melody Composition Based on a Generative Approach for
Conveying Emotion in Music” by Klügel, Hagerer and Groh.
All sections have been revised; section 12.4.2 is new.

The implementation of the prototype was done in the scope of Gerhard
Hagerer’s guided research project. The concept was derived in several it-
erations and discussions between him and me.

I implemented the underlying framework and synthesis method and de-
vised the respective transformative rules. The study was conducted by us
both.

The source code has been made available:
G. Hagerer and N. Klügel. FugueGenerator. Application, Distributed un-
der GPL version 3. 2013. url: https://github.com/lodsb/FugueGenerator

https://github.com/lodsb/FugueGenerator
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12.1 Introduction

As argued in the chapter 3, for the collaborative use-case, novices have
to be integrated in the music composition or performance process. Pro-
ducing musical content with respect to harmony and melody creation that
follows a specific affective intent, however, involves a significant amount of
music theoretical knowledge. In the following sections it will become ap-
parent that certain rules within this context have been already established
in related research to describe or transformmusical structures with respect
to affect. Such rules include the harmonic and rhythmic structure as well
as the articulation of a melody. Furthermore, we establish additional rules
to change the timbre of generated sounds. On the basis of these, we will
devise an Affective Algorithmic Composition (AAC) system (section 10.4).

� � �
Although approaches to interpretatively modify existing musical material
exist (cp. [Wal+11; OC10]), not many efforts have beenmade to specifically
support the (collaborative) creation of new music with respect to the de-
sired emotional affect. Thus, it is also necessary to evaluate the validity of
such rules for the creative use-case, since it is possible that discrepancies
between affective intent and percept arise.

� � �
Conceptually, the presented prototype supports users to generativelymake
music by drawing melody contours and have the software system interpret
these with respect to an affective intent. As pointed out before, our gener-
ative approach is rule based inasmuch as it applies transformations that we
have formulated beforehand to modify the users’ input 1. The method of 1 Compare [Nie09, p. 236-244]

for a review of related systemsdrawing melody contours is inspired by Xenakis’ work on the UPIC (section
8.2).

� � �
The user study presented in 12.5 investigates whether the use case in-
deed benefits from a discursive collaboration. Moreover, it shows that the
employed rules can successfully alter the tonal content of simple musical
phrases such that certain emotions can be expressed productively with
regards to an emotional intent. Furthermore we will highlight what con-
nections come up between desired emotions and melodies.

� � �
The implementation work has been titled ”FugueGenerator”, which, upon
later reflection, is misleading since it implies the automatic generation of
fugues. The name was originally chosen because the generated music re-
sembled qualities of simplistic Baroque fugues. More appropriately, as one
reviewer suggested, it could be called ”CollaborativeArpeggiator”.

12.2 Related Work

Regarding recent research that applies the construction of musical struc-
tures with respect to emotion, one can differentiate between a transform-
ing and a generative approach. In the transformative approach, existing
pieces of music are modified either in terms of the score or performat-
ive features. The KTH Performance System [BFS02], for example, modi-
fies mainly performative (interpretative) aspects of a piece. This system
provides a large set of sophisticated rules (initially focusing on violin per-
formances) covering micro-level timing, itonation or tonal tension among
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others. These have been partly derived from analysis-by-synthesis meth-
ods and additional measurements. Most of them have been confirmed em-
pirically by listening tests [FBS06]. However, the system does not include
rules for altering the original score with respect to harmonic content. Al-
though the performance parameters of the system can be controlled in
real-time, the score data has to be preprocessed in an additional authoring
environment (Director Musices). Because of this, the specialization on vi-
olin performances and the missing rule system for score manipulation, we
decided to look into alternative rule based systems.

� � �
In the Computational Music Emotion Role System (CMERS) [Liv+10] struc-
tural (score) parameters of a piece are also altered. Importantly, the re-
search regarding CMERS involved comprehensive studies about correla-
tions between structural and performance features of music on the one
hand and emotions on the other. These insights were applied in this con-
tribution to formulate rules based on evidence to manipulate melodies to-
wards their inherent valence and arousal values and their respective emo-
tions. Complementary to this, Oliveira et al. [OC10] focus on a knowledge
based system that makes use of empirical data to derive a classification
model for musical segments that can be then recombined and transformed
towards a desired emotion.

� � �
In the completely generative class of AACs music is produced entirely from
scratch using a combination of production and transformation rules. The
Affective Music Generator [WIC08] takes a coordinate within the two di-
mensional valence and arousal space as input parameter and then uses
a purely generative method. Figure 12.1 shows the graphical user inter-
face. The construction takes structural and performative parameters into
account which are related to rhythm, melody contour, harmony and ar-
ticulation. Studies showed that users assessed the produced music cor-
rectly [Wal+11] and thus that the generative mappings may be regarded
functional. As Wallis bases his rules on Livingstone’s work, we used his
implementation as guideline for our prototype.

Figure 12.1: The user interface
in [WIC08] to produce gener-
ative music based on a valence
and arousal vector

� � �
To conclude, some algorithms and consolidated knowledge to systematic-
ally elicit emotional responses in users [WIC08] exist. Nonetheless, we see
lack of applied use cases and evaluations thereof, so the question whether
such concepts offer a suitable approach to hide musical complexity for the
end-user by means of a metaphor for high-level musical expression while
still offering an experience that gives users joy in musical expression can
be regarded as still not being answered fully.

12.3 Conceptual Framing

The main idea is to support users to construct affect related musical ideas
within some representation of the valence arousal space. Straightforwardly,
to move within that space, users could be presented a 2D surface to control
their respective valence arousal vector similar to the Affective Music Gen-
erator (see 12.1). However, the question remains on what basis the musical
events themselves are generated.

� � �
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An important issue for collaborative creativity support systems, especially
for musical applications, is fostering the users’ engagement in the creative
endeavour [BHL07; Vas07], ideally leading to a direct connection to the
musical output in form of an embodiment of music (section 3.4). In this
regard, we see value in giving the user the ability to shapemusical events in
a way that directly reflects an intended melody contour and that especially
respects this melodic intent even when transforming it in respect to the
emotional intent. Thuswe focus on simplemeans to createmelodic content
which is then represented in alternative emotional contexts.

� � �
Regarding the collaborative aspects, the application is designed for two
interlocutors since this allows us to perform a focused evaluation towards
aspects such as assessing the users’ agreement on perceived emotion or
turn taking patterns.

12.4 Implementation

The previously discussed shaping of melody contours is realized by draw-
ing them directly on a 2D surface. These are continuously repeated and
constrained by a chord progression. The valence and arousal values can be
controlled manually. Accordingly, they modify the underlying scale, tempo,
articulation and timbre. Each collaborator can create an own melody con-
tour. The two resulting melodies are played back in parallel for polyphony.
Furthermore, controls for valence and arousal are not only part of the shared
workspace but also part of a private workspace for the respective user:
valence is a global (shared) control and arousal is a private control for each
user. This decision will elaborated later in this section. In summary, the
system makes use of three internal step sequencers, two for each melody
contour and one that represents the chord progression.

12.4.1 Harmony and Melody Generation

While there is a large corpus of suitable theories and approaches to form-
ally analyse harmony relationships in music, such as Neo-Riemannian the-
ory (e.g. [Tym11]), not all offer the operational formalization suitable for
application in computing. The implementation relies on transformations
and operations on pitch class sets based on an algebraic theory of chord
structures as presented in [Lad99] and pitch transformations that are per-
formed relative to such a pitch class set2. 2 Ladma’s algebraic constructs

(G-systems) are similar to
those of Fripertinger’s [Fri99]
which are referenced by
Collins [Col04]. Both contri-
butions were published at the
same time. Ladma provides
further algorithms to calculate
pitch set equivalence classes.

� � �
A pitch class represents all pitches that are related to each other by octave
transpositions. For example, the pitch class C includes all transpositions
C�1 : : : C8. A pitch class set describes a scale or a chord as a collection of
pitch classes without duplication [Col04]. It can also be expressed as a
binary string of pitches belonging to the set (or not). To use the example
in [Col04], the pitch class set [C;C#; E; F#] or simply [0; 1; 4; 6], can be ex-
pressed as (1100101000000)2 = (3232)10 for a 12-tone musical system. We
can find equivalence classes for this by rotation of the binary representa-
tion. For all possible (bit) combinations of a 12-bit string, we can define
scales that are prime as scales that can not be generated by bit rotation of
other scales.
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Thus, it is possible to generate all prime scales (or chords) in the 12-tone
musical system and express other scales simply as their rotations3. 3 This can be done either using

G-systems, the method pro-
posed in [Col04] or simply by
brute force which is feasible
for the 4096 possible bit com-
binations as in our library im-
plementation.

� � �
Pitches in the library implementation are represented not as absolute pitches
but as relative ones to a scale. For example, the first relative pitch will al-
ways represent a root note. Chromatic pitches can only be generated if
they are paired with a concrete scale instance. This way, melody contours
of relative pitches can be transposed and fit into a target scale. The library
implementation provides a DSL for conveniently performing such opera-
tions.

� � �
For our prototype, we use the Ionian scale (2773)10 as generator scale which
is then simply rotated several times to obtain the other scales. All melody
related operations are performed on relative pitches which are then trans-
formed into concrete (chromatic) ones before synthesis.

Figure 12.2: Architecture of
the underlying synthesizer in-
cluding control inputs used by
the generative process; f (x; y)
denotes a weighting or linear
mapping of two dimensional
input parameters. The dashed
lines indicate control modula-
tions for the respective Ugens.

12.4.2 Synthesis

The sound generation is based on a simple two operator FM synthesis with
an additional effects chain which is depicted in figure 12.2. Ugens that are
labelled f (x; y) denote a weighting of the input parameters for valence and
arousal. In this design, the modulator frequency is restricted to multiples
of the base frequency such that only harmonic spectra can be created. The
lag-Ugen acts as smoothing interpolator in the time domain. The rate of
change can be set. When the shared frequency control signal is smoothed
various slurs can be generated to create a legato effect. The frequency
modulated oscillator output is then processed with a chorus and distortion
effect in parallel. The distortion is based on waveshaping (tanh & cos) after
the input signal has been equalized to emphasize the mid and high fre-
quency range. In combination with the chorus, this creates a wide, slightly
resonating distortion, similar in tone to a typical guitar fuzz effect. Both
signal paths are then mixed together in a way that the output can be faded
from one to another. With this design pure sine tones and simple wave-
forms with more harmonic content can be generated. The effect chain
allows to gradually shape these into harmonically rich sonorities and fur-
ther into comparatively harsh tones. The articulation between staccato
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Figure 12.3: Screen-shot of
the prototypical implementa-
tion with labelling of the inter-
face controls

and legato can be continuously varied by modifying the amplitude envel-
ope decay times with respect to the global tempo.

12.4.3 Concept and User Interface

The graphical user interface consists of the elements shown in figure 12.3:
surfaces for themelody contours (fig. 12.3,1) , controllers for the local arousal
settings (fig. 12.3,2) , a global valence control (fig. 12.3,3) , a register con-
trol that indicates which melody is playing in a lower register (fig. 12.3,4).
Users operate the application on the short sides of the tabletop, facing
each other. Drawing the melody contour is done by touching and drag-
ging within the melody surface (fig. 12.4). The height of each bar indicates
the pitch relative to the underlying harmonic. The set of bars forms a se-
quence of notes. The bar that is currently played is highlighted in the user
interface.

12.4.4 Melody Generation

The number of bars in a sequence depends on the local arousal setting (see
paragraph 12.4.6). The tempo is the same for both melody contours, while
the divisions of a beat (the number of bars) are equivalent to note lengths;
e.g. a sequence with two bars is made of two half notes.

� � �
The tonal system of the melodies is based on the fundamental note, which
lies at the center line of the surface. The upward deviation is equivalent to
a positive deviation in pitch from the root note and vice versa (cp. fig. 12.4).
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The amount of pitch deviation is also dependent on the local arousal (see
paragraph 12.4.6) and the global valence settings (see paragraph 12.4.5).
Such relative pitches then guide the selection of absolute pitches as an
arpeggio of the currently playing chord. The system uses a repeating chord
progression which is common in many song forms: Tonic, Sub-dominant,
Dominant, Tonic. The common tonal basis is a mode, which changes in
accordance with the global valence value as described in paragraph 12.4.5.
Nevertheless, the fundamental note always stays the same. Figure 12.4: Illustration of

drawing a melody contour in-
side a melody container. The
blue line shows the path of a
drag gesture, the red arrow in-
dicates the direction. The bars
adjust to the last touch posi-
tion within the respective row.

12.4.5 Controlling Valence

As previouslymentioned, the valence value steers the selection of themode.
Livingstone [Liv+10] empirically showed a correlation between valence and
happy major or sad minor modes, and Persichetti [Per61; CF06] sugges-
ted orderings of modes reaching from darkest to brightest. Following this,
we implemented a correlation between valence and modes which is influ-
enced by the work ofWallis [WIC08]. This ordering of modes by ascending
valence or brightness is: Phrygian, Aeolian, Dorian, Mixolydian, Ionian, Ly-
dian.

12.4.6 Controlling Arousal

We based the structural and articulation related transformations again on
the work of Livingstone [Liv+10]. These are shown in table 12.1. The rhythm
complexity and the tempo are controlled by arousal. An increase of arousal
also increases the number of bars (and notes) on the melody surface. The
lowest arousal setting has two half, the highest 16 sixteenth notes. This
results in fast and agitating melodies at a high arousal setting. These local
parameters also influence the global tempo (weighted mean), such that
agreement of users in the extremes of the arousal scale can further rein-
force the effect.

Low High

Rhythm simple complex
Articulation legato staccato
Tempo slow fast
Pitch Range narrow wide

Table 12.1: Influence of arousal
on properties of music

12.4.7 Cross-Relations between Valence and Arousal

So far, the transformation rules for valence and arousal only apply to sep-
arate concerns of the shared composition. In this section we will discuss
additional cross-relations concerning the timbre of the synthesized audio
and rhythmic complexity. These are shown in table 12.2.

� � �
As stated in section 12.4.2, the synthesis has several parameters that are
controlled by a weighted sum of the valence and arousal values. The FM
index and modulator frequency is adjusted proportionally to arousal and
valencewith the latter havingmoreweight. This leads to the highest amount
of frequencymodulation and thus harmonics for the V/A value representing
happiness. In this setting, the sound generated sounds familiar to a square-
wave, the quality can be described as bright and bell/organ-likewith a char-
acteristic similar to the high energy lead-melody sound of late 1980s / early
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1990s chiptunes. Decreasing the arousal will reduce the modulation index
and therefore further limit the bandwidth of the spectrum such that at the
setting for the mood calm, the harmonics have been significantly reduced.
If the valence is then also set to a low value, the synthesized sound is a
pure sine tone. Such a dark mood in combination with decreasing arousal
introduces more glide (slur) between notes, emphasizing a legato effect.
Complementary, a distorted timbre is made increasingly dominant on low
valence and high arousal settings (representing aggression) by mixing the
processed signal from the effects chain into the output sum.

Valence
Arousal

Low
.

High
.

Low
Timbre: slurred &
(low/no) harmonics
Rhythm: straight

Timbre:
low harmonics
Rhythm: swing

High
Timbre: distorted &
bright
Rhythm: straight

Timbre: clean &
bright
Rhythm: swing

Table 12.2: Influence of valence
on properties of music

� � �
Regarding the aspect of rhythm, rhythmic complexity is related to arousal
and high valence [Liv+10]. The Weighted Note-to-Beat Distance (WNBD)
has been shown to be a measure for rhythmic complexity that agrees with
human perception [Thu08]. This measure will be explained in more detail
in section 13.4 as a tool for analysis of rhythmic complexity. However, in
this use case, it will be applied as a generative method. Therefore, we cre-
ated the inverse function of this complexity measure to modify the note
durations and onsets to exert control over the swing added. An increasing
inverse WNBD value leads to an increasing shift of every second or forth
note onset while reducing its duration by the same shift distance. It was
implemented such that the increase of a local arousal value consequently
increases the inverse WNBD of a melody but only for high valence values.

12.5 Evaluation

For the evaluation we follow two objectives: first, we would like to know
whether the devised systems helps users construct simple music with a
specific emotional intent. Thus, the question is whether the transforma-
tion rules hold, and if they overlap with the users’ (subjective) perception.
Second, it is of interest to evaluate to what degree this approach supports
collaborative creativity and how collaborative turn taking patterns mani-
fest when the emotive interpretation of melodic content is guided by the
system.

� � �
For this we performed a user study which involved 16 people being paired
into 8 groups. The age of the participants was between 20 and 35 years.
Their backgroundwas predominantly academicwith varying fields of study,
i.e. equal in humanities and technical subjects. They assessed their own
musical talent as well as their knowledge and experience in music theory
as being neither very advanced nor very bad on average, while extremes
on both sides of the scales occurred occasionally.
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� � �
The deployment of the application for evaluation is shown in figure 12.5.

Figure 12.5: UML deployment
diagram of the presented pro-
totype

12.5.1 Procedure

We started each evaluation with a short introduction followed by two parts.
In the first, we asked the group to construct specific moods. The second
part was unrestricted, giving users time to experiment. For the specific
construction, users were asked to realize compositions that, based on their
own perception, represent the following moods: aggression, happiness,
despair, being chilled, solemn, annoyed, graceful, relaxed exhilaration. Test-
ers were given about two minutes for each emotion and had both to agree
on the result. Afterwards, the participants answered the first part of a ques-
tionnaire that asked about the users’ inter-agreements and the agreement
to the emotive content of the created generated music. The following free
session took ten minutes so that users had time to produce musical out-
put. Again, this part was concluded with a questionnaire, which included
the general assessment of the application and gathering demographic data
of the users.

12.5.2 Logging Data

Figure 12.6: Median values
of user generated valence /
arousal positions from the
evaluation

Apart from the questionnaire another data source was logging data gener-
ated by the application as discussed in section 5.1.3. These contained time
series data about the characteristics of the melodies (the minimum, max-
imum and average heights of the melody bars and their mean deviation)
and the controls for valence and (local) arousal values. With this, gaining
insight into the following aspects is enabled:

• Comparison between V/A values to the specified emotions in the first
part of the evaluation.

• Correlation of V/A values with the shape of melody contours.
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• Reconstruction of turn taking patterns.

• Analysis of the emotive and melodic development within a session

12.5.3 Emotions and Valence / Arousal

Figure 12.7: The median val-
ues of the pitch heights for
each emotion. Emotions are
sorted by descending valence
(see fig. 12.6).

The valence and arousal positions for the specific construction of emotions
in the first part of the evaluation can be seen in figure 12.6. These have been
gathered using the logged data. The emotions shown represent the me-
dian value for all groups with valence being represented on the x-axis and
arousal on the y-axis. This result corresponds to Livingstone’s comprehens-
ive outline. Emotions like aggression, annoyance, happiness, gracefulness
and solemnity show high degrees of similarity in their coordinates in the
valence arousal space. Differences are most likely explained by the devi-
ation in wordmeaning throughout the translation (to German) of the words
describing these emotions. This was especially the case for ”Annoyed”
(ambiguously translated as ”verdrießlich”) and ”Soft Exhilaration” (trans-
lated as ”sanfter Rausch”). The latter was used as an German alternative to
serene to fit better into the respective position within the valence arousal
space. Chilled (translated as ”beschwingt”) was chosen as alternative to
tender, which worked out very well in comparison to Livingstone.

� � �
To conclude, the results on average comply with the outline of the exper-
iments collected by Livingstone. The transformation rules and the basic
application concept can be regarded as suitable for users to construct
music from scratch rather than transforming existing pieces for an altered
listening experience. Moreover, given the general musical skills of our par-
ticipants, it can be seen as a valid approach to augment the users’ musical
skills.

Livingstone FugueGenerator

Pitch Height Average Height
Pitch Range Maximum Height – Minimum Height

Pitch Contour

Upwards: AHD>0 & Pitch Range>0
Downwards: AHD<0 & Pitch Range>0
Oscillating: AHD==0 & Pitch Range>0
Even: AHD==0 & Pitch Range==0

Table 12.3: Comparison of
definitions as they appear in
[Liv+10] and in our contribu-
tion. AHD means Average
Height Deviation.

12.5.4 Emotions and Melody Properties

We now turn to the analysis of the logging data for the melody contours to
see whether connections between melody properties and the implemen-
ted emotions exist. To answer this, it is first necessary to define several
characteristic properties of melody contours. For this purpose Livingstone
suggests properties listed in table 12.3 along with their adaptations to our
logging data.

Figure 12.8: The median values
of the pitch ranges for each
emotion. Emotions are sorted
by descending arousal (see fig.
12.6).

� � �
The definitions as shown in table 12.3 were applied to the logging data in
the samemanner as for valence and arousal previously, i.e. the pitch height,
pitch range and pitch contour are calculated from the data setting at that
time when both teammembers were in agreement about the implemented
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emotion. Thus, it is possible to group the median of all properties of the
melodies by emotion. The pitch heights are depicted in figure 12.7 and
sorted by descending valence. The pitch ranges are shown in figure 12.8
and sorted by descending arousal.

� � �
For both pitch heights and pitch ranges a certain trend can be identified.
Concerning the former the pitch heights mostly decrease with decreasing
valence, with aggressive emotion forming an exception. In contrast, the
pitch ranges are generally relatively high for low arousal and and low for
high arousal, while happiness is an exception.

� � �
Regarding the direction of themelody contour one can differentiate between
upwards, downwards, oscillating and even motions. For this, we used the
rules given in table 12.3. In figure 12.9 it is apparent that the melodies tend
to be directed upwards for low and downwards for high valence emotions,
while oscillating or even melodies rarely occur in general. Compared to
Livingstone, these results are somewhat surprising as it was argued that
melody contours are expected to have opposing directions compared to
our findings [Liv+10, p. 46, Table 1]. Nonetheless, he also makes clear that
this relationship is not deemed to be strong because many deviations for
different arousal settings exist and the outcome of his experiments regard-
ing melody contours is generally ambiguous. However, if future research
confirms relationships betweenmelody contour and affect, then AACsmay
incorporate them as additional rules.

Figure 12.9: Plot showing how
often which type of melody
contour was created in rela-
tionship to targeted emotions.
The emotions are sorted by
valence (see fig. 12.6).

� � �
To summarize, it is apparent that certain trends can be observed in the stat-
istics, i.e. low arousal leading to high pitch ranges as well as high valence
leading to low pitch heights and melody contours directed downwards.
Nevertheless, these figures have to be treated with caution, since the ex-
ceptions themselves need further investigation and due to the size of the
data set the results are not fully representative.

12.5.5 Free Play

In the second part of the test sessions, participants were given the op-
portunity to use the application freely, so observations concerning ques-
tions about if and how the collaboration and the interaction between in-
terlocutors takes place and how users value the application as a tool for
expression.

� � �
First, we look again at the time series data from the logs to see whether
common interaction patterns between participants of a group are appar-
ent. In figure 12.10 the average heights of the melody bars of an example
group are shown. With respect to the interaction flow, we highlighted situ-
ations in yellow, when simultaneous changes appeared for both melodies,
and in greenwhen the changes on bothmelodies occurred in direct succes-
sion. This plot shows that most melody changes are subject to a temporal
correlation. The same applies to figure 12.11, where the global valence and
local arousal values for each collaborator are depicted (the recorded inter-
action was performed by another group). The observed temporal correla-
tions are interesting as such behaviours, namely prompt reactions to each
other, are typical for turn-taking patterns in music improvisation when in-
teractions are conversational [Mon09b, p. 80-92]. In this regard, solely
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Figure 12.10: Plot of the av-
erage height (y-axis) of the
bars in each melody container
over time (x-axis). The green
background indicates success-
ive and the yellow one sim-
ultaneous changes performed
by the users to show user in-
teraction.

focusing on this data, it can be said that the application supports musical
collaboration at least in terms conversational patterns which is consistent
with the initial goal of supporting conversational collaboration. Nonethe-
less, a quantifiable analysis of mutual influences in terms of statistical de-
pendencies of changes in time would help to gain more reliable results by
considering all test sessions in an objective way.

Figure 12.11: Plot of the valence
and arousal values (y-axis) for
each user over time (x-axis).
The green background indic-
ates successive and the yel-
low one simultaneous changes
performed by the users to
show user interaction.

12.5.6 Questionnaires

We now turn to the questionnaire. It consisted of 40 multiple-choice ques-
tions. Most answers to the questions are expressed on a five-point Likert
scale. We used the arithmetic mean of the answers for the evaluation. Be-
sides this, some of these results also take the user groups into account:
the group of users that described themselves as musically talented and
the others. This distinction by self-assessment is based on their ratings
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Figure 12.12: Answers in the
questionnaire that relate to ap-
preciation

of knowledge and practice in music theory (i.e. harmony, circle of fiths,
modes, rhythm); a user that rated himself with four or five in the respective
fields is regarded as musically talented.

12.5.7 Appreciation

With respect to the appreciation of the application, we can distinguish
between two aspects, whether the software was found helpful to imple-
ment a given emotion and how the creative part of the session was ex-
perienced. These aspects are depicted in figure 12.12. It is apparent that
the application was assessed as helpful. Yet, musically experienced people
stated a lower consent than novices. In this context a loss of control of the
musical construction parameters may be responsible. This will be elabor-
ated in more detail in the next section. Concerning appreciation for the
free and creative part of the sessions, all users evaluated the experience as
interesting and joyful and only marginally frustrating.

12.5.8 Collaboration

For assessing the collaboration we can again distinguish between the two
parts of the user study. For the first test part it is not clear if interac-
tion between two people is helpful to perform the musical task of imple-
menting an emotion, since different opinions, approaches andmusical skills
between two individuals could lead to discrepancies that would distort the
previously presented logging data regarding emotions. Figure 12.13 shows
that in the present case this can be ruled out as collaborators found each
other to be helpful solving the task. Furthermore, their agreement on the
assessment of affect in their music and their mutual influence of this as-
sessment were rated as positive. In addition, users stated that they value
the application as suitable to fulfil the given task. This indicates that the
results of the previously discussed logging data are consistent.

� � �
With respect to the free and creative part of the test sessions, it is of interest
whether creative exchange between the collaborators took place and how
this was experienced. The users regarded the exchange as positive, active,
meaningful and inspiring (cp. figure 12.13). This is also evident in their as-
sessment that they and their collaborators influenced the music generated
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via interacting with the other person. Again, this is consistent with the
observations made in section 12.5.5, where changes in melody contours,
valence and arousal values have a strong temporal relationship. Similarly,
this discursive collaboration could also be observed in the evaluations. An-
other aspect is that the interaction was evaluated as positive and inspiring
and thus beneficial for creativity support.

Figure 12.13: Answers in the
questionnaire that relate to
collaboration

12.6 Conclusions

As the evaluations showed, the prototypical implementation was appre-
ciated by users as offering means for creativity support, specifically for
conversational collaboration. It can be claimed that the approach to del-
egate the music theoretical background for the construction of music with
respect to affect to the computer is promising. Most importantly, for indi-
viduals that are not entirely musically talented. Collaboration was found to
be a beneficial, making the creative experience more valuable.

� � �
While previous research focussed on listening tests to validate affect re-
lated rules and generative constructs, we applied these in a creative and
collaborative use case and confirmed these to be suitable. Moreover, the
implementation allowed to gain various insights into correlations between
affect and melody contours. However, more empirical research is neces-
sary to reliably confirm or dismiss our findings. The same applies for the
analysis of interaction patterns, which in the current state mainly repres-
ents an exemplary procedure.
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Chapter 13
Groove Production

Chapter Abstract
The creation of rhythmic structures is an important part of electronicmusic-
making. Thus, in order to support this task computationally, studies are
necessary that help to gain insight into the relationship between rhythm
complexity, degrees of freedom for expression and users’ satisfaction and
skill. In this chapter three prototypical applications are presented which
aim to support the collaborative creation of rhythmic structures. They
give progressively more degrees of freedom to create rhythmic complex-
ity. By means of a user study the impact of this on the users’ satisfaction
is analyzed. Furthermore, the data logged during the experiments allows
to measure the factual rhythmic complexity created during the user evalu-
ation. These results are then compared with the responses of a question-
naire.

This chapter is based on the contribution [KHG14b], “TreeQuencer: Col-
laborative Rhythm Sequencing A Comparative Study” by Klügel, Hagerer
and Groh.
All sections have been revised; section 13.3.1 is new.

The implementation of the prototype was done in the scope of Gerhard
Hagerer’s bachelor’s thesis project which was later published in the named
conference paper. The concept was derived in several iterations and dis-
cussions between him and me.

I implemented the underlying framework and synthesis method and de-
vised the respective transformative rules. The study was conducted by us
both.

The source code has been made available:
G. Hagerer and N. Klügel. TreeQuencer. Application, Distributed under
GPL version 3. 2013. url: https://github.com/lodsb/TreeQuencer

13.1 Introduction

The importance of rhythm has undergone a remarkable transformation
from an equal to the most visceral element in the musical trinity of melody,

https://github.com/lodsb/TreeQuencer
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rhythm and harmony in the last century - in both the high art and popular
music [Nei02]. As discussed in section 3.2.2, rhythm is social as it binds
communities through dances they may share, such as in tribal or rave cul-
tures, and also through participation in drum circles [Par98]. This parti-
cipatory facet of rhythm, the collaborative creation of music, especially if
intrinsically motivated, can be a highly engaging activity, the joy of the
groove:

“ [..] it is immensely satisfying to be a part of a group that's really grooving. Group flow is
that experience of participating in a complex activity that stretches one�s skills and com-
pletely envelopes one's consciousness. To be absorbed in the groove - not for any external
motivation or reward but because of sheer rush inherent in it - that is what keeps many
musicians coming back to jam sessions " [Swi11]

� � �
Focussing on the creative task itself, we aim at investigating the extent
of rhythmic complexity and expressiveness that users would want to pur-
suit without being either underwhelmed or overwhelmed (appropriate dif-
ficulty, section 4.4), as this is detrimental to the experience of group Flow.
Especially regarding the support for heterogeneous groups, this question
is essential.

� � �
However, to our best knowledge, sufficient empirical results do not exist.
Therefore we aim to perform a comparative study with several prototyp-
ical applications that successively give more degrees of freedom to the
users with regard to shaping rhythmic structures and then evaluate their
responses. We will furthermore measure the rhythmic complexity of the
created rhythmic structures and compare them to these responses. In this
regard, we try to shed some light into this issue such that later applica-
tions may be able to perform their role of the mediator actively or more
intelligently. Apart from research into user experience in HCI this study is
therefore also tangent to musicology.

� � �
There have been several contributions that addressed the collaborative cre-
ation of rhythmic forms. One can distinguish between real time input driven
systems such as BeatBugs [WAJ02] which allow users to directly perform
percussive patterns that are then recorded into the system and sequencer
based approaches such as the reacTable [Jor+06] or The Planets [MS10].
In case of the latter, users can modify the musical events asynchronously
to the produced audio. We consider this temporal decoupling as bene-
ficial since it conceptually allows for a larger variety of access points for
collaboration and the mediating role of the IT-system. These benefits in-
clude reduction of perceived latency in feedback and lowering thresholds
for instrument control, and for following protocols in music improvisation
and collaboration (section 5.3). Furthermore, this is more natural for the
domain of electronic music. Therefore we design our prototypical applic-
ations as collaborative sequencing environments.

� � �
Additionally, we want to support melodic elements (e.g. bass sounds,
simple harmonics) rather than primarily focusing on percussive ones, since
we believe embedding the shared composition in a more musically com-
prehensive context reflects a more realistic use case. Furthermore, we seek
to allow the modification of timbres in real time as timbre itself is an im-
portant part of the musical structure, especially for electronic dance music
(section 5.3).
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Figure 13.1: Screen-shot of the
first prototype (p1)

13.2 Concept

One of the most prevalent sequencing concepts in electronic music pro-
duction is the step sequencer which dates back to the early 20th century
(e.g. Raymond Scott’s Circle Machine) and has been employed in various
drum machines (e.g. Roland TR-808, first picture in figure 5.1) but also in
modern Digital Audio Workstations (e.g. FL Studio [Ima97]). In general, a
musical duration is divided into a discrete set of units, the steps. At every
step a musical event can be set to be triggered. This step sequence pattern
is then played back in a loop. In many cases a 4/4 bar is divided into 8 or
16 steps, meaning that events can happen at most at granularity of 1/8th or
1/16th. In this regard, a step sequencer is very limited in terms of rhythmic
expressiveness since only one time line exists that is fixed in length and
because the musical subdivisions of a bar can only be even multiples of
the duration of a step (e.g. triplets can not be used). We will make use of
this core concept and successively extend it to allow for more degrees of
freedom in regard to rhythmic expressiveness for our prototypes.

� � �
The first extension allows to create polymeters such that looping rhythmic
structures with even or odd overlapping elements can be constructed. This
differs from the original concept as now several time lines (step sequen-
cers) with the same pulse but different length would be necessary.

� � �
The second extension concerns the duration of subdivisions in order to
construct polyrhythms. This can be enabled by allowing each of the time
lines in the polymeter to have a different pulse frequency. This makes it
possible to create complex rhythmic patterns.

� � �
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Figure 13.2: Screen-shot of the
second prototype (p2)If we disregard the pulse frequency for a moment, then the step sequencer

metaphor can be expressed as a graph construct in which nodes represent
audible musical events (such as a hit of a bass drum) and edges express
the succession of these events. In this way, a step sequencer with 8 steps
can be seen a simple linear list of 8 nodes that are connected by edges.
Similarily, a polymeter can be expressed as a tree that is to be traversed
starting at the root. We will make use of this perspective on rhythmic con-
structs as interaction metaphor for our prototypes because in this way we
can coherently express time-event relationships for all of our prototypes.

13.3 Prototypes

In our prototypes, nodes represent sound generators directly, we chose to
use different abstract three dimensional forms and colors to differentiate
between them in the visualization (cp. fig. 13.1). These forms can be inter-
acted with in the following way to change the graph structure and timbre:

• Dragging a form across the shared workspace (re-) connects it to the
nearest form, thus this is used to construct the graph. Dragging forms
outside of the workspace deletes them.

• A pinch gesture on the forms scales it and modifies its loudness. Forms
can be muted when scaled to a minimum value, thus constructing rests.

• Rotation (2D or 3D using amulti-touch gesture) modifies synthesis para-
meters. Each form has 3 modifiable parameters associated. The global
amount of a rotation of a form is indicated as one of three arc segments
around it.

Edges of the graph are indicated as simple lines, the progression of the
sequence(s) is indicated by small circles that travel along the edges from
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Figure 13.3: Topology of the
implemented subtractive syn-
thesizer. The dashed lines in-
dicate control modulations for
the respective Ugens.

node to node at the pace of the pulse duration of the sequence. In this
way it is visually indicated which forms are about to be triggered next. If
this indicator reaches a form, the sound generator is triggered to produce
an aural result. This is also shown visually by changing the brightness of
the form according to the amplitude level of the generated sound. In this
way there are two visual feedback mechanisms that inform about the state
of the current composition and which are tightly coupled with the aural
events. Furthermore, interacting with the graph structure has immediate
results such that modifications are applied while actions are transient. This
feedforward method allows users to see how their interactions alter the
shared composition.

� � �
We used six different sound generators. They can be controlled in real time
therefore influencing the sonic output immediately. In this way users are
able to alter the synthesized timbres and alter the musical result even when
the rhythmic structure is static.

13.3.1 Synthesis

The synthesis methods differ in each implementation, thus although each
is based on a simple structure in comparison to commercial all-purpose
synthesizers, the combination of these allows to create a large palette of
different timbres.

� � �
Themost simple one is a subtractive synthesizer for generating bass sounds,
the signal flow is shown in figure 13.3. It makes uses of three detuned os-
cillators to generate a thick chorusing effect as basis. The mixture is then
send through a common topology for subtractive synthesis, a low-pass fil-
ter followed by an amplifier. The filter is set to resonate slightly to emphas-
ize the overtones of the oscillator mixture. It is controlled by an LFO with
a user specified frequency to create rhythmic variations of the bass tone.
Since the filter resonance may create a DC offset in certain cases, the syn-
thesizer output is high-pass filtered. Finally, the signal is distorted by a tanh

wave-shaper. The resulting sound textures are comparable to those bass
sounds found in many ”bass-music” genres (e.g. drum and bass, dub-step,
UK garage).

� � �
A similar architecture is employed to play fixed chords. Here, a bank of
oscillators tuned into an harmonic interval is pulse-width modulated by
an LFO. Additionally, to have control over the noisiness of the generated
timbre, the user can mix a white-noise signal in. Instead of an LFO con-
trol, the low-pass filter is controlled by a fixed envelope and the amount
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Figure 13.4: A synthesizer in-
spired from physical model-
ling to generate resonating im-
pacts. The dashed lines indic-
ate control modulations for the
respective Ugens.

of modulation is user defined. The whole signal is then fed through cas-
caded delays and finally a reverberator (Freeverb). Depending on the fil-
ter modulation setting, the generated sound can change from an organ-
like to a brassy quality. The combination of the delays and a reverberator
adds a rhythmic ping-pong echo that slowly fades away and either retains
a tonal character or dissolves into muted dominant reverberation tail, de-
pending on the amount of white-noise in the oscillator-mixture. Similar
chord sounds can be found in various Dub-Techno related genres. White-
noise dominant textures are frequently used in such dance-floor oriented
genres to increase tension in a bridge.

� � �
Three additional synthesizers make it possible to create varying degrees of
tonal or percussive effects. The first one derives its topology from addit-
ive synthesis but with complex oscillators as stacked voices that are tuned
into an harmonic interval producing rich overtones. Each voice is built as an
subtractive synthesizer with a fixed envelope controlling the low-pass filter.
The user can gradually fade-in the voices of the stack from the bottom (the
fundamental) up to the highest harmonic. In this way it is possible to have
fine control over the harmony created. The second synthesizer performs
simple FM synthesis with two oscillators. The modulator is a saw-oscillator
that can be swept over a large frequency range. Furthermore the user has
control over the modulation index and the amount of delay effects that are
mixed into the output sum. While the synthesizer can be used to create
generic timbres common in FM synthesis, it is also intended as a rhythmic
tool when the modulator is set to low frequencies. In this way the saw
waveform acts similar to a pitch envelope with an extremely short attack
and a frequency dependent decay (and repetition) time. Such frequency
sweeps, albeit with a more complex structure, are also used in drum-sound
synthesis. Last, a form of physical modelling synthesis was implemented
to generate resonating impacts. Figure 13.4 shows an overview this struc-
ture. Here, a short broadband burst which is generated by an amplitude
modulated white noise generator is connected to a bank of resonators. The
sum is then sent into a cascade of time-varying comb filters which have a
length below the audible range in order to create a short train of overlap-
ping echos with varying spectral colouring. The length and the amount of
modulation is user controlled.

� � �
The last sound generator is a drum synthesizer that makes use of three
different synthesis algorithms which can be seamlessly mixed in order to
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perform a simple means to morph or layer percussive sounds. The details
of the topology will be omitted here since it is the most complex one and
a description would be comparatively lengthy. In general, three dedicated
sound generators can synthesize kick-drum, snare-drum and clap sounds.
Since the user has additional control over the fundamental frequencies, in-
termediate percussion such as tom-drums can be synthesized as well. The
clap sound is generated by various filtered and wave-shaped noise signals
that are amplitude modulated by multi-stage envelopes. The snare and
kick-drum generators have similar architectures; they use pitch modulated
sine generators which are also amplitude modulated and mixed with white
noise. They differ mainly with regards to the employed intermediate filter-
ing and parameterization.

13.3.2 Prototype 1

The first prototype p1, which is an adoption of a simple step sequencer,
consists of 8 subdivisions represented as static, non-audible forms towhich
forms can be attached to. Only for this prototype no other graph construc-
tions are allowed. Thus, solely rhythmic constructions equivalent to that of
a step sequencer can be manifested.

13.3.3 Prototype 2

The second prototype p2 allows the construction of tree structures. The
root of the tree is represented as non-audible form. Sub-trees leading from
the root are looped according to the longest path from root to leaf node
(each with the same pulse). This construction allows for parallel events to
happen in parallel paths.

13.3.4 Prototype 3

The third prototype p3 is a modification of the second one, where the pulse
interval can be changed per sub-tree to a multiple of 1/8th. This is set by
changing the distance of the first node of the sub-tree to the center of the
workspace.

� � �
The global tempo in each prototype can be altered with one of four sliders
placed around the workspace.

13.3.5 Deployment

All prototypes use the same environment (figure 13.5) and make use of the
framework that has been laid out previously.

Figure 13.5: UML deployment
diagram for the presented pro-
totypes
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13.4 Evaluation

For the evaluation we will make use of both a user study as well as tracking
the use of the application by logging the interaction. With the latter it is
possible to reconstruct the rhythmic patterns that have been created and
therefore to apply measures for rhythmic complexity but also to analyse
whether users alternatively preferred to shape the timbre of sounds via
measuring the duration of gestures. 31 persons took part of our user study
in groups of 3-4 people. With respect to their demography, their age was
between 19 and 43 years, while 24 were male and 7 female. A large portion
of our participants had a musical background (21 had performing exper-
ience). This is also reflected in the average time per week a test person
makes music (9.4 hours). We performed the study by first presenting the
second prototype and then the first followed by the third. Each of these
sessions took 10 minutes after a short introduction about the basic usage.
We tried to minimize any necessary instructions as we wanted to force par-
ticipants to explore the prototypes. After the evaluation, participants were
asked to fill out a questionnaire that contained questions regarding per-
sonal information and self-assessment, individual experience, group and
interaction workflow as well as general feedback. Most questions used a
5-level Likert scale.

� � �
Using the logging data from the interactionwith the applications, the graph
structure at every time instant of the session can be reconstructed. This can
be further transformed into a pattern notation in which every sound gen-
erator class is given its own staff and where all the trigger onsets of their
respective multiple of a 1/8th are recorded. The length of the pattern is
determined by the number of steps it takes until the whole rhythmic struc-
ture repeats (the smallest common multiple of the constituent patterns).
Figure 13.6 gives an example of the resulting reconstructions. The trans-
formation behaves similar to the real-time play-back algorithm. It uses the
graph structure and begins from the start node with a breadth first search
that progresses parallel and layer-wise while accounting for the local pulse
divisions of a tree. The algorithm terminates when all parallel iterations
loop back simultaneously to the start node.

----X--------------X---------- ----X--------------X----------
-----X-----X-----X-----X-----X -----X-----X-----X-----X-----X
--------------X--------------X --------------X--------------X
-----X-----X-----X-----X-----X -----X-----X-----X-----X-----X
--X-----X-----X-----X-----X--- XXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
---------X--------------X----- ---------X--------------X-----
Length: 30 Length: 30

----X-------------------X-------------------X---------------
-----X-----X-----X-----X-----X-----X-----X-----X-----X-----X
--------------X-------------------X-------------------X-----
-----X-----X-----X-----X-----X-----X-----X-----X-----X-----X
--X-----X-----X----XX-----X-----X-----XX----X-----X-----X--X
---------X-------------------X-------------------X----------
Length: 60

Figure 13.6: Excerpt from the
transformed log-output. This
notation follows a simplified
time unit box system (TUBS)
or drum tablature where each
synthesis class is given an own
staff. Each character in a row
represents a fixed length note
(e.g. 8th note), 'X' indicates
that an event takes place while
'-' indicates a rest. The ex-
cerpt shows that the rhythm
synthesized by the fifth syn-
thesizer class is modified such
that first a highly repetitive on-
set pattern is created (every
time unit an event takes place)
which is then altered into an
asymmetric pattern that res-
ults in an inflation of the global
pattern (length).

� � �
After this transformation it is possible to apply rhythmic complexity meas-
ures for the whole pattern. We used the Weighted Note to Beat Distance
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Figure 13.7: These plots show
the running means of the
rhythmic complexity based on
WNBD and oddness of the
meter (another perceptually
agreeable rhythm complexity
measure) as well as the length
of the sequence for all three
prototypes (left to right) of a
user session. Especially for
the first prototype it is appar-
ent that WNBD gives more in-
sight into the rhythmic struc-
ture (the first prototype uses a
fixed pattern length). It is also
visible that the third prototype
easily creates patterns of high
complexity due to the infla-
tion of pattern length caused
by the polyrhythms. Here the
WNBD is less susceptible to
abrupt changes, which is indic-
ative of more reliable data.

(WNBD) measure since it was shown in [Thu08] to agree with human per-
ception and because it reflectedmore of the dynamic variation of the rhythmic
structures in our data set compared to other measures (cp. fig. 13.7).
WNBD is based on the distance between the start and end of a note in
relation to the pulse of a pattern (strong beats) [Góm+05]. According to
this distance a note x is given aweightD(x): it givesmoreweight in the case
that a note crosses over a strong beat or ends just before the next one in or-
der to emphasize such rhythmic constructs that are connected to a strong
feeling of syncopation. Furthermore, it gives less weight in case the note
occurs exactly in the middle of two strong beats and some weight in the
case of an onset happening off the strong beat and none otherwise. More
rigorously, let ei be a song beat and T (x) = minfd(x; ei); d(d; ei+1)g with d

being the fractional distance based on the meter. Then D(x) is defined as
0 for x = ei ,

1
T (x) if x 6= ei ends before or at ei+1,

2
T (x) if note x 6= ei ends after

ei+1 but before ei+2 and 1
T (x) if note x 6= ei ends after ei+2. The WNBD of a

rhythm is then the sum of D(x) for all notes of that rhythm.

13.5 Results & Conclusion

In general, the feedback to all of our prototypes was very positive (cp. fig.
13.8c) with some of the groups playing up to one hour longer with the
prototypes after the experiments. Several observations were made during
the experiments themselves or whenwatching the corresponding recorded
video material:

• Flow: Participants frequently moved to the beat by nodding head, clap-
ping hands, tapping feet on the ground or the fingers on the edges of the
tabletop. Even though people sometimes showed how much they en-
joyed the rhythms by facial expression, many of these actions were done
apparently unconsciously. The participants were especially engaged
with the application whenmodifying timbres and discovering sounds (as
they were shown only a small subset of the sound palette in the intro-
duction). This was accompanied by showing emotions of amusement via
verbal statements facial expressions (e.g. grinning). This shows that the
exploration of sounds further caused constructive involvement leading
to more engagement and curiosity, which are characteristics of a flow
experience.

• Group Flow: Participants frequently showed not only positive emotions
with regard to their own actions but also in regard to actions of their
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collaborators. We observed that the articulation of Flow of several par-
ticipants at the same time led to a more extroverted expression of en-
gagement such as vividly dancing to the produced music, collectively
clapping to the beat or energetic laughing. In this sense it can be claimed
that at times collaborators felt to be ’in the groove’ with each other. Fig-
ure 13.9 shows some frames of a video where such behaviour was cap-
tured.

• Styles of interaction: In all groups a division of labor was observable.
In many groups a single participant took the role of a coordinator, ex-
pressing his ideas while others helped executing them or assigning roles
(as in a band setting) to his collaborators. This was done in an equally
directed and undirected manner. The degree of verbal communication
varied, some groups debated about the next steps while others did not
talk at all but merely used gestures and eye-contact.

• Frequent Processes: We frequently observed the same sequence of steps
that groups performed repeatedly to create their compositions. This is
strongly indicative of an iterative and collaborative creation process. The
steps were exploration, where several persons experiment in parallel in
a loosely coupled way. Followed by restriction, where after complaining
about the non-musical quality of the aural output the group decides to
remove all nodes and to restart the construction. Planning after a con-
sulting conversation about improvement suggestionswith the division of
roles and working methods to avoid earlier mistakes. Constructingwhile
the pace of the conversation fades and the interaction and collaboration
becomes goal oriented. And finally reception of the accomplished work
if the musical result was felt worth listening to while the group shows
positive emotions such as joy (fig. 13.9).

We now look at the data generated by logging the users’ interaction with
the prototypes. Regarding the question whether the additional degrees of
freedom for rhythmical complexity have been used in a consequent way,
the answer is negative on average (fig. 13.8a). The median values of the
reconstructed rhythmical complexity values for each prototype show that
the complexity generated by prototype two is less than for prototype one,
although the opposite result would have been expected: for prototype
one the maximum amount of rhythmic complexity that is producible is lim-
ited due to the fixed amount of sequencer-steps and prototype two allows
more degrees of freedom. However, in accordance with expectation, the
rhythmic complexity created with prototype three surpasses the results of
the other two. These results agree with the results of the questionnaire
elements asking for the perceived complexity of the created music per
prototype (fig. 13.8c). One can conclude that the user’s perception and
the measurement of rhythmic complexity match, which not only indicates
the validity of WNBD as an appropriate measure but also that the subject-
ive user’s assessment is also valid objectively. However, one question is
whether the rhythmical complexities are voluntary or involuntary results.
For this we will take a closer look at the results of the questionnaire.

� � �
The duration of gestures can be used as measure for whether users pre-
ferred to alter the timbre of sounds in real time rather than changing the
rhythmic structure of the sound form, which would account just for short
re-positioning of nodes. Figure (fig. 13.8b) shows the mean of the dura-
tion of gestures for each prototype. We chose the mean here since it is
susceptible for outliers and thus may better represent extended gesture
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Figure 13.8: Plots of the logged
data: a) Weighted Note To
Beat Distance, b) the dura-
tion of gestures during inter-
action and the questionnaire:
c) subjective assessment, d)
perceived musical complex-
ity, e) manner of changing
objects (high means exper-
imental, low means target-
ted) and f) the changed at-
tributes (high means timbre,
low means rhythm) for the
respective prototypes. p1
(green), p2 (red), p3 (blue) de-
nominate the respective pro-
totypes

input. Here it is apparent that in all applications timbral transformations of
the sound forms were performed. However, regarding prototype one it is
also visible that users may also have performed a large amount of rhyth-
mical modifications.

� � �
For the evaluation of the questionnaire, we calculated Spearman’s R as cor-
relation coefficients for pairs of answers. Regarding the collaboration itself,
a high correlation is apparent between the ability to implement own ideas
and fostering one’s own creativity (0:71) as well as between the ability to
implement own ideas and the preference to use the applications collabor-
atively (0:52). This means that users saw their collaborators and the ap-
plications as aids to pursue their own ideas. A highly positive correlation
also exists between enjoying collaboration, on the one hand, and either
evaluating the three apps as fostering creativity (0:55) or discovering new
musical means (0:56) on the other hand. Users that expressed curiosity
when working with the applications also expressed being inspired by the
work of other users (0:61). Furthermore users who evaluated the musical
outcome as harmonious or danceable liked not only the musical outcome
in general (0:62; 0:52) but also liked the experimentation with sounds in a
collaborative setting (0:36; 0:50). This may also lead to the conclusion that
the collaboration may foster experimentation rather than the targeted con-
struction of sound forms. This is apparent in the correlation between mu-
sical skills (a score accumulated from several biographical questions as-
signed to every user) and more critical evaluations of our prototypes: the
higher themusical skill themore disappointment (0:37), confinement (0:45),
and overstrain (0:46) for all applications were expressed, especially regard-
ing the general assessment of prototype two (0:38). However, it seems
unlikely that musically skilled users evaluated the applications negatively
because of the actions of their collaborators, since the higher the musical
skill the more positively collaborators and the interaction with them was
seen (0:25).

� � �
Many of our higher musically skilled participants attended a conservatory
and thus may have substantial experience regarding musical collabora-
tions. Given the correlation (0:32) that musically skilled users preferred to
use the application three for a more targeted construction of sound forms
and that users having stated that the applications exceeded their expecta-
tions especially assessed application one positively (0:65), it can be stated
that for skilled users, application two is seen as too constrictive (correla-
tion between skills and general assessment:�0:34) and application three as
too difficult to comprehend (correlation between skills and comprehensib-
ility: �0:23). The assessment of application one correlates positively with
enjoying the experimentation with sounds (0:52). Additionally, there are
positive correlations between the comprehensibility of the musical results
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Figure 13.9: A sequence of
frames captured from a video
recording (20 seconds) made
during the evaluations. Previ-
ous constructive actions led to
a prompt reception phase in
which all users spontaneously
started dancing and joyously
laughing after presumably
having achieved a collectively
felt successful collaboration.
Similar behaviour was recor-
ded with other groups as
well.

generated with application one, on the one hand, and being able to imple-
ment own ideas (0:31) or experiencing pleasure (0:30) on the other hand.
This comprehensibility of prototype one also correlates with perceiving the
music as rhythmic (0:40) and with being inspired by other collaborators
(0:39). This leads to the conclusion that application one in general is seen
as more comprehensible and therefore traceable for collaboration. Addi-
tionally it seems suitable for sound-formswhose articulation ismore rooted
in timbre than in rhythmic (complexity) as can be found in today’s dance
music.

� � �
We assume thatmusically skilled users are adept to copewith and to create
more rhythmically complex music. In this regard, a good prototype would
allow such users to create rhythmically complex music compared to less
skilled users. To gain more insight into such a relationship between musical
skills and created rhythmical complexity, we performed a linear regression
for these variables for each prototype. For prototype two, the slope of
the best fit straight line is negative (coefficient �0:159), which may indic-
ate that skilled users are not be able to express themselves accordingly
while less skilled users may have created the complexity involuntarily. For
prototype three the slope has no clear trend (coeff. 0:05), which may indic-
ate that skilled users were unable to use their expertise for more targeted
exploration. For prototype one, the slope has a stronger upwards trend
(coefficient 0:24). Thus, from the viewpoint of the assumption previously
made, this shows that this prototype is the one that scales best with users’
musical skills. This more targeted interaction with prototype one, espe-
cially regarding the construction of the rhythmic structure, is also apparent
in the users’ evaluation of how they performed their changes (fig. 13.8e)
and what was changed (fig. 13.8f). Furthermore this is also supported by
the observation that the duration of gesture interaction includes a large
portion of short events.

� � �
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It is to say that it is important to gather more empirical data in order to be
able to make further reliable statements investigating the appropriate level
of expressiveness for collaborative composition support. The current res-
ults indicate that the first prototype is the most appropriate generic choice
and that for exactly this type of musical engagement active mediation is
not a necessity for facilitating group collaboration. The overall feedback on
the application has been very positive as the experience of group Flow has
been frequently observed. This furthermore supports the initial assump-
tion in section 5.3 that the choice of electronic dance music as musical
domain is appropriate to imply shared knowledge preliminarily.





Chapter 14
The Shared Composition as

Optimization Problem

Chapter Abstract
This following chapter looks at achieving the shared musical intent as an
optimization problem that can be ”solved” via active mediation from the IT
system. A mixture of genetic algorithm and generative process is used to
evolve grooves as shared composition in the collaborative setting. These
grooves contain rhythmic, melodic and accompanying music material. A
subsequent user study shows that this approach is feasible.

This chapter is based on the contribution [KLG14], “A Genetic Algorithm
Approach to Collaborative Music Creation on a Multi-touch Table” by Klü-
gel, Lindström and Groh.
All sections have been revised.

The implementation of the prototype was done in the scope of Andreas
Lindsröm’s guided research project. The concept was derived in several
iterations and discussions between him and me.

He implemented the generative music system and devised the additional
musical patterns. The framework and user interface was implemented by
the present author. The study was conducted by us both.

The source code has been made available:
A. Lindström and N. Klügel. SoundDesigner. Application, Distributed un-
der GPL version 3. 2013. url: https://github.com/lodsb/Mutator
N. Klügel. Genetic Algorithm Toolbox for Scala. Framework / Library,
Distributed under GPL version 3. 2013. url: https://github.com/lodsb/
mutant5000

14.1 Introduction

In the previous chapters we have seen examples of applications that are
embedded into the situative context. These applications have a mediat-
ing role inasmuch as they are used to consolidate different intents by the

https://github.com/lodsb/Mutator
https://github.com/lodsb/mutant5000
https://github.com/lodsb/mutant5000
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collaborators and facilitate the expression of intents by augmenting the
users’ skills which is desirable especially for novices. This can be provided
by either making use of compositional rules as in chapter 12. By guessing
the users’ intent function, compositional recommendations can be made
or specific derivations of the shared composition can be generated. In this
way, the application can be seen as taking part in the situative context as it
engages in the creative act and becomes an active collaborator. Another
viewpoint is that this procedure - guessing the shared intent and transform-
ing the composition towards it - can be seen as an optimization problem
where neither the domain specific knowledge nor the optimization func-
tion have been stated explicitly. In this chapter, a genetic algorithm will be
used to establish such a form of mediating functionality. More specifically,
the application makes use of both, evolutionary and generative processes,
thus it falls into the category of Evo/Gen approaches [MSO13]. The aim is
to have it adapt to the users’ modifications of the shared composition in
order to converge towards a collectively agreeable goal.

� � �
To our knowledge, there are no comparable contributions in a collaborative
context that have evaluated such functionality in relationship to the group
acceptance and perceived support in the creative task by the machine.
Therefore the main contribution of this chapter is evaluating the feasibil-
ity of the approach. However, the main difficulty in solely evaluating the
additional benefit is to avoid or at least minimize the bias that the express-
iveness of direct controls themselves impose upon the application such as
familiar control metaphors for controlling musical events or overtly self-
evident gestures encoding musical event mappings. This may otherwise
skew results by favouring proficient users for this use case or simplify the
compositional process. The reasoning is that musical novices would be-
nefit the most from a mediating functionality given that they presumably
have no prior knowledge on how to approach the task of music composi-
tion. Therefore they may not be able to musically understand the effect of
their interactions with the application in view of an intended goal. Thus, re-
garding the user interface and interaction metaphors, we decidedly put the
users into a position where they have to rely on the mediating functionality,
thus enforcing a loss of control at the expense of perceived expressiveness.
This will be elaborated in more detail in section 14.4. It should be emphas-
ized that for a less experimental prototype this approach is suboptimal
because of the implications that the loss of control entails and because,
generally, mediation should be transparent (cp. chapter 4).

� � �
To summarize, the objective of this contribution is to evaluate, whether act-
ive and adaptive mediation, specifically using a Evo/Gen process, adds ad-
ditional value for supporting the creative task of collaboratively composing
music. In this regard, the evaluation does not focus on expressiveness. We
will devise a system that is capable of creating a variety of short musical
forms (”beats”) that include bass and melody lines with accompaniment
including chord progressions and drum patterns. We see the music com-
position system underlying the application as capable to create a realistic
subset of music forms common in modern popular music.

� � �
The outline of this chapter is as follows: first we will give an introduction
to genetic algorithms and review related work, especially with regard to
the application of genetic algorithms. We will then motivate the concept
and elaborate the prototypical implementation. This is followed by the
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presentation of a user study that aimed to evaluate the prototype. The
contribution concludes with the discussion of the results thereof and gives
starting points for future research.

14.2 Genetic Algorithms

There have been many attempts to mediate or automate music compos-
ition tasks in order to have computers aid composing music that is aes-
thetically pleasing. Different approaches in the general field of algorithmic
composition are described in [Mit98]. One prominent approach uses ge-
netic algorithms to generate music. Genetic algorithms draw inspiration
from evolution in nature in order to solve computational problems andwere
invented by John Holland in the 1960s [Mit98, p.2].

� � �
No domain specific knowledge about the problem is necessary and they
can be applied to a vast array of optimization problems. Given a well-
defined problem, candidate solutions to the problem are encoded as chro-
mosomes or genotypes, usually as bit-strings. In order to evaluate the fit-
ness of a genotype, a fitness function is used that assigns a score to it. In a
simple form, a genetic algorithm starts by randomly generating a starting
population of genotypes and assigning scores to each one using the fitness
function. New chromosomes are then spawned from the initial population
using crossover and mutation operations. Crossover between two ”par-
ent” chromosomes is done by concatenating divisions of the bit-strings of
the chromosomes in order to create a new one. Mutation of the result-
ing ”child” chromosome is performed by changing the value with a small
probability at each bit position. This is done to ensure variance in the pop-
ulation over time. By giving highly fit individuals a bigger probability of
being chosen for reproduction by crossover, the aim is to obtain high qual-
ity solutions after several generations of evolution. The overall procedure is
depicted schematically in figure 14.1. Apart from the genotypes, a GA usu-
ally also defines phenotypes. These are in most cases the actual solutions
to the problem which have been mapped from the genotypes.

� � �
When applying genetic algorithms in a musical composition context, the
search problem can be defined as ”from the space of all possible composi-
tions, find one that sounds good” [Jac95]. In a Evo/Gen system the geno-
types represent sets of parameters for the generative system [MSO13]. The
phenotype is then the concrete instance of a musical piece, phrase or in our
case a beat that was generated. This contrasts to a direct representation
which would assign elements of the bit-string directly to a single note. Two
obstacles need to be overcome here in order to be able to apply genetic
algorithms: first, an encoding of the musical structure or parameterisation
of the generative processes must be defined so that genotypes can be
created and evolved. Second, a fitness function must be defined that can
rate a genotype or, indirectly, the quality musical output. Of these two
obstacles, the second one is definitely the hardest one to overcome due to
the difficulty of objectively rating the quality of music by automatic means.
Nevertheless, quite a few applications have emerged using this approach.
An overview of some of these can be found in [Nie09, ch. 7.4]. Many of the
applications described usually perform a specific task (such as harmoniz-
ing a melody line) with comparison to human compositions as basis for the
fitness function. Others use rules grounded in musical theory to rate the
chromosomes.
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Figure 14.1: Schematic of a
GA algorithm, which includes
population, selection, muta-
tion and iteration (based on
figure 13.1 in [MSO13])

� � �
Another approach is to have a human-based fitness function by letting a
human evaluator rate the output of the program. The evolutionary com-
putation is therefore interactive. This is used for example in the applic-
ation GenJAM [Bil94], which can generate jazz solos over a given chord
progression. This circumvents the difficult problem of algorithmically rat-
ing musical quality. Similar approaches have been presented in [Sha+10]
for interactive grammatical evolution of user controllable generator func-
tions, in [MO11] for evolutionary created executable graph structures that
generate music autonomously and in [McD+10] for deriving context free
grammars that generate a piece. However, McDermott et al. identify sev-
eral issues in applying evolutionary algorithms for interactive composition
(paraphrased):

GEP1 Human evaluation of fitness is much slower than computer evalu-
ation, this fitness evaluation bottleneck is especially problematic when
music is being evaluated since audition times are proportional to the
length of a piece.

GEP2 Users become bored, fatigued, and annoyed over long evolutionary
runs.

GEP3 Users may encounter many bad individuals especially in early gen-
erations (cold start problem), when the initial population is created ran-
domly.

GEP4 The typical fitness-evaluation interaction paradigm is closed as it
does not afford flexibility and creative use.

GEP5 Populations can converge prematurely, good individuals can be lost
or users can change their minds. This may lead to an evolutionary dead
end.

GEP2 could lead to non-consequent rating from the evaluator which in turn
gives a poor performance from the algorithm. Therefore such issues have
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to be remedied for a practical real-time application of a genetic algorithm
approach. With respect to GEP4 & GEP5, it is necessary that users have
direct influence on the behaviour of the algorithm such that it can adapt
to new composition objectives (e.g. an abrupt change in the group’s styl-
istic preference). GEP1 can be circumvented if the mutation process itself
is user-guided and controlled in real-time as will be explained in the next
section.

14.3 Concept

There are some studies and applications that explore the possibility of us-
ing genetic algorithms in an interactive setting. One example is described
in [FM02], where a genetic algorithm guided by the position of two users in
space generates layered melodies. However, this application lacks a fitness
function and only generates new genotypes based on the users’ actions.

14.3.1 Controlling the Genetic Algorithm

Studies and applications of this kind are interesting for several reasons. It
might be possible to overcome the previously mentioned fatigue problems
when using human evaluators by letting the evaluators themselves inter-
act with and affect the genotypes linked to the music creation. This can
be seen as guided mutation operations, as opposed to the random muta-
tions performed by the program. In fact, it is argued in [Gar02, p. 2-3] that
development of musical structure can be seen as directed mutation; new
musical ideas are generated by mutating other musical ideas.

� � �
Such an approach can be implemented using a turn-based composition
strategy that comprises of repeated turns of active modification of the
composition by the users (e.g. changing the scale or patterns of the shared
composition) and evaluation by the users after which the genetic algorithm
performs one cycle and then presents the users with an updated version
of their previous composition. The evaluation can be implemented using a
voting scheme, thus it corresponds directly to a fitness function in generic
genetic algorithms.

� � �
Splitting the composition process into several cycles of phases furthermore
has not only the advantage of users being able to directly alter the com-
position in real-time to steer the genetic algorithm but also to hear the
results of their interactions immediately as feedback (first phase). As ar-
gued before this immediacy is necessary for any musical engagement to
support iterative creation. Moreover, it alleviates the problems associated
with GEP1.

� � �
To summarize, our approach implies a direct analogy between the human
composition process and the compositional process performed by a ge-
netic algorithm. This also serves as a motivation for the choice of using
genetic algorithms with guided mutation from the users as an additional
element, since the user input can directly be applied to the algorithm at
run-time. Therefore, the approach involves the users in the music gener-
ation instead of just letting them passively listen and rate the automated
music creation, in order to achieve faster convergence of the genetic search
and to solve the previously discussed listening fatigue problem. With this,
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we hope that this creativity support system converges towards the collab-
orators’ shared musical intent.

14.3.2 Generative Processes

In order to limit the musical space that the users can explore, the applic-
ation was designed to produce musical beats with a length of four bars.
The beats have a granularity corresponding to 16th notes, not unlike that
of a 16th-note step sequencer. This approach of course further limits the
musical abilities of the application. The application can only produce note
lengths that are integer multiples of a 16-th note, which means that for
instance triplets can not be achieved. However, for the purpose of this ex-
periment, this simple approach should be sufficient while it can be safely
assumed that the application can be generalized to contain more complex
rhythmic combinations and to support music that is not beat based, if the
basic concept should prove to be successful. Overall, the application can
be regarded as a simple generative music composition system because it
makes use of parameterisations and transformations of basicmusical struc-
tures instead of directly encoding notes.

� � �
A beat in the application consists of a drum part, a bass line, a melody and
a chord sequence that defines the harmonic environment for the bass and
melody parts. The drumpart in turn consists of hi-hat, bass, and snare drum
rhythms that can vary individually over the four bars. The bass and melody
are monophonic with notes extracted from the current chord. Each chord
consists of four notes that are extracted from a global seven note scale.
One chord is applied to each bar, which means that the beat can be seen
as a chord sequence of four chords. Apart from controlling the root note
of each chord, the users can also control the specific voicing used for each
chord aswell as the rhythmof the chord playback. Other global parameters
apart from the scale used are the tempo for the beat and a binary shuffle
switch that applies to all instruments on a 16-th note level. By interacting
with the interface of the application, the users can change the parameters
of each part individually. An important question in this context is how to
map the settings of the interface controls to patterns (rhythm and pitch)
for each of the instruments. Also, in order to apply a genetic algorithm to
the beat generation, an encoding is needed to represent different beats.

Pattern Mappings

Regarding the mapping from user input to musical patterns, an initial ap-
proach was to allow all possible combinations of beats by representing the
rhythm of an instrument by four 16-bit numbers (one for each bar) where
the value of the bit in position i decided if the i :th 16-note in that bar should
be a hit (1), or a rest (0). By setting the range of the user controls for the
rhythm of that instrument in that bar to the interval [0; 216 � 1], all pos-
sible 16-th note rhythms can be achieved. For each note in the rhythms
of the melodic instruments (bass and melody), all scale pitches would be
available. However, this approach turned out to be problematic for two
main reasons. First, the encoding of a 4 bar beat would need more than
300 bits for its representation which might lead to very long convergence
times, especially in an interactive setting with human evaluators. Second,
a large subset of the possible beats would probably be considered non-
musical by most users. Thus, this approach needed some modification.
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To reduce the search space and to render more musical beats, predefined
patterns were introduced to each instrument. The rhythmic patterns for
each instrument still used the bit-extraction technique described above,
but now the only a small subset of integers in the interval could be used
(between 4-16 rhythmic patterns per instrument). For the melodic instru-
ments, common arpeggiator patterns1 were used. Eight different scales 1 Ascending, descending, as-

cending/descending and al-
ternating.

could be chosen as the harmonic environment for each beat, ranging from
common scales such as Ionian (major) andminor pentatonic tomore exotic
scales such as diminished and whole-tone scales. The tempo, expressed in
beats per minute, could be set to any integer in the interval [60; 300] and
the shuffle switch was indirectly defined as a modulo-2 operation of the
sum of the drum parameters, resulting in a shuffled beat if they add up to
an odd number. To imitate the shuffling of a human drummer, the shuffle
ratio was decided by the tempo of the beat as described in [FS02]. The ad-
vantages of this pattern-based approach include more musically coherent
beats and radically shorter beat encodings (more details about the encod-
ing are given in section 14.3.2). The patterns can be ordered with respect to
their rhythmic complexity [Thu08], which allows for more musically sens-
ible mutations. An obvious disadvantage is that the musical space is totally
defined by the pre-defined patterns which reduces the generality of the
application and the musical freedom of the users.

Beat Encoding

With this pattern based approach, the genotype of a beat could be en-
coded as a string of concatenated integers, with each integer giving the
pattern index of a specific instrument. Thus, the integers specifying which
pattern to apply for each instruments correspond to a gene in the chromo-
some. The pattern encoding for each instrument is given in table 14.1.

Instrument / Parameter # patterns

Hi-Hat 8
Snare drum 4
Kick drum 4

Chord root note 7
Chord voicing 8
Chord rhythm 4

Melody 16
Bass line 16
Scale 8

Table 14.1: Patterns used for
the various instrument types
or compositional parameters
and their respective number of
alternate instances

As an example, the gene integer that corresponds to the melody pat-
tern in a bar takes a value in the interval [1; 16]. A beat contains four bars in
which the patterns can vary independently (with the exception of the scale,
which is global for all four bars). Disregarding global tempo and pitch para-
meters, the cardinality jSj of the set of unique beats that the application
can produce is

jSj = 8 � (8 � 4 � 4 � 7 � 8 � 4 � 16 � 16)4 � 2:3 � 1028 (14.1)

Half of these beats will be shuffled beats. The tempo and pitch of each
beat can be altered for further variation. This result ensures that themusical
space available to the users to explore is still very large, despite using the
limiting pattern approach.
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14.3.3 Fitness Function

With the encoding of beats defined, all that remains is to specify a fitness
function that grades the quality of a beat. Due to the difficulty of algorith-
mically grading musical quality (see section 14.2) and due to having the
goal of a highly interactive setting, the choice was made to implement a
voting system for the fitness function. After modifying a beat, each user
can grade the current beat by supplying a decimal value in the interval [0; 1],
where high scores correspond to high musical quality. The average of all
votes is then fed to the genetic algorithm and used as fitness. By using this
approach, the aim is to map the group’s creative will into a singular value,
thus allowing the beats to converge to the group’s preference over time.

14.4 Interface & Prototype

In order to investigate how genetic algorithms can support and enhance
the creativity of group composition, an application was developed that
realizes the concept of applying user input as directed mutation to a ge-
netic algorithm that generates musical beats. Regarding the emphasis
on the mediating functionality presented in the introduction, we decided
to use abstract shapes to control the various parameters inherent in the
composition which deliberately do not suggest concrete musical meaning.
Thus, for a user not knowing the underlying pattern based system, there is
no immediate connection between interaction and the exactmusical result.
However, all parameters of the shared composition are represented with a
direct one-to-one mapping: each individual instrument or parameter was
represented as a shape, changing their size or three dimensional rotation
(using multi-touch gestures) corresponded to the pattern selected for that
particular instrument of parameter. Furthermore, besides the scale factor
of a shape the amount of absolute rotation was indicated by illustrating
arcs surrounding it, giving visual feedback that the interaction had been
registered by the application. In this way the state of the application is
always visible and not artificially obfuscated. Instead, it is expressed in
terms that are not making use of established musical vocabulary and that
only allow a rough guess of what the parameter values represented by the
position of a shape are (e.g. the visualization of a rotated shape does not
indicate which pattern exactly has been chosen).

� � �
A screen-shot of the interface of the prototype can be seen in figure 14.2.
The four blue and yellow shapes correspond to chord and drum paramet-
ers, respectively. The grey pyramid shape at the top of the screen controls
the melody and the cube to its right controls the bass parameters. The two
red shapes to the right controls global scale, pitch and tempo. The three
voting panels can be seen, as well as a centered circular progress indicator
that completes one lap in the four measures of the beat.

� � �
When the application was started, an initial population of six beats were
randomly generated and given low random fitness scores. One of these
randomly generated beats was chosen as the initial beat for the users to
modify. The shapes were automatically resized and rotated according to
the randomly generated patterns corresponding to each shape. This beat
could now be heard by the users and they could modify it by moving and
rotating the shapes. The users were free to vote at any time, and when all
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Figure 14.2: A screen-shot
showing the interface of the
prototypical implementation;
the implementation re-used UI
components of the prototype
13

three users had supplied a vote, the average score was supplied to the ge-
netic algorithm. Two beats were then selected for mating from the entire
population. A new offspring was created using crossover of the genotypes
and the resulting child subjected to random mutations (usually by adding
or subtracting a small number to the pattern index) and the child beat was
given to the users for modifications. The chance for a beat of being selec-
ted for mating was proportional to the fitness rating of the beat. To further
speed up convergence, we performed additional modifications to the ge-
netic algorithm, namely the reduction of the population size to at most ten
genotypes and a reduction of the fitness score of old beats after each new
generation to premier new beats added to the population.

� � �
We used a 55 inch multi-touch table to interface with our application. The
number of parameters available to modify the beats as well as the dimen-
sions of themulti-touch boardmade the prototype suitable to use in groups
of three, with the intention that one person controls the drum parameters,
a second the chord parameters and a third the melody and bass. The con-
trol over the global parameters scale, tempo and pitch could be shared
between the users. This can be seen as an analogy to a traditional band
environment. However, for the evaluation we explicitly told the participants
that they are free to change position as they wish during the testing.

� � �
The interface and genetic algorithms were implemented using the afore-
mentioned framework (chapter 6) and sendingOSCmessages to a PureData
[Puc+96] patch that realized the patterns. From this patch, MIDI messages
were sent to a running instance of the DAW Ableton Live [Abl02] which
played back the beat using stock instruments. The deployment diagram of
this setup is shown in figure 14.3.



194 collaborative music-making with interactive tabletops

Figure 14.3: UML deployment
diagram of the presented pro-
totype (Mutator)

14.5 Evaluation

18 test subjects were divided into groups of three for the evaluation. The
test subjects were engineering students of which 61% played an instrument
or sang in their free time. 56% had received musical training in some form.
The test subjects’ amount of previous experience with multi-touch inter-
faces varied substantially. The evaluation was divided into two consecutive
parts: first, after a brief explanation of the functionality of the application,
the test subjects were allowed to create beats with the application for 25
minutes. During this session, the users were allowed to experiment and
use the voting system freely. They were instructed that they could use any
means of collaboration available to them, verbal as well as non-verbal. They
were also told that they could move around the multi-touch table to rotate
the control of the beat parameters within the group. In the second part
of the evaluation, the test subjects answered a computer-mediated ques-
tionnaire containing questions regarding collaboration aspects, expressive
capabilities of the prototype and the user experience. Most questions used
a 5-level Likert scale.

14.6 Results

As expected, the application was rated low to mediocre regarding control
and expressiveness. Only 45% of the participants agreed that they found it
easy to control specific parts of the composition, 67% to control their parts
of the music such as instruments or and only 50% control over the music
as a whole. Furthermore, they felt that they could not express their cre-
ativity properly (44% agreement), but express themselves musically (63%
agreement). Still, and in accordance with our assumption in the introduc-
tion that unacquainted users would still be able to make out the effect of
their interactions, 71% agreed that their actions affected the music. Ad-
ditionally, concerning the potential for exploring the musical possibilities,
84% of users thought there was a lot to discover with the application.

� � �
Regarding collaboration, 71% saw their collaborators as enrichment for
their creative endeavours, 67% agreed that the application supported their
collaboration and furthermore 72% felt that the application helped them
being creative as a group.

� � �
With respect to the most important part of the evaluation, the mediating
functionality was voted favourably. The average number of voting rounds
was 11, indicating that this part of the system was frequently used during
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the comparatively short time for evaluation. In accordance to this, only 24%
of the participants thought of the voting system to be unnecessary. 83% of
users stated that the music got better over time, and 66% stated that after
completing a single voting round, the musical quality of the new offspring
beat that was presented was higher than the parent beat while still being
recognizable (70%). Half of the users said they were helped to new musical
ideas and also stated that their group was mostly in agreement about the
voting (73%).

� � �
Given the low ratings in regards to control, it is surprising that only 38%
percent of the users stated that they got frustrated using the application.
According to the favourable reviews of the collaborative and mediating
aspects, 80% of the participants felt that it was fun to make music with
the application and, equally, that they enjoyed using it. This is surprising,
especially since the results were mixed with respect to liking the music that
has been produced.

� � �
Regarding verbal communication, it was noted that groups where at least
one member did not know the other members used a lot less verbal com-
munication in the form of directives or discussions as opposed to groups
where all members knew each other frombefore. Furthermore, somegroups
frequently changed positions around the table, which may hint at their
more democratic approach to using the application.

14.7 Discussion & Conclusion

The problems revealed in the evaluation are related to the usability of the
prototype. The difficulty for users to understand the functionality of the
controls and inability to modify specific parts of the beat to their liking can
be traced to the abstract layout of the interface. Given this contrast to
the fact that the majority of users thought the quality of the resulting beat
improved (after single or multiple voting round) compared to the original
beat indicates that the genetic algorithm approach may indeed fulfill its
role in supporting the users in their creative endeavours. Furthermore, the
aim of having software inspiring new musical ideas is rather ambitious and
the fact that half of the users got new ideas from the genetic approach can
therefore be seen as positive. However this result should be regarded as
preliminary and therefore taken with caution, since additional experiments
are necessary to differentiate between beneficial social effects of the col-
laboration, the efficiency of the genetic approach, or possible placebo ef-
fects. Therefore we argue that a possible approach would be to evaluate
the application with two modifications: completely randomized offspring
and offspring that are not altered at all. With these results it should be
possible to remove the bias from the evaluations. We credit the mixed
results regarding the produced music to both the instrumentation (stock
synthesizer patches) and the use of patterns. As the space of possible com-
positions is still confined to these and that some users may have preferred
other musical styles.

� � �
To conclude, we nevertheless see these results as satisfactory, especially
regarding the favourable feedback to the collaborative aspects in general,
indicating that there is additional value in supporting collaborative creativ-
ity actively by taking part of the decision process is a viable option. For
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more complete applications, however, the aim should be not only to add
expressive or musically meaningful controls for the composition but also
to the synthesis of sound for shaping timbre.
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Chapter 15
Summary and Future Work

Chapter Abstract
The following chapter concludes this thesis. It summarizes the presented
contributions with respect to the research question posed in the introduc-
tion. Furthermore, starting points for future work are proposed which in-
clude additional studies, and extensions to the presented approaches and
prototypes.

B
ased on an extensive literature overview, it was argued that mu-
sic, music-making and meaning-making are embedded into socio-
cultural constructs andmake use of embodied practices. As argued

in chapter 2, modern practices in electronic music production do not integ-
rate collaboration as a foundational aspect or are even diametric to it (i.e.
the bedroom producer as target group for music making devices). In prac-
tice, the beneficial effects of collaborative music-making are therefore not
facilitated for electronic music. These insights motivated the focus on cre-
ativity support for collaborative electronic music-making. It was pointed
out that physical interaction with artefacts and the physical space itself are
beneficial to social interaction and knowledge building. In consequence, an
interactive tabletop interface is seen as facilitator to meaningfully support
such embodied practices. To summarize, the central theme was to em-
bed technology into a social (or socio-cultural) situation. The reason why
multi-touch tabletops were focussed instead of tabletops that also feature
tangible interaction is that derived interaction paradigms are more widely
applicable.

15.1 Summary

The methodological basis for the presented research is a design science
approach. As highlighted in the introduction (section 1.4.2), approaching
the presented research topics is motivated by a critique on a previous con-
tribution [Klü+11]. In this regard, the aim was to improve upon it - true to
the iterative search approach in design science. The critique in the intro-
duction (section 1.4.2) stated that the previous work lacked focus on con-
temporary practices to create music, and that it mixed musical domains
which prevented establishing such focus. Contemporary practices should
include means that support exploration of a musical domain, reduce the
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necessity to perform peripheral tasks and lower thresholds for musical en-
gagement using alternative domain representations (or models). Central
to this is the notion of mediation as established throughout this thesis that
derived high-level models to control musical processes. Electronic music
was approachedwithin the three foundational domains, timbre, rhythm and
melody. For each domain, prototypes were developed that are based on
practice informed considerations on how they are made effective:

• SoundDesigner (chapter 9) focussed on sound design using a percep-
tually informed model.

• FugueGenerator (chapter 12) allowed the creation of melodies from an
affect related viewpoint.

• TreeQuencer (chapter 13) facilitated groove production with emphasis
on expressive rhythm patterns and simple sound design.

• Mutator (chapter 14) supported groove production using pattern based
rhythm, bass-line and melody creation.

To summarize, the main research question on "How can the performative col-
laborative creation of electronic music in a Single Display Groupware environment be
supported for novices and experts alike?" is decomposed and approached in the
following way:

Support for novices and experts alike: Model building and high-level con-
trol over musical processes.

Electronic music: Foundational musical domains embedded into practice
informed prototypes.

Performative creation: Real-time control over musical processes.

Collaboration: Design traits derived from musical HCI, creativity support
systems and embodied practices.

Further iterative steps with respect to the presented topics are seen as
(partly divergent) prospects for future work and are laid out in section 15.3.

� � �
Apart from the various quantitative and qualitative measurements used to
gather insights in the evaluations, one central aspect of the success of a
prototype was estimating the user experience, specifically the occurrence
of (group) Flow. The experience of Flow or at least joy in using the applica-
tion was observable in all evaluations in varying extent. For the prototype
TreeQuencer a Flow experience was perhaps most clearly demonstrable
because apart from self-reports the sessions were recorded on video, and
because the evaluation featured the largest count of participants. For all
prototypes the experience of making music together was appreciated fa-
vourably and seen to feature additional benefits over (hypothetical) solo
use. This was also the case for the prototype Mutator where control over
musical processes have been made deliberately difficult. Thus, for the pro-
totypes, collaboration brought in additional hedonistic value. This is a very
satisfactory result, given that music-making itself is mainly a hedonistic
activity.

� � �
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Another viewpoint in this thesis was to see the Creativity Support System
as a mediator between different musical intents of the collaborators apart
from the mediating role that it is given naturally as technological artefact
included or embedded in a social situation. Two approaches were presen-
ted, passive mediation where high-level parameters were derived from a
modelling activity and active mediation where the computer takes the role
of a participating collaborator (cp. table 15.1). For the former the primary
aims were to reduce peripheral tasks and create mappings for control of
musical processes that lower thresholds for novices while still facilitating
the exploration (expression) of the respective musical domain for inter-
mediates. Specifically the argumentation in chapter 4 corroborated this
reasoning such that the theoretical background was put into effect in the
modelling activities and their implementations. This approach can be seen
as effective for the prototypes since all evaluations included mixed groups
(intermediates and novices) and there was no severe discrepancy in the re-
ports with respect to the support of collaboration depending on skill-level.
However, designing for both, exploration and low thresholds is difficult and
did not always succeed fully. In case of FugueGenerator, the application
was regarded as too simplistic for extensive expression by intermediates.
The study related to the prototype TreeQuencer revealed that mediation
may not be necessary for certain musical domains. However, the opera-
tional concept of this application already relies marginally on peripheral
tasks. From this viewpoint, it could be argued that future iterations may
not focus on refining the concept but rather explore alternatives to it. In
case of the comparative study related to the prototype SoundDesigner, it
was on the other hand revealed that such a modelling approach can not
only successfully reduce peripheral tasks but also help understanding the
musical domain. Finally, chapter 11 introduced another model which could
be applied for tasks where timbre selection or sound design are peripheral
but depend on it with respect to an intended affect. Since these results are
diverse, future work is needed to gain further insights as will be discussed
in section 15.3. Active mediation, where the computer participates in the
collaboration and also alters the shared composition, was implemented in
the prototype Mutator. Here, the approach was focussed on supporting
the manifestation of intent directly by guessing ”the users’ intent function”
and adapting the shared composition accordingly. In this regard, the aim
of the modelling activity is not necessarily to reduce peripheral tasks but
to abstractly model intent or behaviour (of the users). While in the case of
Mutator, the experiment was contrived since it forced users to rely on this
functionality, it nevertheless showed that this approach to mediation is a
viable alternative.

� � �
Apart from the additional hedonistic value that collaboratively making mu-
sic offers, we have seen that it also facilitates bonding and inclusion of
people in the social context, given that group Flow was experienced (and
sometimes signalled extrovertedly) while collaborators were mixed with
respect to background and frequently did not know each other before the
evaluations. Similarly, we have seen that a group of diverse people could
be integrated in the creative task.

15.2 Approaches

The following section summarizes the main contributions in this thesis, it
includes the derived design paradigms and highlights key aspects. This is
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Prototype / Model Focussed musical
domain

Modelling Method

SoundDesigner, ch. 9 sound design, explor-
ation of timbres

perceptually motivated
timbre space; audio feature
analysis and data driven
model building

probabilistic model as
shared navigational
space

Affect related timbre ana-
lysis, ch. 11

sound design, explor-
ation of timbres, auto-
matic timbre selection

affect informed timbre
space

probabilistic model

FugueGenerator, ch. 12 harmony, composition
of simple melodies

affect related composition
rules

generative

TreeQuencer, ch. 13 groove production complex rhythmic struc-
tures

semi-generative

Mutator, ch. 14 groove production shared compositional intent generative, evolution-
ary

Table 15.1: Overview of the
devised prototypes, their re-
spective musical domains, un-
derlying models and methods
of implementation

done in tabular form to allow for a quick overview.

� � �
The thesis included five main contributions which are either pure compu-
tational models or prototypical applications that make use of exemplary
modelling of a musical domain. Table 15.1 summarizes this and indicates
what the main focus and characteristic of the respective model is. Apart
from studying user experience, several prototypes also implied further mu-
sicological evaluations. This and the focus of the studies is outlined in table
15.2. Finally the various abstractions from the standpoint of interaction,
artistry and signal processing that have been employed in the prototypes
are shown in table 15.3.

15.3 Prospects for Future Work

Design science refines research artefacts and the focus of the research in
iterative steps and thus it is inherently bound to test prospects for future
work. The prospects for this thesis are shown in the following sections
and include musicological studies, and alternatives and extensions to the
presented methods, human computer interfaces, audio synthesis and ap-
proaches to collaboration.

15.3.1 Studies

There are several questions that have yet to be conclusively answered or
at least be addressed to facilitate decisive design practices. Specifically,
establishing more insight into the following areas would be invaluable for
framing the contexts of mediation methods, thus making mediation more
effective. With respect to collaboration schemes it is widely argued that
true democratic collaboration holds most benefits for the creative process.
However, there is a lack of comparative studies that evaluate this form of
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Prototype / Model Study focus Methodology

SoundDesigner, ch. 9
UX/HCI: human cognitive manageability, me-
diation of technical control

user study, 22 people

musicology: comparison to classic / preval-
ent synthesis control

Affect related timbre
analysis, ch. 11

computational: feasibility of model cross-validation (machine learn-
ing)

FugueGenerator, ch. 12
UX/HCI: human cognitive manageability, me-
diation of compositional rules

user study, 16 people

musicology: appropriateness of established
compositional rules for creative context

application event logging and
analysis

TreeQuencer, ch. 13
UX/HCI: group Flow depending on rhythmic
complexity

user study, 31 people

musicology: comparison of perceived and
performed rhythmic complexity depending
on degrees of freedom

application event logging and
analysis

Mutator, ch. 14 UX/HCI: active mediation of shared compos-
itional intent

user study, 18 people

Table 15.2: Overview of the
methodologies used in evalu-
ating the prototypes and the
respective study focuses

collaboration against alternatives such as a hierarchic one and put it into
the context of a specific musical task or in a relation to the skill-level of
the involved interlocutors. Therefore the dependencies in this triangular
relationship are not clear such that the design space and the resulting im-
plications are diffuse. Likewise, there is a lack of understanding which mu-
sical tasks are difficult with respect to musical background. While it was
pointed out in the introductory chapters that such a holistic understanding
cannot be achieved, an empirically established consensus on these issues is
necessary to focus further research. More consensus is also needed in mu-
sicology related research that is concerned with timbre, its description and
perception as was pointed out in chapter 7. Cross-sectional studies could
at least establish agreeable vocabulary for research and point out salient
timbral features for non-musicians as opposed to studies performed that
principally focussed on musicians. In the evaluation of FugueGenerator
several relationships between melody contour and intended affect were
discovered which do not wholly overlap with the referenced literature. If
further studies reliably elicited and proved similar rules, these could be em-
ployed in future affective algorithmic composition systems as empirically
informed rules. Thus overlap with user expectation could be enhanced.

� � �
Analogous to the above, there is a necessity to gainmore insights into inter-
face related issues. In chapter 4 it was argued that tangible interfaces are
advantageous over purely multi-touch based ones because they allow for
a richer exercise of embodied practices. There are studies that corroborate
this line of argumentation, showing that tangible tabletops have beneficial
effects for understanding and learning in certain (collaborative) use-cases
(cp. [Sch+11a]). However, more systematic experiments are necessary to
conclusively frame the effects that tangible interaction has. More import-
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antly, it is not clear, what the specific effects are in the context of music
related tasks and collaboration1. If more information in this regard was 1 Questions are for example:

Does it allowmore fine grained
control? Does the increase in
physicality of interaction equal
more hedonistic value? Does
it allowmore transparent feed-
back?

available, a comparison between the gains of tangible interaction and the
added interface or application complexity would be feasible.

� � �
One problem is the audio delivery in application scenarios where users
need to distinguish their own contributions from the musical whole. In
case of the study related to SoundDesigner, the motivation for this was to
provide private acoustic spaces that allowed users to experiment without
disrupting the other contributors. More generally, one issue is to make con-
tributions in the audio stream apparent without interfering with themusical
whole. For the named prototype, relying on separate headphone channels
introduced awareness issues. As discussed in section 9.9, one solution may
be to use ambisonic speaker arrangements or binaural (spatializing) audio
encoding for headphones to indicate from whom the audio stream is com-
ing from. While the reasoning for these alternatives is sound, apart from
the study in [Xam+14] where ambisonic audio delivery has been shown to
positively affect awareness and immersion in the musical experience, there
is a lack of further evidence comparing these different approaches for the
collaborative use-case. Specifically, there is need to understand the impact
the audio delivery method has on awareness with respect to the various
forms of and domains in music making in order to make suitable design
choices.

� � �
Finally, with respect to the prototypes, specifically Mutator, and the role
of applications supporting the collaborative creation of music in general,
additional studies are necessary to differentiate and investigate the rela-
tionships between the beneficial social effects of collaboration, successful
mediation and placebo effects.

15.3.2 Improvements and Alternatives

Apart from studies that generally help framing the scope of the presented
research area or establish insights to directly inform design traits, there are
also incremental improvements or alternatives to the presented methods
that may be employed for these or future prototypical implementations.
While approaches to minor improvements have been laid out in the re-
spective chapters before, the ones shown here can be regarded as more
invasive deviations from previous concepts.

� � �
In chapter 4, it was argued that there is a dichotomy in HCI with respect
to safety and serendipity or inspiration. This meant that human error may
lead to the deviation of a musical artefact from the original intent on the
one hand, and inspire new ideas on the other. This duality may be resolved
using technical means that embrace branching and versioning of the com-
position process in a confluently persistent system. Rutz presented an ap-
proach for this in [Rut12] which performs temporal traces of the composi-
tion process and further allows their confluent transformations. While there
are difficulties that have to be overcome on how to access the functionality
in a multi-user environment from the interface perspective, the integration
of such a system would allow to promote and embrace human error while
providing safety.

� � �
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Domain Abstraction from Reference in thesis

Interaction
Complex event automation paths
in sound design

Projection of low-dimensional event paths
to high dimensional synthesis parameters in-
formed by audio features, chapter 9

Music / Artistry
Compositional rules to induce
emotion

Generative composition & computer aided
transformations of user input w.r.t. emotional
intend, chapter 12

Harmony & rhythm in beat loops Generative, pattern based composition sys-
tem, chapter 14

Complex musical event genera-
tion for rhythm composition

Extended step sequencing based on tree tra-
versal, chapter 13

Signal Processing
Specific synthesis architecture Corpus based synthesis & sampling of syn-

thesis parameters, section 9.4
Synthesis structure, parameter
mapping & synthesis control
(w.r.t. perception, affect)

Feature-based audio synthesis, chapter 9;
Affect related audio analysis, chapter 11;
(simple) affect related synthesis, section
12.4.2

Table 15.3: Overview of the ab-
stractions in the domains in-
teraction musical / artistic and
signal processing and their ap-
plications within this thesis

With respect to audio synthesis, and timbre or affect space modelling,
there are also alternatives to the currently presented methods possible.
Instead of feature analysis of sample data and a machine learning based
model, another approach would be to use a synthesis by analysis method
that directly transforms the sample data in a musically meaningful way. For
example, in case of the affect model shown in chapter 11, the data set con-
tains audio samples which have been associated with a V/A value. Using
a resynthesis method, such samples can be altered in fundamental pitch
and length. Spectral modelling (see section 8.2) or phase vocoder syn-
thesis [KLB06] are common methods to achieve this and have been ad-
opted widely in studio practices and commercial products. There are also
alternatives, such as the audio synthesis method using signal decomposi-
tion presented in a previous contribution [Klü12] or FM parameter estima-
tion using genetic algorithms [Lai+06]. While transformations using audio
resynthesis can only be applied within certain bounds because otherwise
the original affect (or perception) related data may be invalidated (as dis-
cussed in 9 and [Mar+03]), and because such methods introduce artefacts
for extreme transformations, they nevertheless constitute practical altern-
atives to the more generic models that have been presented. An extension
to using plain resynthesis methods could be to learn transformations that
are related to a certain affect or perceptual property as parameter modi-
fications. For example, several high level features for audio analysis rely on
spectral features, for suchmappings an inverse mappingmay be construed
such that these can be embedded into an additive synthesis method. This
way spectral components of the resynthesized signal could be altered to
comply with spectral features that have been associated with a certain af-
fect or perceptual property.

� � �
It has been suggested that a perceptually informed timbre space could
be constructed which uses orthogonal features and maintains a percep-
tual ordering of timbres [McA+95]. Such a model would afford to analyse



206 collaborative music-making with interactive tabletops

and modify timbres within relationships similar to notes and scales (e.g.
timbre inversion or transposition). This would provide new starting points
for mediation in which sounds are adapted in relationship with each other
or which are based on common compositional rules that are derived from
such a model.

� � �
Finally, this thesis has not approached the topic of creating song struc-
tures as part of a musical activity. For example, the computer could as-
sist in creating build-ups of a piece by selecting and arranging user gener-
ated building blocks or transform these to fit into the structure of a piece.
Approaches to this could rely on a music theoretical background2 or on 2 e.g. based on Gestalt theory,

derivations thereof [Rey97],
or computational models for
Schenkerian analysis [Mar10]

machine learning to better accommodate modern structures in electronic
music.
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