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Abstract

The synthesis of two-dimensional organic nanostructures on metal surfaces is studied under ultra-high vacuum conditions. Scanning tunneling microscopy and X-ray photoelectron spectroscopy are used for characterization, allowing complementary analysis of molecular structures and chemical states. The surface-supported nanostructures are synthesized by means of molecular self-assembly and on-surface polymerization, resulting in the formation of non-covalent and covalent assemblies, respectively.

A systematic series of coexisting porous structures is obtained by self-assembly of triply amino substituted heptazine rings (melem). All polymorphs can be described by only two distinct binding motifs. The origin of the polymorphism is attributed to relatively strong molecule–substrate interactions arising from the large heptazine backbone and the greater versatility of large molecules as melem to form various different intermolecular interactions.

For on-surface polymerization of covalent nanostructures different coupling reactions, substrate materials, and reaction parameters are investigated. Coupling of terminal alkynes has the advantage to release either hydrogen or no byproduct at all, whereby the surface is not contaminated by adsorbing byproducts. On Cu(111), however, a variety of different reaction pathways is observed without a clear preference for a specific coupling reaction. On Cu(111) it is not possible to improve the selectivity of the diethynylbenzene polymerization by variation of the reaction parameters.

In surface-assisted Ullmann coupling on metal substrates, halogen atoms are split off from the molecular precursor and adsorb on the surfaces. In a subsequent coupling step, the dehalogenated molecules interlink via covalent bonds to 2D networks. The kinetically controlled polymerization results in the formation of covalent networks with high defect densities. On Au(111) direct and hierarchical polymerization are studied using an aromatic precursor functionalized with both iodine and bromine. The network quality can be improved by optimizing different reaction parameters such as substrate temperature, heating rate, or deposition rate, respectively.

In contrast to Au(111), Ullmann coupling on Ag(111) results in covalent networks with a higher degree of regularity. The main difference is attributed to the occurrence of metastable intermediates based on reversible organometallic bonds. The temperature for the formation of organometallic intermediates is lower than the temperature required for the conversion into covalent networks. This characteristic opens up the possibility of employing self-assembly and error correction of organometallic networks prior to covalent coupling for improving the network qualities.
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### List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(hkl)</td>
<td>Miller indices of crystallographic planes</td>
</tr>
<tr>
<td>1D</td>
<td>one-dimensional</td>
</tr>
<tr>
<td>2D</td>
<td>two-dimensional</td>
</tr>
<tr>
<td>AO</td>
<td>atomic orbital</td>
</tr>
<tr>
<td>APCN</td>
<td>average pore coordination number</td>
</tr>
<tr>
<td>B3LYP</td>
<td>Becke 3-parameter, Lee, Yang and Parr functional</td>
</tr>
<tr>
<td>BE</td>
<td>binding energy</td>
</tr>
<tr>
<td>BDBA</td>
<td>1,4-benzenediboronic acid</td>
</tr>
<tr>
<td>BIB</td>
<td>1,3-bis(p-bromophenyl)-5-(p-iodophenyl)benzene</td>
</tr>
<tr>
<td>BTB</td>
<td>1,3,5-tris(p-carboxyphenyl)benzene</td>
</tr>
<tr>
<td>CHP</td>
<td>cyclohexa-(m)-phenylene</td>
</tr>
<tr>
<td>CHPR</td>
<td>cyclohexa-(m)-phenylene radical</td>
</tr>
<tr>
<td>COF</td>
<td>covalent organic framework</td>
</tr>
<tr>
<td>DEB</td>
<td>1,4-diethynylbenzene</td>
</tr>
<tr>
<td>DFT</td>
<td>density functional theory</td>
</tr>
<tr>
<td>FWHM</td>
<td>full-width at half-maximum</td>
</tr>
<tr>
<td>HE-SGM</td>
<td>high energy-spherical grating monochromator</td>
</tr>
<tr>
<td>HOPG</td>
<td>highly oriented pyrolytic graphite</td>
</tr>
<tr>
<td>HPB</td>
<td>1,3,5-trikis(p-carboxyphenyl)-2,4,6-trikis(p-tert-butylphenyl)-benzene</td>
</tr>
<tr>
<td>IMPF</td>
<td>inelastic mean free path</td>
</tr>
<tr>
<td>LanL2DZ</td>
<td>DFT basis set</td>
</tr>
<tr>
<td>LDOS</td>
<td>local density of states</td>
</tr>
<tr>
<td>LEED</td>
<td>low energy electron diffraction</td>
</tr>
<tr>
<td>MC</td>
<td>Monte Carlo</td>
</tr>
<tr>
<td>MM</td>
<td>molecular mechanics</td>
</tr>
<tr>
<td>MO</td>
<td>molecular orbital</td>
</tr>
<tr>
<td>MOF</td>
<td>metal organic framework</td>
</tr>
<tr>
<td>NEXAFS</td>
<td>near-edge X-ray absorption fine structure</td>
</tr>
<tr>
<td>OMBE</td>
<td>organic molecular beam epitaxy</td>
</tr>
<tr>
<td>PPB</td>
<td>poly(phenylene butadiynylene)</td>
</tr>
<tr>
<td>PTCDDI</td>
<td>perylene tetra-carboxylic di-imide</td>
</tr>
<tr>
<td>QCMB</td>
<td>quartz crystal microbalance</td>
</tr>
<tr>
<td>RT</td>
<td>room temperature</td>
</tr>
<tr>
<td>SSR</td>
<td>surface stabilized radical</td>
</tr>
<tr>
<td>STM</td>
<td>scanning tunneling microscope/microscopy</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

Until 2004 single layer 2D materials were presumed to be thermodynamically unstable. However, the point of view had changed dramatically by the experimental discovery of graphene, a single layer of graphite. Since the Nobel prize in 2010, graphene has received tremendous interest and is now the best known 2D material. Graphene features many desirable physical properties such as mechanical and chemical robustness, but also high crystal quality and unprecedented charge carrier mobility even at room temperature. Therefore, graphene is considered as a promising material for ultrafast, low power nanoelectronic devices in the "post-silicon" era. However, the applications of graphene are limited by the semimetallic behavior resulting from the vanishing bandgap. Applications in sensors or transistors ideally require a high current ratio between ON and OFF state. Graphene-based transistors, however, exhibit a high leakage current already in the OFF state. This poses the challenge to create semiconducting, single layer 2D materials with a non-zero bandgap and high charge carrier mobility.

One strategy is the bottom-up fabrication of 2D materials by surface-mediated growth on metal substrates. As molecular building blocks especially planar aromatic molecules gained interest, because of their conjugated backbone. The emergence of 1D or 2D arrangements is driven by directional intermolecular interactions between the molecules. Accordingly, the molecular precursor largely determines the form and function of the resulting structure. Depending on the type of intermolecular interactions, non-covalent and covalent assemblies are distinguished.

Non-covalent assemblies are stabilized by the interplay of molecule–surface interactions and relatively weak molecule–molecule bonds such as hydrogen or halogen bonds. The relative strength and directionality of the intermolecular interactions can be used to control the formation of desired molecular architectures. The prediction of self-assembled structures on surfaces, however, is still a challenge in surface science due to the competition of various intermolecular and adsorbate–substrate interactions. Self-assembled structures are suitable for various applications such as host-guest-networks, or growth templates. However, their possible utilizations are restricted due to poor thermal and chemical stability as well as limited charge transport.
Hence, the application-driven demand of more stable structures has triggered an increasing interest in covalently bonded structures that provide improved chemical and mechanical stability. Interestingly, covalent nanostructures can also exhibit relatively high charge carrier mobilities due to their strong intermolecular bonds between the molecular building blocks. Covalent bonds between molecular precursors can be formed by on-surface polymerization resulting in surface-confined 2D nanostructures. In this respect, organic materials have the advantage to be extremely versatile and tuneable concerning structure, composition, and functional properties. Their adjustable electronic band gap and the high charge carrier mobility, for example, make organic 2D materials highly interesting for applications in nanoscale (opto)electronic devices. Furthermore, the possibility to design porous molecular structures with atomically precise pore dimensions enables applications in membranes or sensors.

Up to now, on-surface polymerization already allows to synthesize well defined covalent chains such as poly(\textit{para}-phenylene) or graphene nanoribbons. However, the synthesis of 2D organic nanostructures still suffers from high defect densities and the lack of long-range order. To overcome this challenge, the scientific goal of this thesis is to improve the understanding of molecular reactions on surfaces, which is required for the tailored synthesis of desired structures. Thereby, the main focus lies on polymerization on metal surfaces, wherefore different substrate materials, coupling reactions, and reaction parameters are studied with the aim to enhance the quality of the covalent networks.

The characterization of 2D organic nanostructures requires detailed knowledge about structural aspects at the molecular scale such as orientation or bond configuration. For this purpose, scanning tunneling microscopy is perfectly suited as a local real-space technique with the capability of providing atomic resolution. Additionally, X-ray photoelectron spectroscopy as a space-averaging surface-sensitive analysis technique is applied to determine the chemical state of the adsorbed molecular structures on the surface. The combination of both measurement techniques allows the complementary characterization of molecular structures and chemical states.

The dissertation continues with a short description of scanning tunneling microscopy and X-ray photoelectron spectroscopy (chapter 2), whereby in particular the basic principle, the theoretical background, and the experimental setup are described. In the following two chapters, an introduction to molecular self-assembly and to on-surface polymerization is given. The experimental results are presented in chapter 5 to 7. Thereby, both approaches, molecular self-assembly as well as on-surface polymerization, are applied for the fabrication of 2D organic nanostructures on metal surfaces. Section 6.2 and chapter 7 tackle the question to improve the quality of covalent networks. Therefore, different on-surface polymerization reactions are investigated and the influence of different reaction parameters is intensively studied. In chapter 8, the experimental results are summarized and a new strategy towards controlled on-surface polymerization of tailored structures is discussed.
Chapter 2

Surface Analysis Techniques

The analysis of adsorbed molecules on surfaces or of surface-supported 2D nanostructures requires surface sensitive measurement techniques. In this context, often a combination of scanning tunneling microscopy (STM) and X-ray photoelectron spectroscopy (XPS) is used for a complementary characterization. STM reveals structural information, which is supported by information about the chemical state obtained from the XPS measurements. The focus of the following chapter is to introduce the basic principles as well as the corresponding experimental setups of both analysis techniques.

2.1 Scanning Tunneling Microscopy

Scanning tunneling microscopy (STM) is a surface sensitive, real-space analysis technique with a resolving power down to single atoms. Thereby, a local probe is used to image surface structures such as steps, single defects, or adsorbed molecules on surfaces. In contrast to diffraction techniques such as low energy electron diffraction (LEED), STM enables the determination of periodic as well as nonperiodic, disordered arrangements. These characteristics provide powerful imaging capabilities for the investigation of molecular self-assembly or polymerization reactions on metal surfaces. In the presented work, STM measurements are used to identify the molecular orientation and the intermolecular interactions between adsorbed molecules. The distance between adjacent molecules is representative for the bond length, which is characteristic for a particular type of bond. In context of on-surface polymerization, reaction intermediates are resolved and the reaction progress is monitored. Reaction intermediates can be distinguished from the final covalent structure by their elongated bond length. For both intermediate and final structures, however, the formation of branched and disordered arrangements is often observed. Furthermore, STM measurements can also be applied to study the influence of synthesis parameters on the network structure by imaging the resulting molecular arrangements obtained for different preparation protocols.
2.1.1 Basic Principle

STM is based on the quantum mechanical tunneling effect. In quantum mechanics a particle can "tunnel" with a finite probability through an energy barrier larger than the particle’s total energy. According to classical physics, however, the region inside the barrier is forbidden and the particle can not cross the barrier. In an STM, tunneling occurs between a sharp metal tip and a conducting sample separated by a vacuum barrier of width $d$ (Fig. 2.1). An applied external voltage $V$ between tip and sample shifts the respective Fermi levels relative to each other. Electrons in the energy range of $eV$ below $E_{FS}$ can tunnel from occupied states of one side to unoccupied states of the opposite side, resulting in a net tunneling current $I_T$.\cite{21, 22} Depending on the polarity of the voltage $V$, electrons tunnel from the sample into the tip as shown in Fig. 2.1 or vice versa. The height of the vacuum barrier is in the order of the average work function of tip and sample $\varphi$.

![Image](image.png)

**Figure 2.1:** Sketch of a one-dimensional tunneling barrier with the width $d$. A bias voltage $V$ is applied between sample and tip shifting the Fermi level of sample $E_{FS}$ and tip $E_{FT}$. Adapted from Ref. \cite{23}.

Tunneling processes are fundamental to quantum mechanics and follow directly from the solution of Schrödinger’s equation. For a one-dimensional rectangular barrier the solution results in an exponential decay of the wave function $\psi$ within the barrier region.\cite{21, 24} The tunneling current is proportional to the transmission probability of electrons tunneling through the barrier as shown in Eq. 2.1.

\[
I_T \propto \sum_{E_n = E_F - eV}^{E_F} |\psi_0|^2 e^{-2\kappa d} \tag{2.1}
\]

with the decay constant $\kappa^2 = 2m(\varphi - E)/\hbar^2$, the energy of the state $E$, the electron mass $m$, and the barrier potential $\varphi$. Accordingly, the tunneling current decays exponentially with the barrier width $d$.

For typical work functions of around 5 eV, the tunneling current is extremely sensitive to distance changes between tip and sample. Vacuum barrier variations of
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1 Å, for example, change the tunneling current by nearly one order of magnitude. Consequently, for a sharp tip a dominant contribution to the tunneling current arises from the foremost row of atoms, which is closest to the sample. This effect accounts for the high vertical resolution of the STM.

2.1.2 Tunneling Theory

Since the invention of STM by Binnig et al.[25, 26] several methods for theoretical calculation of the tunneling current have been reported. Tunneling theory can be explained by Bardeen’s transfer Hamiltonian approach,[27] which was applied to the STM by Tersoff and Hamann.[28, 29] First-order time dependent perturbation theory results in the following equation for the tunneling current:

\[
I_T = \frac{2\pi e}{\hbar} \sum_{\mu\nu} f(E_\mu)[1 - f(E_\nu + eV)] |M_{\mu\nu}|^2 \delta(E_\mu - E_\nu)
\]

(2.2)

with the applied bias voltage \(V\) and the tunneling matrix element \(M_{\mu\nu}\) between the state \(\psi_\mu\) and \(\psi_\nu\) of the respective electrodes. \(E_\mu\) and \(E_\nu\) are the corresponding energies of the state \(\psi_\mu\) and \(\psi_\nu\). The Fermi function \(f(E)\) describes the occupation of the states since only tunneling can occur from filled into empty states. The \(\delta\)-function expresses the energy conservation for elastic tunneling, i.e. electrons tunnel without energy loss inside the barrier.[30, 31] In principle, inelastic tunneling is also a possible mechanism, whereby electrons lose energy inside the barrier. Thus, the total tunneling current can feature contributions from elastic and inelastic tunneling. Inelastic tunneling can occur, for example, via excitation of a vibrational mode of a molecule resulting in an increased tunnel conductivity.[30]

According to Bardeen,[27] the tunneling matrix element \(M_{\mu\nu}\) can be evaluated by the wave functions of two non-interacting electrodes as

\[
M_{\mu\nu} = \frac{\hbar^2}{2m} \int d\vec{S} (\psi^*_\mu \vec{\nabla} \psi_\nu - \psi_\nu \vec{\nabla} \psi^*_\mu)
\]

(2.3)

where the integral is calculated over an arbitrary surface lying entirely within the vacuum barrier region separating tip and sample. Since most experiments are performed at relatively low temperatures and at small voltages, Tersoff and Hamann suggested the following simplification:

\[
I_T = \frac{2\pi e^2 V}{\hbar} \sum_{\mu\nu} |M_{\mu\nu}|^2 \delta(E_\mu - E_F)\delta(E_\nu - E_F)
\]

(2.4)

where \(E_F\) is the Fermi energy. The calculation of the tunneling current, however, requires knowledge of the wave functions of both electrodes namely surface and tip. Since the tip wave function is usually not known, an assumption is required to calculate the tunneling current. Tersoff and Hamann approximated a spherical
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tip with local radius $R$.[28, 29] In this context, the tunneling matrix element was only evaluated for a single s-type tip wave function, whereby the possible angular dependence of wave functions was neglected. Considering these assumptions, Eq. 2.4 of the tunneling current reduces to:[29]

$$I_T \propto \sum_{\nu} |\psi_{\nu}(\vec{r}_0)|^2 \delta(E_{\nu} - E_F) \equiv \rho(\vec{r}_0, E_F)$$  \hspace{1cm} (2.5)

Accordingly, the tunneling current directly corresponds to the local density of states $\rho(\vec{r}_0, E_F)$ (LDOS) at the Fermi level $E_F$, i.e. the charge density from electronic states at $E_F$. $\vec{r}_0$ must be interpreted as the position of the probe and refers to the effective center of curvature of the tip.

In contradiction to the predicted resolution limit of Ref. [29], atomic distances can be resolved in experimental STM images. Chen et al. presented a theory that explained atomic resolution by using localized surface states on the tip such as $p_z$ (e.g. for silicon) and $d_{z^2}$ (e.g. for Pt, Ir, W) dangling-bond states.[32] The tunneling current is attributed to an overlap of the tip wave function with the wave function of the sample surface.

2.1.3 Experimental Apparatus

All STM experiments presented in this work were carried out under ultra-high vacuum conditions. The low base pressure has the advantage to minimize surface contamination from the surrounding atmosphere over a reasonable period of time. Furthermore, the use of solvents is not required as for STM measurements under ambient conditions, which can influence the formation of the resulting structure by incorporation of solvent molecules. UHV conditions, instead, enable the direct investigation of molecules on surfaces without influences arising from co-adsorbed molecules such as gas atoms or solvent molecules.

![Figure 2.2: Schematic side (a) and top (b) view of the UHV system.](image)
The applied UHV apparatus (Fig. 2.2) is a multi-chamber system consisting of a load lock and a main chamber with a base pressure of $5 \times 10^{-8}$ mbar and $2 \times 10^{-10}$ mbar, respectively. The whole chamber is mounted on four pneumatic dampers in order to isolate the system from external vibrations. The main chamber and the load lock are pumped independently by an oil-free forepump unit, a turbomolecular pump and an ion getter pump. Additionally, a titanium sublimation pump (TSP) is integrated within the main chamber to enhance the pumping rate.

For surface analysis the main chamber is equipped with an STM and a spot profile analysis LEED (SPA-LEED) system. All STM data presented in this work were acquired under ultra-high vacuum conditions either with a commercially available Omicron NanoTechnology variable temperature STM (VT STM) or a home-built STM. A scheme of the home-built STM is shown in Fig. 2.3. The STM scan head consists of a nanopositioner and a piezo scanner, which is mounted on a base plate together with the sample holder. The base plate is integrated in a damping system for vibrational isolation, which consists of metal springs, copper elements and permanent magnets. For detailed information about the home-built STM see Ref. [33]. All STM data were recorded at room temperature with a SPM 100 control electronics from RHK using the XPM Pro 2.0.1.5 software. The STM was calibrated in lateral direction with atomically resolved topographs of highly oriented pyrolytic graphite(0001) (HOPG). For the calibration in z-direction, on the other hand, topographs of step edges on a Au(111) single crystal were used.

![Figure 2.3](image)

**Figure 2.3:** Scheme of the home-built STM unit. The STM scan head consists of a nanopositioner and a piezo tube, which carries the tungsten tip on top. The sample holder and the STM scan head are mounted on a base plate. Adapted from Ref. [33]

The tungsten tips and the substrates such as metal single crystals or HOPG are stored in a carousel within the main chamber. For manipulation between storage carousel, preparation stage, and STM a wobbelstick is used, whereas for the transfer to the load lock or the SPA-LEED a magnetic linear and rotary transfer is applied.
In addition to the surface analysis tools, the main chamber is equipped with standard components for sample preparation such as a sputter gun and a three-axes manipulator with a radiatively heated sample stage. Single crystal surfaces are prepared by cycles of Ar$^+$-ion sputtering at 500 eV and annealing at 500°C. The cleanliness of the substrate is always verified by STM prior to molecular deposition. The tungsten tips can be cleaned in vacuo by means of an ion-sputtering and electron-beam annealing device (cf. Fig. 1b in Ref. [34]).

Furthermore, evaporators for metal as well as for organic molecular beam epitaxy (OMBE) are attached to the chamber. The metal evaporator is a commercially available Omicron EFM 3i evaporator. The home-built Knudsen cell is described in detail elsewhere.[35] The Knudsen cell is equipped with a quartz crystal microbalance (QCMB) which is integrated in the beam shutter. Thereby, the eigenfrequency decline $\Delta f/\Delta t$ of the QCMB serves as a quantitative measure of the deposition rate. The eigenfrequency decline for 1,3-bis(p-bromophenyl)-5-(p-iodophenyl)benzene (BIB) at different sublimation temperatures is shown in Fig. 2.4. The slope $|\Delta f|/\Delta t$ increases with the sublimation temperature from 0.05 (145°C) to 1.4 (167°C). On Au(111) substrates, deposition of BIB at 167°C for 3 min yields a surface coverage of $\sim 60\%$. Accordingly, an eigenfrequency decline of 1.4 corresponds to a deposition rate of about 0.2 monolayer min$^{-1}$.

![Figure 2.4: Eigenfrequency decline of the QCMB as a function of deposition time at different sublimation temperatures, i.e. crucible temperature of the deposition source. The inset shows the chemical structure of the sublimated molecule 1,3-bis(p-bromophenyl)-5-(p-iodophenyl)benzene (BIB).](image-url)
2.2 X-Ray Photoelectron Spectroscopy

Scanning tunneling microscopy reveals the structure and the orientation of adsorbed molecules on surfaces, but also provides information about possible phase transitions during on-surface reactions. However, often details about chemical state and environment of adsorbates are required for a complete identification of the molecular structure or to reveal chemical changes. Therefore, X-ray photoelectron spectroscopy (XPS) is used as complementary, chemically and surface sensitive technique. The chemical state of surfaces can be identified by electromagnetic irradiation with high energy X-rays (1.0 - 1.5 keV) under UHV conditions.

In contrast to STM, XPS has a limited spatial resolution and integrates over square millimeters of sample area. In the following, the basic principle of X-ray photoelectron spectroscopy is presented, beginning with the theoretical background. Additionally, the quantitative analysis of XP spectra and the emergence of chemical shifts in the binding energy are discussed.

2.2.1 Theoretical Background

XPS is based on the photoelectric effect, which was systematically studied by Heinrich Rudolf Hertz in 1887 for ultra-violet (UV) light and theoretically explained by Albert Einstein in 1905.[36] The photoelectric effect describes the emission of photoelectrons from a metal surface upon exposure to electromagnetic radiation. In XPS the emission of photoelectrons from the core level is triggered by X-ray radiation. The photoionization process consists of three steps: photon absorption, generation of a photoelectron, and escape of the photoelectron into the vacuum resulting in the formation of a positive ion. The kinetic energy of the emitted photoelectron is given by: [37, 38]

\[ E_{\text{Kin}} = h\omega - E_B - \phi \]  

where \( h\omega \) is the energy of the absorbed photon, \( E_B \) the binding energy of the electron relative to the Fermi level, and \( \phi \) the work function of the spectrometer (Fig. 2.5).

Accordingly, the kinetic energy \( E_{\text{Kin}} \) of the emitted photoelectrons depends on the photon energy and reveals information about \( E_B \) of occupied sample states.

For XPS measurements, laboratory radiation sources with characteristic energies are usually applied such as non-monochromatic Mg K\( \alpha \) (\( h\omega = 1253.6 \text{ eV} \)) or monochromatic Al K\( \alpha \) (\( h\omega = 1486.7 \text{ eV} \)).[37, 38] but also synchrotron-based radiation sources with tuneable energy are typically used. Monochromatic X-ray sources obtain a narrower energy distribution compared to unfiltered X-ray lines.

The advantage of using monochromatic X-rays is that the resolution of photoelectron peaks is improved. Furthermore, additional photoelectron peaks are removed in the XP spectrum, which are produced by minor X-ray lines of the light source.
Generally, in XPS measurements the kinetic energy of the emitted photoelectrons is determined. In the corresponding XP spectra (cf. Fig. 2.6), however, the binding energy calculated by means of Eq. 2.6 is shown. Accordingly, zero binding energy corresponds by definition to the Fermi level.

The detected electrons are mainly emitted from core levels, which are not directly involved in chemical bonding. Core levels are essentially localized at the atoms with characteristic binding energies for each element.[40, 41] Thus, XPS measurements result in a spectrum of sharp peaks with specific binding energies, which are representative for the chemical composition of the sample. In Fig. 2.6 a XP spectrum of a Au(111) surface is shown. The photoelectron peak near $E_F$ corresponds to the valence band, whereas Au 4f, 4d, 4p are core level peaks. Besides the characteristic Au peaks, a C 1s core level peak is present, indicating surface contamination.

XPS is a surface-sensitive analysis technique due to the limited inelastic mean free path $\lambda_{in}$ (IMFP) of electrons in solids on the order of nm.[37, 38] The IMFP is the average distance that an electron travels between two inelastic scattering events. Thus, the majority of detected electrons arise from a depth of less than or equal to three times $\lambda_{in}$, whereas the photoionization occurs up to a depth of a few microns. In XP spectra, the electrons which leave the surface without energy loss contribute to the characteristic spectrum, whereas the inelastically scattered electrons account for the background.

The IMFP depends strongly on the kinetic energy of the electrons with a minimum at around 50 eV.[37, 41] Interestingly, the energy dependence of the IMFP changes only slightly for various materials.[39] Typically, the IMFP is in the order of 0.5 nm to 2 nm for kinetic energies of 50 eV to 2000 eV.[37, 41]
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Figure 2.6: XP spectrum from a Au(111) surface for $0 \leq E_B \leq 650$ eV. The valence band and the core level peaks are clearly discernable. Beside the characteristic Au peaks, a C 1s peak is present indicating organic impurities on the surface. The background increases clearly with increasing $E_B$. The inset shows the grey highlighted region of the spectrum in more detail.

The width of a single XPS peak originates from a convolution of three main contributions: the natural line width $\Delta E_n$, the FWHM of the exciting X-ray source $\Delta E_x$, and the analyzer resolution $\Delta E_a$: \[ \Delta E = (\Delta E_n^2 + \Delta E_x^2 + \Delta E_a^2)^{1/2} \] (2.7)

$\Delta E$ corresponds to the full-width at half-maximum (FWHM) of a XPS peak. $\Delta E_n$ is determined by the limited core hole lifetime $\tau$ in the ionized state produced by photoelectron emission. The natural line width $\Delta E_n$ can be calculated from the uncertainty principle:

$$\Delta E_n = \frac{\hbar}{\tau}$$ (2.8)

where $\hbar$ is the Planck’s constant and $\tau$ is the lifetime of the core hole in the ionized state.\[37, 42\] The lifetime normally varies between $10^{-15}$ s and $10^{-13}$ s resulting in a $\Delta E_n$ between 4 eV and 0.04 eV.\[37\]

In addition to first-order photoelectron peaks, the XP spectrum can also contain Auger peaks as a de-excitation product of the primary core level. Auger electrons are emitted as a consequence of a three-electron process. Initially an electron from a core level is emitted by absorption of a photon. The resulting core hole is refilled by
an electron transition from a higher energy level and an Auger electron is emitted by transferring the gained energy to a third electron. In contrast to first-order photoelectron peaks, the energy of the Auger peak is independent of the excitation energy.

### 2.2.2 Quantitative Analysis

XPS measurements allow to determine the chemical composition of surfaces as well as the relative concentrations of the various constituents. For the quantitative analysis the intensity or the area of photoelectron peaks in a XP spectrum are used. The number of photoelectrons per second of a homogeneous sample is given by: [38]

\[ I_i = n_i f \sigma_i \theta y_i \lambda_{\text{in}} A T = n_i S_i \]  

(2.9)

where \( n_i \) is the number of atoms per \( \text{cm}^3 \) of an element \( i \), \( f \) is the X-ray flux, \( \sigma_i \) the photoionization cross-section for the core level of interest, \( \theta \) the angular efficiency factor for the instrument, \( y_i \) the efficiency in the photoelectron formation process, \( \lambda_{\text{in}} \) the inelastic mean free path of the photoelectrons, \( A \) the analysis area on the sample, and \( T \) the detection efficiency. In this context, the atomic sensitivity factor \( S_i \) is introduced summarizing all parameters in Eq. 2.9 except for the concentration \( n_i \). \( S_i \) varies for different elements, but also depends on the specific core level and the photon energy.

A general expression for the determination of the concentration \( c_x \) of a single constituent \( x \) in a sample can be obtained by extending Eq. 2.10 to: [38]

\[ c_x = \frac{n_x}{\sum n_i} = \frac{I_x / S_x}{\sum I_i / S_i} \]

(2.10)

### 2.2.3 Chemical Shifts

In XPS measurements, the elemental composition of a surface or of adsorbed molecules can be identified by the accurate determination of the core level binding energies which are characteristic for the corresponding element. Typically, core levels are not directly involved in chemical bonds to other atoms, but are influenced by the chemical environment, oxidation or bonding states.[40, 41] Thereby, changes in the valence electron density can cause a positive or a negative partial charge on an atom. As a consequence, the potential of the core electrons is affected resulting in small chemical shifts of the core electron binding energy (typically 0 - 3 eV).[37] Bonds to more electronegative atoms, for example, decrease the electron density of the valence states resulting in a positive partial charge on the atom and an increased binding energy of the core level electrons. Accordingly, the identification of chemical states in XPS measurements is only possible due to the occurrence of chemical shifts.
2.2.4 Spin-Orbit Splitting

Spin-orbit coupling is an initial state effect, which can be intuitively understood in a semiclassical picture. It occurs due to interactions between spin magnetic momentum and orbital angular momentum. In the electron rest frame, the positive charged nucleus circulates around the electron. The relative motion of the nucleus causes a circular current generating a magnetic field $B_L$. The induced magnetic field $B_L$ is proportional and parallel to the orbital angular momentum $L = r \times p$ of the electron. Within the magnetic field $B_L$ the magnetic spin moment of the electron can have two spatial orientations. According to the two spin directions, the energy level is split into two components.[44]

In XPS measurements core levels are investigated, which are described by the quantum number $n$, orbital quantum number $l$, and spin quantum number $s$. However, in presence of spin-orbit coupling the total angular momentum $j$ of the core level is essential. For $s = \frac{1}{2}$ the total angular momentum amounts to $j_{\pm} = l \pm \frac{1}{2}$.

For core levels with $l = 0$ single XPS peaks without spin-orbit splitting are obtained (cf. C 1s in Fig. 2.6). For $l > 0$ the level splits into two levels with different energies e.g. Au 4d$_{3/2}$ and Au 4d$_{5/2}$ in Fig. 2.6 (inset). To separately resolve both peaks in the XP spectrum, however, high energy resolution and large spin-orbit coupling energies are required. The relative intensity ratio of the two peaks of a spin-orbit split doublet is given by the ratio of the multiplicity of each level:

$$\frac{2j_- + 1}{2j_+ + 1}$$ (2.11)

For $p$ spin-orbit doublets the peak area ratio is 1:2, for $d$ spin-orbit doublets the ratio is 2:3.[45, 46] The doublet of an Au 4d level is shown in the inset of Fig. 2.6. The two peaks are separated by an energy difference of 18 eV, [38] whereby Au 4d$_{3/2}$ obtains a higher binding energy as compared to Au 4d$_{5/2}$. Generally, the magnitude of spin-orbit splitting decreases with increasing quantum numbers $n$ for the same $l$ value and with increasing $l$ for the same principal quantum number $n$.[44, 47]

Accordingly, the splitting of Au 4d$_{3/2}$/Au 4d$_{5/2}$ is larger than the splitting of Au 4f$_{5/2}$/Au 4f$_{7/2}$ as shown in the XP spectrum of a Au(111) surface in Fig. 2.6.

2.2.5 Experimental Apparatus

All XPS data presented in this work were measured at the HE-SGM beamline of the synchrotron radiation facility BESSY II in Berlin.[48] The synchrotron radiation source BESSY II covers a wide energy range from terahertz to hard X-rays. For experiments, multiple different beamlines are connected to the storage ring. Depending on the beamline, different beam characteristics such as energy range and polarization are available.[48]
The HE-SGM beamline is a dipole magnet beamline named after the implemented High Energy-Spherical Grating Monochromator (HE-SGM). The X-ray light is horizontally polarized with a degree of 91% at a flux of up to $5 \times 10^{11}$ photons/(s $\cdot$ 100 mA).[48] The HE-SGM beamline offers photon energies in the range of 100 eV to 750 eV with an energy resolution $E/\Delta E$ between 500 and 2500.[48] The X-ray flux as well as the resolution depend on the photon energy and the monochromator grating (cf. Ref. [48] for details). The size of the elliptical spot on the sample surface amounts to $(1.2 \times 0.5)$ mm$^2$.

At the HE-SGM beamline a permanent experimental end station is installed which is shown in Fig. 10.6 and 10.7 of Ref. [49]. The end station is a multi-chamber UHV system and consists of four different chambers used for transfer, preparation, analysis, or as load lock. The base pressures in the preparation chamber and in the analysis chamber are about $2 \times 10^{-9}$ mbar and $7 \times 10^{-10}$ mbar, respectively.

In the UHV end station different surface analytic tools are combined such as low energy electron diffraction (LEED), near-edge X-ray absorption fine structure (NEXAFS), and XPS. Additionally, the UHV system is equipped with standard facilities for sample preparation and provides space for up to five evaporators for metal or organic molecular beam epitaxy (OMBE). The installed continuous-flow liquid He-cryostat allows sample cooling down to 50 K.[49] The samples can also be annealed up to 1000 K by electron beam or resistive heating depending on the sample holder.[48, 49]

The samples are mounted in a five-axes manipulator with three translational and two rotational degrees of freedom.

For XPS measurements a VG Scienta R3000 high resolution, hemispherical energy analyzer is implemented in the analysis chamber, which allows the measurement of kinetic energies from 0.5 eV to 1500 eV.[50] The analyzer axis is normal to the sample surface, whereas the X-ray beam has an incidence angle of 45° relative to the surface normal. In contrast to conventional laboratory X-ray sources, synchrotron radiation enables XPS measurements with high X-ray fluxes facilitating high elemental sensitivities. Additionally, the continuous energy spectrum of synchrotron radiation allows the selection of specific photon energies. Thus, the photon energy can be tuned for optimum photoionization cross-sections. The photoionization cross-section $\sigma$ varies considerably depending on element, core level, and photon energy.[51] For Br 3d, for example, $\sigma$ decreases by roughly two orders of magnitude upon increasing the photon energy from $\sim 300$ eV to $\sim 1300$ eV.[52] Accordingly, the use of synchrotron radiation sources improves the relative detection limit for probing the Br 3d core level compared to laboratory X-ray sources with typical photon energies $>1000$ eV.

Prior to the XPS measurements, the samples are similarly prepared as in the STM experiments. Single crystal surfaces are prepared by cycles of Ar$^+$-ion sputtering at 1000 eV and annealing at 450°C. The cleanliness of the substrate is verified by XPS in the analysis chamber. Subsequently, the substrates are transferred to the preparation chamber for organic molecular beam epitaxy by means of a home-built Knudsen cell.[35].
Chapter 3

Molecular Assembly on Surfaces

Molecular assembly on solid surfaces is an established approach for the bottom-up fabrication of 2D organic nanostructures. Confining molecules to a 2D surface eliminates several degrees of translational, rotational and vibrational freedom. Organic molecules are often confined in a planar geometry and molecular interactions direct the formation to 1D or 2D nanostructures on the surface.

An elementary step in the formation of molecular assemblies is diffusion and 2D rotation of the molecular building blocks on the surface. Both diffusion and rotation require thermal activation to overcome the associated energy barriers. For molecular assemblies, generally, the adsorption energy of the molecules on the surface needs to be higher than the energy barrier for diffusion. Otherwise, the molecules would preferentially desorb from the surface before the formation of 1D or 2D structures can take place.

The emergence of molecular structures is governed by the interplay of molecule-surface interactions and direct molecule-molecule bonds. In dependence on the type of the intermolecular bonds, covalent and non-covalent assemblies are distinguished. Non-covalent assemblies are usually based on relatively weak intermolecular interactions such as van der Waals interactions, halogen or hydrogen bonds (cf. section 3.1). The reversibility of these interactions allows error correction processes through elimination of defective structures resulting in the formation of almost defect-free, long-range ordered self-assemblies. The formed self-assembled structures, however, do not facilitate intermolecular charge transport as well as suffer from poor thermal and chemical stability due to the comparably weak interaction energies. These characteristics restrict potential technological applications of non-covalent assemblies.

Covalent assemblies, on the other hand, are usually 1D or 2D polymers, which are stabilized by strong covalent bonds (cf. subsection 3.1.4). The synthesis of covalent nanostructures by means of on-surface polymerization is discussed in chapter 4 in detail. Compared to hydrogen or halogen bonds, covalent bonds exhibit a significantly higher binding energy restricting rearrangement and self-correction processes. The irreversibility of covalent bonds prevents the formation of equilibrium
structures resulting in ill defined geometries. Covalent structures, however, possess interesting electronic properties in combination with remarkable chemical and mechanical stability. Both characteristics facilitate the application of low dimensional covalent organic materials in the field of nanotechnology.

For the controlled synthesis of non-covalent and covalent structures, the building blocks are specifically designed by tailored functionalization. Thus, site-specific and complementary molecular interactions between functional groups direct the lateral assembly process and lead to the formation of targeted structures. On the other hand, molecule-surface interactions can affect the mobility and conformation of the molecules depending on substrate reactivity, symmetry, and electronic properties. Consequently, the \textit{ab initio} prediction of the resulting structure is complicated by the interplay and the competition of various interactions.

In the following, an overview of intermolecular interactions, thermodynamics and kinetic effects is given. The focus lies on the formation of molecular structures on single crystal metal surfaces using organic molecules as building blocks.

3.1 Intermolecular Interactions

The formation of supramolecular assemblies on surfaces is driven by intermolecular interactions between molecular building blocks. The molecules can be functionalized with equal or different types of side groups. Depending on the type of functional group, different intermolecular interactions with remarkably different binding energies and geometries are favored. For the on-surface formation of stable supramolecular structures at RT, adsorption energies per molecule higher than \( \sim 1 \text{ eV} \) are required to prevent significant thermal desorption of the molecules from the surface.\[13\] In the presented thesis, a variety of non-covalent (chapter 5, 6, 7) and covalent nanostructures (chapter 6, 7) is synthesized. The characteristics and properties of the underlying bond types are discussed in the following section. Thereby, the focus lies on intermolecular interactions between planarly adsorbed organic molecules on surfaces.

3.1.1 Hydrogen Bonds

Hydrogen bonds are attractive, directional, non-covalent interactions between a hydrogen atom \( H \) and an electronegative atom \( Y \) such as N, O, or F.\[58, 59, 60\] The hydrogen atom is covalently bound to a more electronegative atom \( X \), resulting in a polarized \( X-H \) bond with a partially positively charged \( H \) atom.\[61\] The hydrogen bond acceptor \( Y \) is usually an atom or a molecule fragment, that belongs to the same or to a different molecule as the hydrogen atom. The formed bond interlinks two atoms \( X \) and \( Y \) \textit{via} a bridging hydrogen atom, which is generally abbreviated as
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X−H···Y. Hydrogen bonds have several contributions from electrostatics, polarization, van der Waals, or covalent interactions.[62, 63] Typical interaction energies span a wide range up to ∼40 kJ mol⁻¹.[55, 58, 62, 64] The corresponding bond lengths between a hydrogen atom H and an acceptor Y are typically in the order of ∼0.12 - 0.32 nm.[65]

The bond strength of the hydrogen bond increases with the electronegativity of X and Y.[61, 63, 66] Thus, weak (C−H···O, C−H···N) and strong (O−H···O, N−H···O) hydrogen bonds can be distinguished.[60, 66] In strong hydrogen bonds (20 - 40 kJ mol⁻¹) X and Y are both strongly electronegative such as in N−H···O. By constrast, in weak hydrogen bonds (2 - 20 kJ mol⁻¹) at least one of the atoms exhibits only moderate or low electronegativity as in C−H···O.[63]

Owing to their strength and directionality, hydrogen bonds play an important role as stabilizing interactions between functional groups in non-covalent assemblies on surfaces. However, the self-assembled structures are usually formed by the interplay of numerous different hydrogen bonds,[60] which makes it rather challenging to control self-assembled arrangements by tailored design and functionalization of molecular building block. In the context of supramolecular engineering, organic molecules are often functionalized with carboxylic acid groups (−COOH) to direct the structure formation.[8, 67, 68] Carboxylic acids form hydrogen bonds in a self-complementary manner via double O−H···O hydrogen bonds, but also different synthons containing both O−H···O and C−H···O interactions are possible.[63]

Two-fold hydrogen bonds can also be formed between ethynyl groups (C≡C−H···C≡C, Fig. 6.1, section 6.1). Thereby, the hydrogen acts as a donor and the aromatic triple bond as a multi-atom acceptor.[66, 69] In this context, additional stabilization arises from intermolecular interactions between ethynyl groups and adjacent phenyl rings.

Multiple types of hydrogen bonds are also identified in self-assembled structures of 2,5,8-triamino-1,3,4,6,7,9,9b-heptaazaphenalene, a triply amino substituted heptazine (C₆H₇) ring (Fig. 5.1(b), chapter 5). The formed structures are stabilized by two equivalent cyclic N₃amino−H···N₃heptazine hydrogen bonds either in a head-to-tail or side-by-side arrangement (Fig. 5.5).

3.1.2 Halogen Bonds

Halogen bonds are attractive highly-directional and non-covalent interactions between covalently-bonded halogen atoms (R−X) and a negative site (nucleophile D) like N, O, Cl, Br, or I.[70, 71] The general scheme of halogen bonding is abbreviated as D···X−R, where R can be either another halogen atom or a molecule fragment. Calculations of the halogen bond strength suggest interaction energies of ∼33 kJ mol⁻¹.[72]

The halogen interaction originates from the non-spherical charge distribution around the halogen atom. As a consequence, the effective atomic radius of X perpendicular to the C−X bond axis is longer than the radius along the axis (cf. Fig. 3.1(a)).[73, 74] The
electrostatic potential on the surface of Cl, Br, and I atoms is positively charged $\delta^+$ at the tip of the halogen atom ($\sigma$-hole), while a belt around the R–X bond is negatively charged $\delta^-$ (Fig. 3.1(a)).[72, 75, 76] By contrast, the electrostatic surface potential of a F atom is usually entirely negative unless it is linked to strongly electron-withdrawing groups.[77] Thus, halogen bonding can be explained in terms of electrostatic attraction between an electrophilic and a nucleophilic site. Due to the non-spherical electrostatic potential, halogen atoms can simultaneously act as both halogen bond acceptors and -donors. This characteristic facilitates interhalogen interactions R–X···X–R, so called halogen-halogen bonds. Thereby, the halogen atom binds in a linear configuration with nucleophiles and in a sidewise configuration with electrophiles as shown in Fig. 3.1(b).[11, 78]

**Figure 3.1:** (a) Electrostatic potential in a R–X bond with a positive charged cap (white) and a negative charged belt (gray) of the X-atom. (b) X-bond interaction scheme of three halogen groups.

The positive potential is determined by the electron-withdrawing effect of the neighboring group R,[79] and the polarizability as well as the electronegativity of the halogen atom X. For similar R, the positive potential at the halogens increases in order of F < Cl < Br < I, accompanied by larger polarizability and lower electronegativity.[71, 75] These characteristic facilitates variation of the halogen bond strength by the choice of halogen atom.[10]

In the context of tailored self-assembly on surfaces, halogen bonds represent a suitable alternative to hydrogen bonding due to their selectivity, directionality, and tuneability. The possibility to determine the final structure by tailored halogenation of the building blocks was already investigated by Pham et al.[10]. Furthermore, the formation of supramolecular structures stabilized by cyclic threefold halogen-halogen-halogen bonds was reported for trihalomesitylene molecules (Fig. 3.1(b)).[78] The triangular bonding schemes are based on three cooperative donor-acceptor interactions, whereby the halogen atoms interact with nucleophiles in a head-on and with electrophiles in a side-on arrangement. Depending on the type of halogen, the distance between adjacent halogen atoms changes slightly from $\sim$0.39 nm for iodine to $\sim$0.36 nm for bromine and chlorine.[78] Besides triangular trihalogen interactions, also fourfold halogen interactions are observed for rod-like molecules such as 4,4”-dibromo-p-terphenyl.[70]
3.1.3 Organometallic Bonds

Organometallic bonds are metal–carbon bonds (M–C), whereby inorganic metal species interact with organic molecules. The character of the organometallic bond is classified as ionic and covalent. The respective contribution to the bond depends on ionization potential of the metal, the size of the ion, properties of the ligands and their structure. Usually, the metal atom is more electropositive than the carbon atom of the molecular backbone. The covalent character decreases with increasing difference in electronegativity between metal and organic component.

The formation of M–C bonds is already known from organometallic chemistry, a subfield of coordination chemistry. Nowadays, organometallic bonds are also identified as a reaction intermediate in on-surface Ullmann coupling under UHV conditions. Subsequent to dehalogenation, the surface stabilized radicals (SSRs) couple to adatoms of the metal substrates, resulting in the formation of C–M bonds. Depending on the substrate material, the formed organometallic structures can be disordered e.g. on copper, but also partially ordered e.g. on silver. On gold, on the other hand, organometallic intermediates are only rarely observed.

Compared to classic C–C bonds with a typical length of ~0.15 nm and a bond energy of ~350 kJ mol⁻¹,[88, 89] metal–carbon bonds are weaker (~45 - 200 kJ mol⁻¹) and the corresponding bond length is significantly longer (~0.2 nm).[13, 90, 91] The difference between organometallic and covalent interlinks can clearly be distinguished in STM measurements as shown in Fig. 7.2 (chapter 7).

For RT deposition of 1,3,5-tris(p-carboxyphenyl)benzene (BIB) on Cu(111) (Fig. 3.2) and Ag(111) (cf. chapter 7), for example, usually linear intermolecular C–M–C bonds are formed. Thereby, two SSRs interlink via a common copper or silver adatom, respectively. The STM images in Fig. 3.2 show the same sample area, however, with different contrast resulting from different bias voltages. In Fig. 3.2(a) the copper atoms are clearly resolved as bright dots, whereas the organic backbones appear as depressions. In Fig. 3.2(b), on the other hand, the copper adatoms are barely visible and the organic backbones appear as protrusion. In addition to the organometallic network also the split-off halogen atoms are discernible as bright dots in the STM image (Fig. 3.2(b)).

In accordance with previous studies, RT deposition of BIB onto Cu(111) results in the formation of disordered organometallic structures (Fig. 3.2), whereas on Ag(111) a great variety of coexisting partly ordered arrangements is obtained (Fig. 7.1, chapter 7). The observation of partially ordered structures on Ag(111) can be seen as indication for the reversibility of C–Ag bonds at room temperature enabling structural rearrangement. On Cu(111), however, only disordered structures are formed, suggesting the irreversibility of C–Cu bonds. The binding energy of C–Cu is normally higher compared to C–Ag bonds.
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Figure 3.2: STM images of organometallic structures prepared by RT deposition of BIB onto Cu(111). In both images the organic backbone as well as the Cu adatoms are clearly discernable. The inset in (a) shows schematically the corresponding structure of the organometallic interlink. ((a) +2.2 V, 6.2 pA, (b) +1.3 V, 6.2 pA)

3.1.4 Covalent Bonds

Covalent bonds are directional and stable chemical bonds between atoms with a bond strength of $\sim 200 - 800 \text{ kJ mol}^{-1}$. The corresponding bond length is characteristic for every covalent bond and is usually in the range of $\sim 0.07 - 0.2 \text{ nm}$. The character of covalent bonds is influenced by the electronegativity of the binding partners. Binding of unequal elements e.g. HCl leads to polar covalent bonds, whereas nonpolar covalent bonds are formed between atoms of the same element e.g. H$_2$.

Covalent bonding results from the overlap of atomic orbitals (AO) of different atoms forming molecular orbitals (MO). The overlap of the atomic orbitals can be constructive or destructive, leading to bonding and antibonding MOs, respectively. Bonding MOs feature an enhanced electron density between the two nuclei. In this region, the electrons interact simultaneously with both nuclei and stabilize the molecule. Antibonding MOs, on the other
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hand, exhibit a diminished electron density between the nuclei and destabilize the molecule by weakening the bond. Compared to the original atomic orbitals, the energy of bonding MOs is lower and of antibonding MOs is higher. In Fig. 3.3 the corresponding energy level diagram is schematically shown for the formation of H$_2$.

Covalent bonds are characterized by geometric parameters, whereby two major types of bonds are distinguished: $\sigma$- and $\pi$-bonds.[93, 96] Atomic orbitals form $\sigma$-bonds by head-to-head or end-to-end overlap, leading to an increase of electron density along the bond axis. $\pi$-bonds, instead, resulting from the formation of molecular orbitals by lateral or side-to-side overlap of atomic orbitals. Consequently, the electron density is localized in regions above and below the connecting axis of the nuclei. $\pi$-bonds are weaker than $\sigma$-bonds and are only formed when two atoms are already connected by a $\sigma$-bond.

In chapter 6 different on-surface polymerization reactions are investigated to form covalent bonds between molecular building blocks. Thereby, covalent bonds can be identified in STM images by means of their unique, relatively short bond length compared to other intermolecular interactions, as shown in Tab. 3.1.

<table>
<thead>
<tr>
<th>Intermolecular bonds</th>
<th>Energy range (kJmol$^{-1}$)</th>
<th>Bond length (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrogen bonds</td>
<td>$\sim$2 - 40</td>
<td>$\sim$0.12 - 0.32</td>
</tr>
<tr>
<td>Halogen bonds</td>
<td>$\sim$33</td>
<td>$\sim$0.35 - 0.40</td>
</tr>
<tr>
<td>Organometallic bonds</td>
<td>$\sim$45 - 200</td>
<td>$\sim$0.20</td>
</tr>
<tr>
<td>Covalent bonds</td>
<td>$\sim$200 - 800</td>
<td>$\sim$0.07 - 0.20</td>
</tr>
</tbody>
</table>

3.2 Thermodynamics

Self-assembly in general, but also on surfaces can be a thermodynamically controlled process. The system evolves towards a minimum of Gibbs free energy $\Delta G$ by a multitude of bond formation and bond breaking processes. Under isothermal and isobaric conditions the change in free energy $\Delta G$ is expressed as

$$\Delta G = \Delta H - T \Delta S$$  \hspace{1cm} (3.1)

where $\Delta H$ is the enthalpy change and $\Delta S$ the entropy change of the system. Under UHV conditions, adsorbed molecules on a surfaces can be considered as a thermodynamic system. Molecules form ordered assemblies via intermolecular interactions, which constrains their freedom of motion, causing a reduction of the total entropy
On the other hand, the overall enthalpy of the system is reduced by optimization of molecule–molecule and molecule–substrate interactions. To reach the thermodynamic equilibrium a high degree of reorientation and rearrangement has to take place. The formed structures are very often long-range ordered assemblies.

The formation of thermodynamically stable structures requires $\Delta G < 0$. Weakly or moderately bound complexes are often unstable due to the dominance of $-T \Delta S$ over $\Delta H$, resulting in $\Delta G > 0$. However, relatively strong interactions with a more negative $\Delta H$ promote thermodynamically stable assemblies with $\Delta G < 0$.

Hydrogen or halogen bonds, for example, permit rearrangement and error correction processes already at room temperature. These types of intermolecular interactions allow molecules to self-assemble into their thermodynamic equilibrium and to form long-range ordered structures. In contrast to hydrogen or halogen bonds, covalent bonds are usually irreversible, impairing error correction processes and thus the formation of thermodynamic equilibrium structures. The corresponding structures often suffer from a high defect density and rather small domain sizes.

Actually, self-assembled structures are only thermodynamically stable within a certain range of pressure and temperature due to the temperature and pressure dependence of $\Delta G$.[98] Consequently, phase transitions between different structures can occur upon variation of pressure and/or temperature.

In general, molecular self-assembly can take place at the liquid/solid as well as at the vacuum/solid interface. At the liquid/solid interface, the structure formation is determined by a dynamic equilibrium between adsorbed and dissolved molecules. At the vacuum/solid interface, on the other hand, self-assembled structures are not stabilized by an adsorption/desorption equilibrium. Accordingly, changes in the ambient pressure would hardly affect the structure formation on the surface. At the liquid/solid interface, molecular self-assembly can be influenced by varying the concentration of the molecular building blocks in solution. Thereby, the adsorption/desorption equilibrium may be changed resulting in the emergence of different structures, which are stable under the altered conditions.[12] In other words, at the liquid/solid interface solution concentration and temperature can be used to initiate phase transitions, whereas at the vacuum/solid interface only the temperature significantly influences the structure formation. For instance, phase transitions from a porous to a densely packed structure are observed for 1,3,5-tris($p$-carboxyphenyl)benzene (BTB) in nonanoic acid at the liquid/solid interface upon increasing the substrate temperature.[68]

### 3.3 Kinetics

The term molecular self-assembly implies the formation of structured arrangements under equilibrium conditions.[13, 54] However, the system can also be trapped in a
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state far from thermodynamic equilibrium.\[12, 13\] In this case, the thermal energy is insufficient to activate, for example, dynamic processes or to disintegrate non-equilibrium arrangements. The kinetically stabilized phases are metastable and can rearrange with a marginal rate over time into thermodynamically more stable structures.\[12, 98\] According to the Arrhenius equation, the rate constant $k$ for thermally activated processes is described as

$$k = k_0 e^{-E_{\text{barrier}}/RT}$$

(3.2)

where $E_{\text{barrier}}$ is the activation energy, $T$ the temperature and $k_0$ the pre-exponential factor.\[98\]

Under UHV conditions the growth of adsorbed molecules into structures is primarily influenced by their deposition $F$ and diffusion rate $D$ on the surface.\[54, 99\] Consequently, the ratio of diffusion to deposition rate $D/F$ is characteristic for the type of growth. For large ratios, the molecules have enough time to rearrange and to reach the thermodynamically favored equilibrium structure. Small ratios, i.e. high fluxes, on the other hand, can result in the formation of kinetically trapped structures, when a local energetic minimum is reached faster than the thermodynamic global minimum.

Kinetic control also provides the possibility to influence the structure formation by the specific choice e.g of external growth parameters. Each process is associated with a characteristic energy barrier, whereby some are energetically more costly than others. This energetic hierarchy of the barriers can be used to selectively activate or suppress processes and to influence the structure growth.\[99]\ The influence of different kinetic reaction parameters on the morphology and quality of covalent networks, for example, was studied for on-surface Ullmann coupling of BIB on Au(111) in section 6.2.
Chapter 4

On-Surface Synthesis of 2D Polymers

In contrast to self-assembled structures, 2D polymers are stabilized by strong covalent bonds between the molecular building blocks. Hence, covalently linked 2D structures exhibit unprecedented chemical and mechanical stability. In combination with their tunable electronic properties, 2D polymers are promising candidates for applications in (opto)electronic devices.[17, 18]

The following chapter aims to provide a detailed understanding of the network formation process during on-surface polymerization. In this context, the characteristics of different polymerization reactions are highlighted. Furthermore, effects of synthesis parameters and substrate properties on the network formation process, morphology, and quality are exemplified by density functional theory (DFT) calculations and Monte Carlo (MC) simulations.

4.1 Polymerization Reactions

In principle, a variety of chemical reactions can be applied for the synthesis of covalently linked structures on surfaces. In this section, a summary of commonly used coupling reactions is given with a focus on polymerization of covalent 2D nanostructures on surfaces, comparing conventional solution chemistry to the corresponding on-surface variant. The detailed discussion of different polymerization reactions shall provide a deeper understanding of the underlying reaction mechanisms.

4.1.1 Ullmann Coupling

Ullmann coupling is a well-known solution coupling reaction for aryl halides in the presence of copper as catalyst (Fig. 4.1).[100] The assumption that the reaction occurs on the surface of the copper catalyst, motivated the transfer of the Ullmann reaction to single crystal copper substrates under UHV conditions.
Nowadays, the on-surface variant of Ullmann coupling is an established route for the tailored synthesis of 1D and 2D nanostructures. The reaction is extremely versatile due to the possibility of pre-defining the topology of covalent structures by the substitution pattern of the precursor. 1D structures, such as poly(para-phenylene) chains \[19\] or graphene nano-ribbons \[57\], are fabricated from two-fold halogenated building blocks, whereas for 2D networks multiply halogenated monomers are used \[84, 101\].

Figure 4.1: Reaction scheme of on-surface Ullmann coupling. Subsequent to deposition of aromatic halides on Cu(111), the halogen atoms are split off and an organometallic intermediate is formed. Finally, the organometallic intermediate releases the Cu atom and recombines to biphenyls, whereby the halogen atoms are chemisorbed on the surface.

On-surface Ullmann coupling was intensely studied for iodobenzene and bromobenzene on a Cu(111) surface to identify the exact pathway of the reaction.\[102, 103\] The formation of biphenyls occurs in two steps (Fig. 4.1): First, the dehalogenation of the aryl halides takes place subsequent to deposition, whereby the split off halides chemisorb on the surface. The dehalogenated monomers form so called surface-stabilized radicals (SSRs) as an intermediate, which are characterized by their unpaired electrons.\[104\] The radicals are stabilized on the surface by coupling at their dehalogenated sites to the free electrons of the surface. On Cu(111) the SSRs can bind to Cu adatoms and form metastable organometallic structures based on carbon–metal–carbon bonds. In a second reaction step at increased temperatures, the covalent coupling takes place. Thus, the organometallic bonds are converted into covalent bonds by the release of the Cu adatoms leading to the formation of biphenyls. In the resulting covalent structure the buildings blocks are interlinked at their previously halogenated sites as shown in Fig. 4.1.

Functional Groups

The initial step of on-surface Ullmann coupling is the dissociation of the halogen atoms X from the precursor. In comparison to the C–C bonds of the molecular backbone, the carbon–halogen (C–X) bonds possess a lower binding energy. The difference between the binding energies allows the selective dissociation of the comparatively weaker C–X bonds without destroying the molecular backbone. These characteristics facilitate the formation of SSRs, which can subsequently couple via covalent bonds to organic nanostructures. To this end, the molecular building blocks are often functionalized with bromine,\[83, 105\] iodine,\[56, 106\] or combinations of both \[107, 108\]. Chlorine and fluorine, on the other hand, are rather occasionally investigated side groups in context of on-surface polymerization.\[103, 109\]
The strength of C–X bonds depends on the type of halogen and increases in order of I < Br < Cl < F. The bond dissociation energies for the dehalogenation of C₆H₅–X, for example, are 280 kJ mol⁻¹ for iodine, 351 kJ mol⁻¹ for bromine, 406 kJ mol⁻¹ for chlorine, and 531 kJ mol⁻¹ for fluorine.[110] The bond dissociation energy is specific for the type of halogen resulting in different activation temperatures for the respective dehalogenation. In this context, DFT simulations reveal a clear difference of ~0.3 eV between the energy barriers $E_{\text{barrier}}$ for deiodination and debromination on Au(111), Ag(111) and Cu(111).[111] The calculated energy barriers $E_{\text{barrier}}$ from Ref. [111] are summarized in Tab. 4.1.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Debromination</th>
<th>Deiodination</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_{\text{react}}$ (eV)</td>
<td>$E_{\text{barrier}}$ (eV)</td>
</tr>
<tr>
<td>Cu(111)</td>
<td>-0.68</td>
<td>0.66</td>
</tr>
<tr>
<td>Ag(111)</td>
<td>-0.50</td>
<td>0.81</td>
</tr>
<tr>
<td>Au(111)</td>
<td>-0.16</td>
<td>1.02</td>
</tr>
</tbody>
</table>

Accordingly, tailored functionalization of molecular building blocks with different types of halogen atoms can be used to steer the on-surface polymerization reaction. The different halogens can selectively be split off in order of their increasing bond dissociation energies by annealing at the corresponding activation temperatures. In section 6.2, hierarchical polymerization is studied on a Au(111) surface using an asymmetrical aromatic precursor functionalized with iodine and bromine (1,3-bis(p-bromophenyl)-5-(p-iodophenyl)benzene, BIB). Thereby, iodine is split off after RT deposition, whereas debromination requires further annealing above 175°C.

### Role of Catalytically Active Substrates

In addition to the type of halogen, on-surface Ullmann coupling relies also on the catalytic properties of the metal substrate. Depending on the substrate material, different annealing temperatures are required to split off the halogen substituents. In addition to the prototypical copper surface, also (111) facets of silver and gold are investigated as catalytically active surfaces. Recent studies have shown, that analogous coupling reactions can be performed on silver [83] or on gold substrates [112].

DFT calculations of Ullmann coupling on different substrates indicate, that the energy barrier $E_{\text{barrier}}$ as well as the reaction energy $E_{\text{react}}$ follows the trend of the catalytic reactivity of the surfaces.[111] $E_{\text{barrier}}$ and $E_{\text{react}}$ increase for debromination and deiodination in order of Cu(111), Ag(111), and Au(111) (Tab. 4.1).[111] Due to
the lower energy barrier $E_{\text{barrier}}$ on Cu(111), the complete dissociation of iodine [56] and bromine [83, 84] can take place already at RT. This effect is also observed for BIB on Cu(111) (cf. Fig. 3.2, subsection 3.1.3), where organometallic structures of SSRs are already obtained subsequent to RT deposition indicating complete deiodination and debromiation. On Ag(111) and Au(111) additional thermal activation can become necessary to facilitate the C−X bond dissociation arising from the increased $E_{\text{barrier}}$ in comparison to Cu(111). RT deposition on Ag(111) and Au(111) surfaces, already results in spontaneous deiodination,[106, 108] whereas bromine is partially split off on silver,[85, 108] and not at all on gold [112]. Accordingly, Cu(111) has the highest activity for dehalogenation. The dehalogenation progress of deiodination and debromination after RT deposition on Cu(111), Ag(111), and Au(111) is summarized in Tab. 4.2. For each combination also the resulting molecular structures are specified.

### Table 4.2: Summary of the dissociation progress in debromination and deiodination at RT on Cu(111), Ag(111), and Au(111).

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Debromination</th>
<th>Deiodination</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu(111)</td>
<td>Complete</td>
<td>Complete</td>
</tr>
<tr>
<td></td>
<td>$\rightarrow$ Protopolymers</td>
<td>$\rightarrow$ Protopolymers</td>
</tr>
<tr>
<td>Ag(111)</td>
<td>Partial</td>
<td>Complete</td>
</tr>
<tr>
<td></td>
<td>$\rightarrow$ Protopolymers</td>
<td>$\rightarrow$ Protopolymers</td>
</tr>
<tr>
<td>Au(111)</td>
<td>No</td>
<td>Complete</td>
</tr>
<tr>
<td></td>
<td>$\rightarrow$ Self-assembly</td>
<td>$\rightarrow$ Covalent Networks</td>
</tr>
</tbody>
</table>

On metal substrates, the network formation process is also influenced by the adatom reactivity. Subsequent to dehalogenation, the formed SSRs can bind to the metal adatoms on the surface and form metastable organometallic structures, which are commonly observed on copper and silver substrates. The conversion of organometallic into covalent bonds can be activated by thermal annealing. On copper substrates, however, this is not always possible due to the higher thermal stability of the C−Cu bonds compared to the covalent bonds of the molecular backbone. The temperatures required for the final polymerization can already break the C−S bond of the thiophene ring in the molecular backbone resulting in the formation of C−S−Cu bonds.[85]

### 4.1.2 Homo-Coupling of Terminal Alkynes

Homo-coupling of terminal alkynes was first reported by C. Glaser in 1896 (Fig. 4.2).[113] Phenylacetylene dehydrogenates in the presence of CuCl and forms copper(I) phenylacetylide. Exposure to air results in oxidative dimerization of this intermediate to diphenylacetylene interlinked by a butadiyne bridge.[114]
The original Glaser coupling was substantially modified by Hay in 1962 [115] who performed acetylenic coupling in presence of the bidentate ligand N,N,N',N'-tetramethylethylenediamine (TMEDA). Under these conditions, the coupling reaction proceeds considerably faster and produces phenylacetylene with a yield of 97%.[115] Additionally, TMEDA has the advantage to be very dissolvable in many organic solvents.

![Figure 4.2: Reaction scheme of Glaser coupling.[113] Copper mediated coupling of phenylacetylene leads to the formation of diphenylacetylene via a copper-phenylacetylide intermediate.](image)

Later, the dimerization of terminal alkynes was co-catalysed by Pd/Cu. In addition to the dimerization, however, side reactions were already reported resulting in the formation of cross-linked enynes in small amounts.[116, 117, 118] Interestingly, the use of dicobalt octacarbonyl as catalyst facilitates the trimerization to benzene instead of forming a butadiyne bridge via dimerization.[119] In contrast to cross-coupling and dimerization, the trimerization is not accompanied by the release of hydrogen as byproduct.

Recent studies reported the transfer of the coupling reaction to various single-crystal metal surfaces under UHV conditions.[120, 121, 122, 123, 124] On Cu(100) and Cu(110) coupling of acetylene is highly selective, but yields butadiene and cyclooctatetraene as byproducts on Cu(111).[120] A variety of side reactions is also observed for 1,3,5-triethynylbenzene (TEB) and 1,3,5-tris-(p-ethynylphenyl)benzene on Ag(111). The polymerization results in irregularly branched structures, whereby up to five monomers can be covalently interlinked.[124] Homo-coupling of terminal alkynes on Ag(877), however, inhibits side reactions and improves the regioselectivity.[124] On the stepped silver surface, 4,4"-Diethynyl-1,1':4',1"terphenyl is parallel aligned to the step edges, whereby the dimerization becomes favored over branching side reactions. Contrary on Au(111), polycyclotrimerization is reported for coupling of 4,4"-diethynyl-1,1"-biphenyl, resulting mainly in the formation of two isomeric configurations interlinked by a trisubstituted benzene derivative.[123]

The observation of various side reactions for on-surface coupling of terminal alkynes induced the requirement for a deeper understanding of the underlying reaction mechanism to improve the regioselectivity. In this respect, DFT calculations based on transition state calculations are used to resolve the reaction pathway of TEB dimerization on Ag(111).[104] Interestingly, covalent coupling between two precursors is proposed as the initial reaction step and not the expected dehydrogenation of the monomers. The thereby formed dimer represents an intermediate reaction product which undergoes two subsequent dehydrogenation steps until the final covalent
structure is reached.[104] This reaction mechanism is suggested for Ag(111), however, the reaction pathway may be completely different on other substrates or in solution chemistry.

### 4.1.3 Condensation Reaction

Polymerization of reactants or reactive groups can also proceed as a condensation reaction. Thereby, at least two molecules with appropriate functional groups covalently interlink to a single main product under the release of a small byproduct \textit{e.g.} water, ethanol, or ammonia. In this respect, the interlinking of identical molecules is known as self-condensation.

In this context, especially the condensation of boronic acid building blocks gained research interest for the solvothermal synthesis of 2D and 3D covalent organic frameworks (COFs).[125, 126] Thereby, three boronic acid groups cyclotrimerize to a six-membered boroxine ring (B$_3$O$_3$) accompanied by the elimination of three water molecules (Fig. 4.3). The solvothermal synthesis is performed in a closed reaction system to sustain the availability of H$_2$O for maintaining reversible reaction conditions to allow self-repair processes. Additionally, the nucleation of crystalline materials is facilitated by the use of solvents with sparse solubility for the precursor monomer.[125] The combination of poor solvents and a closed reaction system results in the growth of crystalline 2D and 3D materials with high yield. The condensation of 1,4-benzenediboronic acid (BDBA) results in layered covalent organic frameworks composed of planar hexagonal sheets. The single layers are shifted relative to each other obtaining an AB-stacking order similar to graphite.[125]

Besides boronic acid condensation, also other reversible condensation reactions have been explored for the synthesis of layered 2D and 3D COFs.[127] Imine-linked 2D and 3D COFs, for example, are synthesized by interlinking aldehydes (–CHO) with amines (–NH$_2$).[128, 129] This condensation reaction results in the formation of imine bonds (–CH=N–) and the release of H$_2$O. In contrast to BDBA, the condensation of 1,3,5-triformylbenzene and 1,4-diaminobenzene leads to the formation of layered 2D COFs with eclipsed stacking.[128]

![Figure 4.3: Reaction scheme of boronic acid condensation. Three boronic acid groups combine to a boroxine ring under the release of water.](image)

Analogous, to surface-assisted Ullmann and Glaser coupling, boronic acid condensation is also successfully transferred to surfaces. In contrast to on-surface Ullmann
coupling, however, two-fold functionalized monomers such as BDBA already yield 2D networks due to the cyclotrimerization of three boronic acid groups. Zwaneveld et al. employed the condensation reaction for the synthesis of 2D covalent networks on Ag(111) surfaces under UHV conditions. The formed byproduct (H$_2$O) immediately desorbs from the surface, disabling reversible self-repair processes. Hence, the resulting networks are affected by high defect densities.\[130\]

4.2 Surface Mobility and Coupling Affinity

The synthesis of extended and regular covalent networks is still a major challenge in surface chemistry. This is partially related to the fact, that the formation of covalent bonds is usually an irreversible process, which inevitably leads to the formation of irregular structures with high defect densities. For the improvement of the network quality, first the network formation process has to be understood. This knowledge would facilitate the possibility to influence and to control on-surface reactions in order to obtain the desired reaction product. In this context, computational studies such as DFT and MC simulations can help to resolve details in the reaction pathway and to design possible molecular precursors.

In section 4.1 it was already shown, that different polymerization reactions can be used for the synthesis of 2D networks. In principle, two different reaction concepts can be distinguished: during the polymerization process, the functional groups either couple with each other under the release of a byproduct or are split off and form SSRs. In a subsequent coupling step, the SSRs can bind to surface adatoms forming metastable organometallic structures or directly interlink by covalent bonds. Both reaction mechanisms can occur over several steps and are limited by the rate of the slowest reaction step, determining the overall reaction rate.\[131\] On-surface Ullmann coupling, for example, depends on the dehalogenation or coupling step, but also on the diffusion on the surface. Coupling of small molecules, i.e. halogen-based benzene derivatives, is expected to be limited by the dehalogenation step, whereas during polymerization of larger molecules, i.e. halogen-substituted macrocycle cyclohexa-$m$-phenylene, rather diffusion or coupling act as rate-limiting step.\[56, 111\]

In general, the reaction rate $\nu$ of thermally activated processes such as diffusion or coupling can be obtained by the Arrhenius relation (Eq. 4.1), where $T$ is the temperature and $E_{\text{barrier}}$ the reaction barrier for the corresponding process. Based on transition state theory, the exponential prefactor $A$ is commonly approximated as $10^{13}$ s$^{-1}$ at room temperature.\[104, 111, 132, 133\]

$$\nu = A e^{-E_{\text{barrier}}/k_B T} \quad (4.1)$$
4. On-Surface Synthesis of 2D Polymers

4.2.1 Monte Carlo Simulations


In principle, Monte Carlo (MC) simulations are suitable to investigate the network formation process on surfaces for different building blocks and reaction parameters. However, they are limited to ideal structures and do not account for defects such as irregular pores, i.e. tetragonal, pentagonal, heptagonal, and octagonal pores.

The network growth is simulated on a lattice of equivalent adsorption sites and is performed by iterative addition of molecules.[134] Initially, a seed molecule is fixed at the center of the grid and serves as a nucleation site for the network growth. Additionally, an annular launch zone around the seed can be defined, where the molecules start surface diffusion at a random position within the launch zone. On the simulated lattice, the molecules are free to perform a random walk, i.e. with equal probability for short-range jumps and in-plane rotation. After encountering the growing network at a possible binding site an uniformly distributed random number $\in (0, 1)$ is generated, which can be compared to the preset coupling probability $0 \leq p \leq 1$. Relatively lower values result in irreversibly incorporation into the cluster, otherwise, further molecular diffusion and rotation are allowed.

The coupling probability $p$ describes the affinity of the molecules to bind to the already formed molecular aggregate, which is interpreted as the ratio between the coupling rate $v_c$ and the total reaction rate of coupling and diffusion $v_c + v_d$:

$$ p = \frac{v_c}{v_c + v_d} \text{ with } 0 \leq p \leq 1 $$

(4.2)

Thus, low coupling probabilities ($p \approx 0$) correspond to high surface mobility of the monomers compared to the incorporation probability into the growing network. High coupling probabilities ($p \approx 1$), on the other hand, indicate immediate and irreversible C–C bond formation once the molecule is integrated into the network.

In the context of on-surface Ullmann coupling, MC simulations are performed for different coupling probabilities $p$, to investigate the network growth under different reaction conditions such as different substrate materials, molecular building blocks, or annealing temperatures. MC simulations of cyclohexa-$m$-phenylene radicals (CHPRs) by Bieri et al., for example, reveal that the network morphology changes from branched to compact for decreasing coupling probabilities $p$. [56] Low coupling
probabilities promote monomer diffusion along the island and allow equilibration into energetically more favorable structures, which often results in more densely packed networks.

For the polymerization of CHPR, Bieri et al. matched the MC simulations with experimentally grown networks on Cu(111), Ag(111) and Au(111).[56] The STM images clearly show that the morphology of the network improves from Cu(111) to Ag(111), whereby more densely packed structures are obtained on Ag(111). These combined studies underpin the important role of the substrate in the network formation process concerning the corresponding diffusion and/or coupling properties. Thereby, diffusion-limited processes result in branched networks, while densely packed structures are obtained for coupling-limited processes.

**Figure 4.4:** MC simulations of the network growth in on-surface polymerization using tripod- and dumbbell-shaped molecular precursors. For both monomers the network morphology changes from close packed to branched with increasing coupling probability $p$. The APCN is given as a measure for the compactness of the networks. (Reprinted with permission from Ref. [134]. Copyright 2014 American Chemical Society.)
MC simulations by Eichhorn et al. investigated 1,3-bis(p-bromophenyl)-5-(p-iodophenyl)benzene (BIB) and 3,3″,5,5″-tetra(p-bromophenyl)-1,1″:4″,1″″-quaterphenyl (TBQ) as molecular building blocks, which are modeled as tripod- and dumbbell-shaped molecules. The resulting network structures of both monomers are summarized in Fig. 4.4 for different coupling probabilities $p$ with values of 0.01, 0.1 and 1. The network morphologies are branched for higher coupling probabilities, whereas more compact networks are obtained for lower coupling probabilities. The dependence of the network morphology on the coupling probability is similar to the observations reported by Bieri et al. for CHPR.

Apart from the coupling probability $p$, also the average pore coordination number (APCN) of the simulated networks is given in Fig. 4.4. The APCN is defined as the average number of the next nearest neighbors of closed pores, which is used as a measure for the compactness of the networks. The MC simulations exhibit that the APCN decreases with increasing $p$ for BIB and TBQ. Thereby, the APCNs for the BIB networks are generally higher as for the TBQ structures (Fig. 4.4). Additionally, the simulated network structures contain 1D chains and strings of pores, which are also frequently observed in the corresponding experimental results for the polymerization of TBQ (cf. section 6.2, Fig. 6.8).

The MC simulations of BIB and TBQ focus on the influence of the surface temperature on the network quality. Thereby, the enhanced lateral mobility for low coupling probabilities $p$ is assigned to higher surface temperatures and not to different substrate materials as in the MC simulations performed by Bieri et al. as discussed above. The comparison of the MC simulation (Fig. 4.4) with the experimental results presented in section 6.2 indicates decreasing coupling probabilities $p$ for decreasing surface temperatures $T$. However, a direct conversion of $p$ into surface temperatures $T$ is not possible.

### 4.2.2 Density Functional Theory Calculations

In contrast to MC simulations, density functional theory (DFT)-based transition-state calculations provide detailed insights into reaction pathways for recombination or diffusion processes by determination of reaction energies or barriers. For the experimental synthesis of 2D nanostructures, Ullmann coupling is already an established route. In particular, halogen-based on-surface Ullmann coupling is also extensively studied by theoretical DFT calculations. Björk et al. computationally studied the coupling reaction of iodo- and bromobenzene to biphenyls on the close-packed (111) facets of Au, Ag and Cu. The DFT calculations are performed for all relevant reaction steps such as dehalogenation and coupling of the dehalogenated precursors.

Diffusion of iodo- and bromobenzene can occur by sliding or flipping between two adsorption sites. In sliding diffusion, the monomers have the same orientation before and after the sliding step. During flipping diffusion the molecules turn from one site to another, whereby the orientation of the molecules is reversed. With increasing
molecular size, diffusion in a more planar orientation with respect to the surfaces can be favored and flipping becomes unlikely. The sliding diffusion barriers on Au(111) and Ag(111) are similar, whereas the diffusion barrier on Cu(111) is significantly higher. Calculations of the coupling barriers, instead, indicate smaller barriers for Au(111) and Cu(111) as compared to Ag(111) (cf. Tab. 4.1). Based on these DFT results, Björk et al. assume that a small diffusion barrier combined with a large recombination barrier might be favorable for the formation of regular ordered 2D networks. In this context, also the reaction rates for the recombination of two SSRs are calculated. The results reveal that on Cu(111) the process depends on the diffusion rate, whereas on Ag(111) the rate-limiting step is assigned to the coupling step.[111] Interestingly, these DFT calculations are in agreement with the results obtained by the MC simulations of CHPR Ullmann coupling,[56] where the diffusion process on Cu(111) and the coupling step on Ag(111) are rate-limiting.

In addition to the identification of reaction pathways, DFT calculations can also be used to optimize isolated molecular structures in geometry and energy as demonstrated in chapter 6 and 7. For this purpose, simple gas phase calculations are performed, whereby the surface influence is often approximated by confining the molecular structures to a planar conformation. The direct comparison of DFT geometry optimized structures and experimental STM data allows the identification of different bonding motifs based on the calculated molecular size and the corresponding intramolecular binding distances.

![Figure 4.5](image_url)

**Figure 4.5:** (a) STM image (+0.80 V, 1.2 pA) of DEB on Cu(111) after annealing to 300 °C with scaled overlay of DFT geometry optimized structures of (b) the covalently linked dumbbell and (c) the organometallic complex. Obviously, the metal-coordination complex does not match the experimental data. (Copyright (2013) by The Royal Society of Chemistry - Reproduced by permission of The Royal Society of Chemistry from Ref. [135].)

For on-surface coupling of 1,4-diethynylbenzene on Cu(111) (section 6.1), for example, DFT calculations of organometallic complexes and covalently interlinked structures are used to confirm the formation of covalent bonds between the molecular building blocks. The calculated length difference of 0.24 nm between metal-coordinated and covalently interlinked structures can be distinguished in the experimental STM data.
As evident from the scaled overlay of both DFT geometry optimized structures and the STM data (Fig. 4.5), the size of the molecular network is consistent with covalently interlinked structures. In a similar manner, DFT calculations can be used for on-surface Ullmann coupling to distinguish organometallic intermediates from covalently interlinked structures (section 6.2 and chapter 7). In this context, DFT geometry optimized structures also allow to determine the length of not further connected molecular lobes. The calculated length difference of 0.20 nm between brominated and debrominated lobes, for example, facilitates the identification of respective molecular sites within STM images (cf. Fig. 6.17, section 6.2).
Chapter 5
Non-Covalent Assembly of Porous 2D Structures


Self-assembly of melem on Ag(111) was studied by scanning tunneling microscopy in ultra-high vacuum resulting in a great structural variety. In total, five porous and two densely packed polymorphs were observed. All structures are stabilized by different intermolecular hydrogen bonds with only few basic motifs. Six out of seven polymorphs can be described by a unified concept.

5.1 Introduction to Two-Dimensional Self-Assembly

Porous surface-supported supramolecular structures have gained substantial interest [53] due to potential applications as host-networks for the incorporation of guests or as organic templates for the size selected growth of metal nanoparticles. In the design of porous organic networks, crystal engineers often take advantage of the relative strength and directionality of hydrogen bonds, whereby porous structures can become favored over densely packed polymorphs. In this respect, the carboxylic acids are a powerful functional group [8] due to the usual formation of double $O_{\text{hydroxyl}}-H-O_{\text{carbonyl}}$ hydrogen bonds in a self-complementary manner. The high formation probability of cyclic double hydrogen bonds between two carboxylic acid groups allows a certain degree of predictability of the final structure and aides in the design of building blocks in “supramolecular retro-synthesis”. Yet, competing interactions in molecular self-assembly of carboxylic acids can also promote alternative hydrogen bond patterns.[136] So far surface-confined hydrogen bonded networks
of carboxylic acids have only been studied on fairly unreactive substrates such as graphite or noble metal surfaces. On more reactive substrates carboxylic acid groups tend to deprotonate. The resulting carboxylate group preferably forms bonds with the substrate or takes part in metal-coordination bonds, when coordination centers become available. For instance, trimesic acid (TMA, 1,3,5-tricarboxybenzene) self-assembles into porous hydrogen bonded flower and chickenwire structures on graphite.\cite{9,67} Instead, on Cu(100) \cite{137} and even on Au(111) under electrochemical control,\cite{138} TMA adsorbs upright and is anchored through a carboxylate-surface bond. Furthermore, 1,3,5-benzenetribenzoic acid, a larger analogue of TMA also with threefold symmetry, self-assembles into porous networks at the solution-graphite interface,\cite{139} and on Ag(111) for RT deposition under UHV conditions.\cite{140} However, upon annealing to 50°C and 150°C respectively, two phase transitions result in more densely packed structures and are explained by a stepwise deprotonation of all carboxylic groups.

So far various 2D porous networks with different pore sizes, shapes, and arrangements have been demonstrated, hence the next rewarding step would be the identification and realization of applications. In this respect, a very intriguing and promising application idea envisages porous networks as growth templates for size selected, surface supported metal nanoparticles. While these metal nanoparticles might be relevant for heterogeneous catalysis, it is well established that the supporting substrate can also contribute to their size dependent catalytic activity. Gold nanoparticles on TiO$_2$ are a prominent example thereof.\cite{141} A next step towards this application would be to design and study molecular building blocks which bear the potential to self-assemble into porous molecular networks on more reactive substrates. The aim of this study was to investigate supramolecular building blocks equipped with less reactive functional groups which are suitable for self-assembly into hydrogen bonded porous networks on more reactive surfaces. To this end, we targeted the combination of amino groups as hydrogen bond donors and heterocyclic aromatic nitrogen atoms as hydrogen bond acceptors.

In this respect, melamine (1,3,5-triazine-2,4,6-triamine, Fig. 5.1(a)) is an archetypical building block, whose homomeric two-dimensional self-assembly has already been studied on Au(111) \cite{142} and Ag(111).\cite{140,143} For both substrates two different porous melamine structures are reported, while on Au(111) an additional close packed polymorph is observed. All melamine structures are stabilized by the targeted N$_{\text{amino}}$—H···N$_{\text{triazine}}$ hydrogen bonds. However, the pore sizes of melamine networks around \(~1.0\) nm are comparatively small,\cite{143} and even inclusion of further melamine molecules as guests within the pores already causes a substantial distortion of the network. The pore size can be increased dramatically by combining melamine with perylene tetra-carboxylic di-imide (PTCDI) as demonstrated both under UHV conditions \cite{144,145} and at the liquid-solid interface \cite{146}. In the corresponding heteromeric hexagonal monolayer melamine molecules act as vortices, while PTCDI molecules interconnect the vortices by means of triple hydrogen bonds. Yet, the
preparation of heteromeric systems features stoichiometry and deposition sequence as further degrees of freedom and is much more challenging.

![Figure 5.1](image1.png)

**Figure 5.1:** Comparison of the chemical structures of (a) melamine and (b) melem; (c) arrangement of symmetry elements within a unit cell for the plane symmetry group \( p6 \).

A further, effective strategy for increasing the pore diameter is to rely on iso-topological networks. In other words, the length of a spacer group or molecule is increased, whereas the underlying blueprint of the structure remains similar. This fundamental principle of crystal engineering has been proven to work in the reticular synthesis of metal organic framework (MOF) bulk crystals,[147] but could also be transferred to 2D networks on surfaces. In this context, already the synthesis of *e.g.* metal-coordination networks based on dicarbonitrile-polyphenyl linker molecules,[148] hydrogen bonded networks of tricarboxylic acids,[8] heteromeric self-assembly of melamine and the homologous series of fatty acids has been reported.[149]

![Figure 5.2](image2.png)

**Figure 5.2:** Overview STM image (gradient) illustrating the co-existence of three different melem structures (+1.3 V, 39 pA). The dashed line in the lower left corner marks a domain boundary, and domains are labeled with their respective \( N \) value (*vide infra*).

Following the proposed approach, starting from melamine (*cf.* Fig. 5.1(a)), we did not increase the length of a linear spacer, but the size of the molecular backbone from triazine (\( C_3N_3 \)) to heptazine (\( C_7N_7 \)). Thereby, the symmetric substitution with three amino groups (–NH\(_2\)) is retained and accordingly also the three-fold symmetry of the molecule. Self-assembly of the resulting compound melem (*cf.* Fig. 5.1(b) for
structure) is anticipated to exhibit similarities with melamine self-assembly with regard to intermolecular hydrogen bonds. On the other hand, the intermolecular bond motifs of the larger compound melem are expected to feature greater versatility and the overall stability of the networks will additionally benefit from the enhanced molecule–substrate interactions. In order to study melem self-assembly, Ag(111) was chosen as substrate, representing an intermediate test bed for a more reactive metal surface.

5.2 Experimental Details

All experiments were conducted under UHV conditions with a base pressure of $3 \times 10^{-10}$ mbar. Ag(111) single crystal surfaces were prepared by successive cycles of Ar$^+$-ion sputtering and subsequent annealing at 550°C. Melem was synthesized by thermal condensation of melamine,[150, 151, 152] and deposited from a home-built Knudsen cell [35] with a crucible temperature of 300°C onto the Ag(111) surface held at RT. Samples were characterized in situ by scanning tunneling microscopy with a VT-STM from Omicron NanoTechnology driven by a SPM 100 control electronics from RHK. All measurements were performed at room temperature using electrochemically etched tungsten tips, post-processed in UHV by electron-beam annealing. STM images were acquired in the constant-current mode of operation and images were processed by line-wise leveling only, if not indicated otherwise.

5.3 Self-Assembly of Melem on Ag(111)

Melem (2,5,8-triamino-1,3,4,6,7,9,9b-heptaazaphenalene) is a triply amino substituted heptazine (C$_6$H$_7$) ring. The molecule is essentially planar, has a threefold symmetry, and possesses an equilateral triangular footprint. Each baseline of the melem triangle features a D–A–A–D arrangement of hydrogen bond donors (D: NH$_2$) and acceptors (A: N$_{heptazine}$). Self-assembly of melem on Ag(111) is extremely versatile and reveals a great variety of long-range ordered self-assembled structures. In numerous experimental runs identical preparation protocols are applied yielding various different, mostly coexisting melem polymorphs. An STM overview image depicted in Fig. 5.2 illustrates the co-existence of three different melem structures. In total up to seven different structures emerge, representative STM images of each observed polymorph are reproduced in Fig. 5.3(a)-(g). Among those, five melem polymorphs are porous and two are densely packed. Unit cell parameters, molecular area densities, and number of melem molecules per unit cell are summarized in Tab. 5.1. In all structures melem adsorbs planar, i.e. with the heptazine ring parallel to the surface. Melem is very suitable for STM-based self-assembly studies, because of its size and even more its characteristic triangular footprint allows inferring the mutual position and azimuthal orientation of adjacent melem molecules. From the relative arrangement
of interconnected melem molecules it is possible to deduce intermolecular bond motifs. In the following, first the porous and densely packed polymorphs are described, and then the underlying intermolecular hydrogen bond patterns are analyzed.

### Table 5.1: Summary of crystallographic parameters of the observed melem polymorphs.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Lattice parameter (nm)</th>
<th>Packing density (Molecules/nm²)</th>
<th>Packing density (Molecules/unit cell)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experiment</td>
<td>Theory</td>
<td></td>
</tr>
<tr>
<td>N → ∞</td>
<td>0.90 ± 0.1</td>
<td>–</td>
<td>1.43</td>
</tr>
<tr>
<td>Row structure</td>
<td>a = 0.75 ± 0.1</td>
<td>–</td>
<td>2.13</td>
</tr>
<tr>
<td></td>
<td>b = 1.45 ± 0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N = 1</td>
<td>1.45 ± 0.1</td>
<td>1.45</td>
<td>1.10</td>
</tr>
<tr>
<td>N = 2</td>
<td>2.40 ± 0.1</td>
<td>2.35</td>
<td>1.20</td>
</tr>
<tr>
<td>N = 3</td>
<td>3.12 ± 0.1</td>
<td>3.25</td>
<td>1.42</td>
</tr>
<tr>
<td>N = 5</td>
<td>4.90 ± 0.1</td>
<td>5.05</td>
<td>1.44</td>
</tr>
<tr>
<td>N = 12</td>
<td>10.54 ± 0.1</td>
<td>11.40</td>
<td>1.62</td>
</tr>
</tbody>
</table>

Owing to their electron lone pair, nitrogen atoms in supramolecular building blocks can act either as hydrogen bond acceptors or as electron rich ligands for metal-coordination. However, on Ag(111) - without additional supply of reactive extrinsic coordination centers - comparable compounds form only intermolecular hydrogen bonds. Recent examples include terphenyl-4,4’-dicarbonitrile which assembles into a densely packed structure stabilized by N···H−C hydrogen bonds with phenyl hydrogen atoms.[153] N,N-Diphenyloxalic amide self-assembles into a chain structure based on N−H···O hydrogen bonds.[154] Apparently, intrinsic Ag adatoms are not reactive enough to coordinate supramolecular building blocks through their nitrogen atoms. Since in the present study contrast features indicating coordination by Ag atoms have never been observed and the experimental intermolecular bond distances are consistent with a hydrogen bond scenario, formation of metal-coordination bonds can be excluded.

All porous polymorphs are hexagonal and belong to the chiral plane symmetry group p6. In each polymorph the pores feature a similar size (∼0.8 nm inner van der Waals diameter), while the experimental interpore spacing, i.e. the lattice parameter, varies from 1.45 nm up to 10.5 nm. From the STM images it is discernable that each pore is bordered by six melem molecules, but also a more detailed analysis of the corresponding intermolecular hydrogen bond motifs becomes possible. With increasing lattice parameter of the porous structures the number of melem molecules per unit cell increases.

Besides the porous polymorphs, two densely packed polymorphs were also observed. One is a relatively simple trigonal structure with one molecule per unit cell, while the second, densely packed polymorph features two molecules per unit cell.
5. Non-Covalent Assembly of Porous 2D Structures

Figure 5.3: High resolution STM images of all observed melem polymorphs on Ag(111). $N$ corresponds to the number of melem molecules along the direct connection between two adjacent pores. (a) $N = 1$ (+0.40 V, 45 pA), (b) $N = 2$ (+1.0 V, 48 pA), (c) $N = 3$ (+0.90 V, 74 pA), (d) $N = 5$ (+1.3 V, 40 pA), (e) $N = 12$ (+2.2 V, 1.1 pA), (f) triagonal densely packed polymorph (+0.10 V, 75 pA), and (g) densely packed row structure (+0.20 V, 97 pA).
5.3 Self-Assembly of Melem on Ag(111)

Figure 5.4: Tentative models of the systematic series of melem polymorphs on Ag(111); for each polymorph the arrangement of melem molecules in one unit cell is shown. (a) $N = 1$, (b) $N = 2$, (c) $N = 3$, (d) $N = 5$, (e) $N = 12$, and (a) $N \to \infty$.

Tentative models of all structures based on the STM data are depicted in Fig. 5.4 and 5.7. Although the number of melem polymorphs is comparatively large, all porous structures can be described by a systematic series. Each porous polymorph belongs to the plane symmetry group $p6$ (cf. Fig. 5.1(c) for unit cell structure), with the sixfold rotation points centered at the pore. In each half of the unit cell (equilateral triangle) melem molecules adopt similar azimuthal orientation and are arranged in a trigonal densely packed structure. On each side, where those triangular halves of the unit cells adjoin, a clearly visible seam (cf. Fig. 5.4(d) and (e)) indicates a different type of intermolecular melem–melem bond. The porous polymorphs can also be classified by the number $N$ of melem molecules countable along the direct connection between two adjacent pores. In our experiments, porous polymorphs with $N = 1, 2, 3, 5$, and 12 were observed. Interestingly, only two different intermolecular hydrogen bond patterns account for the structural versatility of the five porous polymorphs. The two basic intermolecular melem–melem bonds are denoted as head-to-tail and side-by-side. Different mutual arrangements of two hydrogen bonded melem molecules were simulated by molecular mechanics (MM), results are depicted in Fig. 5.5. In the head-to-head arrangement (cf. Fig. 5.5(a)) the center-to-center distance of melem is $\sim 0.92 \text{ nm}$, while in the side-by-side arrangement (cf. Fig. 5.5(b)) the center-to-center distance amounts to $\sim 0.82 \text{ nm}$. Both basic hydrogen bond patterns feature two equivalent cyclic $\text{N}_{\text{amino}}-\text{H} \ldots \text{N}_{\text{heptazine}}$ hydrogen bonds. In the head-to-tail motif both hydrogen atoms of the same amino group bind to two adjacent heterocyclic nitrogen atoms of the heptazine ring through two parallel hydrogen bonds. Since this bond pattern requires two adjacent hydrogen bond acceptors, an equivalent hydrogen bond arrangement is not possible for the smaller analogue melamine. In the side-by-side arrangement, one amino group and one heterocyclic nitrogen atom of each melem molecule form the double hydrogen bonds. Side-by-side was also identified as a preferred binding motif in the 3D crystal structure of melem [155] and is comparable to a similar intermolecular bond pattern
of the smaller analogue melamine.[142, 145, 156] The head-to-tail arrangement features mirror symmetry, while the side-by-side arrangement is two-fold symmetric and chiral. Melem by itself is a non-chiral molecule and even remains non-chiral after adsorption on Ag(111), i.e. melem is also non-prochiral. Due to the chirality of the side-by-side hydrogen bond motif, however, each structure which includes this motif becomes chiral. For instance, the arrangement of six melem molecules bordering one pore is based on the side-by-side motif, and thus chiral. A single dimer is already chiral, and resulting six-membered rings can have a clockwise or counterclockwise arrangement. High resolution STM images of both enantiomeric melem arrangements around the pore for the \( N = 1 \) polymorph are presented in Fig. 5.6, along with the corresponding right- and left-handed models of the melem hexamer. Right- and left-handed forms of the supramolecular arrangement are energetically equivalent, and hence observed with equal probability.

![Figure 5.5: Basic melem-melem binding motifs: (a) head-to-tail, (b) side-by-side, and (c) alternative side-by-side. The dashed lines indicate N_heptazine-H-amine hydrogen bonds.](image)

In the structurally simplest porous polymorph for \( N = 1 \), melem molecules are exclusively interconnected side-by-side, whereby each melem molecule binds to three next nearest neighbors on each of its baselines. According to the unit cell structure of \( p\overline{6} \), melem molecules must be centered at the threefold rotational points. Consequently, their mutual distance obeys a fixed relation to the lattice parameter \( a \): \( d_{\text{melem-melem}} = a/\sqrt{3} \), yielding an experimental value \( d_{\text{melem-melem}} \) of \( 1.45 \text{ nm}/\sqrt{3} = 0.84 \text{ nm} \). This value is very close to the MM results for the side-by-side arrangement depicted in Fig. 5.5(b). In contrast, the alternative side-by-side arrangement shown in Fig. 5.5(c) yields a smaller \( d_{\text{melem-melem}} = 0.74 \text{ nm} \), and the corresponding lattice parameter would only account to \( 1.28 \text{ nm} \), i.e. would be smaller than the experimental value. Also the angle of \( 28.5^\circ \) between one melem baseline and the unit cell vector of the side-by-side motif in Fig. 5.5(b) is in better agreement with the experimental value of \( 28 \pm 2^\circ \). Accordingly, we propose the side-by-side arrangement of Fig. 5.5(b) as intramolecular bond scheme in the porous polymorphs.

For the porous polymorphs with \( N > 1 \) a second hydrogen bond motif is required. As shown in the structural models, melem molecules in each half of the unit cells are exclusively interconnected in the head-to-tail arrangement, whereas at the three boundaries of the unit cell halves the side-by-side arrangement is prevalent. According to the \( p\overline{6} \) plane symmetry group, both halves of the unit cell are related by a two-fold rotational symmetry with the symmetry point at the center of the shorter diagonal (cf. Fig. 5.1(c)). This two-fold symmetry reflects the symmetry of the
overall arrangement of molecules in the unit cell, but also the symmetry of the side-by-side arrangement. The six melem molecules, which form the pores at the corners of the unit cell, are all interconnected side-by-side. Comparable, internally hydrogen bonded hexamers were also observed for homomeric self-assembly of melamine on Au(111),[142] but also as structural motif in heteromeric self-assembly of melamine and fatty acids.[149]

Starting from the simplest porous polymorph with only two molecules per unit cell and \( N = 1 \), the next element of the series can be obtained by introducing an additional melem molecule in the direction along the lattice parameter in a head-to-tail arrangement. Accordingly, the lattice parameter increases in increments of 0.9 nm, \( i.e. \) by the center-to-center distance of the head-to-tail arrangement from one element of the series to the next. The lattice parameter \( a \) obeys the following equation:

\[
a = 1.45 \text{ nm} + 0.9 \text{ nm} \cdot (N - 1) = 0.55 \text{ nm} + 0.9 \text{ nm} \cdot N
\]  

(5.1)

However, when \( N \) increases by 1 not only one melem molecule is added to the unit cell, but a row of melem molecules running parallel to the shorter diagonal. Since the number of melem molecules in this additional row increases with increments of 1, the number of molecules per unit cell as a function of \( N \) corresponds to:

\[
\text{melem per unit cell} = 2 \sum_{i=1}^{N} i = N(N + 1)
\]  

(5.2)

From Eq. 5.1 the unit cell area can be deduced as a function of \( N \), and combination with Eq. 5.2 yields the \( N \) dependence of the molecular area density:

\[
\text{packing density} = \frac{2}{\sqrt{3}} \left(0.55 \text{ nm}\right)^2 + 0.99 \text{ nm}^2 \cdot N + 0.81 \text{ nm}^2 \cdot N^2
\]  

(5.3)

From Eq. 5.3 it can be deduced that the molecular area density, and hence the packing density, increases monotonically with increasing \( N \). The area density approaches a constant value of 1.43 molecules per nm\(^2\) for \( N \to \infty \). This is obvious since each unit cell of all polymorphs contains only one pore with fixed dimension, while the unit cell area increases monotonically with \( N \). In principle
the intermolecular hydrogen bonds do not impose any restriction on the values of \( N \), and any integer number should be possible. Why experiments yielded only distinct values of \( N \) is not clear at this point and a possible influence of the substrate through epitaxial relations cannot be ruled out. Yet, observation of polymorphs with \( N = 12 \) and accordingly 156 melem molecules per unit cell indicates extensibility of this systematic series up to very large unit cells. On the other hand, dislocations, \( \textit{i.e.} \) additional or missing rows in one half of the unit cell in this structure, point towards a predisposition for defects for high \( N \) structures.

Similarly, systematic series of porous polymorphs with constant pore sizes but increasing lattice parameters, number of molecules per unit cell, and packing densities have already been observed for TMA on Au(111) \([9, 157]\) and 1,3,5-trikis(4’-carboxyphenyl)-2,4,6-trikis(4’-tert-butylphenyl)-benzene (HPB) on Au(111).\([158]\) In accordance with the melem results, the systematic series of TMA networks is equally based on only two different intermolecular hydrogen bond patterns and two different azimuthal orientations of molecules. The emergence of specific TMA polymorphs was dependent on the surface coverage, where higher coverages yielded more densely packed polymorphs with higher \( N \) value. For TMA, neither coexistence of polymorphs nor emergence of structures with large, but finite \( N \), were reported. In contrast to TMA, for melem on Ag(111) structural control, \( \textit{i.e.} \) deliberate and exclusive preparation of a specific polymorph could not be achieved by variation of experimentally accessible preparation parameters as surface coverage, deposition rate, or surface temperature. This distinct deviation from the TMA results is exemplified in Fig. 5.2 by the co-existence of three different melem structures for submonolayer coverage. Furthermore, for TMA only the densely packed structure for \( N \rightarrow \infty \) was observed, whereas melem self-assembly yielded two different densely packed polymorphs.

Polymorphism is also abundant in monolayer self-assembly at the liquid-solid interface,\([136, 67, 139]\) and has likewise been observed for nitrogen-containing building blocks. For instance, oligopyridines yield different hydrogen bonded networks, where all structures are based on C–H···N hydrogen bonds.\([159]\) Albeit probably not fully understood, at the liquid-solid interface structural control of monolayers can be accomplished by the choice of solvent, concentration, and temperature.\([160, 68]\)

A tentative model of the less complex trigonal densely packed polymorph with one molecule per unit cell is shown in Fig. 5.4(f). Intermolecular hydrogen bonds in this structure are exclusively based on the head-to-tail arrangement. Since in this hydrogen bond motif both molecules adopt the same azimuthal orientation, the trigonal densely packed structure contains only one molecule per unit cell. The mirror symmetry of the head-to-tail arrangement also results in the more symmetric \( p3m1 \) plane symmetry group. The lattice parameter of 0.9 nm of the trigonal densely packed polymorph is equal to the center-to-center distance in the melem head-to-tail arrangement. It is noteworthy that this densely packed polymorph can also be
enqueued in the series of porous polymorphs as limiting case for \( N \to \infty \). Since the unit cell becomes infinitely large, the side-by-side bonding motif at the boundaries and at the shorter diagonal of the unit cell of the porous polymorphs, does not occur anymore.

The second densely packed polymorph features a row like structure with two molecules per unit cell. Each row comprises melem molecules with alternating azimuthal orientations, where the baselines of the melem footprints are aligned parallel to the row direction. The monolayer structure consists of a dense packing of parallel rows, and melem molecules adjoin with parallel baselines of their triangular footprints. The tentative model of the structure including the unit cell and the hydrogen bond pattern is depicted in Fig. 5.7. The two melem molecules in the unit cell are rotated by 180° with respect to each other. Within the rows melem molecules are interconnected by the alternative side-by-side arrangement as illustrated in Fig. 5.5(c), where the amino groups do not interact with the heterocyclic nitrogen atoms next to the involved amino groups, but with the heterocyclic nitrogen atom next to the other amino group. The hydrogen bond pattern between the rows bears similarities with the regular side-by-side arrangement, however, the side of the melem molecules facing the boundaries between rows forms two side-by-side bonds with two melem molecules. This arrangement results in a geometrically slightly different, but still comparable, side-by-side motif.

![Figure 5.7: Tentative model of (a) the unit cell and (b) the hydrogen bond pattern of the densely packed row polymorph with two melem molecules per unit cell.](image)

For melamine a rather similar densely packed polymorph was reported which is based on two different side-by-side arrangements.\[142] Also a densely packed melem structure was previously observed by electrochemical STM on Au(111).\[161] Although the reported structure also features two molecules per unit cell, the melem–melem arrangements are based on the two different binding motifs prevalent in the porous polymorphs of the present study, *i.e.* head-to-tail and side-by-side (*cf.* Fig. 5.5(a) and (b)). In summary the intermolecular hydrogen bonds in the more complex densely packed polymorph are still based on \( \text{N}_{\text{amino}}-\text{H} \cdots \text{N}_{\text{heptazine}} \), yet the underlying melem–melem arrangements are different from those in the systematic series of polymorphs.
5.4 Summary and Outlook

In summary, we have shown that two-dimensional self-assembly of melem on Ag(111) is very versatile and yields a great structural variety of hydrogen bonded networks. In all structures melem molecules adsorb planar and are interconnected by $N_{\text{amino}} - H \cdots N_{\text{heptazine}}$ hydrogen bonds. All structures, except for one densely packed polymorph, can be described as elements of a systematic series of structures. Thereby, the number $N$ of melem molecules along the connection between adjacent pores increases in increments of one. Only two different intermolecular melem–melem hydrogen bond arrangements, denoted as side-by-side and head-to-tail, account for the observed versatility of porous melem structures. The higher porous polymorphs with $N = 1, \infty$ feature both intermolecular bonding schemes, whereas both the trigonal densely packed polymorph ($N \rightarrow \infty$) and the simplest porous polymorph ($N = 1$) rely exclusively on the head-to-tail and side-by-side arrangement, respectively. Although the more complex densely packed polymorph is comprised of slightly different melem–melem arrangements, it is still stabilized by $N_{\text{amino}} - H \cdots N_{\text{heptazine}}$ hydrogen bonds.

Polymorphism is abundant in surface-confined two-dimensional self-assembly and its origins are poorly understood. Commonly, the energetic equivalence of various structures on the scale of thermal energy contributes to the emergence of different polymorphs. In this respect increased structural versatility is expected for compounds with larger organic backbone like melem as opposed to melamine. The reason is that for larger compounds the molecule–substrate interaction increases, while the contribution of intermolecular hydrogen bonds to the overall binding energy remains similar. Thus, the delicate balance between molecule–molecule and molecule–substrate interactions changes, and optimization of hydrogen bonds is not the only and probably not the decisive criterion for structure selection anymore. In addition, larger molecules allow for various other interactions, as seen for melem in the possibility of an alternative side-by-side and head-to-tail arrangement. Both contributions promote polymorphism.

For monolayer self-assembly at the liquid-solid interface, the influence of concentration and solvent is understood at a level which allows deliberate preparation of a distinct polymorph. However, for monolayers at the liquid-solid interface the relation between preparation parameters and molecular structure is less well studied. In this regard nucleation and growth studies are very desirable. For the presented series of porous melem monolayers, being able to target a specific monolayer would be highly beneficial. All porous polymorphs feature similar pore size, but variable interpore spacing. Using these porous polymorphs as growth template for metal nanoparticles would thus allow tuning the spacing between nanoparticles with sub-nanometer precision in order to study distance-dependent effects. On the other hand, self-assembled melem monolayers might be promising precursor structures for the surface mediated polymerization into carbonitride polymers.[151]
Chapter 6

On-Surface Polymerization of 2D Nanostructures

6.1 On-Surface Coupling of 1,4-Diethynylbenzene on Cu(111)


The polymerization of 1,4-diethynylbenzene was studied on a Cu(111) surface using scanning tunneling microscopy under UHV conditions. Thermal activation yielded disordered covalent networks, where distinct basic structural motifs indicated different coupling reactions.

6.1.1 Introduction

Covalent organic nanostructures are a topic of growing research interest. Organic materials possess remarkable properties facilitating novel and versatile applications. Covalent organic frameworks (COFs) such as porous bulk crystals are particularly promising for many applications in gas storage, catalysis, and as molecular sieves.[125] Implementation of boronate chemistry in a solvothermal synthesis yielded versatile COF structures,[17] including first demonstrations of the application potential in organic electronics.[162] In an attempt to synthesize low dimensional covalent nanostructures, boronic acid condensation was also successfully applied in a surface chemical approach.[130, 163, 164] However, boronate chemistry suffers from two limitations, i.e. limited stability of the covalent networks in humid atmospheres and poor electronic conjugation.[164, 97] The polymerization of ethynyl functionalyzed monomers is a promising alternative to overcome these limitations, because the resulting polymers exclusively feature stable C–C bonds and the high degree
of unsaturation facilitates π-electron delocalization. A further advantage over the meanwhile in 2D polymer synthesis established Ullmann reaction [101, 84, 165] is that the surface will not be covered by strongly adsorbing reaction byproducts. Polymerization of aromatic ethynyl functionalized molecules is already exploited for the synthesis of conjugated microporous bulk polymers that are not crystalline in contrast to boronic acid derived COFs.[116] Interestingly, ditopic monomers such as 1,4-diethynylbenzene (DEB) can polymerize into highly porous three-dimensionally cross-linked poly(phenylene butadiynylene) (PPB) networks. Yet, polymerization of DEB in a confined geometry such as the Cu-functionalized channels of mesoporous silica and alumina materials exclusively yields one-dimensional, conjugated PPB wires.[166] In order to explore the versatile chemistry of monomers with terminal ethynyl groups, it is particularly interesting to study the polymerization of DEB on surfaces, i.e. in a two-dimensionally confined geometry. Cu(111) is chosen as a catalytically active and densely packed surface, where the influence of surface structure and anisotropy is minimized.

6.1.2 Experimental Details

All experiments were conducted with a scanning tunneling microscope (Omicron VT-STM) at room temperature under UHV conditions with a base pressure below $2 \times 10^{-10}$ mbar. All STM images were recorded with a SPM 100 control electronics from RHK using the XPM Pro 2.0.1.3 software. Lattice parameters and intermolecular distances were derived from STM images with an accuracy of 5% after calibration with atomically resolved topographs of highly oriented pyrolytic graphite(001). Single crystal Cu(111) surfaces were prepared by cycles of Ar\textsuperscript{+} ion-sputtering at 1 keV and annealing at 550°C. The cleanliness of the substrate was verified by STM prior to molecular deposition. The monomer 1,4-diethynylbenzene (DEB, Fig. 6.1) (C\textsubscript{10}H\textsubscript{6}, CAS 935-14-8, 95.5% purity) with a molecular weight of 126.15 amu was obtained from Sigma Aldrich Germany. DEB was deposited through a precision leak valve with a metal capillary connected to the outlet to guide the molecules to the sample. During deposition the Cu(111) substrate was either held at room temperature or heated to 300°C. For RT deposited DEB, the polymerization was thermally activated by annealing at temperatures between 175°C and 350°C.

6.1.3 Room-Temperature Self-Assembly

Room temperature deposition of DEB onto Cu(111) results in well-ordered structures with one molecule per unit cell and lattice parameters of $a = (0.73 \pm 0.10)$ nm, $b = (0.80 \pm 0.10)$ nm, and $\gamma = (98.9 \pm 4.1)$. The STM images depicted in Fig. 6.1(a) and (b) clearly confirm that all molecules have similar azimuthal orientation. We propose that this structure is comprised of unreacted, intact DEB molecules;
a tentative model is given in Fig. 6.1(d). The regularly arranged bright spots correspond to the phenyl rings of DEB and their relatively loose packing provides enough space for the ethynyl groups. The self-assembled monolayer is additionally stabilized by weak intermolecular hydrogen bonds as indicated in Fig. 6.1(d). Parallel aligned ethynyl groups interact through two-fold cyclic C≡C−H···C≡C hydrogen bonds (grey), where the acidic hydrogen acts as a donor and the aromatic triple bond as an acceptor for hydrogen bonds.[69] Additional stabilization might arise from intermolecular interactions between ethynyl groups and adjacent phenyl rings (black).[167] Recent ab initio calculations suggested an attractive electrostatic contribution from the entire aromatic ring, introduced as proton acceptor ring interactions, whereas the direct dipole-dipole interaction between C−H and the proton acceptor is repulsive.[66] The experimental bond length of the cyclic hydrogen bonds of (0.3 ± 0.1) nm is consistent with literature values,[69, 167] whereas the experimental ethynyl-phenyl bond length of (0.4 ± 0.1) nm is slightly longer than the reported value of 0.3 nm. The self-assembled DEB structure on Cu(111) differs clearly from the layered bulk crystal structure where DEB forms zigzag chains within the layers.[168, 169] The bulk structure is likewise stabilized by C≡C−H···C≡C hydrogen bonds, yet with a perpendicular arrangement of the ethynyl groups to the C≡C triple bonds. A comparable surface arrangement would be conceivable, but is apparently impaired by the strong interaction of DEB with Cu(111).

![Figure 6.1](image_url)

**Figure 6.1:** (a)+(b) STM image ((a) +18 mV, 3.2 pA, (b) +12 mV, 0.90 pA) of a self-assembled DEB monolayer deposited at RT onto Cu(111). (c) Chemical structure of DEB. (d) Tentative model showing the DEB arrangement and interactions. The structure is additionally stabilized by weak intermolecular hydrogen bonds as indicated by dashed lines.

### 6.1.4 On-Surface Polymerization

Upon room temperature deposition of DEB onto Cu(111) no indications of chemical reactions are observed. Yet, drastic structural changes occur after annealing the sample to 300°C for 60 min. STM images obtained after cooling down to RT are depicted in Fig. 6.2. The disordered structures appear with uniform height and the contrast along the network does not exhibit any apparent depressions. Frequently observed structural motifs include threefold stars, dumbbells, and oblique crosses. Given the fact that the disordered structures are still observed after
thermal treatment up to 450°C, one can conclude covalent interlinking of DEB. The adsorption energy of a relatively small molecule such as DEB on Cu(111) is too low for stable adsorption at higher temperatures. Thermal desorption of ethynylbenzene from Cu(111) for comparison is already observed at \( \sim 140 \) °C. [170]

Hence, only aggregation into more extended covalently interconnected networks can stabilize the adsorbates at increased temperatures. Annealing to 450°C for 60 min slightly reduces the surface coverage, but similar structures are still observed after cooling down. Disintegration upon annealing and reformation of the structures during cooling down can also be excluded, because separation into monomers inevitably leads to desorption. Moreover, complexation through coordination of deprotonated ethynyl groups by copper adatoms as observed for Ullmann coupling seems also to be conceivable. [84, 149] These radical-adatom complexes, however, are metastable, and even relatively mild heating at 230°C is sufficient to expel the copper atoms, [171] whereby radical recombination yields covalent C–C bonds. Furthermore, radical-adatom complexes are notably larger than the corresponding covalent structures and their size does not match the STM data (cf. subsection 6.1.5 and 4.2.2, Fig. 4.5). Finally, the uniform STM contrast mentioned here is not compatible with the known appearance of these complexes, with either a clear protrusion or an apparent depression at the adatom position. [149] In order to reveal the nature of the surface reactions, first the reoccurring structural elements have to be resolved. In the literature different self-reactions are reported for ethynyls such as homocoupling [116] and trimerization. [119, 172] Trimerization forms benzene whereas

Figure 6.2: High-resolution STM images of annealed DEB monolayers on Cu(111). Thermally activated reactions yield covalent aggregates and networks. Overview (a) and close-up (b)-(d) STM images with overlaid DFT optimized geometries of candidate structures ((a) -0.70 V, 2.3 pA, (b) -0.60 V, 4.3 pA, (c) +1.1 V, 1.7 pA), (d) +0.40 V, 1.7 pA)
homo-coupling (Glaser coupling) leads to butadiyne bridges ($-\text{C}≡\text{C}−\text{C}≡\text{C}−$) with enyenes as reaction side products in trace amounts.[118, 117] The polymerization of head-to-tail coupled enyenes can result in the formation of cross-linked polymers.[116]

While the solution chemistry of ethynyl functionalized molecules has already been studied, their cross-linking on surfaces remains largely unexplored. By analogy, surface reactions of acetylene may offer first insights. For instance, a combined temperature programmed reaction (TPR) and X-ray photoelectron spectroscopy (XPS) study reveals conversion of acetylene into benzene via trimerization on copper surfaces. The reaction is highly selective on Cu(100) and Cu(110), but yields butadiene and cyclooctatetraene as byproducts on Cu(111).[120] Ethynyl homo-coupling is observed in surface chemical studies of Sonogashira cross-coupling between co-deposited ethynylbenzene and iodobenzene on Au(111).[173] First covalent 2D networks are obtained through homo-coupling of triethynyls on Ag(111).[121] Evidently, different coupling reactions are required to explain the structurally versatile polymerization products of DEB on Cu(111). In the following, the distinct basic structural motifs are identified by scaled overlays of the STM data with density functional theory (DFT) optimized geometries of conceivable candidate structures. Chemical structures of all considered aggregates are summarized in Fig. 6.3 (see subsection 6.1.5 for DFT results). Obviously, the occurrence of threefold symmetric stars requires trimerization reactions, where three DEB molecules react into 1,3,5-tris(4'-ethynylphenyl)benzene (TEPB). The central benzene ring results from trimerization of three ethynyl groups, where no reaction byproduct is released. As shown in Fig. 6.2(b) and (c) the structural overlay perfectly matches the STM data.

![Image](https://example.com/image.png)

**Figure 6.3:** Structural models of experimentally observed reaction products of DEB: (a) homo-coupling, (b) trimerization, (c) cross-coupling, (d) combined trimerization and homo-coupling, (e) sequential double trimerization.

Detailed analysis of the STM data reveal two types of dumbbells that differ in the lengths of their axes, with the shorter one measuring $(1.0 \pm 0.1)$ nm and the longer one $(1.9 \pm 0.1)$ nm. Both dumbbell structures can be matched with DFT models as shown in Fig. 6.2(b). The longer dumbbell can be explained by homo-coupling of
two preformed TEPB molecules (Fig. 6.3(d)). Accordingly, its axis consists of two biphenyls interlinked by a structurally rigid butadiyne backbone. The homo-coupling releases H₂, in contrast to the trimerization. Similar homo-coupling reactions were recently observed for 1,3,5-triethynylbenzene and TEPB on Ag(111).[121] The shorter dumbbell can be matched with a para-terphenyl backbone (Fig. 6.3(e)). Such an aggregate can emerge from preformed TEPB through secondary trimerization of one of the free terminal ethynyl groups with two unreacted DEB monomers. Oblique crosses are the most complicated and least symmetric observed structures (Fig. 6.2(c)+(d) and Fig. 6.3(c)). They are formed by coupling of four DEB molecules and appear as an asymmetrical fourfold junction. In Fig. 6.2(d), a threefold star adjacent to an oblique cross can be recognized. In the threefold symmetric star all lobes have similar length, whereas the oblique cross features three similar lobes and one shorter lobe, in good agreement with the DFT simulation shown in Fig. 6.3(c). This more complex cross-coupling also includes formation of C=C double bonds. Based on NMR results, similar reactions are reported for DEB bulk polymerization,[116] but are here resolved in real space.

In an attempt to control DEB polymerization, different parameters and methods for the thermal activation are studied. The onset of polymerization is roughly determined at 175 °C. However, no structural changes are observed for different annealing temperatures up to 300 °C and different annealing times ranging from 20 to 105 min. Furthermore, the effect of deposition onto a pre-heated Cu(111) surface at 300 °C is investigated, but does not exhibit any apparent differences from post-deposition annealing.

### 6.1.5 DFT Calculations of the Reaction Products

**Covalent Aggregates**

Intramolecular distances derived from DFT calculations of threefold star, oblique cross, small and large dumbbell are summarized in Fig. 6.4. Optimized geometries were used for a precise structural comparison with the STM data. DFT calculations were conducted for isolated molecules using the Gaussian03 package with a B3LYP functional and a 6-31G* basis set applying standard convergence criteria.[174] To mimic the surface influence, the structures were constrained to a planar conformation by fixing the z-coordinates of all atoms to zero.

**Organometallic Complexes**

Additional DFT calculations were conducted for a direct size-comparison of the large covalent dumbbell with a copper coordinated 1,3,5-tris(4'-ethynylphenyl)benzene dimer, the closest matching organometallic complex. The latter is a hypothetical aggregate that might form on the surface between deprotonated ethynyl groups and copper adatoms. As before, DFT calculations were conducted for isolated
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Figure 6.4: Intramolecular distances from DFT geometry optimized structures of experimentally observed reaction products of DEB (a) trimerization (b) sequential double trimerization (c) cross-coupling (d) combined trimerization and homo-coupling. All distances are given in nm. Based on these calculations, the size differences between (b) and (d) should be clearly distinguishable in STM measurements.

structures using the Gaussian03 package with a B3LYP functional and a 6-31G* basis for hydrogen and carbon, whereas a LanL2DZ basis set is used for copper applying standard convergence criteria. Results are shown in Fig. 6.5. Straight organometallic bonds are 0.24 nm longer than the direct covalent carbon-carbon bond. This bond length difference is large enough to exclude the formation of organometallic structures based on distance measurements in STM data.

Figure 6.5: Intramolecular distances from DFT geometry optimized structure of copper coordinated (peripheral ethynyl groups discarded) DEB. All distances are given in nm.

6.1.6 Summary

In summary, on-surface polymerization of ethynyl functionalized DEB monomers was studied on Cu(111). RT deposition resulted in well-ordered self-assembled structures of intact molecules. After thermal activation, disordered covalent networks and aggregates were observed by means of STM. Structural analysis of the reoccurring basic motifs revealed several different underlying reaction schemes: trimerization, homo-, and cross-coupling. Emergence of more complex structures such as dumbbells can only be explained by a sequential combination of these basic reactions. Thus the surface chemistry of DEB is very versatile and different possible reaction pathways without a clear preference for a specific coupling reaction inevitably result in
disordered covalent networks, as similarly encountered in the synthesis of highly porous PPB-type bulk polymers.[116] On Cu(111) the polymerization cannot simply be controlled by process parameters such as annealing temperature or time. In this respect it would be highly interesting to explore the potential of different surface materials and crystallographic orientations with more pronounced anisotropy to selectively catalyze a specific coupling reaction and suppress side reactions as a route to highly ordered, covalent, and conjugated organic nanostructures.

6.2 On-Surface Ullmann Coupling


On-surface Ullmann coupling is a versatile and appropriate approach for the bottom-up fabrication of covalent organic nanostructures. In two-dimensional networks, however, the kinetically controlled and irreversible coupling leads to high defect densities and a lack of long-range order. To derive general guidelines for optimizing reaction parameters, the structural quality of 2D porous covalent networks was evaluated for different preparation protocols. For this purpose, polymerization of an iodine and bromine functionalized monomer was studied on Au(111) by scanning tunneling microscopy and X-ray photoelectron spectroscopy under UHV conditions. By taking advantage of the vastly different temperature thresholds for \( \text{C}^{\text{-Br}} \) and \( \text{C}^{\text{-I}} \) cleavage two different polymerization routes were compared - hierarchical and direct polymerization. The structural quality of the covalent networks was evaluated for different reaction parameters, such as surface temperatures, heating rates, and deposition rates by statistical analysis of STM data. Experimental results are compared to Monte Carlo simulations.

6.2.1 Introduction

Low-dimensional covalent organic nanostructures are promising novel functional materials for nanotechnological applications,[175, 176] as they combine unprecedented chemical and mechanical stability with the vast tunability of organic materials. Their adjustable electronic band gap renders these materials highly interesting for applications in (opto)electronic devices.[17, 18, 15] On-surface polymerization has become an established route for the tailored fabrication of covalent nanostructures. In recent years, various coupling reactions were applied for the fabrication of 1D and 2D covalent nanostructures including condensation reactions,[130, 177] homo-couplings
of terminal alkynes (Glaser-Hay-coupling),[121, 178, 135] and Ullmann coupling [106, 101, 179]. In the first step of the Ullmann coupling brominated [83, 20, 112] or iodinated [106, 56, 171] monomers are deposited onto metal surfaces, typically under UHV conditions, even though this was also demonstrated under ambient conditions.[180, 181] The weakly bound halogens are split off either directly upon adsorption or after additional thermal activation, and the resulting surface-stabilized radicals form kinetically inert C–C crosslinks. Two-fold halogenated monomers yield virtually defect-free 1D structures, such as poly(3,4-ethylenedioxythiophene) chains,[182] poly(para-phenylene),[19] and graphene nano-ribbons [20]. Similarly, 2D networks can be obtained with multiply halogenated monomers, yet with significantly lower structural quality, i.e. high defect densities and rather small domain sizes.[84, 97] The kinetic irreversibility of the newly formed C–C bonds impairs error correction.

The Ullmann coupling relies on the catalytic properties of the metal surface to activate the polymerization by splitting off the halogens. Accordingly, the surface plays an active chemical role and different influences arise in dependence on the metal. At room temperature, C–I bonds are spontaneously cleaved on Cu, Ag, and Au.[135, 56] Bromine, instead, is fully split off on copper,[83, 84] only partially on silver,[85, 108] but not all on gold, where additional thermal activation becomes necessary.[56] DFT simulations suggest that the energy barriers are around 0.3 eV smaller for deiodination than for debromination on Au(111), Ag(111), and Cu(111).[111] Subsequent to carbon–halogen cleavage organometallic networks based on carbon–metal bonds were observed; 1D organometallic chains are ordered,[19, 57] whereas 2D networks on copper remain disordered,[83, 84, 85] but can be partially ordered on silver.[108, 86] Even reorganization and equilibration of silver-based organometallic networks was demonstrated on Ag(111), indicating the reversibility of C–Ag bonds (cf. chapter 7, Ref. [108]). On gold organometallic networks are less common, but were occasionally observed.[87] A further important substrate influence arises from the surface mobility of the surface-stabilized radicals (SSRs), as exemplified in a combined STM and MC study of cyclohexa-m-phenylene (CHP), where improved networks were observed for an increasing ratio of diffusion to coupling.[56]

While the surface dependence of the Ullmann coupling has been thoroughly studied, the influence of controllable reaction parameters on the quality of 2D covalent networks remains largely unexplored. The present work tackles this open question by studying the polymerization of 1,3-bis(p-bromophenyl)-5-(p-iodophenyl)benzene (BIB, cf. Fig. 6.6(a)) on Au(111). The asymmetrical substitution with bromine and iodine as well as the particular choice of Au(111) facilitates comparative studies of direct versus hierarchical polymerization. Direct polymerization is realized by deposition onto a preheated surface, whereby both iodine and bromine are split off in the same polymerization step. Hierarchical polymerization is achieved by room temperature deposition, whereby iodine is selectively split off, whereas bromine remains stably bound. Only further thermal annealing activates C–Br cleavage and thereby the full polymerization. This principle was already exploited by Grill and Hecht et al. using trans-Br₂I₂ tetraphenyl-porphyrin.[107]
In the present work, influences of various reaction parameters on the morphology and quality of covalent networks were studied: for direct polymerization the surface temperature during deposition and the deposition rate were varied, while for hierarchical polymerization the heating rate and final surface temperature were investigated. The network quality was evaluated and quantified by statistical analysis of STM data. For enhanced insights the experiments were accompanied by XPS measurements and MC simulations.

### 6.2.2 Experimental Details

All experiments were carried out with a home-built scanning tunneling microscope at room temperature and under UHV conditions with a base pressure of $2 \times 10^{-10}$ mbar. All STM images were acquired with a SPM 100 control electronics from RHK using the XPM Pro 2.0.1.5 software. The STM was calibrated with atomically resolved topographs of highly oriented pyrolytic graphite(0001). Distances were derived from STM topographs with an accuracy of $\sim 5\%$. Tunneling parameters of all STM images are summarized in Tab. 6.1.

<table>
<thead>
<tr>
<th>Figure</th>
<th>Tunneling Parameter</th>
<th>Voltage (V)</th>
<th>Current (pA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.8 a)</td>
<td>a) inset</td>
<td>+1.0</td>
<td>9.0</td>
</tr>
<tr>
<td>6.8</td>
<td>a) inset</td>
<td>+1.5</td>
<td>8.7</td>
</tr>
<tr>
<td>6.8</td>
<td>b)</td>
<td>+3.0</td>
<td>4.6</td>
</tr>
<tr>
<td>6.8</td>
<td>b) inset</td>
<td>-0.20</td>
<td>3.1</td>
</tr>
<tr>
<td>6.8</td>
<td>c)</td>
<td>+4.1</td>
<td>4.7</td>
</tr>
<tr>
<td>6.8</td>
<td>d)</td>
<td>+1.8</td>
<td>11</td>
</tr>
<tr>
<td>6.10</td>
<td>a)</td>
<td>+3.0</td>
<td>4.6</td>
</tr>
<tr>
<td>6.10</td>
<td>a) inset</td>
<td>-0.20</td>
<td>3.1</td>
</tr>
<tr>
<td>6.10</td>
<td>b)</td>
<td>+0.50</td>
<td>7.2</td>
</tr>
<tr>
<td>6.10</td>
<td>b) inset</td>
<td>-2.0</td>
<td>17</td>
</tr>
<tr>
<td>6.10</td>
<td>c)</td>
<td>+2.0</td>
<td>4.8</td>
</tr>
<tr>
<td>6.10</td>
<td>d)</td>
<td>+3.0</td>
<td>5.5</td>
</tr>
<tr>
<td>6.14</td>
<td>a)</td>
<td>+1.7</td>
<td>4.8</td>
</tr>
<tr>
<td>6.14</td>
<td>b)</td>
<td>-1.7</td>
<td>4.8</td>
</tr>
<tr>
<td>6.14</td>
<td>c)</td>
<td>+2.9</td>
<td>4.3</td>
</tr>
<tr>
<td>6.14</td>
<td>d)</td>
<td>+3.1</td>
<td>5.9</td>
</tr>
<tr>
<td>6.16</td>
<td>a)</td>
<td>+2.9</td>
<td>4.3</td>
</tr>
<tr>
<td>6.16</td>
<td>b)</td>
<td>+1.8</td>
<td>2.6</td>
</tr>
<tr>
<td>6.16</td>
<td>b) inset</td>
<td>+0.40</td>
<td>8.2</td>
</tr>
<tr>
<td>6.16</td>
<td>c)</td>
<td>+1.4</td>
<td>9.6</td>
</tr>
<tr>
<td>6.16</td>
<td>c) inset</td>
<td>+1.5</td>
<td>9.9</td>
</tr>
<tr>
<td>6.16</td>
<td>d)</td>
<td>+1.3</td>
<td>12</td>
</tr>
</tbody>
</table>
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Au(111) single crystal surfaces were prepared by cycles of $\text{Ar}^+$ ion-sputtering and subsequent annealing at 500°C. The cleanliness of the substrate was verified by STM imaging the well-known herringbone reconstruction prior to deposition. The monomer BIB was deposited by sublimation from a home-built Knudsen cell with crucible temperatures of 126°C to 168°C, yielding deposition rates of $0.3 \times 10^{-3} \ldots 0.2$ monolayer min$^{-1}$. To precisely control the deposition rates and to verify their long term stability, a Knudsen cell with integrated QCMB was used.[35] During deposition, the surface was either held at room temperature or at elevated temperatures of 185°C, 250°C, and 375°C, respectively. After RT deposition, the polymerization was activated by subsequent thermal annealing with different rates and final temperatures. All samples were characterized in situ by means of a home-built STM operating at room temperature.

Additionally, X-ray photoelectron spectroscopy (XPS) was conducted to investigate debromination and deiodination in detail. XPS measurements were carried out in a Prevac UHV system at the HE-SGM beamline at Helmholtz-Zentrum Berlin. The preparation chamber of the UHV system was equipped with facilities for sample sputtering and heating. For sample preparation similar parameters were used as in the corresponding STM experiments. Br 3d, I 3d and C 1s XP spectra were acquired with a Scienta R3000 electron analyzer at normal electron emission using an excitation energy of 450 eV and a pass energy of 50 eV. The binding energy of Au 4f$^7_7/2$ at 84.0 eV was used as an internal energy reference. A linear background was subtracted from all spectra.

6.2.3 Hierarchical Polymerization of 1,3-bis($p$-bromophenyl)-5-($p$-iodophenyl)benzene

RT Deposition

Samples were prepared by deposition of BIB onto Au(111) at room temperature and subsequent thermal annealing. Prior to annealing STM revealed self-assembly of dumbbell shaped basic units (Fig. 6.6). The herringbone reconstruction of Au(111) is still discernible (Fig. 6.6(c)), indicating weak adsorbate–substrate interaction. The unit cell measures $a = (1.60 \pm 0.10)$ nm, $b = (1.64 \pm 0.10)$ nm, and $\gamma = (94.5 \pm 4.0)^\circ$ and contains one dumbbell with additional dots at its corners. The dumbbells appear with uniform height, i.e. without internal STM contrast. For room temperature deposition we anticipate the surface-assisted formation of BIB mono-radicals through $\text{C}−\text{I}$ cleavage followed by direct covalent crosslinking to dimers, i.e. $3,3'',5,5''$-tetra($p$-bromophenyl)-1,1':4',1''$-quaterphenyl (TBQ, cf. Fig. 6.6(b)). Hence, the dots in the STM images can be assigned to surface-bound iodine. The coupling of two BIB to one TBQ releases two iodine atoms, whereas the self-assembled structure features only one iodine per TBQ. Yet, excess iodine was observed on terraces. In perfect agreement with STM, DFT gas phase geometry optimization of the dimer results in a length of 1.3 nm for the quaterphenyl backbone.
The formation of metastable organometallic complexes, as typically observed on copper and silver,[83, 85, 86] would elongate the backbone to 1.6nm in contradiction to the experiment. The STM data clearly show that the dimers are formed by direct covalent coupling of the molecular building blocks at their previously iodinated sites without debromination. The STM results are also confirmed by XPS measurements, which are presented below.

Interestingly, self-assembled dimers were similarly reported for fully brominated 1,3,5-tris(p-bromophenyl)benzene (TBB) on Au(111) after heating to 110°C.[112] Yet, in this case the coexistence of dimers (TBQ), disordered structures, and unreacted monomers indicates an incomplete reaction. Furthermore, drop-casting of TBB under ambient conditions onto preheated Au(111) at 200°C results in self-assembled TBQ monolayers with similar lattice parameters.[181]

Subsequent On-Surface Polymerization

The full polymerization of in situ synthesized TBQ was activated by subsequent thermal annealing. The required temperature for C–Br bond cleavage on Au(111) is around 175°C (Fig. 6.7). For lower annealing temperatures, only non-covalent self-assembly of TBQ was observed (Fig. 6.6). After annealing to 185°C, however, no unreacted TBQ was observed anymore. Thus, we propose 175°C corresponds to the minimum temperature required for sizable C–Br bond cleavage of BIB on Au(111). The covalent nature of the networks is unambiguously verified by an experimental center-to-center distance of interconnected monomers of 1.3 nm.

For hierarchical polymerization the influences of both surface temperature and heating rate were studied by (1) heating samples with comparable rates of 6.3 - 8.9°C min⁻¹ to 185°C, 250°C, and 375°C (Fig. 6.8), and by (2) heating with variable rates of <0.1, 1.4, and 8.9°C min⁻¹ to a constant final temperature of 250°C (Fig. 6.10). The initial coverages for all experiments were comparable and the samples were held at the final temperature for 15 or 70 min. Irrespective of the exact thermal treatment, all covalent networks were highly branched and composed of relatively small domains connected by filamentous structures of one-pore wide strings.
or molecular chains (Fig. 6.8 and 6.10). Besides the ideal hexagonal pores, irregular pores - tetragonal, pentagonal, heptagonal, and octagonal - were frequently observed. To quantify the structural quality of the networks, STM data were statistically analyzed by pore counting. Thereby the pore geometry and the number of adjacent pores were taken into account. Open pores were only considered when they were more than halfway closed. For each parameter set the analysis encompassed at least 100 pores, typically 200 pores. Uncertainty values are given as the square root of counts. Macroscopically different sample areas were compared to reduce the influence of sample inhomogeneities.

Figure 6.7: STM image acquired after RT deposition of BIB onto Au(111) and subsequent annealing to 175 °C (+0.60 V, 7.5 pA). The coexistence of the initially self-assembled TBQ structure and first covalently interlinked structures indicates the onset of C–Br bond cleavage.

Figure 6.8: STM images of covalent networks prepared by RT deposition of BIB and subsequent thermal annealing (cf. subsection 6.2.2 for tunneling parameters). Due to preceding dimerization at RT, the actual monomer for the polymerization is the dumbbell shaped TBQ. Thermal annealing was performed at different final temperatures of 185 °C (a), 250 °C (b), and 375 °C (c)+(d) as also indicated in the upper right corners. All samples were annealed with comparable heating rates of 6.3 °C min⁻¹(a) or 8.9 °C min⁻¹ (b)-(d).
The corresponding pore geometry distributions of tetragonal to octagonal pores obtained for different final temperatures are depicted in Fig. 6.9(a). The counts were normalized to the total number of closed pores $\Sigma N_i$, with $N_i$ corresponding to the counts of $i$-gonal pores. The highest probability for hexagonal pores was found for 185 °C. All covalent networks feature significant amounts of pentagonal pores as well as lower amounts of heptagonal pores. Tetragonal and octagonal pores are less frequently observed and were fully absent for 185 °C. Especially at lower polymerization temperatures the network quality is significantly impaired by open, i.e. incomplete pores, (cf. inset Fig. 6.9(b)). This is considered in the histogram in Fig. 6.9(b) by renormalization of $N_i$ to the sum of closed and open pores ($\Sigma N_i + N_0$). Direct comparison of both histograms indicates significant changes for polymerization at 185 °C, whereas the 250 °C and 375 °C distributions remain largely unaffected. In conclusion, the probability for irregular pores increases slightly with higher final temperatures, whereas polymerization at 185 °C results in a substantial amount of open pores.

![Figure 6.9](image-url) Pore geometry distributions of covalent networks prepared by hierarchical polymerization via RT deposition and subsequent annealing. (a)+(b) In all experiments the substrate was heated to different final temperatures (185 °C, 250 °C, and 375 °C) with similar heating rates of 6.3 °C min$^{-1}$ or 8.9 °C min$^{-1}$. (c)+(d) The samples were prepared with a constant substrate temperature of 250 °C, whereas different heating rates of 0.1 °C min$^{-1}$, 1.4 °C min$^{-1}$, and 8.9 °C min$^{-1}$ were applied. $N_i$ and $N_0$ correspond to the number of $i$-gonal and open pores, respectively. Accordingly, the probabilities of $i$-gonal pores in (a) are referred to the total number of closed pores ($\Sigma N_i$), whereas in (b) $N_i$ is normalized to the sum of closed and open pores ($\Sigma N_i + N_0$). The inset in (b) shows the relative amounts of open pores $N_0$ for the different final temperatures.
Besides the final substrate temperature, also the influence of the heating rate on the network quality was investigated. STM images of the resulting structures are summarized in Fig. 6.10. The statistical analysis for all heating rates yields almost identical pore geometry distributions (cf. Fig. 6.9), suggesting no decisive influence on the network quality.

Pore geometry distributions do not cover important structural aspects as the degree of compactness and the domain size. Respective structural information is contained in the pore coordination number, i.e. the number of next nearest neighbors of a closed pore, whereby only closed pores were considered. Hence, the average pore coordination number (APCN) is introduced as a further statistical indicator of the network quality. In a perfect hexagonal network the APCN is 6, whereas low values indicate the formation of branched networks. APCNs were evaluated for the different reaction parameters, the underlying PCN distributions are summarized in Fig. 6.11 for hierarchical ((a)+(b)) and direct polymerization ((c)+(d), cf. subsection 6.2.4 for discussion). For polymerization at 185°C an APCN of 1.9 is found, which is even below the value of 2.0 for infinite 1D pore chains. For enhanced surface temperatures of 250°C and 375°C the APCNs increase to 3.0. Nevertheless, these comparatively low values underpin the branched and rugged nature of the covalent networks as already discernible in the STM images.
Figure 6.11: Pore coordination number (PCN) distributions of covalent networks obtained by hierarchical polymerization via RT deposition and subsequent annealing (a)+(b) or via high temperature deposition (c)+(d). Different reaction parameters were studied: for hierarchical polymerization (a) different surface temperatures for comparable heating rates of 6.3 °C min⁻¹ or 8.9 °C min⁻¹, (b) different heating rates for a similar surface temperature of 250 °C; for direct polymerization (c) different surface temperatures for a similar deposition rate corresponding to 1.3 Hz min⁻¹, (d) different deposition rates for a similar surface temperature of 250 °C. The respective parameters are indicated in the legends. \( N_C \) corresponds to the number of adjacent closed pores.

**XPS Measurements**

In addition to the STM experiments, XPS measurements were conducted to monitor the chemical changes during on-surface Ullmann coupling of BIB on Au(111). XP spectra of Br 3d, I 3d and C 1s core levels were acquired either directly after RT deposition or after annealing at 250 °C (cf. Fig. 6.12 and 6.13).

In the XP spectra of iodine shown in Fig. 6.12(a), one spin-orbit doublet (I 3d⁵/₂ BE 618.8 eV) is observed directly after RT deposition on Au(111), which is attributed to split off iodine chemisorbed on Au(111). This binding energy is in agreement with XPS measurements of purely iodine terminated Au(111) surfaces, where binding energies of 619.0 eV (I 3d⁵/₂) are reported. After annealing at 250 °C, the I 3d spectra appear similar as at RT, indicating no further chemical changes of iodine. This suggests that iodine is already completely split off after RT deposition of BIB onto Au(111) and stably binds to the surface. After annealing at 250 °C the
6.2 On-Surface Ullmann Coupling

I 3d spin-orbit doublet exhibits comparable peak intensities as obtained after RT deposition, indicating negligible iodine desorption from the surface at increased substrate temperatures. In accordance with STM observations, the deiodination is already completed after RT deposition.

The corresponding Br 3d spectrum after RT deposition is shown in Fig. 6.12(b). It clearly exhibits only one spin-orbit doublet (Br 3d$_{5/2}$ BE 69.8 eV), which is assigned to carbon-bound bromine. Accordingly, no debromination takes place upon room temperature deposition. After annealing at 250°C, two shifted spin-orbit doublets are obtained with binding energies of 69.8 eV and 67.8 eV (Br 3d$_{5/2}$), respectively, resulting from two chemically distinct bromine species. Similar binding energies are also reported for 5-bromouracil on Au(111), where Br 3d$_{5/2}$ BE 69.85 eV is referred to carbon-bound bromine and Br 3d$_{5/2}$ BE 67.67 eV is assigned to surface-bound bromine.[183] In contrast to iodine, annealing at 250°C already activates the bromine desorption from the surface, as indicated by the decreasing peak intensities.

Furthermore, C 1s core level spectra are acquired for BIB on Au(111) (Fig. 6.13). The C 1s RT spectrum is centered at 284.1 eV with a small shoulder at higher binding energy, which is attributed to bromine-bound carbon.[183] Subsequent annealing at 250°C eliminates the small shoulder, confirming the assumption of intact C–Br bonds after RT deposition. A similar binding energy of 285.1 eV for C–Br bonds is also reported for 5-bromouracil on Au(111).[183] After annealing to 250°C, the C 1s core level spectrum shifts slightly to lower binding energy. A similar behavior is theoretically predicted for Ullmann coupling of bromobenzene on Au(111).[111] Thereby, the conversion from bromobenzene to biphenyl is attributed
Figure 6.13: XP spectra of C 1s directly after RT deposition of BIB on Au(111) and after subsequent annealing to 250 °C. After RT deposition a main peak with a shoulder was observed. The shoulder vanishes after annealing at 250 °C. The C 1s spectra are fitted with Gaussian profiles.

to a chemical shift of \(\sim 0.15 \text{ eV}\) toward lower binding energies. The observation of core level shifts indicates an effect of bromine atoms on the binding energy of carbon atoms in the organic backbone.

The C 1s spectra on Au(111) differ significantly from the C 1s spectra for BIB on Ag(111) in Fig. 7.5 (chapter 7), where the main peak exhibits shoulders both at higher and lower binding energy. The shoulder at higher binding energy corresponds to C−Br bonds as on Au(111). The small shoulder at 283.5 eV, however, is attributed to newly formed C−Ag bonds, in agreement with reported lower binding energies for metal-linked carbon.\([57, 85, 4]\) Accordingly, the absence of a low energy shoulder on Au(111) excludes the occurrence of organometallic bonds and indicates the direct formation of covalent bonds.

The XPS measurements of BIB on Au(111) confirm the STM data discussed before. The XP spectra of I 3d and Br 3d clearly demonstrate that iodine cleavage already occurs at room temperature, whereas bromine remains still stably bound to the organic backbone. Furthermore, the absence of a low binding energy shoulder in the C 1s spectra allow to exclude the formation of organometallic structures on Au(111). Accordingly, covalently linked dimers with stably bound bromine substituents are formed after RT deposition as already concluded from the STM data. Subsequent annealing at 250 °C activates the debromination and the formation of covalent bonds. Furthermore, the Br 3d spectra reveal the presence of still carbon-bound bromine after annealing in small amounts, which might influence the network growth process of the covalent network.
6.2.4 Direct Polymerization of 1,3-bis(p-bromophenyl)-5-(p-iodophenyl)benzene

In further experiments, direct polymerization was studied by depositing BIB onto preheated Au(111) at temperatures above the debromination threshold. Upon adsorption, both iodine and bromine substituents are readily split off, resulting in surface-stabilized triradicals that subsequently undergo polymerization. Yet, also for high temperature deposition a sequential polymerization with preceding dimerization can not \textit{a priori} be excluded, because both debromination and deiodination rates become enhanced. Hence, we postulate that the dissociation of both bromine and iodine is completed before coupling, \textit{i.e.} triradicals are the relevant species in direct polymerization. This hypothesis is supported by an experimental comparison of BIB versus TBB (the fully brominated analogue) polymerization. Statistical analysis of networks obtained by deposition of either monomer onto Au(111) held at 250°C yield similar pore geometry distributions within experimental error (\textit{cf.} subsection 6.2.6). For direct polymerization the influences of surface temperature and deposition rate were independently studied in two series of experiments. The eigenfrequency decline $\Delta f/\Delta t$ of a quartz crystal microbalance (QCMB) serves as a quantitative measure of the deposition rate, whereby $1 \text{ Hz s}^{-1}$ corresponds to about $0.1 \text{ monolayer min}^{-1}$.

\textbf{Figure 6.14:} STM images of covalent networks prepared by RT deposition of BIB onto Au(111) held at 185°C (a)+(b), 250°C (c), and 375°C (d) (\textit{cf.} subsection 6.2.2 for tunneling parameters). The deposition rate corresponded to $\sim 1.3 \text{ Hz s}^{-1}$ for all experiments. After deposition the samples were kept at the respective temperature for $\sim 15 \text{ min}$.

The temperature influence was studied by depositing BIB with a constant rate onto preheated Au(111) held at 185°C, 250°C, and 375°C, respectively. As already
evident from the STM images in Fig. 6.14, polymerization at either lower (185 °C) or higher (375 °C) temperature results in lower quality networks as compared to an intermediate temperature of 250 °C. The corresponding pore geometry distributions in Fig. 6.15(a) reveal clear trends: The probability of pentagonal pores increases markedly with increasing substrate temperature, whereas the probability of regular hexagonal pores decreases. Similar to hierarchical polymerization this behavior changes when the probabilities are renormalized to $\Sigma N_i + N_0$ (Fig. 6.15(b)), especially for low temperature polymerization. The high amount of open pores obtained for 185 °C significantly reduces the probability of hexagonal pores. For 250 °C and 375 °C, instead, the renormalization causes only minor changes.

Similar to the hierarchical polymerization, APCNs were evaluated for the different reaction parameters, the underlying PCN distributions are summarized in Fig. 6.11. The APCN yields very low value of 1.1 for 185 °C, which can be attributed to the high number of open pores. Surface temperatures of 250 °C and 375 °C result in increased APCNs of 4.3 and 2.6, respectively.

Figure 6.15: Pore geometry distributions of covalent networks prepared by direct polymerization via high temperature deposition. (a)+(b) In all experiments the substrate was heated to 185 °C, 250 °C, and 375 °C and the deposition rates corresponded to $\sim 1.3 \text{ Hz s}^{-1}$. (c)+(d) The substrate was held at 250 °C, whereas different deposition rates corresponding to 0.01 Hz s$^{-1}$, 0.1 Hz s$^{-1}$, and 1.3 Hz s$^{-1}$ were applied. $N_i$ and $N_0$ have similar meaning as in Fig. 6.9, i.e. the probabilities of $i$-gonal pores in (a) are referred to $\Sigma N_i$, whereas in (b) $N_i$ is normalized to $\Sigma N_i + N_0$. The inset in (b) shows $N_0$ for the different temperatures.
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The influence of deposition rate in direct polymerization was studied by a further set of experiments where the deposition rates were varied over two orders of magnitude from \(<0.01 \text{ Hz s}^{-1}\) to \(1.3 \text{ Hz s}^{-1}\). The surface temperature was kept constant at \(250^\circ \text{C}\). In order to exclude an additional influence of surface coverage, the deposition times were adjusted to yield comparable coverages. Representative STM images are summarized in Fig. 6.16. Deposition with intermediate and high rates results in comparable network qualities with no statistically significant differences. Counterintuitively, extremely slow deposition (\(<0.01 \text{ Hz s}^{-1}\)) results in drastically impaired network quality as already discernible in the STM images (Fig. 6.16(c)+(d)).

![STM images of covalent networks prepared by deposition of BIB with varying deposition rates corresponding to 1.3 Hz s\(^{-1}\) (a), 0.1 Hz s\(^{-1}\) (b), and 0.01 Hz s\(^{-1}\) (c)+(d) (cf. subsection 6.2.2 for tunneling parameters). In each experiment the surface was held at a constant temperature of 250°C.](image)

Consequently, the pore geometry distributions in Fig. 6.15 show extraordinary high probabilities of pentagonal and even tetragonal pores. On the other hand, slower deposition aids in decreasing the relative amount of open pores. Slight differences were also found in the APCN, where deposition with a rate of \(<0.01 \text{ Hz s}^{-1}\) leads to a value of 3.2, whereas the two higher deposition rates result in APCN values of 4.0 (0.1 Hz s\(^{-1}\)) and 4.3 (1.3 Hz s\(^{-1}\)).

To improve the network quality, fundamental insights into defect formation and the influence of kinetic reaction parameters are required. A clear experimental result is the increased number of open pores at lower polymerization temperatures (185°C), similarly observed for both hierarchical and direct polymerization. Two different reasons account for this observation: incomplete debromination and
insufficient lateral mobility of the building blocks. At domain boundaries dangling molecular lobes with a length of $(0.8 \pm 0.1)$ nm can be inferred from STM images, indicating still brominated phenyl rings (cf. Fig. 6.17). In this case, the polymerization can only proceed along the reactive sites and these pores cannot be completed.

![STM images of covalent networks obtained by (a) direct (-1.7 V, 4.8 pA) and (b) hierarchical (+1.5 V, 8.7 pA) polymerization at 185°C. (c) DFT geometry optimized structure of TBQ exemplifying the length difference between brominated and debrominated molecules. Debromination would lead to ~0.2 nm shorter molecular lobes, a length difference that can be safely identified in the STM images (white versus blue circles).](image)

Previously, Fasel et al. studied the influence of surface mobility by comparing the polymerization of iodinated CHP on the (111) facets of Cu, Ag, and Au.[56] On Cu(111) branched networks were observed, the compactness was improved for Au(111), and densely packed networks were obtained on Ag(111). In accompanying MC simulations the network morphology similarly changed from branched to compact for lower ratios of coupling to diffusion. Analogously, we observe more compact networks for higher surface temperature, both in our experiments and Monte Carlo simulations (vide infra). By analogy with the results for different surfaces, we conclude that the limited lateral monomer mobility at lower temperatures and the presence of still not fully activated, i.e. debrominated sites account for the large amount of open pores. In this respect, higher surface temperatures should be advantageous. On the other hand, higher temperatures similarly enhance the probabilities for irregular pores, as statistically deduced for both direct and hierarchical polymerization.

In the following, kinetic arguments are used to rationalize irregular pore formation. The enhanced amount of pentagonal pores with increasing temperature may be explained by postulating a highly strained and thus high energy transition state.[106] During the course of polymerization each pentamer unit can either become a regular hexagonal pore by adding one more monomer in a bimolecular reaction or an irregular pentagonal pore through an unimolecular macro-ring closure. The bimolecular reaction rate is proportional to the concentration of activated, i.e. dehalogenated monomers which increases with deposition rate. On the other hand, the unimolecular ring-closing requires only thermal energy to overcome the barrier. Accordingly, the reaction rate increases with temperature. As a result, the network
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morphology is determined by the competition between bimolecular and unimolecular reactions, in full agreement with the experimental findings, where either higher surface temperatures or extremely low deposition rates promote the formation of irregular pores.

6.2.5 Direct versus Hierarchical Polymerization

Comparison of directly and hierarchically polymerized networks reveals certain morphological differences. Hierarchical polymerization leads to small densely packed domains that are frequently interconnected by molecular chains and single pore wide strings, while comparable motifs have never been observed for direct polymerization. Differences regarding irregular pore formation are more subtle: Direct polymerization exhibits a steeper temperature gradient for the probability of pentagonal pores than hierarchical polymerization. Irregular pores are also crucial for hierarchical polymerization, but are less prone to thermal activation. Furthermore, at 185°C the APCN for hierarchical polymerization at 185°C of 1.9 is even higher than 1.1 for direct polymerization. For higher surface temperatures, instead, the APCN of hierarchical polymerization does not exceed 3.0, occupying an intermediate position between 4.3 for direct polymerization at 250°C and 2.6 for 375°C.

6.2.6 Direct Polymerization of 1,3,5-tris(p-bromophenyl)benzene

Additionally to BIB as molecular building block also the direct polymerization was studied for the fully brominated analogue 1,3,5-tris(p-bromophenyl)benzene (TBB) at 250°C (cf. Fig. 6.18). In the experiments the surface coverage and deposition rates of BIB and TBB were comparable. Therefore the Knudsen cell temperature was adjusted to 166°C for TBB deposition.

Figure 6.18: STM image (+0.90 V, 5.1 pA) of a covalent network obtained by direct polymerization of TBB at 250°C. In the inset the chemical structure of TBB is shown.

The corresponding pore geometry distributions of TBB are depicted in Fig. 6.19. For comparison the pore geometry distributions of BIB are also shown. Within
experimental error the pore geometry distributions of BIB and TBB for a surface temperature of 250 °C are similar, but distinct from those of BIB for lower and higher surface temperature. These additional results support the working hypothesis that in direct polymerization, i.e. upon high temperature deposition both iodine and bromine substituents are readily dissociated before coupling.

Figure 6.19: Pore geometry distribution of covalent networks obtained by direct polymerization via high temperature deposition. The histogram compares data of fully brominated TBB deposited at 250 °C and data of BIB deposited at 185 °C, 250 °C, and 375 °C (same data set as in Fig. 6.9). \( N_i \) correspond to the number of \( i \)-gonal pores. The probabilities of \( i \)-gonal pores is referred to the total number of closed pores (\( \Sigma N_i \)).

6.2.7 DFT Calculations of Molecular Structures

To obtain structural data of TBQ (i.e. dimerized BIB) for comparison with STM data, DFT calculations were conducted using Gaussian03 with a B3LYP functional and a 6-31G* basis set for carbon and hydrogen, applying standard convergence criteria.\(^{174}\) Additionally, the geometry of a hypothetic organometallic dimer (Fig. 6.20(b)) was optimized, using a LanL2DZ basis set for gold. The surface was not explicitly taken into account, but the structures were constrained to a planar conformation by fixing the z-coordinates of all atoms to zero. The results in Fig. 6.20 indicate markedly different lengths for the fully covalent quaterphenyl and the organometallic backbones, respectively.

Figure 6.20: DFT optimized structures of (a) TBQ and (b) a hypothetic organometallic complex comprised of two deiodinated BIB molecules and one gold atom.
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6.2.8 Conclusion

The influence of different kinetic reaction parameters on the morphology and defect density of covalent networks obtained by on-surface Ullmann coupling was studied on Au(111) using an iodine and bromine functionalized aromatic precursor. At room temperature iodine is selectively split off, whereas bromine dissociation requires further thermal activation. This well documented temperature dependence of C–Br and C–I bond cleavage is confirmed by the present study and utilized for a comparative study of different polymerization protocols. Both hierarchical and direct polymerization resulted in covalent networks with open and irregular (tetragonal, pentagonal, heptagonal, and octagonal) pores as the most common defects. The effect of different reaction parameters was identified by a quantitative comparison of the network quality based on a statistical analysis of STM data.

For both polymerization protocols similar temperature effects were observed: Lower surface temperatures result in a relatively large amount of open pores. In accordance with Monte Carlo simulations (cf. subsection 4.2.1) this can be attributed to the limited lateral mobility of building blocks. Furthermore, not yet completed debromination may also play an important role at lower temperatures. Increased surface temperatures do not only reduce the amount of open pores, but also improve the compactness of the networks as expressed in increased APCNs. On the other hand, irregular pores dominate at higher surface temperature, an effect that is more pronounced for direct polymerization. Interestingly, direct polymerization with very slow deposition rates, i.e. deposition over the course of several hours, slightly improves the APCN, but results in the highest observed amounts of pentagonal and tetragonal pores. Both experimentally observed dependencies can consistently be explained by a kinetic competition between bimolecular reactions that result in regular hexagonal pores and unimolecular ring-closing reactions that result in irregular tetragonal or pentagonal pores. The unimolecular reaction is associated with a notable activation barrier, hence becomes favored at higher temperatures, whereas the bimolecular reaction rate depends on the availability of monomers and increases with deposition rate. These on-surface polymerization results bear a noteworthy analogy to solution chemistry: In a kinetic competition between polymerization and cyclization, the latter becomes favored under high-dilution conditions,[184] which corresponds to low deposition rates in on-surface chemistry.

Based on the statistical analysis we propose mutually exclusive structure optimization criteria for covalent networks: lower surface temperatures reduce irregular pore formation; however, by the same token limited diffusivity and incomplete debromination at lower temperatures result in dendritic morphologies and more open pores. Consequently, surfaces that promote high diffusivity of SSRs would be the better choice. Yet, this implementation of on-surface Ullmann coupling still requires the catalytic activity of surfaces for initiating the polymerization by carbon-halogen bond cleavage, which limits this approach to metals. In this respect, Au(111) might still be the best compromise in terms of sufficient catalytic activity and low diffusion barriers for activated monomers.
The differences between on-surface Ullmann coupling of BIB and TBQ, i.e. direct and hierarchical polymerization are surprisingly small. Even though both protocols result in networks with relatively high defect densities, the preceding dimerization step in hierarchical polymerization aids in reducing the amount of irregular pores, especially at higher surface temperatures. It is particularly instructive to compare the present results to the hierarchical polymerization of trans-Br$_2$I$_2$ tetraphenyl-porphyrin.\cite{107} In direct comparison to the fully brominated analogue, Grill \textit{et al.} infer an overall improvement of the structural quality with notably enhanced domain size and postulate this to be a direct consequence of low defect densities. Indeed, in the present case high amounts of irregular pores coincide with low APCN, possibly indicating a correlation between defect densities and domain sizes. An important difference between the two systems is that in the first step trans-Br$_2$I$_2$ tetraphenyl-porphyrin can already polymerize into 1D chains that are subsequently interlinked into 2D networks. Thereby, a templating molecular zipper effect of the 1D chain, which is however absent in the present system, appears to be a key ingredient for improving the structural quality. This molecular zipper effect was also observed in a metal-directed polymerization by Lin \textit{et al.} on Au(111), where the presence of extrinsic copper adatoms was found to induce a templating effect that leads to structural improvement.\cite{185} In summary, hierarchical polymerization based on the different activation barriers of deiodination and debromination on gold surfaces is a reliable approach to either initiate and study different polymerization pathways or to sequentially build up more complex structures in on-surface Ullmann coupling.
Chapter 7

On-Surface Ullmann Coupling *via* Organometallic Intermediates


The influence of organometallic intermediates for on-surface polymerization *via* Ullmann coupling was studied on Ag(111). The polymerization progress was monitored by X-ray photoelectron spectroscopy (XPS). Scanning-Tunneling-Microscopy (STM) was used to characterize organometallic and covalent networks and to identify the temperature regimes for organometallic and covalent bond formation.

7.1 Introduction

In recent years, low-dimensional organic covalent materials gained significant research interest due to unprecedented chemical and mechanical stability. In combination with their adjustable electronic properties, 2D polymers are perfectly suited for applications in (opto)electronic devices.\[18, 17\] On-surface Ullmann polymerization has become an established route for the tailored fabrication of covalent nanostructures.\[85, 106, 101, 180\] The observed low structural quality of 2D networks originates from the irreversibility of the newly formed C–C cross-links, inhibiting error correction processes. On the other hand, non-covalent self-assembly is well known to yield highly ordered structures. In this respect, the formation of metastable organometallic chains \[57, 19\] and even 2D networks as established intermediates in on-surface Ullmann couplings may be used for improving the structural quality of 2D covalent networks. A necessity therefore is the reversibility of the organometallic bonds. Since C–Cu bonds are relatively strong, silver appears to be the most promis-
ing metal due to its intermediate reactivity. In this context, detailed knowledge about the temperature regimes where organometallic C–Ag–C bonds may become reversible and where they are irreversibly converted into covalent C–C bonds is required. Herein, we use finely-tuned tempering protocols to demonstrate a stepwise on-surface Ullmann polymerization leading to 2D porous covalent networks on Ag(111) via intermediate organometallic networks. On-surface Ullmann coupling relies on the catalytic properties of the metal surface for cleavage of weakly bound halogen substituents. Thereby, the halogen side groups play a decisive role: at room temperature, deiodination takes place spontaneously on Cu, Ag, and Au.[106, 56] On the other hand, bromine is fully split off on copper,[84, 83] partially on silver,[85] and not at all on gold [112]. On copper and silver surfaces, the surface-bound radicals directly form metastable organometallic structures based on carbon–metal–carbon bonds. On gold, however, organometallic bonds are only occasionally observed.[87] An important difference is the formation of disordered organometallic networks on copper as opposed to partly ordered structures on silver.[86] These observations suggest irreversibility of C–Cu bonds that are normally stronger than C–Ag bonds. On the other hand, the relatively low binding energy of the C–Ag bond promotes its reversibility. This enables the possibility of structural rearrangements during the organometallic intermediate of the polymerization. Accordingly, self-assembly of organometallic precursor networks may be used to improve the structural quality of subsequently formed covalent networks. One requirement, however, is that the organometallic network can undergo equilibration and error correction prior to the formation of irreversible covalent bonds by releasing the interlinking silver atom. Interestingly, on copper this conversion is not always possible, because the required temperature for breaking C–Cu bonds can exceed the thermal stability of the monomer.[186]

7.2 Experimental Details

All experiments were conducted with a home-built scanning tunneling microscope under UHV conditions with a base pressure below 2×10⁻¹⁰ mbar. Lattice parameters and intermolecular distances were derived from STM images with an accuracy of 5% after calibration with atomically resolved topographs of highly oriented pyrolytic graphite(001). Single crystal Ag(111) surfaces were prepared by cycles of Ar⁺ ion-sputtering at 500 eV and annealing at 500°C for 40 minutes. The cleanliness of the substrate was verified by STM imaging prior to deposition. To study potential differences between I and Br functionalization, 1,3-bis(p-bromophenyl)-5-(p-iodophenyl)benzene (BIB, cf. inset Fig. 7.1(c)) was chosen as monomer. BIB was deposited by means of a Knudsen cell onto Ag(111) either held at room temperature (RT) or heated above 125°C. The resulting structures and the influence of different preparation protocols - RT deposition and heating vs. high temperature deposition - were studied by STM.
Additionally, X-ray photoelectron spectroscopy (XPS) was conducted for detailed insights into the temperature dependence of debromination. XPS measurements were carried out in a Prevac UHV system at the HESGM beamline at Helmholtz-Zentrum Berlin. The preparation chamber of the UHV system was equipped with facilities for sample sputtering and heating. The sample preparation was similar to the STM experiments. Bromine 3d XP spectra were acquired with a Scienta R3000 electron analyzer at normal electron emission using an excitation energy of 450 eV and a pass energy of 50 eV. The binding energy of Ag 3d⁵/₂ at 368.3 eV was used as an internal energy reference. A linear background was subtracted from all spectra.

7.3 From Organometallic Intermediates to Covalent Networks

RT deposition of BIB onto Ag(111) results in a great variety of coexisting partly ordered arrangements that range from close packed to porous structures (Fig. 7.1). The three-fold structure of BIB is clearly recognizable in the STM images. The STM data feature two different contrasts, whereby the molecules are either interconnected by clearly discernible bright (Fig. 7.1(a)) or by barely visible faint dots (Fig. 7.1(b)-(d)). In both cases, the center–to–center distance of adjacent molecules is (1.62 ± 0.1) nm. In accordance with DFT calculations, this length is characteristic for organometallic complexes with straight intermolecular C−Ag−C bonds (cf. Fig. 7.6). The formation of these complexes at RT indicates the availability of a sufficient amount of Ag adatoms. For the unconnected molecular lobes of BIB, STM reveals clear length differences, suggesting the coexistence of intact brominated and already debrominated molecular side groups (Fig. 7.1(b), highlighted by circles). Deiodinated and debrominated side groups, however, are indistinguishable in the organometallic complexes. For RT deposition iodine cleavage is well documented on Ag(111), whereas the temperature progression of the debromination is less clear. To obtain detailed insights, XP spectra of Br 3d core levels were acquired after each step of successive heating (cf. Fig. 7.2(a)). Directly after RT deposition, two chemically shifted spin-orbit doublets were observed, confirming the coexistence of carbon-bound (Br 3d⁵/₂ BE 69.8 eV) and chemisorbed bromine (Br 3d⁵/₂ BE 68.2 eV).[187] Accordingly, after RT deposition ~38% of the bromine is split off, and the debromination is completed to ~92% after annealing at 260°C. A similar behavior, yet with a substantially higher amount of initial RT debromination was already reported for brominated tetrathienoanthracene on Ag(111).[85]

Guided by the XPS data, the temperature dependent formation of fully cross-linked organometallic structures was studied by tempering at 125°C to activate almost complete debromination. The corresponding STM image in Fig. 7.2(b) shows rather regular hexagonal porous networks based on straight intermolecular bonds as
commonly observed for Ag$^+$ complexes. Both the bond length and the faint dots between the molecules indicate organometallic networks. Upon heating, further debromination initiates the reorganization of the partly ordered RT arrangements and results in the formation of regular porous organometallic networks. In contrast to RT deposition, the obtained networks largely feature fully debrominated monomers. Some defects, however, can be attributed to still intact brominated molecular lobes (Fig. 7.2(b)). The rearrangement processes inevitably require breaking and reorganization of organometallic bonds, confirming the dynamic properties of C−Ag bonds on Ag(111) below $\sim$125°C. Newly formed covalent bonds have never been observed in this temperature range.

To investigate the effect of the preparation protocol samples were also prepared by depositing BIB directly onto preheated substrates. The resulting organometallic networks exhibit comparable structural quality (cf. Fig. 7.2(c)/(d)). However, now monomers can also become trapped within the pores, i.e. even at the elevated deposition temperature monomers cannot escape the pores by diffusing below or above the organic framework. A further intention of these experiments was to determine the temperature threshold for conversion of organometallic into covalent bonds. In this context, the question arises whether the organometallic networks can be equilibrated before the irreversible formation of covalent networks sets in. Therefore, a series of experiments with increasing substrate temperatures was performed, the corresponding STM data for BIB deposition onto preheated Ag(111) at 170°C are shown in Fig. 7.2(c) and (d). Both images depict the same sample.
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**Figure 7.2:** (a) XP spectra of Br 3d on Ag(111) after RT deposition and successive tempering steps up to 260°C. STM images of BIB deposited on Ag(111) (b) at RT with subsequent heating to 125°C (+0.8 V, 11.0 pA) and (c)+(d) preheated to 170°C (7.8 pA, (c) + 0.90 V, (d) +0.23 V). The white circles highlight individual already formed covalent bonds.

area, however, with different STM contrasts, originating from different bias voltages. In Fig. 7.2(c) the silver atoms are barely visible, whereas in (d) they are clearly resolved as protrusions while the organic backbones of the network appear as depressions. Most intermolecular bonds are mediated by silver atoms and can thus be assigned to organometallic bonds. On the other hand, few interconnections do not exhibit any internal STM contrast and are (0.26 ± 0.1) nm shorter in length, indicating the formation of covalent bonds. In conclusion, the conversion from organometallic to covalent bonds becomes noticeable at ∼170°C, while individual covalent bonds can already form at ∼155°C (cf. Fig. 7.4(a)). The coexistence of both types of bonds suggests a gradual conversion, where by the molecules retain their original arrangement. Remarkably, the temperature regimes for the reversible equilibration of the C–Ag bonds and the final irreversible C–C bond formation are well separated. This opens up the possibility to employ self-assembly and error correction of organometallic networks prior to conversion into covalent networks. The potential of this approach was further explored by tempering samples with extremely slow heating rates (0.07 or 0.31°C min⁻¹) with the intention to establish and retain organometallic equilibrium structures before covalent bond formation occurs.

Again, room vs. high temperature deposition was compared. In both approaches, polymerization was initiated by slow tempering to 250°C. The resulting networks shown in Fig. 7.3 exhibit decreased intermolecular distances of 1.3 nm and a lattice parameter of 2.3 nm, indicating covalent interlinks. RT deposition with subsequent
tempering results in branched networks with predominantly hexagonal pores and only few irregular pentagonal pores (cf. Fig. 7.3(a)). Samples prepared by deposition on a preheated surface (150 °C) and subsequent tempering up to 250 °C, instead, feature more compact networks (Fig. 7.3(b)-(d)), whereby highly ordered and more disordered domains can be distinguished. The close-up image in Fig. 7.3(d) provides a detailed view of a more irregular domain. Although the relative amount of regular hexagonal pores is still relatively high, irregular single pentagonal pores can be recognized and molecules trapped within the pores are frequently observed. Surprisingly, few organometallic bonds are still present, but were only observed in disordered regions (cf. Fig. 7.3(d)).

In STM images of both organometallic and covalent networks regularly arranged bright dots are clearly discernible within the pores. The bright dots can be assigned to split off halogen atoms (Fig. 7.4(b)-(d)), yet a distinction between Br and I based on the STM contrast is not possible. The STM images in Fig. 7.4 depict adsorbed halogens in the pores of an (b) organometallic and (c)/(d) covalent network, respectively. The STM images in Fig. 7.4(c) and (d) were acquired from the same sample area, yet with different tunneling parameters. The differences in STM contrast especially of the halogen atoms suggest a distinct dependence on the imaging parameters.
7.4 Additional XPS Measurements

In addition to the Br 3d spectra in Fig. 7.2, the XP spectra of I 3d and C 1s core levels are acquired directly after RT deposition as well as after subsequent annealing at 250°C. The I 3d spectra in Fig. 7.5(a) show a single spin-orbit doublet (I 3d$_{5/2}$ BE 619.1 eV) for both sample treatments with similar binding energy. In agreement with previous studies,[188, 189] the doublet is assigned to chemisorbed iodine on Ag(111). Additionally, the absence of chemical changes between RT deposition and subsequent annealing indicates the complete cleavage of C−I bonds already at RT, followed by the chemisorption of iodine on the surface.

The C 1s RT spectrum in Fig. 7.5(b) is centered at 284.6 eV with small shoulders at higher and lower binding energy, respectively. Similar to the XPS measurements on Au(111) in section 6.2, the peak at higher binding energy is assigned to bromine-bound carbon. The small shoulder at 283.5 eV is attributed to C−Ag bonds, in agreement with a reported lowering of binding energy for metal-linked carbon.[57, 85, 4] After subsequent annealing at 250°C, the C 1s core level spectrum is shifted toward higher binding energy and contains only a single component at 284.8 eV. A similar chemical shift of 0.2 eV was also observed for Ullmann coupling of 1,4-dibromobenzene.

Figure 7.4: STM images of BIB derived (a)+(b) organometallic and (c)+(d) covalent networks on Ag(111). (a) was acquired after RT deposition of BIB onto Ag(111) and subsequent tempering at 155°C and (b) after deposition at 125°C. Most of the molecules are interconnected by organometallic bonds, where the silver atom appears as small protrusion. Yet, single covalent bonds with reduced length are already observed, an example is indicated by the white circle. The sample in (b)+(c) was prepared by deposition at 150°C and subsequent tempering to 250°C. In both networks the split off halogens are clearly discernible at defined positions within the pores. ((a) + 0.88 V, 7.4 pA, (b) + 0.5 V, 6.2 pA, (c) + 1.6 V, 9.2 pA, (d) + 3.9 V, 4.6 pA)
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Figure 7.5: XP spectra of I 3d (a) and C 1s (b) directly after RT deposition of BIB onto Ag(111) and after subsequent annealing at 250°C. (a) For I 3d a single spin-orbit doublet is obtained at both temperatures, respectively, with similar binding energies for I 3d$_{5/2}$ and I 3d$_{3/2}$. (b) After RT deposition the C 1s spectra exhibit two shoulders at lower and higher binding energy. After annealing at 250°C, however, the two shoulders have vanished. The C 1s spectra are fitted with Gaussian profiles.

Thereby, the chemical shift is attributed to the different types of atoms i.e. copper or carbon, which are bound at the previously halogenated sites of the molecular building block. These effect is typical for conjugated aromatic systems, where charge delocalization occurs over the entire molecule. Moreover, for Ullmann coupling of bromobenzene on Ag(111), C 1s core-level shifts are calculated by Björk et al. [111]. Thereby, chemical shift to higher binding energies are reported for the transition from C−Ag to C−C bonds. Both studies indicate that the small chemical shift of about 0.2 eV may arise from the conversion of organometallic intermediates to covalent networks.

Accordingly, the XPS measurements corroborate the STM data, where the formation of organometallic structures is similarly observed at RT. The disappearance of both bromine- and Ag-bound carbon shoulders after annealing at 250°C indicates covalent interlinking of the molecular building blocks.

7.5 DFT Calculations of the Reaction Intermediates and Products

DFT gas phase calculations were conducted for comparing the bond lengths of anticipated structures with experimental data. Therefore, the geometries of covalent dimers and organometallic complexes were optimized with Gaussian03 applying standard convergence criteria. For hydrogen, carbon, and bromine a B3LYP functional and a 6-31G* basis set were used, whereas a LanL2DZ basis set was chosen for silver.[174]
The substrate’s influence was mimicked by fixing the z-coordinates of all atoms to zero and constraining the structures to a planar conformation. In accordance with these calculations, the bond length difference between covalent and organometallic cross-links amounts to 0.27 nm (Fig. 7.6). This length difference is large enough to unambiguously distinguish organometallic from covalent bonds in STM experiments.

![Figure 7.6: DFT geometry optimized structures of covalent dimers (a)+(c) and the corresponding organometallic complex (b) in the gas phase. All distances are given in nm.](image)

The fully brominated covalent dimer was optimized to estimate length differences between still brominated and already debrominated molecular lobes. The distance from the outermost phenyl ring of the quarterphenyl backbone to the peripheral bromine atom is 0.77 nm. This is 0.20 nm longer than the distance to the outermost carbon atom (Fig. 7.6(c)). Based on these calculations, we anticipate that brominated and debrominated molecular lobes can be clearly distinguished in STM images by the apparent length of the respective molecular lobe.

### 7.6 Summary

In summary, we studied the formation of 2D covalent networks by on-surface Ullmann coupling on Ag(111) with focus on intermediate organometallic networks. In contrast to the polymerization of the comparable monomer 1,3,5-tris(4-bromophenyl)benzene (TBB) on Au(111),\[112\] and Cu(111),\[84\] the covalent networks on Ag(111) exhibit a higher degree of regularity with structurally perfect domains extending up to 10 nm (cf. Fig. 7.3(c)). Fasel et al. account differences in monomer mobility as important surface influence on the structural quality of 2D polymers.\[56\] Additionally, we propose a decisive role of organometallic intermediates, in particular, on Ag(111). By moderate tempering at ~125 °C highly ordered organometallic networks could be stabilized, while a sizable conversion to covalent networks sets in at markedly higher temperatures of ~170 °C.
Chapter 8

Summary and Outlook

In this thesis, the synthesis of 2D organic nanostructures is studied on metal surfaces under ultra-high vacuum conditions. The molecular assemblies are characterized by means of scanning tunneling microscopy and X-ray photoelectron spectroscopy. The combination of a local, real-space probe technique and space-averaging spectroscopy allows the complementary determination of molecular structures and of chemical states. The identification of bond types and binding configurations is supported by density functional theory calculations of geometry optimized building blocks.

Non-Covalent Assembly
In the first part, 2D organic nanostructures are fabricated by means of supramolecular self-assembly of melem, a triply amino substituted heptazine ring, on Ag(111) (chapter 5). Melem self-assembly yields various coexisting, mostly porous polymorphs. Apart from one densely packed structure, all porous polymorphs can be described as a systematic series of structures, where the distance between adjacent pores increases in increments of one melem molecule. Interestingly, only two different hydrogen bond motifs, namely side-by-side and head-to-tail, account for the versatility of the melem structures. Various polymorphs feature both intermolecular bonding schemes, but also exclusively head-to-tail and side-by-side stabilized arrangements are obtained. The origin of the polymorphism is attributed to increased molecule–substrate interactions arising from the larger heptazine backbone as compared to the s-triazine backbone of melamine. The contribution of intermolecular hydrogen bonds to the overall binding energy is similar for both backbones. However, the increased backbone size changes the delicate balance between molecule–molecule and molecule–substrate interactions. Under these conditions, optimization of hydrogen bonds may not be the decisive criterion for structure selection anymore. Additionally, the occurrence of polymorphism for melem self-assembly is also promoted by the greater versatility of melem to form various different intermolecular interactions.

On-Surface Polymerization
The main part of the presented thesis focuses on the synthesis of low-dimensional covalent nanostructures by means of on-surface polymerization. To this end, different coupling reactions and substrate materials, but also different reaction parameters are
investigated. First, coupling of terminal alkynes is studied in section 6.1 on Cu(111). Thereby, different polymerization pathways are observed such as trimerization, homo-, and cross-coupling, but also sequential combinations of these basic reactions are obtained. During the trimerization of three ethynyl groups to benzene no byproduct is released, whereas homo-coupling forms butadiyne bridges under the release of hydrogen. Accordingly, the surface will not be contaminated by adsorbed byproducts, which can hamper the network growth on the surface. Nevertheless, the formation of regular, long-range ordered networks is limited by the occurrence of a multitude of different polymerization pathways without any indication for regioselectivity. Inevitably, disordered covalent structures with distinct basic motifs are observed. The investigation of different reaction parameters reveals that the regioselectivity of the coupling reaction cannot be improved by the optimization of annealing temperature or time. For the improvement of the network quality and morphology, however, it would be highly interesting to explore different surface materials and crystallographic orientations with more pronounced anisotropy to suppress undesirable side reactions. In contrast to on-surface coupling of terminal alkynes, Ullmann coupling is highly selective on gold, silver and copper substrates. Nevertheless, the covalent networks suffer from high defect densities, a lack of long-range order, and small domain sizes. The low network quality can be attributed to the kinetic irreversibility of newly formed covalent bonds impairing rearrangement and error correction processes.

For on-surface Ullmann coupling on Au(111) (section 6.2), the influence of different reaction parameters on the morphology of covalent networks is investigated. As a measure for the network quality, defect densities are evaluated and quantified by statistical analysis of STM data, whereby open pores, ideal hexagonal and closed irregular (tetragonal, pentagonal, heptagonal, octagonal) pores are considered. Thereby, direct as well as hierarchical polymerization are comparatively studied using an asymmetrically functionalized precursor with iodine and bromine as functional groups (1,3-bis(p-bromophenyl)-5-(p-iodophenyl)benzene, BIB). In both polymerization pathways similar temperature effects are observed, however, with slightly different characteristics. In principle, lower surface temperatures reduce the amount of irregular pores within the covalent network. Yet, limited diffusivity and incomplete dehalogenation can promote the formation of dendritic morphologies and higher amounts of open pores. Increased surface temperatures, on the other hand, reduce the amount of open pores and improve the compactness of the covalent networks, but the network’s quality is impaired by high amounts of irregular pores. In addition to the surface temperature, the influence of heating and deposition rates on the network quality is investigated for hierarchical and direct polymerization, respectively. Thereby, no significant changes of the network quality are observed for different heating rates. However, extremely slow deposition significantly increases the amount of closed irregular pores, especially pentagonal and tetragonal pores. Accordingly, the quality of covalent networks depends on the reaction parameters and can be improved by their optimization. The best network qualities are obtained at intermediate substrate temperatures for both hierarchical and direct polymerization.
On-surface Ullmann coupling of BIB is also studied on Ag(111) (chapter 7). Compared to Au(111), the covalent networks exhibit a higher degree of regularity with structurally perfect domains extending up to 10 nm. The main difference is attributed to the formation of metastable organometallic intermediates during on-surface Ullmann coupling, which is commonly observed on silver and copper surfaces. The formed organometallic structures are usually disordered on copper and partly ordered on silver. This suggests irreversibility of $\text{C}^{-}\text{Cu}$ bonds in organometallic intermediates, whereas the lower binding energy of $\text{C}^{-}\text{Ag}$ bonds promotes reversibility and allows error correction processes as already known from non-covalent self-assembly. This opens up the possibility to employ reversible equilibration and error correction of organometallic networks prior to irreversible $\text{C}^{-}\text{C}$ bond formation in the final polymerization step. On Ag(111) highly ordered organometallic networks are formed after moderate annealing at $\sim 125 \, ^\circ\text{C}$ for complete dehalogenation, while a sizable conversion to covalent networks sets in at markedly higher temperatures of $\sim 170 \, ^\circ\text{C}$. Accordingly, the formation of organometallic intermediates plays the decisive role for the improved network quality as observed on Ag(111).

The results presented in this work enhance the understanding of structure formation on Au(111), Ag(111), and Cu(111). Especially, for the on-surface polymerization of covalent networks, different strategies are contributed to improve the network quality towards long-range ordered structures. In this respect, the most promising approach is to perform molecular self-assembly prior to the final polymerization step.

**Outlook**

As shown in chapter 7, metal adatoms play a decisive role in on-surface Ullmann coupling. Thus, the application of metal adatoms in on-surface polymerization is highly interesting for the synthesis of tailored molecular nanostructures. It is a promising strategy to enable molecular self-assembly and to control on-surface Ullmann coupling, simultaneously. A systematic implementation of metal atoms in on-surface Ullmann coupling, however, requires a deeper understanding of their catalytic reactivity and properties, but also of error correction processes in organometallic networks in general.

For on-surface Ullmann coupling of BIB on Au(111), for example, preliminary experiments show that the reaction pathway can be significantly influenced by controlled co-deposition of Ag atoms. The adsorbed Ag atoms form an extrinsic two-dimensional adatom gas on the Au(111) surface. The co-deposition of Ag atoms on Au(111) may open up new possibilities to guide the network formation process by the tailored combination of materials with different properties. To investigate the influence of Ag atoms on the Ullmann coupling of BIB, first small amounts of Ag adatoms are deposited on Au(111) and subsequently the BIB molecules are added with submonolayer coverage. After RT deposition, two different, coexisting molecular assemblies are observed, which exhibit a similar appearing molecular arrangement (Fig. 8.1(a)). Both structures base on different dumbbell shape building blocks namely covalently and organometallically linked dimers, which can clearly be distinguished by the length of the organic backbone. For BIB on Au(111), instead,
only covalently linked dimers are observed after RT deposition (cf. Fig. 6.6, section 6.2). Accordingly, the formation of organometallic structures can be attributed to the presence of Ag atoms on the surface.

![Figure 8.1: STM images of molecular structures obtained for co-deposition of Ag atoms and BIB onto Au(111) (a)+(b) and after annealing to 100 °C (c)+(d). RT deposition results in two self-assembled structures based on organometallic and covalent dimers (a)+(b) ((a) +1.0 V, 7.7 pA, (b) +0.61 V, 4.7 pA). Subsequent annealing at 100 °C already activates debromination and interlinking to covalent chains (c)+(d) ((c) +5.7 V, 16.4 pA, (d) +0.8 V, 4.3 pA).](image)

Subsequent annealing to 100 °C already activates the dehalogenation leading to the formation of covalent chains (Fig. 8.1 (c)+(d)). Furthermore, self-assembled structures of covalently linked dimers are still present, however, no organometallic dimer structures are observed anymore. These results clearly differ from the observations of BIB on pristine Au(111), where debromination occurs only above 175 °C. Interestingly, the temperature progression for dehalogenation is similar to the observation on Ag(111), where ~ 50% of the bromine is split off at around 72 °C. These preliminary experimental results indicate, that the reaction pathway and the dehalogenation process is significantly influenced by co-deposition of Ag atoms. On the other hand, the mobility of the molecular building blocks on the surface is still determined by the substrate material. Accordingly, the interplay of different material properties can be used to design a specific reaction test bed for on-surface polymerization.

The catalytic reactivity of the Ag atoms opens up the possibility to perform the on-surface polymerization at significantly lower temperatures. Ullmann coupling of BIB on Au(111) has already shown, that reduced substrate temperature facilitates the formation of covalent networks with relatively high amounts of hexagonal pores. Accordingly, the application of Ag atoms in on-surface Ullmann coupling is a promising strategy to hamper the formation of irregular pores and to improve the network quality by reducing the required temperature for dehalogenation.
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