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Abstract  

 
 
 
To analyse the effects of human exposure to selected chemicals, physiologically-based toxicokinetic (PBTK) 

and toxicodynamic (PBTD) models for the healthy adult Caucasian population were constructed and 

parameterised for the following nine case study compounds, which include industrial chemicals and 

substances found in consumer products and food: coumarin, estragole, hydroquinone, caffeine, ethanol, 

isopropanol, methyl iodide, styrene and nicotine. Literature quantitative structure-property relationships 

(QSPRs) for skin permeation, plasma protein binding and blood-to-air partition coefficient were collected 

and evaluated for these substances. A simple PBTK model structure was first refined in terms of the skin, 

gastrointestinal and respiratory tracts by introducing sub-compartments to give a better simulation of 

absorption profiles. Subsequently the PBTK model was applied for the purposes of interspecies (rat-to-

human) and route-to-route extrapolations of experimental no-observed adverse effect level (NOAEL) doses, 

in vitro-to-in vivo correlations of skin permeation and liver clearance, and the prediction of metabolites in 

blood and urine. Selected case studies for the route-to-route extrapolations showed that the Area under Curve 

(AUC) in blood was the parameter indicating the lowest dermal thresholds. Under defined exposure 

conditions, these thresholds were higher than those corresponding to oral NOAEL values (oral NOAEL 

doses are protective) for coumarin and ethanol but were lower for hydroquinone, caffeine and isopropanol.  

The simulated skin permeation of caffeine and coumarin using in vitro parameters was found to be lower 

than the estimated in vivo permeation. On average, the liver clearance (calculated as a sum of Vmax/Km ratios 

of all formed metabolites) in vitro was found to be higher than the one optimised from in vivo blood data. 

The application of joint PBTK-TD modelling was illustrated by simulating the effects of nicotine and 

caffeine on acute heart rate and blood pressure for selected daily exposure scenarios and, in the case of 

caffeine only, on cell-level changes (HepaRG cell viability). These effects were related to external doses 

under defined oral and dermal exposure scenarios (for nicotine also following inhalation). A multi-scale 

modelling approach (PBTK combined with a virtual cell-based assay) revealed almost no effect of caffeine 

(up to 5.33 mg/kg body weight) on the viability of liver (HepaRG) cells, regardless of the absorption route. 

Finally, the PBTK model for oral absorption was successfully applied to simulate the concentration–time 

profiles of ethanol, and its two metabolites, ethyl sulfate and ethyl glucuronide, in blood and urine, following 

the ingestion of 4 and 8 units of ethanol. In this novel application of PBTK modelling, a Euclidean-based 

strategy was used to help back extrapolate the time of ethanol consumption.  
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1. Background and the aim of the work 
 

 

The main goal of this PhD project was to develop and optimise computer-assisted physiologically-based 

toxicokinetic (PBTK) and dynamic (PBTK) models to predict the biological and toxicological effects of 

chemicals in humans under single and repeated exposure conditions. The modelling approach was illustrated 

through its application (to selected chemicals found in consumer products and food, as well as some drugs) 

in in vitro –to- in vivo, interspecies and route-to-route extrapolations. With a view to the implementation of 

the models into open-source tools, the models were programmed in R1 (the project for statistical computing) 

for further incorporation into KNIME2 workflows. KNIME is a user-friendly graphical workbench for the 

analysis process such as data access, data transformation, initial investigation, visualization and reporting. It 

integrates various components for machine learning and data mining through its modular data pipelining 

concept. A graphical user interface allows assembly of nodes for data preprocessing, for modelling and data 

analysis and visualization. KNIME is widely used in pharmaceutical research.  

 

The entire work program consisted of five main deliverables: i) set-up, parameterization, calibration and 

structure refinement of the oral, dermal and inhalation PBTK model for the Caucasian population; ii) its 

application in oral-to-dermal, oral-to-inhalation and dermal-to-inhalation extrapolations; iii) in vitro- to- in 

vivo correlations of liver clearance and skin absorption; iv) prediction of metabolites in blood and urine of 

selected case-study compounds; v) joint PBTK-TD dose-response modelling of selected acute cardiovascular 

effects; and vi) link of PBTK model with the virtual cell-based assay (VCBA) model to predict the HepaRG 

cell viability.  

 
The list of the main activities in the project: 

 

1. Physiologically- based Toxicokinetic (PBTK) modelling: structure refinement of classical literature 

PBTK models in terms of absorption stages (gastrointestinal tract, skin, respiratory tract) to be 

applicable for various chemicals for single and repeated dosing.  

2. Compilation of literature Quantitative Structure-Property Relationships (QSPRs) for predicting skin 

absorption parameters, tissue-to-blood partition coefficients, plasma protein binding and blood-to-

air partition coefficient. 

3. Rat-to-human and route-to-route extrapolation of no -observed adverse effect level (NOAEL) doses 

for selected chemicals. 

4. Application of the PBTK model in predicting blood/plasma and urinary metabolites of ethanol. 

Sensitivity Analysis, parameters estimation problem and back-extrapolation to the time of alcohol 

intake. 

1 http://cran.r-project.org/ (last access: 06.10.2014) 
2 http://www.knime.org/ (last access: 06.10.2014)



�

5. Joint toxicokinetic and toxicodynamic modeling of caffeine and nicotine to predict observable 

effects on organism level such as heart rate and blood pressure (PBTK-TD modelling) and on cell 

level (for caffeine only) such as liver cell viability (PBTK-VCBA modelling). Contribution to the 

risk assessment: analysis of the selected daily exposure scenarios and the development of dose- 

response modelling: HepaRG cells viability as a function of caffeine external dose. Then, a 

comparison with HepG2 case. 

 

The following chemicals were studied in this work: coumarin, estragole, hydroquinone, caffeine, ethanol, 

isopropanol, styrene, methyl iodide and nicotine.  

The data gathering/organization strategy is presented in Figure 1.1. Information about analysed compounds 

was placed into separate directories that contained the PBTK and PBTD model (if available) R code for up to 

4 exposure routes; sensitivity analysis/optimisation functions, experimental data, compound-specific 

parameters in excel (csv) files and dosing parameters in a text file.  Simulated results were saved as excel 

tables with appropriate graphics.  

 

 

Fig 1.1. Current data organization and storage into a directory folder.   
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2. Introduction  

 

2.1 Toxicokinetic and toxicodynamic (PBTK-TD) modelling 

 

The use of alternatives to animal testing is becoming increasingly important in the safety assessment of 

chemicals, especially for cosmetic ingredients for which there are EU-wide bans on animal testing and on the 

marketing of animal-tested ingredients. One of the most popular non-animal methods in recent years is a 

developed  computational approach to explore toxic effects in a living organism and to establish an interface 

between biological different levels of data: cell models, organ/tissue models and organism level models.  

Their coupling facilitates in vitro- to – in vivo extrapolation producing an estimated effect close to observed 

effective external dose values. The first step is to be able to assess the exposure consequences in a body/ 

organ level and move gradually to a molecular level via an effect target site. A PBTK model simulates 

internal exposure profiles in a body at the tissue/organ/blood level and can be linked to the dynamic 

modelling of effects in the target  organ (e.g. “observed” acute organism responses) or target cell (e.g. cell 

viability). Therefore, the physiologically -based toxicokinetic (PBTK) (also called biokinetic, or 

pharmacokinetic) modelling together with toxicodynamics (TD) is being increasingly applied in the human 

risk assessment of potential toxicants to link exposure to the estimated dose-response relationship.   

 

Toxicokinetics, described by the PBTK model, is the study of the movement of chemicals around the body.  

It includes absorption (transfer from the site of administration into the systemic circulation), distribution (via 

the general circulation into and out of the tissues), metabolism (bioconversion of a chemical) and elimination 

(excretion of a chemical in its unchanged form) – so-called ADME scenario – defined in a mechanistic, 

meaningful way, if a mechanism is understood and sufficient data are available. This mechanistic aspect is 

supported by physiological parameters influencing absorption (e.g. absorption rate from the uptaking organ, 

pH values and transit times through various sections of the GI tract), distribution (e.g. tissue volumes and 

composition, tissue-to-blood partition), metabolism (e.g. expression levels of various hepatic enzymes and 

transporters involved with metabolic elimination), and elimination (e.g. glomerular filtration rate and 

expression levels of transporters in the kidneys involved with renal elimination), which can be explicitly 

incorporated in the model. Because the models have a mechanistic basis, extrapolation to situations differing 

from the conditions of the data used to calibrate the model is justifiable. The mechanistic basis allows PBTK 

models to be used to determine if results from different experimental designs are consistent, and to explore 

possible mechanisms responsible for unexpected or unusual data. PBTK modeling has been used to great 

effect for interspecies extrapolation, both among animal models and for predicting human TK based on 

animal data (Reddy et al., 2013). As an output the PBTK model estimates concentration-time profiles of a 

parent chemical and its metabolites in all target organs/tissues/group of organs considered following a pre-

defined ADME kinetics. The model represents a simplified body structure and consists of compartments with 

anatomical interpretation (organs/tissues) connected by flowing blood and parameterised by physiological, 



	

anatomical and compound specific data (a variety of parameters must be provided). From the mathematical 

point of view, a PBTK model can be defined as a set of differential equations (mass balance equations) of a 

parent compound and its metabolites (ordinary or partial differential equations). Mass differences in all 

organs relate to the fraction of cardiac output to a specific organ and the fate of the chemical (excretion and 

metabolic removal) including its partition between organ and blood (or blood and plasma).  

Among the most important parameters there are: kinetic rates (absorption, metabolism, excretion) which are 

typically derived from in vitro studies (absorption rates may also be measured in vivo), physiological organ 

weights, regional blood flow distribution mean percent, tissue- to- plasma partition coefficients and other 

compound-specific properties predicted by quantitative structure-property relationships (QSPRs), 

physicochemical properties. Volatile compounds require additionally vapour pressure, blood-to-air and 

water- to- air partition coefficients (Chiu and White, 2006). Not all the model parameters are experimentally 

measured or calculated and then the availability of in vivo data such as organ/tissue concentrations of a 

chemical is the limiting criterion for the final choice of chemicals in the study. They are used to fill missing 

data gaps in modelling via optimisation and to validate the model by direct comparison with simulation 

results (the ideal case is to have more than one set of experimental data that come from different dosing 

protocols for better verification of model performance). The use of QSPRs is very common especially in 

cases of dermal absorption parameters (skin permeation and partition coefficients), volatile compounds 

requiring unmeasured blood-to-air partition coefficient, physicochemical properties such as: molar volume, 

vapour pressure, water- to- air partition and general tissue-to-plasma partition coefficients that are often 

unavailable. Other commonly unavailable in vivo parameters are protein binding data, metabolism in realistic 

biological environment, fate of chemical (accumulation, subsequent reactions, effect of vehicle, etc.), 

bioavailability, blood-to-plasma ratio, etc., however, they are measured in vitro. Another option for 

estimating parameters value is to use data from other species but a proper interspecies extrapolation is 

necessary.  

PBTK models are composed of individual or population average parameters or are based on parameters 

distributions. To systematically account for parameter variability within  populations, a Bayesian approach is 

commonly developed  quantifying the probability of a parameter given the amount of information contained 

in the measured data (Krauss et al., 2013). The Bayesian approach provides a formal way to incorporate prior 

knowledge on model parameters together with observed (in vivo) data in the modeling process. The analysis 

starts with the construction of prior probability distributions of the model parameters of interest, usually 

based on studies available in the literature. These distributions are then evaluated on the basis of their 

likelihood given observed data to compute posterior distributions of the model parameters. The inter-

individual variations are in physiological (organ weights, percentage of body fat, muscle, tissue – blood flow 

rate, etc.) and ADME parameters (compound-specific parameters such as clearance, absorption rates).  

A chemical exists in blood in two forms: bound and unbound. Its actions may be affected by the degree to 

which it binds to the proteins within blood plasma. The less bound a substance is, the more efficiently it can 

traverse cell membranes or diffuse (it is the unbound fraction which exhibits pharmacologic effects). 
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Common blood proteins that drugs bind to are human serum albumin, lipoprotein, glycoprotein, �, 
‚ and � 

globulins.  

The general PBTK model structure used in this work (Figure 2.1.1) has been built based on variety of 

literature resources and consists of 3 main uptake compartments (GI tract with 6 sub-compartments - based 

on (Loizou and Spendiff, 2004)- , skin with 4 skin sub-compartments and hair follicles (Bookout Jr. et al., 

1997) and lungs with 4 sub-compartments (Peterman and Longtin, 1984) – see details in Chapter 2.2), liver, 

heart, brain, adipose tissue, poorly and highly perfused tissues, kidney, bladder, urine and rest of the body. 

This structure was chosen to be simple but elaborate enough, applicable and easily modifiable for various 

organic compounds (lipophilic, volatile, etc.) for single and repeated dosing pattern giving clear and 

comprehensible results. 

 

Fig 2.1.1. General structure of the PBTK model. 

 

Toxicokinetic modelling provides as the final output concentration-time profiles of a chemical and its 

metabolites in all investigated organs/ group of organs/ tissues including toxicokinetic parameters such as: 

peak concentrations (Cmax), Area Under Curve (AUC): estimation of a total quantity of substance to which 

organ is exposed over a simulation time, a compound half-life (t1/2), (apparent) volume of distribution (Vd), 

bioavailability (biov) and total body clearance (CLRtot). If the exposure route is different than intravenous 

(i.v.) dosing, then the fraction biologically-active or bioavailability (Equation 2.1.1) is determined from 

ratio of the area under the blood/plasma concentration–time curve (AUC) of the parent compound or the 

percentage dose excreted in urine as the parent compound to the corresponding i.v. results (Renwick, 2005). 

Bioavailability is important in modelling dose-response effects as it provides a fraction of a chemical that 

reaches a systemic circulation. Oral bioavailabilty is calculated from the relation: bioav.= Fa.Fg.Fl, where Fa 
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– is a fraction that is absorbed from stomach and intestine, Fg – fraction that escapes first pass metabolism in 

the gut, Fl- fraction that escapes first pass metabolism in the liver.   

i.v.after  compoundparent  as urinein  %

 compoundparent  as urinein  %
. ..

..

=⋅=
route

vi

vi

route

Dose

Dose

AUC

AUC
bioav                   (2.1.1) 

 

Blood or plasma clearance is the most important of all pharmacokinetic parameters. The clearance reflects 

the overall ability of the body to remove permanently the chemical from the blood/plasma. It can be altered 

by factors such as enzyme induction/ inhibition, liver disease, kidney disease, inter-individual or inter-

species differences in hepatic enzymes or in some cases organ blood flow. Once the chemical is in the blood 

circulation, the same volume of plasma will be cleared of chemical per minute (i.e. the clearance value) 

which applies irrespective of the route of delivery of chemical into the circulation. However, the 

bioavailability will determine the proportion of the dose reaching the general circulation. Therefore, 

bioavailability has to be taken into account if clearance is calculated from non-intravenous data (Toutain and 

Bousquet-Melou, 2004): 

otherrenallivtot
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Total clearance is defined as the ratio of total (body) rate of drug elimination to plasma concentration and is 

commonly derived from a dose divided by the area under the plasma concentration vs. time curve and 

composes of a sum of organ clearances. Renal clearance is calculated from the following ratio: 

pl

urine

renal
AUC

Amount
CLR =  and the liver clearance is the product of the liver blood flow (fliv) and the hepatic 

extraction ratio Ehep – that is the percentage of drug which is irreversibly removed during a single (first) 

passage. Percentage of first pass metabolism in the liver is calculated from: FPE= CLRtot/ fliv 
.100. Blood 

clearance can be directly evaluated by measuring blood concentration vs. time profiles or alternatively, 

plasma concentration vs. time profiles, and transforming the plasma clearance to the blood clearance using 

the hematocrit value (H) and the blood-to-plasma (RBP) partition ratio (which can be measured in vitro or 

computed using QSPRs and is assumed to be constant). It is applicable under conditions that a rapid 

equilibrium exists between plasma and red blood cells (Toutain and Bousquet-Melou, 2004) and provides an 

indication of drug binding to erythrocytes.  

RBP

C
C

plven

blven

,
, =                                                                        (2.1.3) 

The overall rate of elimination, as indicated by the terminal half-life (t), is dependent on two physiologically 

related and independent variables: 
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                                                                      (2.1.4) 

Apparent volume of distribution (Vd) measures the extent to which the compound has left the general 

circulation in a reversible equilibrium with tissues (sum of AUC in all organs (whole body) /circulating 

concentration at a time when distribution is complete (Vd= Dose/ Cven,pl; steady state Vss= MRT*CLRtot). It 

is a mathematical term that can be explained as the volume of dilution into which the dose is added to 

produce the observed change in concentration. The larger the volume of distribution, the greater the dilution 

of a dose, and the smaller the increase in circulating concentration. Volume of distribution does not 

necessarily correspond to a true physiologic body fluid or tissue volume—hence it is “apparent” (Gibaldi and 

Koup, 1981).   

Toxicodynamics (TD) refers to a process through which a chemical brings about an effect in a body 

including time course and its intensity. It relates to the processes and changes that occur in the target tissue, 

such as acute changes in metabolic bioactivation, heart rate, blood/ pulse pressure, biochemical biomarkers 

and covalent binding. The interaction occurs at the molecular level, however, the described effect by the 

model can be often simplified to relating it with organ level concentrations. This is commonly due to lack of 

in-depth biological information and need for sophisticated model parameters. The simplest TD model 

consists of 2-3-sub-compartments coupled to the TK model via central system concentration (venous 

blood/plasma concentration) unless an effect appears in any of the organs considered, in which case it is 

related to an organ concentration. First a target side is defined (it could be typically either receptor, enzyme, 

ion channel or carrier molecule) and interaction type (affinity, (partial) agonism, (non-)competitive 

antagonism) (Ronald, 2011). The PD model relates concentration of a chemical at the target side with 

resulting effect. In the long run it is possible to study the following relationships: applied dose – internal 

“effective” concentration – target-site concentration concentration – effect and finally applied dose – effect. 

The link between the PBTK model blood/plasma concentration and PBTD model provides a basis for 

integration with dynamics for the prediction of an effect from a given dose – Figure 2.1.2. When PK and PD 

profiles are aligned in time then a direct link is sufficient. A link compartment, that describes a chemical 

transfer from plasma to biophase (normally) by a first order rate constant, is necessary when PK and PD 

profiles are not aligned (there is a time-lag between a Cmax in plasma and maximal PD response) but there is 

no shift with a dose (Goutelle et al., 2008).  Otherwise indirect response model, so called “turn-over” model 

would be needed. 

 

 

Fig 2.1.2 General structure of the toxicodynamic model. 
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In most of cases, it is implicitly assumed that the transport of a chemical between plasma and target occurs 

by passive diffusion. Steady-state drug concentration-effect relationships are  described using a hyperbolic 

function when there is no time shift between PK and PD (i.e., the Hill equation, commonly referred to as 

direct Emax model): 

 
 

               (2.1.5) 

 

where y is a Hill factor that accounts for the steepness of the concentration-effect curve - introduced as a 

deviation from the standard hyperbolic model, E0 – base- line effect value, Ceff – concentration of a chemical 

at a side of action, Emax - maximal effect (see section 2.2 for more details). In the case of noncompetitive 

antagonism (eg. tolerance development to an effect) and for y=1 Equation 2.1.6 takes the form (Goutelle et 

al., 2008) :  
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This equation represents non-linear and saturable dose-response relationship. The main advantage of this 

equation is its flexibility and effectiveness in fitting experimental data. The joint PBTK/TD workflow from 

initial data collections to final dose-effect study is described in Figure 2.1.3.  

 

 

Fig 2.1.3 Joint toxicokinetics and toxicodynamics modeling workflow. 
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2.2 Modelling of exposure routes 

 

2.2.1 Oral absorption 

 

Oral administration of chemicals occurs normally either via gavage, drinking or dissolution from matrix (use 

of coated tablets).  (Costa and Sousa Lobo, 2001) described modelling of dissolution profiles from various 

matrices. The disintegration time can be modified for a rapid effect or for sustained release. A water-soluble 

drug incorporated in a matrix is mainly released by diffusion, while for a low water-soluble drug the self-

erosion of the matrix will be the principal release mechanism. Zero order kinetics is used to describe a drug 

dissolution from pharmaceutical dosage forms that do not disaggregate and release the drug slowly 

(assuming that area does not change and no equilibrium conditions are obtained)- eg. some transdermal 

systems, as well as matrix tablets with low soluble drugs, coated forms, etc. First order kinetics is used when 

the dissolution phenomena of a solid particle in a liquid media implies a surface action - the pharmaceutical 

dosage forms following this dissolution profile, such as those containing water-soluble drugs in porous 

matrices, release the drug in a way that is proportional to the amount of drug remaining in its interior. Other, 

more advanced equations tailored for specific applications have also been proposed (Costa and Sousa Lobo, 

2001) and may be used in more advanced PBTK modelling, eg. Higuchi model: a.t0.5, Weibull model: 100. 

(1-exp(-t/a)b). Detailed oral absorption studies are especially important for drugs. Most of them behave in 

solution as weak acid, base or sometimes both – weak acid and base (Cairns, 2008). The pKa and pKb 

(logarithms of acid or base dissociation constants) give information about the strengths of acids and bases 

(ionization power), whereas acidic or basic nature is identified by analyzing functional groups in the 

molecule. Typical functional groups of acids are: carboxylic group, phenol group or -SO2 group (with 

electron withdrawing effects). The lower the pKa the stronger the acid. Amines are common bases with -NH2 

group in which nitrogen atom has the lone pair of electrons available for reactions with protons. However, 

this pair may be unavailable in cases of C-N bonds in amides. The higher the pKa, the stronger the base. 

Basic drugs are normally administered as their water-soluble salts to lower their ionization in the stomach. 

Free acids and bases when they are unionised tend to dissolve well in non-polar solvents; upon ionization, 

they become more soluble in eg. water and buffer (polar solvents). Acidic drugs are soluble in organic 

solvents at low pH and basic drugs at high pH. The absorption of a chemical in the GI tract may be 

influenced by factors like: its release from the formulation, dissolution, stability in GI environment, 

permeability through the gut wall, first-pass metabolism on the gut wall (Sinhaa et al., 2012).  

 

2.2.2 Dermal absorption 

 

Dermal absorption can be quantified by estimating permeability (or diffusion) coefficient given experimental 

conditions and time of skin contact with an investigated substance or fraction of a total applied dose that is 

absorbed across the skin in a specified time.  The latter is not an independent constant value but it is highly 
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related to an exposure scenario (including application area and applied dose).  Normally, permeability or 

diffusion coefficient are determined as a constant average value (of several measurements) from Fick’s first 

law assuming that the penetrant is applied in moderate concentrations causing no skin damage or its 

alterations. The coefficients are either measured in in vitro experiments or evaluated from in vivo data via 

fitting by toxicokinetic model.  In in vivo study often very rough approximation is given or insufficient data 

are collected to estimate maximum absorption rate (Mathes et al., 2014).  As shown in some studies, 

absorption does not always increase linearly with dose. Moreover, it can be affected by vehicle type, 

physicochemical properties and concentration of a chemical in vehicle, anatomical skin site, degree of 

hydration (well-hydrated skin is less permeable than relatively dry skin as a result of an increased thickness). 

Other aspects that increase skin permeation are: low polarity, very acidic or alkaline conditions, size of 

molecules (large molecules penetrate skin slowly), gender differences (water permeability coefficient in 

abdominal skin was reported 0.00131 cm/h for men and 0.00093 cm/h for women (Bronaugh, Robert L. 

Raymond and Congdon, 1983)). As an example, Figure 2.2.1 shows skin absorption of various chemicals 

from ethanol and acetone vehicles in vivo. We see that, on average, ethanol proves to be a better carrier than 

acetone. The most commonly applied permeation enhancers include: water, ethanol, propylene glycol, 

propylene glycol + ethanol 7:3, dimethyl sulfoxide, oleic acid, etc.  In the safety assessment of cosmetics, it 

is important to take into account dermal bioavailability, which is the net result of absorption/penetration as 

well as local and systemic metabolism.  

 

Fig 2.2.1. Skin absorption of various chemicals from ethanol and acetone vehicles. Source: 

http://research.ncl.ac.uk/edetox (last access: 06.10.2014).

 

Stratum corneum that is heterogeneous external skin layer (the corneocytes, the terminally differentiated 

keratinocytes, are arranged in pillars forming clusters: 75-80% proteins, 5-15% lipids, 5-10% unidentified 

elements) efficiently limits the penetration of compounds. However, skin penetration enhancers can trigger 

structural changes in it like undesired immune systems reactions such as irritation, allergy and inflammation. 
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Viable epidermis, in turn, includes metabolic systems that drive biochemical processes such as 

desquamation, creation of extracellular lamellar sheets, programmed cell death, sebum, sweat excretion 

(Dayan, 2005). To permeate, a compound first partitions in stratum corneum then diffuses through it. The 

major pathway depends on this partition coefficient. Hydrophilic compounds preferably partition into the 

intercellular domains (like intrafollicular pathway), whereas lipophilic ones may cross the stratum corneum 

through the intracellular way. Most of the molecules, however, used both pathways (Dayan, 2005). In fact, 

concentrations of a chemical between skin layers and between vehicle and skin surface and between inner 

skin layer and blood are corrected by partition coefficients. Chemicals sometimes bind to a skin (especially 

stratum corneum) which can be expressed by the Langmuir equation:  
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where L is the Langmuir affinity and b is the saturation constant.   Based on the fact that total concentration 

of a chemical (Cskn,tot) in skin is a sum of its free (Cskn,free) and immobilised (Cskn,imb) concentration: 
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And additionally, if a chemical reaction, i.e. metabolism (METskn) takes place in the skin: 
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Diffusion coefficient, although assumed constant in the modelling, normally depends on the total 

concentration of diffusing substance, free and immobile (Crank, 1975) and release of a chemical from 

vehicle  (Kubota and Ishizaki, 1986).  Moreover, diffusion coefficient has been shown not constant within 

the depth of skin. The effects of a penetration enhancer (oleic acid) on the profiles were modelled and the 

results indicated that, except of the presence of an enhancer, the profiles are little altered by a position-

dependent diffusion coefficient (Watkinson et al., 1992).  

A wide variety of in vitro methods can express key metabolic pathways which can be used for more 

quantitative determinations of chemical metabolic fate. In vitro tests (cultured human skin cells- epidermal 

keratinocytes) are widely applied as it is possible to maintain the barrier properties of the stratum corneum in 

excised skin. Reconstructed human epidermal models mimic whole skin more closely, although monolayer 

cultures may also be useful, depending on the expected metabolic fate of the compound of interest (for 
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example, as predicted by in silico methods). An alternative in vitro approach, which avoids differences 

observed between cell lines and epidermis models, is to use enzyme cocktails that mimic whole skin 

metabolism. With the eventual aim of animal-free risk assessment, it was concluded that a promising 

approach is to use the experimental data generated by in vitro methods (penetration and metabolism) as input 

variables in PBTK models. These models are also chemistry-based to the extent that key physicochemical 

and partitioning properties can sometimes be predicted from chemical structure, depending on the 

availability of relevant and reliable QSPRs (Bronaugh et al., 1982; Russell and Guy, 2009; SCCP, 2006). 

 

2.2.3 Inhalation 

 

Inhalation exposure to volatile chemicals is complicated in terms of modelling and requires a special 

attention. In literature the exchange of solvent between blood and alveolar air is usually assumed to be very 

rapid and all exchange occurs in the alveoli and not in other parts of the respiratory tree (Ramsey et al., 

1980). The first assumption is plausible, as volatiles are small, non-charged molecules, which easily 

penetrate the cell membranes. Often a suitable mathematical model is needed to well simulate the function of 

lungs.  (Peterman and Longtin, 1984) used 24 generations of the Weibel model that assume that gases are 

transported in the lungs via convection and diffusion from one sub-compartment to the other (a mouth, to 12 

convection only, 13-22 convection + diffusion, 17-23 diffusion + blood mix).  Clearance of gases from the 

lungs occurs by blood perfusion and the driving force of inhalation and exhalation is the filling and emptying 

of the alveolar volume which follows a sinusoidal pattern. However, simple few-compartment models taking 

into account only the uptake of a chemical in the mucous layer of the respiratory tract was proved to give a 

satisfactory simulating profiles for simple chemicals such as acetone (Kumagai and Matsunaga, 1995). When 

it comes to aerosols (particle diameter 0.001-10 )m) deposition profile along the respiratory tract needs to be 

taken into account as these substances are affected by combined forces of diffusion, sedimentation and 

impaction while moving from nose/mouth to alveolar-interstital region. For simple gases it is commonly 

assumed that whole the inhaled dose reaches the alveoli. 

 

2.3 Metabolism 

 

Main metabolizing organs are commonly liver, skin, GI and respiratory tract. Enzymes enhance rates of 

reactions in the living organism. A typical metabolism pathway is the oxidation of a parent compound (phase 

I oxidation) followed by conjugation of the oxidised intermediate with highly polar molecules such as 

glucose, sulfate, methionine, cysteine or gluthatione (phase II conjugation). The key enzymes for the first 

phase are the isoforms of the cytochrome P450 (CYP) family. The major human CYP isoforms involved in 

the metabolism are: CYP1A2, CYP2A6, CYP2D6, CYP2E1, CYP3A4 (responsible for the majority of 

xenobiotic metabolism). Other non-CYP enzymes are eg. alcohol and aldehyde dehydrogenase 

(ADH/ALDH), flavin-containing monooxygenase, monoamine oxidases, hydrolic enzymes 
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(carboxylesterases, paraoxonases, cholinesterases, sulfotransferase and carbonyl reductase. The phase II 

enzymes include UDP-dependent glucuronosyl transferase, phenol sulfotransferase, estrogen 

sulfotransferase, etc. (Li, 2001). The metabolism of a given substance is associated with: metabolic stability 

(fast metabolism means low stability that requires multiple or continuous dosing over time to reach sustained 

or high plasma concentrations that are important for therapeutic effects), drug-drug interactions (inhibition or 

induction of metabolism), toxicity issues (a compound becomes toxic due to metabolic activation). 

The enzymatic activity is described by kinetic equations. If it is a first order rate then the rate of catalysis 

rises linearly as substrate concentration increases (normally it is assumed for metabolites formed at low 

concentrations). However, most common case is when initially the rate of catalysis rises linearly with 

substrate concentration but then it begins to level off and approach a maximum at higher substrate 

concentrations. This behaviour is described by the Michaelis-Menten kinetics. Figure 2.3.1 shows the 

relationship between an initial reaction velocity and a substrate concentration in an enzyme. Michaelis-

Menten kinetics shows that the maximal velocity (Vmax) is approached asymptotically and the Michaelis 

constant (Km) is the substrate concentration yielding a velocity of Vmax/2. The extent of product formed as a 

function of time for a series of substrate concentrations first increases with time and then eventually a time is 

reached when there is no net change in the concentration of substrate and product. The enzyme is still 

actively converting substrate into product but the reaction equilibrium has been attained. At very low 

substrate concentration, when substrate concentration is much less than Km, the rate is directly proportional 

to the substrate concentration. At high substrate concentration, when its concentration is much greater than 

Km, V = Vmax; that is, the rate is maximal, independent of its concentration.  

 

 
Fig 2.3.1 Michaelis-Menten kinetics. 

The Km value for an enzyme depends on the substrate type and on environmental conditions such as pH, 

temperature, and ionic strength5. Modifying the equation to describe the organ concentration (Corg) of a given 

chemical corrected by its partition in an organ (PCorg): 

5 http://www.ncbi.nlm.nih.gov/books/NBK22430/  (last access: 06.10.2014) 
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Michaelis-Menten equation is a special type of Hill equation: Vmax is a dynamic effect while Km is a static or 

steady-state effect. Under  conditions Corg << Km: 
Km

Vmax
int =CLR . CLRint is the intrinsic clearance that is a 

measure of enzyme activity independent of other physiological factors such as the liver blood flow or drug 

binding in the blood. It is a proportionality factor between rate of metabolism and the drug substrate 

concentration at the enzyme site. Due to lack of possibility to show the differences in activity of the enzymes 

constant enzyme concentration and the same activity of the enzymes in different people are assumed. This is 

a normal and quite widely accepted assumption in this field when it comes to the use of deterministic PBTK 

modelling approaches for risk assessment purposes. Obviously, clear reference has to be indicated to the 

source of the Vmax value if this information is available in literature. We do not assume it is a constant, but 

we use one value from a relevant reference as best estimate for deterministic PBTK modelling. However, if 

this value cannot be referenced for in vivo case then it is fitted from in vivo group blood/plasma or any other 

organ concentrations. As starting values, normally in vitro measured parameters scaled up to the liver level, 

are used (Houston et al., 2012). Notwithstanding, there are many factors that contribute to inter-individual 

differences in total activity of specific enzymes and drug metabolism rates that are dependent on this. The 

maximum total activity of biotransformation enzymes is dependent for example on  genetic polymorphisms, 

prior (enzyme induction) or concomitant (enzyme stabilisation and reversible or irreversible inhibition) 

exposure to drugs and environmental chemicals, presence or depletion of cofactors, dietary factors, diseased 

states, epigenetic factors and endogenous hormonal factors, which change with age and differ between male 

and female subjects (Venkatakrishnan et al., 2000). 

 

2.4 Route-to-route extrapolation 

 

Human can be exposed to chemicals via several routes; when dealing with food ingredients and consumer 

products, such as cosmetics, we need to carefully consider three routes of exposure: oral, dermal, and 

inhalation.  The exposure to a specific compound depends on the mode/application /usage of the product and 

the physical and chemical characteristics of the substance. To predict safety level of human exposure we are 

usually relying on animal studies which are carried out mainly by oral route, since it is the main route of 

exposure to a wide range of chemicals and also the practical experimental considerations associated with the 

long duration of chronic toxicity studies. In particular, health risks that may result from consumer exposure 

to chemicals are assessed by comparing daily oral, dermal and inhalation exposure levels to Points of 

Departure usually derived from animal toxicity studies, typically no-observed-adverse-effect-levels 

(NOAELs) or benchmark doses (BMDs- the dose that is expected to result in pre-specified level of effect).  

Often, due to a lack of toxicity data for one or more routes, there is a need for route-to-route extrapolation 
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(RtR). However, RtR extrapolation is not easy to apply, being associated with considerable uncertainties, 

including the difficulty of accounting for the occurrence of local effects, the rate of absorption and possible 

metabolism during absorption (first pass metabolism). Several factors need to be considered in applying this 

extrapolation, such as the variability in the experimental data, intra- and inter-species variation, the nature 

and severity of the effect, and the sensitivity of the human (sub-) population (ECHA, 2012). Therefore route-

to-route extrapolation may be considered for systemic effects when reliable data on ADME are available, 

rather than carrying out an additional animal study using a second route. For example, it may be possible to 

carry out an assessment of systemic effects via inhalation exposure based on the results of an oral toxicity 

study. Recent studies have focused on the development of computational models to support extrapolations 

such as RtR. In particular, PBTK models can be used to simulate animal and human concentration-time 

profiles of a parent chemical and its (relevant) metabolites in the blood and other organs following a specific 

exposure scenario and external dose. Once sufficiently evaluated using (an) experimental data set(s), they 

can be useful in extrapolating internal dose metrics between species and routes of exposure. It is important to 

realise that a PBTK model has an applicability domain – it is calibrated for a specific exposure scenario 

(exposure conditions and dose ranges) and should not be used to predict internal doses following 

significantly different exposure scenarios (e.g. formulation concentration, applied vehicle, frequency of 

exposure). The use of PBTK modelling for RtR extrapolation is based on comparisons of simulated internal 

blood or organ concentrations which are typically characterised by a peak value (Cmax) and area under curve 

(AUC) after inhalation, oral or dermal absorption of the same absolute external dose (Chiu and White, 2006; 

Mielke et al., 2011). In this way, experimentally determined safe limits such as the oral no-observed-

adverese-effect-level (NOAEL) dose can be translated to a dermal or inhalation threshold via toxicokinetic 

modelling. Differences in the absorption step (under given exposure conditions) result in differences in the 

internal dose and consequently different biological or toxic effects. Since human experimental data are 

generally lacking, there is often a need to scale from animal results. The common conversion of drug doses 

to a human equivalent dose (HED – Equation 2.4.1) is based on body weight and body surface area 

(Reagan-Shaw et al., 2008).  The Km factor that stands for a body weight [kg] divided by body surface area 

(BSA) [m2] is used to convert the mg/kg dose used in a study to mg/m2 dose and the ratio between animal 

and human Km values is an extrapolation factor. 

However, this does not take explicitly into account all of the differences in absorption, metabolism and 

excretion between species. A PBTK model, in contrast, provides a quantitative evaluation of the underlying 

biological processes, and is therefore a more reliable, systems biology driven approach to interspecies 

extrapolation (Kenyon, 2012).     
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Major factors that may result in variations in toxicity between routes include (Pepelko and Withey, 1985): 
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- Difference in absorption efficiency (uptake rate in time is different) that additionally changes in time 

for prolonged or repeated exposure (i.e. absorption saturation may occur- usually skin). 

- Dosing conditions are normally differently expressed ( inhalation: atmospheric concentration of 

chemicals to which humans are exposed in ppm per time interval, oral: total absolute amount of a 

chemical, dermal: concentration of a chemical in vehicle sol. applied onto the skin over a given time 

period) – which may result in different total amounts of chemical reaching circulation. 

- Difference in systemic effects and occurrence of critical toxicological effects at the portal of entry 

- First-pass effects resulting in inactivation or activation of the chemical agent before it reaches the 

target organ. 

- Variations in temporal patterns of target organ concentrations. 

 

(Pepelko and Withey, 1985) additionally reported the equivalent dosing measures for exposures via oral, 

dermal and inhalation routes: 
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2.5 In vitro-to- in vivo extrapolation 

 

In vitro experiments are mostly carried out to determine: i) the molecular basis of a chemical’s biological 

activity, including its mechanism(s) of toxic action, prediction of biological reactivity on the basis of a 

compound’s physicochemical properties, such as structure, molecular size, reactive groups, plasma protein 

binding (by means of equilibrium dialysis) and the blood/plasma ratio, ii) solubility of substances in 

intestinal fluids,  intestinal permeability of substances (Caco-2 cell system- human colon adenocarcinoma), 

skin permeability and partition coefficients, metabolic turnover (metabolic clearance rate of substances), 

microsomal binding and identification of metabolites.  

The use of in vitro alternatives to replace in vivo toxicity studies exploits the use of, for example, human cell 

lines such as HepG2, HepaRG, and freshly isolated hepatocytes, liver slices, liver microsomes, recombinant 

enzymes. Liver microsomes (no transporters, greater potential for unspecified binding, short life time) are 

prepared by the homogenization of a liver and are good for measuring phase I metabolism only (as phase II 

metabolites are absent) and metabolic inhibition. They are removed from pieces of endoplasmic reticulum. 

Intact hepatocytes are freshly isolated from the liver.  Cryopreserved hepatocytes represent the ideal system 

for screening of metabolic stability. The advantage of hepatocytes lies in the intact cellular structure and full 

complement of drug-metabolising enzymes, including both phase I and II.  They are also commonly used in 

analysing drug-drug interactions (inhibition and induction) and the compound toxicity (cell viability) (Li, 



��

2001).  Activity of drug-metabolising enzymes in hepatocyte cultures studies have often been advocated to 

provide better predictions as compared with microsomes. But their isolation is elaborative procedure and the 

cells have limited life time. In addition hepatocytes have scarce availability and high interindividual 

variability.  More recently, recombinant CYP systems have gained more widespread interest for their ability 

to predict both inter-individual variability of drug clearance within the population and potential drug–drug 

interactions (Buck and C.E., 2007).  

HepaRG (cryopreserved) are terminally differentiated hepatic cells derived from human (15-year old male) 

hepatic progenitor cell line that retains many features of primiary hepatocytes. HepaRG offer reproducible 

results, metabolically complete (enzymes, nuclear receptors, drug transporters) and scalable system, long-

term stability of relevant enzymes activity,  lack of donor variability, more economical and convenient 

alternative to hepatocytes.   HepaRG cells are commonly used for in vitro determinations of acute/ chronic 

toxicity, mitochondrial damage, metabolite-dependent toxicity and genotoxicity. HepG2 (derived from a 

liver tumour of a female suffering from hepatocellular carcinoma) are another substitute candidate for 

primary hepatocytes but used mostly in toxicogenomic applications (they are able to activate mutagens, 

carcinogens) due to lower expression of phase I and II biotransformation enzymes (Jennen et al., 2010). 

Results obtained from in vitro studies are often not directly applicable to the in vivo situation. One of the 

most obvious differences between the situation in vitro and in vivo is the absence of processes regarding 

absorption, distribution, metabolism and excretion that govern the exposure of the target tissue of the 

organism in vivo. The concentrations to which in vitro systems are exposed may not correspond to the actual 

situation at the target tissue after in vivo exposure (Blaauboer, 2001).  

In vivo experiments involve animals and humans. Different approaches of interspecies scaling of results are 

used. The most common one is, for the case of clearance, to use a simple body weight (BW) relationship:  

human CL = animal CL .(human BW/ animal BW) 0.75 (Bungay et al., 2011). Such straightforward 

extrapolations are possible only when a toxicodynamic response caused by a substances is situated in the 

blood (Lavé et al., 2007). 

 

There is a mutual interest of interacting between experimentation and modelling. Modeling of in vitro 

systems can help verify which parameters in the system are important for control and modification for better 

accuracy of results of PBTK model. It is also the only way to obtain some quantitative and extrapolable 

results from the in vitro tests. However, information on free concentration outside and inside cells and 

partition coefficients is needed. TK model can help design of in vitro systems by predicting expected range 

of concentrations at target organ level for applied dose.  

 

Despite considerable progress in the development of these in silico approaches, there is still a need to 

develop practical tools for risk assessors, who increasingly need to rely on in vitro -to- in vivo extrapolations 

of chemical toxicity in order to carry out animal-free safety assessments. Recent work performed by 
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(Broeders, 2013) has illustrated several approaches to perform IVIVE or quantitative In vitro -to -In vivo 

extrapolation (QIVIVE). Uncertainties in the extrapolation from in vitro concentrations to in vivo human 

exposure conditions, including the influence of differences between species and exposure routes, can be 

taken into account by using the toxicokinetic and toxicodynamic computational models of a specific 

compound after oral, inhalation, or dermal exposure.  

In vitro –to- in vivo correlation (IVIVC) has been defined by some authors to be a linear relationship 

between in vitro experimental results (eg. dissolution profiles of drugs) and in vivo experimental results 

(absorption rate) (Cardot and Beyssac, 2013). But in most cases it refers to extrapolating measurable in vitro 

effects to in vivo exposure scenarios and cellular in vitro responses to toxic responses in vivo (Blaauboer, 

2010). In order to do it, we must first create a model representing well in vitro scenario and the model 

simulating in vivo effects and evaluate differences in predicting the same quantity. For example, in vivo -to -

in vitro correlation (percentage of total absorption of chemical in the receptor fluid in terms of applied dose) 

ratio in assessing percutaneous skin absorption has been proposed by  (Lehman et al., 2011). The authors 

used harmonised and non-harmonised dataset of 92 compounds including 30 organic ones. IVIV was found 

to be 0.96 for the harmonised data indicating higher absorption in vivo.  

The prediction of in vivo liver clearance from in vitro kinetic parameters of metabolism, using a variety of 

systems  including primary isolated or cryopreserved hepatocytes, hepatic microsomes and recombinantly 

expressed enzymes, requires in vitro– in vivo scaling (Barter et al., 2007; Pelkonen and Turpeinen, 2007).  

The clearance data obtained from in vitro studies are typically expressed as a function of microsomal protein 

concentration or on a per million hepatocyte basis, and thus needs to be scaled to reflect in vivo clearance 

rate - CLR (L/h/kg BW). For microsomes the in vivo scaling is calculated according to the enzyme content of 

the microsomal system (i.e., amount microsomal protein per gram of liver), and for hepatocytes, the scaling 

factor is determined by the hepatocyte content of the whole organ (i.e., number of cells per gram of liver). 

The obtained CLRint values can then be easily scaled on a per kilogram body weight basis using the species-

specific amount of liver (gram) per kilogram body-weight. This scaling however does not always well 

represent in vivo metabolism and additional parameters calibration with respect to in vivo blood 

concentration is often necessary. Table 2.5.1 shows the most common scaling factors grouped together 

according to (Pelkonen and Turpeinen, 2007). Once the scaling is done (intrinsic clearance determined in 

vitro is scaled to in vivo total clearance), commonly the resulting clearance value is adjusted for liver 

clearance using liver blood flow (fliv). There are two models to do so: well-stirred model (WSM) and parallel 

tube model (PTM) (Hallifax et al., 2010).  

 
 
Table 2.5.1. Scaling factors for in vitro-to-in vivo extrapolation of liver metabolism 

Type of system Units of the measured rate  Multiplication factor 

 
Liver slices 

 

proteintotal
mg

pmol

 min ⋅
 liv

proteintotal

g

mg
HomPPGL

 
=

 

Mg of homogenate protein per gram liver 
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Hepatocytes 

 

cells

pmol
610min⋅

 livg

cells
HPGL

610
=

 

Number of hepatocytes per gram liver 
 

Liver microsomes 
 

proteinmg

pmol

⋅min

 
liv

protein

g

mg
MPPGL =

 

Mg of microsomal protein per gram liver 
 
 

Recombinantly 
expressed enzymes 

 

isoformCYP min pmol

pmol

⋅

 liv

protein

g

mg
MPPGL =

 

and 

protein

isoform
mg

pmol
CYP

 
=  

CYP content per mg of microsomal protein 
Scaled total clearance from in vitro systems (CLRIVIVE) to liver clearance (CLRliv)  

 

Model 1. WSM  
livIVIVE

livIVIVE
liv

fCLR

fCLR
CLR

+

⋅
=  

Model 2. PTM  
44
5

6
77
8

9
−⋅−=

liv

IVIVE
livlivliv

f

CLR
ffCLR exp  

 
 
Cell-level toxicodynamics is described by the Virtual Cell-Based Assay (VCBA); this model simulates 

processes in an in vitro system, especially the fate of a chemical within the well, taking into account 

partitioning with protein, lipids, and plastic binding (Zaldívar et al., 2011, 2010) . The model also features a 

growth model, which takes into account the cell growth phases (G1, S, G2, M phases). An additional feature 

takes into account the partitioning of compounds within the cell, and a toxicity model. The latter part of the 

model is based on two parameters: the no-effect concentration (NEC) and the killing rate (kt), which are 

linked to experimental cell viability. The main property simulated is the intracellular concentration of a 

specific chemical in the cell, and its effect (cell viability  to associate an in vitro effect (cell viability). In 

order to link this effect with a specific external dose, it is necessary to join a PBTK model with the VCBA: 

the cell growth and division model, the cell partitioning model, and the toxicity and effects model (which are 

elements of the VCBA model). The integration of these models, so called multi-scale modelling, allows in 

vitro – to – in vivo extrapolation to be performed. As mentioned before, the main objective of a multi-scale 

modelling is to study the methodology- based feasibility of overcoming the problems associated with the 

gaps between scales (i.e. cell and organ levels). This will allow to explore the continuum toxic effects and to 

establish an interface between different levels in terms of data and results transferability. The joint PBTK-

VCBA models describe the relationship between the tissue dose, early chemical-tissue interactions, and 

resulting toxic effect(s); thus it can be used to predict the toxicologically effective target organ dose. The 

HepaRG and HepG2 cell lines are a good candidate for these studies (Zanelli et al., 2012).  

 

2.6 Available software for PBTK-TD modelling 

 

The Simcyp Simulator includes the Advanced Dissolution Absorption and Metabolism (ADAM) multi-

compartmental GI tract (stomach, 7 small intestine parts and one colon) within which a substance exists in 

unreleased, undissolved, dissolved or degraded states (under fasting or fed conditions). Simcyp offers the 
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possibility to extrapolate results to different human populations based on a body condition (healthy, diseased, 

obese, slim, etc.), age (adults, children, and elderly), race (Caucasian, Asian populations, etc.).  In vitro- to- 

in vivo extrapolations are possible, eg. in predicting drug-drug interactions by utilizing a relationship 

between in vivo inhibitor concentration at the active site and the inhibition constant determined in vitro. 

SimCyp not only simulate mean results but also the extremes in the population by applying Monte Carlo 

approach (Lavé et al., 2007). GastroPlus distributed by Simulations Plus uses the Advanced Compartmental 

Absorption Transit (ACAT) mechanistic absorption model. It includes a drug release simulation from the 

formulation (for immediate or controlled release), solubility (aqueous solubility-pH relationship, solubility 

factor – the ratio of ionised to unionised forms), dissolution (Weibull function), / precipitation rate (when a 

drug concentration exceeds its solubility), chemical stability, permeability, carrier mediated influx/ efflux 

and gut wall metabolism. Gastroplus contains an elaborate library with human and pre-clinical species 

physiologies. PK-Sim distributed by Bayer Technology Services consists of GI tract of 12 segments. Each 

compartment is sub-divided into vascular (plasma, red blood cells) and extravascular (cellular, interstitial) 

fractions. Multiple drug interactions are allowed and different virtual patient types. PBTK modelling in pre-

clinical species and humans can simulate physiological variability in response. An additional feature of PK-

Sim is its combinations with MoBi software which enables constructure of completely new PBTK model or 

modification of existing structures (Kostewicz et al., 2014).  General modelling software such as Matlab, R 

or Berkley- Madonna provide a programming language for the model code, numerical solutions for 

differential equations that define the modelled system and basic graphical representation of results. These 

modelling software types offer much flexibility to the developers when compared to commercial software 

that contains a model library and allow for a specified structure of models only (being however more user 

friendly) (Khalil and Läer, 2011). 

 

2.7 Literature applications of PBTK/TD models for case study compounds 

 

Physiologically-based kinetic models can contribute to clinical research on drug development, including 

evaluation of efficacy and safety of active ingredients, enhancement of information during the development 

process, identify factors that contribute to drug response variability, dose requirements, time intervals 

between the dose injection and response, intensity and duration of effect, time-lag of absorption to systemic 

circulation, sensitivity of parameters to pharmacological effect. As mentioned before PBTK models are 

mainly applied in inter-or extrapolating between: i) dosing levels: e.g. from the high concentrations typically 

used in laboratory experiments to lower ones typically found in the environment; ii) exposure duration: e.g., 

from continuous to discontinuous, or single to multiple exposures; iii) routes of administration: e.g., from 

oral exposure to dermal or inhalation; iv) species: e.g., transpositions from rodents to human, prior to giving 

a drug for the first time to subjects of a clinical trial, or when experiments on humans are deemed unethical, 

such as when the compound is toxic without therapeutic benefit; v) individuals: e.g., from males to females, 

from adults to children, between populations; vi) from in vitro- to- in vivo. Other PBTK model applications 
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include: designing in vitro, in vivo experiments, determination of absorption rates, clearance, partition 

coefficients, etc., investigation of local effects-such as metabolism or bioaccumulation. Table 2.7.1 lists the 

literature applications of PBTK models for the selected nine compounds. 

 

Table 2.7.1 Review of literature applications of PBTK models for selected compounds 
Compound PBPK model for oral 

absorption 

PBPK model for 

dermal absorption 

PBPK model 

for inhalation 

Application of the model 

Coumarin (Mielke et al., 2011; 
Rietjens et al., 2008; 
Ritschel et al., 1977) 

(Mielke et al., 
2011) 

-  Oral-to-dermal extrapolation 
of the TDI oral dose, cross 

species dosimetry 
 

Caffeine (Ginsberg et al., 2004) (Liu et al., 2011) - Development of predictive 
model and differences in 

modelling between neonates 
and adults; modelling of hair 

follicles impact on overall skin 
absorption  

 
Hydroquinone (Corley et al., 2000) (Poet et al., 2010) - Estimation of concentration of 

toxic metabolite  using rat oral 
NOEAL dose and 

worst-case human dermal 
exposure to hydroquinone – 
determination of a margin of 

safety 
 

Ethanol (Loizou and Spendiff, 
2004; MacDonald et al., 

2002; Umulis et al., 
2005) 

(Webster and 
Gabler, 2008) 

- To predict ethanol and 
acetaldehyde blood/serum 

concentrations 
 

Isopropanol (Clewell Iii et al., 2001; Gentry et al., 2002) Route-to-route and cross 
species dosimetry 

Reference dose and 
concentration metrics 

calculated for the 
developmental endpoints 

 
Estragole (Punt et al., 2009; 

Rietjens et al., 2010) 
 

- - Interspecies extrapolation 

Styrene - - (Csanady et 
al., 1994; 

Jonsson and 
Johanson, 

2002; 
Nakayama et 

al., 2005; 
Ramsey and 
Andersen, 

1984; 
Sarangapani et 

al., 2002; 
Tornero-Velez 

and 
Rappaport, 

2001) 

Prediction of inhaled styrene 
in blood, investigation of 

metabolites 
 

Methyl iodide - - - (Sweeney et al., 2009): 
Analysis of chemical specific 
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rate parameters 
 

Nicotine (Teeguarden et al., 2013) - (Teeguarden 
et al., 2013) 

Simulating nicotine and its 
metabolite concentration-time 

profiles in blood 
 

Toxicodynamic models when coupled to biokinetics are used to: derive dose-response relationships, simulate 

intensity of effect and its changes in time, predict acute effects (eg. blood pressure, heart rate) rather than 

chronic changes, indicate a bioavailable concentration of a chemical at a site of action that produces maximal 

effect. Table 2.7.2 lists the literature applications of PBTK-TD models for selected compounds. 

Table 2.7.2 Review of literature applications of PBTK-TD models for selected compounds 
Compound PBTK + toxicodynamics Toxicodynamic endpoint 

Coumarin - - 
 

Caffeine  
(Shi, 1993) 

(Hartley et al. 2000), (Denaro et al. 1990) 
(Acheson et al. 1980) 
(Damirchi et al. 2009) 
(Robertson et al. 1981) 

 
Mean arterial pressure 

Systolic/ diastolic pressure 
Metabolic rate 

Heart rate  
Plasma renin activity 

 
Hydroquinone 

 
- - 

Ethanol 
 

(MacDonald et al., 2002) Central nervous system toxicity 

Isopropanol 
 

-  - 

Estragole 
 

- - 

Styrene 
 

- - 

Methyl iodide - - 
Nicotine  

(Porchet et al., 1988; Teeguarden et al., 2013) 
(Fattinger et al. 1997) 

(Mundel and Jones, 2006) 

 
Heart rate 

Diastolic, systolic blood pressure, plasma 
epinephrine 

 

 

2.8 Strengths and limitations of PBTK-TD modelling 

 

PBTK models differ from classical PK models in that they include physiological information about the living 

organism in specific organ/tissue compartments involved in exposure, toxicity, biotransformation and 

clearance processes that are connected by blood flow. Incorporation of physiologically meaningful 

parameters allows for interspecies extrapolation by altering the physiological parameters appropriately. 

Mechanistically- based PBTK models offer the following advantages over empirically based 

phenomenological models in risk assessment applications:  

- In principle, it is permissible to extrapolate the predictions of mechanistic models beyond a validated 

range, whereas only interpolation within a validated range is strictly permissible for empirical 



�*

models  (PBPK model versus compartmental approach) eg. PBTK model can extrapolate from fasted 

to fed state to investigate food effects.  

- They are more suited to perform interspecies and route-to-route extrapolations than are empirical 

models. Since the former models describe the physical processes underlying the observed 

phenomena, the models can be iteratively refined to describe the underlying processes in greater 

detail as additional data becomes available and modifications to the model are necessitated (Roy and 

Georgopoulos, 1997). Empirical models require prior in vivo measure of concentration-time profiles 

to define the model parameters. The models are flexible in terms of their structures: if information 

about fate of chemicals in particular organs is not available, to reduce determination of a number of 

uncertain parameters in the model so called lumping of parameters is commonly employed to reduce 

the dimensionality and complexity of whole body model placing tissues that show similar kinetics 

together to form fewer compartments (e. highly or poorly perfused tissues). Despite the complexity 

and data-rich nature of the models, they proved to be reliable in predicting plasma profiles. 

- PBTK-TD models are commonly used in pre-clinical research of drugs to estimate efficacious 

human dose and  to design and  help clinical trials become confirmatory (Khalil and Läer, 2011). 

The models can bridge between a pharmacology of different populations, reduce unnecessary animal 

testing and save time and resources used for testing by exploring “what if” scenarios to determine 

the most likely cause of altered pharmacokinetics and help in guiding clinical trials by suggesting a 

dose or dose range or optimal sampling times (Khalil and Läer, 2011). The models can identify and 

prioritise compounds for in vivo studies.  

Limitations are mainly in the following aspects: 

- Comprehensive data about the physiological, biochemical, and physicochemical processes are 

required to build a PBTK model. They are not available from only one source, which may lead to 

some confusion and to a problem in establishing a reliable source of accurate and consistent 

information. Often PBTK models describe well only some processes but others are partly or poorly 

characterised, as information gaps may exist (Khalil and Laer, 2011). Building of PBTK model 

requires measured chemical concentrations in numerous organs and tissues. It is difficult to build 

robust predictive models when blood/plasma concentrations are available only. 

- The model often fails to optimally describe the pharmacokinetic behavior of some drugs in a 

population due to lack of variability in simulated ADME processes between different subjects. 

Therefore, it is important to emphasise the applicability domain of the model and the quality of 

simulations (Khalil and Laer, 2011).  

- The models are subject to parameters estimation problems, uncertainty, variability and prediction 

errors. Poor quality modeling and simulations practices could lead to a biased model or 

overestimation of the predictive power of the model (Khalil and Laer, 2011).  
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- Model parameters calibrated for a specific exposure scenario and group of people may not be 

extrapolable for other conditions especially for single vs repeated dosing, different type of vehicles, 

concentration of chemical, etc. 

- The PBTK models are built on a lumped different tissue compartments (like the interstitial and 

cellular sub-compartment), and they assume a quasi-equilibrium between the concentrations in the 

compartments ("steady state assumption") and model parameters are in most cases assumed constant 

in time. 

 
Advantages and limitations of literature models and lack of models for case-study substances are described 
in Table 2.8.1. 

 
 
Table 2.8.1. Pros and cons of PBTK modelling for selected substances in literature 

Compound Advantages Main limitations 

 
Coumarin 

 
- Simple PBPK modelling, up to 11 

single compartments 
- Kinetics of toxic metabolite 

included 
- oral-to-dermal and interspecies 

extrapolations performed 
- in vitro- to- in vivo scaling of liver 

metabolism 
- simulated liver and blood 

concentrations 
 

 
- Assumed first order rate of 

absorption for both oral (straight to 
the liver) and dermal administrations 
(straight to the blood) 

- PBPK model for dermal absorption 
was not validated on in vivo data 

- Single dosing conditions only 

Caffeine - A basic five-compartment flow-
limited model 

- The model takes into account 
metabolism differences between 
neonates and adults 

- Kinetics of metabolites included 
- in vitro- to- in vivo scaling of liver 

metabolism 
 

- Skin model consisted of stratum 

corneum and hair follicles as sub-
compartments only attached to the 
overall body compartment, first order 
rate absorption rather than diffusion 
were used 

- Single dosing conditions only 
- No RtR extrapolation 

Hydroquinone - Simple PBPK modelling, up to 9 
single compartments 

- Kinetics of metabolites included 
- oral-to-dermal and interspecies 

extrapolation performed 
- in vitro- to- in vivo scaling of liver 

metabolism 
- Blood and urine concentrations 

simulated 
- Hydroquinone binding to plasma 

considered 
 

- Assumed first order rate of 
absorption for oral administration and 
dermal permeability coefficient for 
the first order rate absorption from 
the skin 

- No partition between skin and 
vehicle was taken into account 

- Single dosing conditions only 

Ethanol - Simple and more refined models 
with sub-compartments in GI tract 
available  

- Good performance of proposed 
model structure in predicting 
ethanol and its main metabolite 
concentrations in blood 

- Simulated brain concentrations 
- in vitro- to- in vivo scaling of liver 

- No inhalation modelled 
- No detailed structure of PBPK model 

for dermal absorption 
- ADME profiles of only main 

metabolite modelled 
- No RtR and interspecies 

extrapolations 
- Single dosing conditions only 
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metabolism 
 

Isopropanol - Sub-compartments in respiratory 
and GI tract better reflect 
absorption profiles 

- Kinetics of metabolite included 
- Interspecies extrapolation 
- Simulated concentrations in arterial 

and venous blood, exhaled air and 
urine 
 

- Skin absorption was not predicted  
- No RtR extrapolation 
- Single dosing conditions only 

Estragole - Simple 9-comaprtment PBPK 
model (no sub-compartments) 

- Kinetics of metabolites considered 
- in vitro- to- in vivo scaling of liver 

metabolism 
- simulated liver and blood 

concentrations 
- interspecies extrapolation 

- No dermal PBPK model available 
- Oral PBPK model not validated on in 

vivo data (lack of data) – only data 
for metabolites available 

- Metabolism rates measured in vitro 
- No information about oral absorption 

rates  
- No RtR extrapolation 
- Single dosing conditions only 

 
Styrene - Probabilistic approach of PBPK 

modelling (Bayesian population 
approach)  

- Refined description of lungs 
- Simulated blood and exhaled air 

concentrations 
- interspecies extrapolation 
- in vitro- to- in vivo scaling of liver 

metabolism 
 

- No dermal and oral modelling 
- No RtR extrapolation 
- Single dosing conditions only 

Methyl iodide - Interspecies comparison of ADME 
parameters 

- No PBPK model predictive 
performance showed for any of 
exposure routes except for i.v. dose 
(lack of in vivo data) 

- No RtR extrapolation 
 

Nicotine - Relatively simple models, no sub-
compartments 

- Repeated exposure was considered 
for i.v. injection and inhalation 

- Simulated concentrations in 
venous/ arterial blood, brains 

- Dermal absorption was not modelled 
- Most of the PBPK models were 

validated on i.v. data 
- No RtR extrapolation 
- No simulated repeated exposure for 

oral and dermal routes 

 

 

2.9 Case study compounds 

 

This section provides general information about occurrence, physicochemical properties, health risks, human 

exposure and metabolism/elimination of 9 case study compounds (cosmetic, food ingredients and industrial 

chemicals) used as the subject of the thesis: coumarin, estragole, hydroquinone, caffeine, ethanol, 

isopropanol, styrene, methyl iodide and nicotine (Table 2.9.1). 
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Table 2.9.1 Case- study compounds used in this work for single and repeated exposure 
Compound name PBTK: oral PBTK: dermal PBTK: 

inhalation 

PBTK-PBTD VCBA 

Coumarin single single - - - 
Estragole single - - - - 

Hydroquinone single single - - - 
Caffeine single 

repeated 
single - single 

repeated 
single 

repeated 
Ethanol single single single - - 

Isopropanol single single single - - 
Styrene - - single - - 

Methyl iodide - single  - - 
Nicotine single 

repeated 
single 

repeated 
single 

repeated 
Single 

Repeated 
- 

 

 

2.9.1 Coumarin  

 

 

Coumarin (CAS: 91-64-5) is used as a fragrance and is a natural ingredient of several herbs, beverages, 

tobacco and spices. Oral intake of coumarin is mostly related to consumption of cinnamon-containing foods 

or cinnamon as a spice. Dermal exposure can occur since synthetic coumarin is added as a fragrance 

ingredient to perfumes, skin gels, lotions and deodorants as a masking agent. The maximum daily human 

exposure to coumarin from dietary sources for a 60- kg- consumer has been estimated to be 0.02 mg/kg/day 

(Lake, 1999). From fragrance use in cosmetic products, dermal coumarin exposure has been estimated to be 

0.04 mg/kg/day (The Metabolomics Innovation Centre, 2013). The total daily human exposure from dietary 

sources together with fragrance use in cosmetic products is thus 0.06 mg/kg/day (Lake, 1999). 

Physicochemical properties of coumarin are provided in Table 2.9.2. Coumarin shows hepatotoxic and 

carcinogenic properties mainly in rodents, and can also trigger allergic reactions and dermatitis. The 

European Food Safety Authority derived a TDI of 0 to 0.1 mg coumarin/kg body weight based on a NOAEL 

of 10 mg coumarin/kg BW/day observed for liver toxicity in a two year dog study  (EFSA, 2004). In rats, no-

effect levels for hepatotoxic effects ranged from 50-130 mg/kg BW/day (EFSA, 2004). However,  (Carlton 

et al., 1996) shows that survival of Sprague-Dawley rats was decreased at 333 ppm (: 16 mg/kg BW/day). 

Therefore, in this study, the rat LOAEL of 16 mg/kg BW/day (Carlton et al., 1996)  was taken as the most 

relevant external Point of Departure (POD) to simulate an internal human exposure. 

As illustrated in Figure 2.9.1, coumarin is extensively metabolised by the liver to various polar products 

including 3-, 4- and 7-hydroxycoumarins (3-HC, 4-HC and 7-HC) 6,7-dihydroxycoumarin (6,7-DiHC), o-

coumaric acid (o-CA), o-hydroxyphenyl-acetaldehyde (o-HPA), o-hydroxyphenylethanol (o-HPE), o-

hydroxyphenylacetic acid (o-HPAA) and o-hydroxyphenylpropionic acid (o-HPPA) and to product(s) that 

bind covalently to microsomal proteins (van Iersel et al., 1994). In humans, it appears that coumarin is 

extensively metabolised to 7-hydroxycoumarin (7-HC), and in a smaller amount to 3-hydroxycoumarin (3-
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HC), while in the rat and mouse the major route of metabolism is by a 3,4-epoxidation pathway resulting in 

the formation of coumarin 3,4 -epoxide which is rearranged to a toxic metabolite, o-

hydroxyphenylacetaldehyde (o-HPA) which is detoxified to o-hydroxyphenylacetic acid (o-HPAA) and o-

hydroxyphenylethanol (o-HPE) (Rietjens et al., 2008).  

 

 

 

 

 

 

 

 

 

Fig 2.9.1: Major metabolic pathways for coumarin in rat and human liver (Rietjens et al., 2008). 

 

The construction of simple physiologically-based predictive models incorporating the metabolic pathways of 

coumarin has already been described in the literature (Mielke et al., 2011; Rietjens et al., 2008; Ritschel et 

al., 1977). In those studies, the RtR extrapolation of a single tolerable daily intake (TDI) dose of coumarin 

(0.1 mg/kg BW; see above) was carried out by comparing the AUC and Cmax of coumarin in blood and liver. 

The dermal AUC of blood was found to be higher (Mielke et al., 2011) than the oral one in this study.  

 

Table 2.9.2. Physicochemical properties of coumarin 

Physicochemical properties Value Reference 

MW - molecular weight 
146.14 

 
 
 
 
 
 

 (1) 

MV - molar volume 
117.1 

 

HBA - hydrogen bond acceptors 2 

HBD- hydrogen bond donors 0 

Hb - number of hydrogens 6 

cb -  the number of carbons not involved in a C= O bond 8 

MR - molecular refractivity 
39.8 

 

Mpt - melting point 71 

pKa 6.5 assumed 

logPoct - octanol-water partition coefficient 
1.39 

 
 

 (2) 

fu  (free fraction of drug in plasma) 0.5  
(3) 

RBP 0.99 

(1) ChemSpider: http://www.chemspider.com/ (last access: 06.10.2014) 

(2) EDETOX database: http://edetox.ncl.ac.uk/chemicals.aspx?id=97 (last access: 06.10.2014) 
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(3) ADMET Predictor computer software available from https://www.simulations-plus.com/ (last access: 

06.10.2014) 

 

2.9.2 Estragole  

 

Estragole (CAS: 140-67-0) occurs naturally in many culinary herbs, including anise, star anise, basil, bay, 

tarragon, fennel, and marjoram. Widespread human exposure to estragole occurs through the consumption of 

these herbs and through the use of the oils derived from them as flavors and fragrances in numerous foods, 

cosmetics, and other consumer products. Estragole is a constituent of turpentine oil, and indoor air exposure 

may result from the use of turpentine oil in furniture and other wood treatments. Physicochemical properties 

of estragole are provided in Table 2.9.3. The compound is metabolised by the liver to 1'-hydroxyestragole 

and several epoxide compounds (Figure 2.9.2). 1'-Hydroxyestragole is further conjugated with sulfate to 

form a sulfuric acid ester compound that readily binds to DNA and is responsible for most, if not all, of 

estragole’s hepatocellular carcinogenicity in mice.  The ultimate carcinogenic metabolite is unstable and 

degrades in aqueous environment to a reactive carbocation that is capable of forming DNA adducts. 

Metabolism of estragole through this pathway appears to be quantitatively consistent among humans and 

rodents. However, species differences in metabolism and metabolic activation can also occur, eg. male rats 

are more efficient in sulfonation of 1’-hydroxyestragole than humans.  In addition, dose-dependent effects in 

metabolism of estragole have been revealed in both rats and mice exposed to different oral doses of 

estragole. In these species the relative extent of O-demethylation decreased with increasing doses 

accompanied by a relative increase in excretion of 1’-hydroxyestragole glucuronide in the urine (Punt et al., 

2009). 

 

Fig 2.9.2. Metabolic pathways of estragole in liver (Punt et al., 2009). 

 

Table 2.9.3. Physicochemical properties of estragole 

Physicochemical properties Value Reference 

MW - molecular weight 148.2  
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MV - molar volume 
 

157.9 
 

 
 
 
  

(1) 
HBA - hydrogen bond acceptors 1 

HBD- hydrogen bond donors 0 

Mpt - melting point 
 

272 
 

Hb - number of hydrogens 12 

cb -  the number of carbons not involved in a C= O bond 10 

MR - molecular refractivity 
 

46.8 
 

pKa not available 

logPoct - octanol-water partition coefficient 
3.13 (Punt et al., 

2009) 

fu  (free fraction of drug in plasma) 0.37  
(2) 

RBP 0.91 

(1) ChemSpider: http://www.chemspider.com/ (last access: 06.10.2014) 

(2) ADMET Predictor computer software available from https://www.simulations-plus.com/ (last access: 

06.10.2014) 

 

2.9.3 Hydroquinone  

 

 

Hydroquinone (CAS: 123-31-9) is used as a skin whitening agent in creams to reduce the colour of the skin, 

in oxidative hair dyes, and in artificial nail (manicure) preparations. Physicochemical properties of 

hydroquinone are provided in Table 2.9.4. Repeated oral dosing caused tremors and reduced activity (>=64 

mg/kg), reduced body weight gain (>=200 mg/kg BW), convulsions (>=400 mg/ kg BW), and nephropathy 

in F-344 rats (>=100 mg/ kg BW). An overall rat NOAEL (for all effects) of 20 mg/kg BW/day was derived 

(OECD SIDS, 1996; Poet et al., 2010). Metabolism to reactive intermediates in the liver is involved in the 

renal toxicity and exacerbation of chronic progressive nephropathy associated with hydroquinone ingestion. 

The formation of benzoquinone is the first critical step toward the formation of toxic metabolites (Figure 

2.9.3). Following oral administration, the majority of metabolites are conjugates of glucuronic (up to 67%) 

and sulphuric (up to 33%) acids (Corley et al., 2000; McGregor, 2007; Poet et al., 2010). Skin enzymes 

responsible for metabolism of hydroquinone are reported to have activities ranging from <1% up to 25% of 

the activity in the liver (Poet et al., 2010). PBTK model for hydroquinone has been already used in the 

literature to compare human internal dose metrics following oral and dermal exposures of estimated 

glutathione conjugates at the applied NOEAL dose (human equivalent concentration) (Corley et al., 2000; 

McGregor, 2007; Poet et al., 2010).    
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Fig 2.9.3. Metabolism of hydroquinone in liver (McGregor, 2007). 

 

Table 2.9.4. Physicochemical properties of hydroquinone 

Physicochemical properties Value Reference 

MW - molecular weight 
110.1 

 
 
 
 
 

 (1) 

MV - molar volume 
86.3 

 

HBA - hydrogen bond acceptors 2 

HBD- hydrogen bond donors 2 

Mpt - melting point 
 

173.5 
 

Hb - number of hydrogens 6 

cb -  the number of carbons not involved in a C= O bond 
6 
 

MR - molecular refractivity 
30.0 

 

pKa 
10.9 

 
 

 (2) 

logPoct - octanol-water partition coefficient 
0.59 

 

fu (free fraction of drug in plasma) 
0.97 (irreversible) 
0.42 (reversible) 

(Corley et al., 
2000) 

RBP 0.15  (3) 

 
(1) ChemSpider: http://www.chemspider.com/ (last access: 06.10.2014) 

(2) EDETOX database: http://edetox.ncl.ac.uk/chemicals.aspx?id=97 (last access: 06.10.2014) 

(3) ADMET Predictor computer software available from https://www.simulations-plus.com/ (last access: 

06.10.2014) 

 

2.9.4 Caffeine  

 

Caffeine (CAS: 58-08-2) is found in varying quantities in the seeds, leaves, and fruit of some plants. It is 

used in many creams and lotions since it is believed to slow down the photoaging process of the skin and to 

absorb ultraviolet radiation thereby preventing the development of tumours after skin exposure to sunlight. It 

is also used as an active compound in anti-cellulite products as it is argued to prevent excessive accumulation 
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of fat in cells. This alkaloid has potent antioxidant properties. It supposedly increases the microcirculation of 

blood in the skin and also stimulates the growth of hair through inhibition of the 5-=-reductase activity 

(Herman and Herman, 2012). Physicochemical properties of caffeine are provided in Table 2.9.5.  

Caffeine is rapidly absorbed from the gastrointestinal (GI) tract, and is almost completely metabolised in the 

liver. The amount of unchanged caffeine excreted in urine was found very small, typically 0.5-3.5% of the 

administred dose (Newton et al., 1981). The main route of metabolism in humans (70-80%) is via N-3 

demethylation to paraxanthine (Figure 2.9.4). This reaction is carried out by CYP1A2 in the liver. 

Experiments with human liver microsomes estimate that 1-N-demethylation to theobromine accounts for 

approximately 8% of caffeine metabolism with 7-N-demethylation to theophylline also around 8%. The 

remaining 15% of caffeine undergoes C-8 hydroxylation to form 1,3,7-trimethyluric acid (OECD SIDS, 

2002a) (not shown in figure).  The metabolism and toxicokinetics of caffeine, and the use of this information 

in PBTK modelling, have been described in previous studies (Csajka et al., 2005; Ginsberg et al., 2004; Lelo 

et al., 1986; Zandvliet et al., 2005).  

 

 

Fig 2.9.4: Major metabolic pathways for caffeine6. 

 

Recent animal studies have demonstrated that depending on the method of administration and species, 

NOAELs can vary quite largely. A number of references were considered, such as the OECD SIDS report 

(OECD SIDS, 2002b). Amongst others the following NOAEL indications were found: a developmental 

NOAEL in rodents of approximately 30 mg/kg BW/day, a teratogenic NOAEL of 100 mg/kg BW/day, a 

reproductive NOAEL of 80–120 mg/kg BW/day, a NOAEL for offspring <12.5 mg/kg BW/d and a NOAEL 

for fetotoxicity of 10 mg/kg BW/day. As the purpose of this study is not to scrutinise existing information for 

the most relevant NOAEL, we have  arbitrarily chosen a rat NOAEL of 10 mg/kg BW/day (Brent et al., 

2011; OECD SIDS, 2002b). As far as the authors of this report are aware, no clarity exists as to the MOA of 

the adverse effects observed or the substance responsible for the effect that the various NOAELs are based 

on, be it caffeine, (a) metabolite(s), or a combination of parent compound and metabolites.  

 

Table 2.9.5. Physicochemical properties of caffeine 

Physicochemical properties Value Reference 

MW – molecular weight 
194.2 

 
 
 

6 http://udel.edu/~danikoll/metabolism.html (last access: 06.10.2014) 
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MV – molar volume 
133.4 

 
 
 

 (1) HBA – hydrogen bond acceptors 6 

HBD- hydrogen bond donors 
0 
 

Mpt – melting point  
238 

 

Hb – number of hydrogens 9 

cb -  the number of carbons not involved in a C= O bond 
6 
 

MR – molecular refractivity 
50.4 

 

pKa 10.4  
 (2) 

logPoct – octanol-water partition coefficient -0.07 

fu (free fraction of drug in plasma) 
0.65 (Yamazaki and 

Kanaoka, 2004) 

RBP 0.35  (3) 

(1) ChemSpider: http://www.chemspider.com/ (last access: 06.10.2014) 

(2) EDETOX database: http://edetox.ncl.ac.uk/chemicals.aspx?id=97 (last access: 06.10.2014) 

(3) ADMET Predictor computer software available from https://www.simulations-plus.com/ (last access: 

06.10.2014) 

 

2.9.5 Ethanol  

 

 

In addition to its industrial applications, ethanol (CAS: 64-17-5) has widespread use as a solvent, 

preservative or an intermediate in personal care products and pharmaceuticals including scents, flavorings, 

cough treatments, antibiotics, vaccines, tablets, vitamins and many others. However, it is best known as the 

psychoactive ingredient commonly used in a variety of alcoholic beverages.  Physicochemical properties of 

ethanol are in Table 2.9.6. High NOAEL dose (1.73 g/kg BW/day) was determined in subchronic rat studies 

for the endpoints in renal tubular epithelial hyperplasia in males (ECHA, 2014a). LOAEL dose was 

identified to be 3.16 g/kg BW/ day. 

The excretion of ethanol from the human body is very rapid and the detection time in saliva, breath or blood 

is typically limited to 12 hours and a few hours longer in urine, depending on the amount of alcohol ingested 

(Helander et al., 1996; Ramchandani et al., 2001; Wurst et al., 2000). This makes ethanol detection difficult 

in situations in which it is important to know if there has been recent alcohol intake and particularly also the 

time since ethanol was consumed. This is the case in forensic investigations such as drunk driving claims, 

proof of drinking by courts, clinical analysis to document abstinence in treatment programmes and for 

random alcohol testing in workplaces and schools. Furthermore, in anti-doping control programmes, the 

detection of ethanol could be useful since there is evidence that excessive alcohol consumption may cause 

false-positive detection for testosterone abuse by influencing the urinary testosterone/epitestosterone ratio 

(Große et al., 2009; Sarkola and Eriksson, 2003).  Following alcohol intake, most (>90-95 %) of the ethanol 

is metabolised in the liver by alcohol dehydrogenase to acetaldehyde and then to acetic acid by aldehyde 
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dehydrogenase (Ramchandani et al., 2001; Wurst et al., 2000). Ethyl glucuronide (EtG) and ethyl sulfate 

(EtS), two minor metabolites of ethanol (about <0.1% of ethanol ingested is excreted in this way), can be 

detected for longer than ethanol itself and their presence in urine provides a strong indication of recent 

drinking (Helander and Beck, 2005; Seidl et al., 2001; Wurst and Metzger, 2002; Wurst et al., 2006, 2003a, 

2003b, 2000) – Figure 2.9.5. Hence, these metabolites are used as valuable biomarkers of alcohol intake and 

they can extend the time window for detection of recent alcohol drinking.  Many analytical methods, mainly 

using mass spectrometry, have been developed to analyse EtG and EtS in several biological matrices (e.g. 

serum, urine, hair) (Bicker et al., 2006; Dresen et al., 2004; Favretto et al., 2010; Politi et al., 2005).   (Lostia 

et al., 2013) published the results of a drinking experiment designed to obtain a more accurate and 

comprehensive description of EtG and EtS concentration-time profiles in biological matrices. Furthermore, 

some controlled drinking experiments, using human volunteers, were designed to investigate the kinetics of 

ethyl glucuronide and ethyl sulfate in urine and serum as a means to evaluate their possible use to calculate 

the time of alcohol consumption (Halter et al., 2008; Høiseth et al., 2010). Using the experimental data from 

these drinking experiments, two simple computer-based models have been developed to simulate the kinetics 

of EtG and EtS in blood (Droenner et al., 2002; Schmitt et al., 2010).  Physiologically-based toxicokinetic 

modelling of ethanol and acetaldehyde (following single oral administration of alcohol) is described in 

literature by (Loizou and Spendiff, 2004; Pastino and Conolly, 2000; Umulis et al., 2005), whereas 

experimental results on human subjects by (Jones et al., 1990, 1988; Wilkinson et al., 1977a, 1977b). In vivo 

dermal absorption of ethanol has also been investigated with emphasis on influence of different ethanol 

concentrations on overall absorption by (Kramer et al., 2007). 

 

 

Fig 2.9.5. Ethanol metabolism in liver. 

 

Table 2.9.6. Physicochemical properties of ethanol 
Physicochemical properties Value Reference 

MW - molecular weight 46.07  
 
 
 

 (1) 

MV - molar volume 59.1 

HBA - hydrogen bond acceptors 1 

HBD- hydrogen bond donors 
1 
 

Mpt - melting point -114.1 

Hb - number of hydrogens 6 
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cb -  the number of carbons not involved in a C= O bond 
 

2 

MR - molecular refractivity 12.9 

pKa 15.9  
 (2) 

VP- vapour pressure [Pa] 7910 

logPoct - octanol-water partition coefficient 
 

-0.31 
 

fu (free fraction of drug in plasma) 1  
 (3) 

RBP 1 

(1) ChemSpider: http://www.chemspider.com/ (last access: 06.10.2014) 

(2) EDETOX database: http://edetox.ncl.ac.uk/chemicals.aspx?id=97 (last access: 06.10.2014) 

(3) ADMET Predictor computer software available from https://www.simulations-plus.com/ (last access: 

06.10.2014) 

 

2.9.6 Isopropanol  

 

 

Isopropanol (CAS: 67-63-0) is a colorless liquid alcohol found in many consumer products.  Most consumers 

will be familiar with isopropanol in the form of rubbing alcohol for disinfection of wounds. It is also used as 

a solvent in a number of consumer and industrial products including antifreeze, lotions, car care products, 

and cosmetics. Physicochemical properties of isopropanol are given in Table 2.9.7.. Exposure to low levels 

of isopropanol is not expected to be hazardous. Subchronic rat experiments (with liver as target organ) were 

carried out to determine NOAEL (2mg/kg BW/day) and LOAEL (20mg/kg BW/day) doses (FDA, 1968). 

Commercially available hand rubs include ethanol and isopropyl alcohol. Isopropyl alcohol appears to be 

more toxic than ethanol, but less so than methanol. . Toxicity usually occurs after ingestion (the fatal oral 

dose in adult humans has been reported to be 240 mL) but also toxicity after inhalation and dermal 

absorption. Symptoms and signs of isopropyl alcohol intoxication include headache, dizziness, 

incoordination, hypoglycaemia, abdominal pain, nausea, vomiting, respiratory depression, hypotension, and 

coma. Apart from the acute toxicity noted above, animal studies suggest that exposure to isopropyl alcohol is 

a low potential hazard to human health.. 20 to 50% of an absorbed isopropanol dose is excreted unchanged. 

Most isopropyl alcohol is oxidised in the liver by alcohol dehydrogenase to acetone, which is probably 

further metabolised to acetate, formate, and finally carbon dioxide (Figure 2.9.6). Acetone may contribute to 

the CNS depression seen in isopropanol poisoning7. 

 

> http://www.inchem.org/ (last access: 06.10.2014)
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Fig 2.9.6. Metabolism of ispropanol to acetone in liver8. 

 

Table 2.9.7. Physicochemical properties of  isopropanol 
Physicochemical properties Value Reference 

MW - molecular weight 60.1   
 
 
 

 (1) 
 
 

MV - molar volume 75.9 

HBA - hydrogen bond acceptors 1 

HBD- hydrogen bond donors 
1 
 

Mpt - melting point -89.16 

Hb - number of hydrogens 7 

cb -  the number of carbons not involved in a C= O bond 2 

MR - molecular refractivity 

 

17.4 

VP- vapour pressure [Pa] 6050 

pKa 
17.1 

 
(4) 

logPoct - octanol-water partition coefficient 
0.03 (OECD SIDS, 

n.d.) 

fu (free fraction of drug in plasma) 1  
 (3) 

RBP 1 

(1) ChemSpider: http://www.chemspider.com/ (last access: 06.10.2014) 

(2) EDETOX database: http://edetox.ncl.ac.uk/chemicals.aspx?id=97 (last access: 06.10.2014) 

(3) ADMET Predictor computer software available from https://www.simulations-plus.com/ (last access: 

06.10.2014) 

(4) http://chemweb.unp.ac.za/chemistry/Physical_Data/pKa_values.htm (last access: 06.10.2014) 

 

2.9.7 Styrene 

 

 

8 http://www.proteinpower.com/drmike/important-information/low-carbers-beware-the-breathalyzer/ (last access: 
06.10.2014) 
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Styrene (CAS: 100-42-5) is primarily a synthetic chemical. It is also known as vinylbenzene, 

ethenylbenzene, cinnamene, or phenylethylene. It's a colorless liquid that evaporates easily and has a sweet 

smell. Styrene is used predominately in the production of polystyrene plastics and resins.  Styrene is also 

used as an intermediate in the synthesis of materials used for ion exchange resins and to produce copolymers. 

Low levels of styrene also occur naturally in a variety of foods such as fruits, vegetables, nuts, beverages, 

and meats. Physicochemical properties of styrene are provided in Table 2.9.8. 

Exposure to styrene is most likely to occur from breathing indoor air that is contaminated with styrene 

vapors from building materials, tobacco smoke, and use of copying machines. Exposure may also occur by 

breathing automobile exhaust. People who work where styrene is used or manufactured are likely to be 

exposed to it by breathing workplace air. Breathing styrene is most likely to affect the nervous system.  

Styrene is low in acute and chronic toxicity (Ramsey and Andersen, 1984). The majority of the absorbed 

material (about 90%) in man is metabolised in the liver by oxidation of the vinyl side group to styrene oxide. 

Styrene oxide is the active metabolite. The resulting major metabolites which are excreted are mandelic acid 

(60-80%) and phenylglyoxylic acid (about 30%) – Figure 2.9.7. Only very small quantities of hippuric acid 

are produced. The main metabolites, mandelic acid and phenylglyoxylic acid, are excreted in the urine. 

Hippuric acid and 4-vinylphenol are minor metabolites of styrene. About 1 to 2% of a dose is exhaled 

unchanged. Breath styrene concentrations represent about 25% of the corresponding air styrene 

concentration during constant exposure. (Csanady et al., 1994) developed a PBTK model for styrene and its 

metabolite (styrene-7,8-oxide). 

 

 

Fig 2.9.7. Metabolic pathways of styrene9. 

 

Table 2.9.8. Physicochemical properties of styrene 

Physicochemical properties Value Reference 

MW - molecular weight 
104.15 

 
 
 

? http://www.inchem.org/documents/ehc/ehc/ehc26.htm (last access: 06.10.2014)
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MV - molar volume 115.4  
 

 (1) 
HBA - hydrogen bond acceptors 0 

HBD- hydrogen bond donors 
0 
 

Mpt - melting point -48.3 

Hb - number of hydrogens 8 

cb -  the number of carbons not involved in a C= O bond 8 

MR - molecular refractivity 
 

37.2 

pKa -  
 (2) 

VP- vapour pressure [Pa] 853 

logPoct - octanol-water partition coefficient 2.95 

fu (free fraction of drug in plasma) 0.68  
(3) 

RBP 1.22 

(1) ChemSpider: http://www.chemspider.com/ (last access: 06.10.2014) 

(2) EDETOX database: http://edetox.ncl.ac.uk/chemicals.aspx?id=97 (last access: 06.10.2014) 

(3) ADMET Predictor computer software available from https://www.simulations-plus.com/ (last access: 

06.10.2014) 

 

 

2.9.8 Methyl iodide  

 

 

Methyl iodide (CAS: 74-88-4) or iodomethane has similar structure to methane with replacement of one 

hydrogen atom by an atom of iodine. It has been used as methylating agent, laboratory reagent or pesticide as 

iodomethane is a new agricultural active ingredient.  The compound is used also as an intermediate in the 

manufacture of some pharmaceuticals, in methylation processes, and in the field of microscopy. 

Physicochemical properties of iodomethane are provided in Table 2.9.9. People may be exposed to low 

levels of iodomethane in air from agricultural uses due to volatilization following application. Specifically, 

fumigants can off-gas into air and be transported off-site by meteorological processes. Agricultural field 

workers may be exposed to iodomethane during or after the application process. However, there are no 

reported human exposure incident reports related to agricultural uses (Mileson et al., 2009).   

Many recent studies indicated neurotoxic as well as fetal toxic effects in laboratory animals. There are 11 

cases of acute methyl iodide exposure in the medical literature. The human exposure to methyl iodide occurs 

through routes like dermal, inhalation, and oral ingestion. Acute exposures to methyl iodide have frequently 

occurred in the workplace. Predominantly neuropsychiatric symptoms of acute exposure to 

monohalomethanes consist of headache, nausea, vomiting, drowsiness, dizziness, giddiness, diarrhea, 

confusion, ataxia, slurred speech, paralysis, convulsions, delirium, coma, and death (Parkar and Mayanil, 

2012). One case of suicidal parenteral exposure has been reported (Robertz-Vaupel et al., 1991). The primary 

target organs in cases of severe poisoning are lungs, liver, kidney, and brain. Animal studies have shown 

methyl iodide to be a potential carcinogen and teratogen. More information about toxicity of this compound 
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is provided in (Buckell, 1950; Nair and Chatterjee, 2010; Parkar and Mayanil, 2012). Dermal rat NOAEL 

dose is 30 mg/kg BW/day (ECHA, 2014b) based on secondary histopathological effects and organ weight 

changes; several secondary effects attributed to the severe skin irritation including changes in hematology, 

clinical chemistry and urinalysis. 

Metabolism of methyl iodide occurs in the liver, kidney, skin and nasal respiratory/ olfactory  epithelium 

where its glutathione conjugation was measured (Sweeney et al., 2009).  

 

Table 2.9.9. Physicochemical properties of iodomethane 

Physicochemical properties Value Reference 

MW - molecular weight 
141.95 

 
 
 
 
 
 
 
 

 (1) 
 
 

MV - molar volume 
63.9 

 

HBA - hydrogen bond acceptors 0 

HBD- hydrogen bond donors 0 

Mpt - melting point 
 

-95.17 
 

Hb - number of hydrogens 3 

cb -  the number of carbons not involved in a C= O bond 1 

MR - molecular refractivity 
19.7 

 

pKa 5 (assumed) 

logPoct - octanol-water partition coefficient 0.17 

fu (free fraction of drug in plasma) 1 (2) 

RBP 1.77 

(1) ChemSpider: http://www.chemspider.com/ (last access: 06.10.2014) 

(2) ADMET Predictor computer software available from https://www.simulations-plus.com/ (last access: 

06.10.2014) 

 

2.9.9 Nicotine 

 

 

Nicotine (CAS: 54-11-5), a commonly used stimulant (a tertiary amine composed of a pyridine and a 

pyrrolidine ring), has been investigated extensively in previous years, both in terms of in vivo and in vitro 

effects on human body. Physicochemical properties of nicotine are presented in Table 2.9.10. Nicotine 

NOAEL and LOAEL doses (based on rat studies) are 1.25 and 2.5 mg/kg BW/ day respectively (for short 

and intermediate health risks such as episodic oral, dermal, and inhalation toxicity endpoints (EPA, 2008). 

This psychoactive substance is known to increase heart rate, affect the nervous system and influence other 

biological processes including behavioral effects and metabolic responses  (Grundy et al., 1981). Nicotine is 
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an addictive drug and its consistent use is likely to result in the development of tolerance to (and dependence 

on) its actions. Cigarette smoking as a delivery mechanism is inherently more likely to produce addiction.  

There is therefore interest in the development of nicotine replacement therapies based on alternative 

exposure routes (e.g. coated tablets, chewing gum, nasal spray, inhalator, microtablets and transdermal 

patches).  Human exposure to nicotine may occur via all three routes: inhalation, oral and dermal absorption. 

Cigarettes vary in their nicotine content: the tobacco from the bidi cigarettes has on average 21.2 mg/g of 

nicotine compared to the tobacco from filtered and unfiltered commercial cigarettes containing 16.3 mg/g 

and 13.5 mg/g of nicotine respectively (Malson et al., 2001). To estimate a daily nicotine consumption 

(Benowitz et al., 1982) reported that smoking of usual, low-, and high- nicotine commercial cigarettes 

deliver 1.2mg, 0.4 mg and 2.5 mg of nicotine respectively. Transdermal patches normally contain from 5 to 

30 mg nicotine and are applied over 24 hours (de Landoni, 1991). In vivo experiments showed that less than 

100% of the nicotine absolute dose in a patch reaches systemic circulation. The amount of nicotine absorbed 

has been reported to be between 65-90% of the total dermal dose (Bannon et al., 1989; Gupta et al., 1993). 

This absorption was found independent of a dose and the undelivered amount is believed to be lost either by 

evaporation or possible skin metabolism.  

(Papathanasiou et al., 2013) recently studied the effect of nicotine smoking on heart rate at rest and during 

exercise in 298 young adults. The authors concluded that smokers had significantly higher resting heart rate 

values than non-smokers but the reverse was observed during exercise. The maximal values achieved during 

exercise were around 191-193 bpm (smokers) and 198-199 bpm (non-smokers). There are many literature 

studies and reviews describing in detail the absorption, distribution, metabolism and excretion (ADME) 

processes of nicotine  (Benowitz, 1990; Hukkanen et al., 2005). 

Nicotine is a water and lipid soluble drug which, in the free base form, is readily absorbed via respiratory 

tissues, skin, and the gastrointestinal tract.  Inhaled nicotine enters the blood almost as rapidly as after rapid 

intravenous injection (de Landoni, 1991).  Nicotine readily reaches organs and tissues and undergoes 

extensive metabolism mainly in liver (nicotine bioavailabilty = 30-40 %). Plasma protein binding was 

reported to be only around 5% (Yamazaki and Kanaoka, 2004). Nicotine undergoes liver metabolism by 

cytochrome P450 enzymes (mostly CYP2A6, and also by CYP2B6). A major metabolite is cotinine (ca. 80% 

of nicotine conversion).  Other metabolites include nicotine N’-oxide, nornicotine, nicotine isomethonium 

ion, 2-hydroxynicotine and nicotine glucuronide (Figure 2.9.8). Renal clearance accounts for 2-35% of total 

nicotine clearance (Tutka et al., 2005).  Additionally, there are observed differences in plasma concentrations 

between smokers and nonsmokers suggesting differences in total clearance rates, with non-smokers showing 

faster clearance than smokers (Tutka et al., 2005; Yun et al., 2008). The apparent volume of distribution of 

nicotine was determined in one clinical study to be 2.0 L/kg in smokers and 3.0 L/kg in nonsmokers 

(Ellenhorn, 1988). 

Nicotine toxicity facts are well-outlined in literature (Brcic Karaconji, 2005). In 2004, The Committee on 

Updating of Occupational Exposure Limits agreed on the no- observed adverse effect level (NOAEL) of 0.5 



��

mg/m3 based in a two-year inhalation rat study as a starting point in deriving a health-based recommended 

occupational exposure limit.  

 

Fig 2.9.8. Human liver metabolism pathways of nicotine10. 

 

Nicotine has a rapid onset of action therefore is a good candidate to model observable acute effects.  

Toxicodynamics of nicotine is very complex and reflect the influence of tolerance development to actions of 

this stimulant on the dose-response relationship. Therefore, the effect-side part of the model should be 

described by means of noncompetitive antagonist receptor model to account for a “force” driving tolerance 

that acts to reduce drug effect.  Nicotine use can have different effects on the body such as: decreases the 

appetite, increases activity of intestines, increases heart rate and blood pressure, and stimulates memory and 

alertness. There are also symptoms of nicotine withdrawal within 2 – 3 hours after the use of tobacco 

especially among heavy smokers and these include: an intense craving for nicotine, anxiety, depression, 

headaches, increased appetite and problems concentrating. 

There are already presented various PBTK-TD models for nicotine in literature (Green et al., 1999; Porchet 

et al., 1988; Robinson et al., 1992; Teeguarden et al., 2013). They all present relatively simple but 

satisfactory representation of nicotine ADME process following three exposure routes. 

 

Table 2.9.10. Physicochemical properties of nicotine 

Physicochemical properties Value Reference 

logPoct – octanol-water partition coefficient 1.17  
 
 
 
 

(1) 

MW – molecular weight 162.2 

MV – molar volume 157.18 

HBA – hydrogen bond acceptors 2 

HBD- hydrogen bond donors 0 

Mpt – melting point 57.34 

Hb – number of hydrogens 11 

cb -  the number of carbons not involved in a C= O bond 10 

MR – molecular refractivity 49.26 

pH 
8.8 (Hukkanen et 

al., 2005) 

10 http://quantum.esu.edu/~scady/damra/Page5.htm (last access: 06.10.2014) 
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pKa 
8 

3.1 (EDETOX - 3) 
(Benowitz, 

1990) 

VP- vapour pressure [Pa] 0.038 (1) 

fu (free fraction of drug in plasma) 
0.95 (Yamazaki and 

Kanaoka, 2004) 

RBP 1.2 (2) 

logPoct - octanol-water partition coefficient 1.17  (3) 

(1) ChemSpider: http://www.chemspider.com/ (last access: 06.10.2014) 

(2) ADMET Predictor computer software available from https://www.simulations-plus.com/ (last access: 

06.10.2014) 

(3) EDETOX database: http://edetox.ncl.ac.uk/chemicals.aspx?id=97 (last access: 06.10.2014) 

2.10 Differences in molecular properties between cosmetic ingredients and drugs 

 

A set of 207 drugs taken from (Wetmore et al., 2012) is compared in terms of molecular property diversities 

(Figures 2.10.1-2) with a set of 40 cosmetics ingredients:  coumarin, hydroquinone, caffeine, ethanol, 

isopropanol, estragole, lindane, ethylene glycol, propylene glycol, glycerine, salicylic acid, sodium lauryl 

sulfate, ammonia, aqua, ascorbic acid, benzophenone-2, benzophenone-3, benzophenone-4, benzyl alcohol, 

benzyl alcohol, benzyl benzoate, benzyl salicylate, butane, butyloctanol, butylparaben, cetearyl alcohol, cetyl 

alcohol, cinnamyl alcohol, citric acid, citronellol, dilinoleic acid, lactic acid, limonene, linalool, palmitic 

acid, panthenol, phenoxyethanol, propane, propylparaben. Principal component analysis clearly visualises 

differences between these sets and may serve as an indicator that QSPRs developed on drug properties may 

not be applicable for cosmetic ingredients. 

 

Fig 2.10.1. Structural space of drugs versus cosmetics. 

-1.5

-1

-0.5

0

0.5

1

-2 -1 0 1 2 3

P
C

2

PC1

Drug set 207 (Wetmore et al.
2011)

Cosmetics set 40



�(

Fig 2.10.2. Molecular properties diversity of drugs versus cosmetics. 

Atom pair fingerprints (all possible pairs of atoms within a defined radius were counted and fingerprinted – 

topological rather structural approach) and 12 simple physicochemical properties (logPoct, atomic 

polarizabilities, bond polarizabilities, aromatic atoms count, aromatic bonds, HBA, HBD, rotatable bonds 

count, topological polar surface, MW, no. of heavy atoms) were calculated by RDkit11 in KNIME. 

Percentage of variance for the structural plot was 54% and for the physicochemical properties 91%. 

  

11 http://www.rdkit.org/docs/Overview.html (last access: 06.10.2014) 

-30

-20

-10

0

10

20

30

40

-40 -20 0 20 40 60 80 100
P

C
2

PC1

Drugs set 207  (Wetmore et al.
2011)



�*

3. Materials and methods 

 

In the first part of this chapter all the experimental (in vivo, in vitro) data used for the calibration, validation 

and application of the models (PBTK, PBTD, VCBA) are listed. Most of these data come from the available 

literature. In the second part, the model structures (PBTK, PBTD and VCBA) and equations are defined, 

followed by the functions used for sensitivity analysis and optimisation, and a compilation of the QSPRs for 

skin absorption, plasma protein binding, air-to-blood and blood-to-tissue partition coefficients. 

 

3.1 Experimental Data 

 

3.1.1 Single and repeated toxicokinetics 

a) Coumarin 

 

In vivo (literature) 

- Oral (0.857 mg/kg BW) administration data of coumarin dissolved in propylene glycol to (i) four 

healthy subjects – individual blood concentrations of coumarin were published (Ritschel et al., 1979) 

and (ii) six healthy volunteers: 4 males, 2 females – mean blood concentrations were used to 

calibrate the oral PBTK model (Ritschel et al., 1977). 

- In vivo dermal absorption was studied by (Ford et al., 2001) on three male subjects. 6 h-exposure to 

0.02 mg/cm2 of coumarin in 1 mL of 70% aq. ethanol was measured on the back-site 100 cm2 of skin 

area with 30 min of alcohol evaporation and then occlusion. Individual plasma concentrations of 

coumarin were published. 

 
In vitro (literature) 
 

- Percutaneous absorption of coumarin was measured across the human scalp and abdominal skin 

(skin area = 0.636 cm2) by (Ritschel et al., 1989). A coumarin solution of 5.5 mCi/mmol in 

phosphate buffer (pH 7.4) was applied to the stratum corneum. Amount of coumarin permeated in 

time over skin area, was published and used to calibrate in vitro parameters of the PBTK model. 

- Coumarin metabolism to 7-HC, o-HPA, 3-HC (first pass) and o-HPA metabolism to o-HPAA and o-

HPE (second pass) were studied in human liver microsomes by (Born et al., 2000; Rietjens et al., 

2008; Vassallo et al., 2004). Coumarin concentrations ranging from 0 to 4000 µM were added to 

microsomal incubations as 1% (v/v) from a 100 times concentrated stock solution in dimethyl 

sulfoxide (DMSO). The apparent Vmax and Km values were determined for 2-4 different donors. 

Microsomal yield of 35 mg/gliver was used to scale in vitro results to the liver level. 
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b) Estragole 

 

In vivo (literature) 

Three male and four female subjects drank 500 mL of a fennel tea made from freshly broken fruits within 10 

min. One female volunteer drank in separate trials another 1000 and 250 mL of the fennel tea, respectively, 

with intervals of at least 2 months between the tests. The urinary excretion of metabolites was investigated. 

Concentration (average) of 1@-hydroxyestragole (the main estragole metabolite) in human blood plasma were 

provided at different times after the consumption of fennel tea containing 3.5 mg (68 Ag/kg BW) of estragole 

(Zeller et al., 2009). 

In vitro (literature) 

Mixed gender human liver microsomal preparations were incubated with estragole in the presence of 

nicotinamide adenine dinucleotide phosphate (NADPH) to determine the kinetic constants for the formation 

of phase I metabolites of estragole. These incubations were carried out for 10 min at a substrate 

concentration that ranged from 10 to 400 µM of estragole. Under these conditions the formation of the 

different estragole metabolites was linear with time and microsomal protein concentration. Additional 

incubations were carried out to determine the kinetic constants for glucuronidation of 1’-hydroxyestragole at 

substrate concentrations that ranged from 50 to 2000 µM of 1’-hydroxyestragole (Punt et al., 2009). 

Microsomal protein yield used in this work was 32 mg/g liver. 

 

 

c) Hydroquinone 

 

In vivo (literature) 

- For calibration of the oral PBTK model, single exposure results from one healthy adult male 

Caucasian were available (Corley et al., 2000). He ingested 275 mg of hydroquinone (by ingestion of 

27.5 g of the dose solution through a drinking straw) followed by two rinses of 50 ml water. Free and 

protein-bound hydroquinone concentrations in the blood were provided (however total amount was 

considered in the calibration of the model) together with cumulative amounts of hydroquinone 

eliminated as glucuronide, sulfate and glutathione conjugates in the urine. 

- For calibration of the dermal exposure model, 2.5 mg of hydroquinone in 0.125 g of cream was 

applied to the forehead and left forearm (25 cm2) of 6 volunteers. The dosed skin site was washed 8h 

after dosing. Plasma radioactivities of hydroquinone were provided as group mean results taken 

contralateral (opposite arm) to dosing place (Wester et al., 1998). Urine concentrations were 

measured after topical application of hydroquinone to forehead site. 

 
 

In vitro (literature) 

Isolated hepatocytes were used to determine metabolic rate constants for the conversion of hydroquinone to 

HQ-SG (gluthatione conjugates), HQ- Gluc (glucuronide) on other later-phase hydroquinone conjugates. 
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Cryopreserved hepatocytes prepared from six different donors were incubated with 45, 227, or 2270 µM of 

hydroquinone (Poet et al., 2004). The estimated yield of isolated hepatocytes was 5.02.107 cells/g liver. 

 

d) Caffeine 

 

In vivo (literature) 

- Five different single absorption oral studies in humans were selected for the PBTK model calibration 

and validation. For calibration, plasma concentrations were taken from (Lelo et al., 1986) and from 

(Newton et al., 1981). In the former study, one non-smoking male volunteer ingested 270 mg of 

caffeine in a gelatin capsule whereas in the latter study one male subject ingested a gelatin capsule 

containing 300 mg of caffeine (single dose administration studies). For model validation, plasma 

concentrations were taken from the oral study by (Csajka et al., 2005) where in addition to a gelatin 

capsule, caffeine was applied as a commercial dietary supplement. In the first part of the study, 8 

subjects received a single oral dose -2 capsules of a commercial dietary supplement, Metabolift, 

labelled to contain 200 mg caffeine and in the second part, a single oral dose of 200 mg of caffeine 

sulphate was administered alone to 16 subjects. Validation of the model for repeated caffeine 

absorption was based on the experimental design of (Denaro et al., 1991). Nine healthy non-

smokers, habitual coffee consumers, were given 6 cups of coffee per day (4.2 and 12 mg/kg BW). 

Mean plasma concentrations of caffeine measured over 24 h during low and high caffeine 

consumption were published. Finally, single and repeated effects of 8 mg/kg BW of caffeine (in a 

gelatin capsule) were investigated in six healthy subjects (Acheson et al., 1980). Individual plasma 

caffeine concentrations were provided. 

- To calibrate the model for dermal exposure, the experiment of (Otberg et al., 2008) was used, in 

which caffeine in an ethanol/propylene glycol vehicle was administered to 6 male volunteers by 

applying the liquid onto a chest area of 25 cm2 for 24 h. In contrast to other dermal absorption 

studies, the additional impact of hair follicles on the overall absorption process was considered.  

 

In vitro data for skin permeation 

To calibrate the PBTK model for in vitro permeation of caffeine the following studies were used: 

Literature: 

- Permeation of caffeine in oil/water (O/W) and a water/oil/water  (W/O/W) emulsions consisting of 

hydrophilic and oil phases in defined ratios was studied by (Doucet et al., 1998).  A 1% caffeine 

solution in 260 mg/cm2 was applied on 1 cm2 of abdominal biopsies. The amount of caffeine 

permeated per cm2 was measured over 24 h.  

- 4 mg/mL of caffeine in ethanol/water solution (ethanol to water ratio 1:1 [v/v]) was applied on 1.5 

cm2 of full thickness breast and abdominal skin from surgical waste (Wilkinson et al., 2006). The 

cumulative amount of caffeine in receptor fluid over 24 h was reported. 
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- High (15 mg/mL) and low (320 µg/mL) caffeine solutions in acetone were pipetted onto a skin area 

of 3.14 cm2 (human abdominal skin) (Treffel et al., 1993) under normal pressure. Mean fluxes and 

permeated amounts over 24 h were published. At 24 h high caffeine solution led to permeated 

amount of 0.009421 mg/cm2 and low solution to 0.001631 mg/cm2. 

- 25.82 mg/mL of caffeine in water were applied to 1 cm2 of excised human upper leg skin. The 

diffusion experiment was performed over 24 h- period with sampling every 2 h up to 12 h and at 24 

h. Diffusion and partition coefficients in stratum corneum were measured together with permeation 

coefficient and permeated amount of caffeine through epidermis were published (Dias et al., 1999).  

 

Provided by Cosmetics Europe: 

Cosmetics Europe provided their experimental results in terms of the diffusion coefficient in stratum 

corneum and the stratum corneum/vehicle partition coefficient following permeation of 10 mg/mL of 

caffeine in ethanol/propylene glycol/water through human frozen cadaver skin (1.5 cm2, the skin was thawed 

and pieces were cut from the main skin piece) and following permeation of 1 % caffeine solution in 

ethanol/propylene glycol/water through human abdominal skin. 

 

In vitro data for liver metabolism (literature): 

The biotransformation of caffeine was studied in vitro using human cytochrome P-450 isoenzymes (CYPs) 

expressed in human B-lymphoblastoid cell lines, namely CYP1A1, 1A2, 2A6, 2B6, 2D6-Val, 2E1 and 3A4, 

and microsomal epoxide hydroxylase (EH). In addition, CYP2D6-Met was also studied, in which a valine in 

the wild type (CYP2D6-Val) had been replaced by a methionine due to a G to A mutation in position 112. A 

0.05-2 mmol/L solution of caffeine in sodium phosphate buffer pH= 7.4 was applied (Ha et al., 1996). 

 

 

e) Ethanol 

 

In vivo (literature) 

- For calibration of the ethanol oral absorption model, blood ethanol concentrations were taken from 

two drinking experiments performed by (Wilkinson et al., 1977a, 1977b), under fasting conditions: i) 

eight healthy adult white male volunteers received 15, 30, 45 and 60 mL of 95% ethanol in orange 

juice (total volume of each dose was 150 mL); ii) a single adult male volunteer was given 30 mL of 

95% alcohol in a total volume of 180 mL (made up with orange juice).  

- Acetaldehyde concentrations used to optimise reverse metabolism rates of ethanol to acetaldehyde 

were taken from (Jones et al., 1988) where 10 healthy male volunteers ingested 0.25 g/kg BW of 

ethanol. Individual blood concentrations were provided. 

- For calibration and validation of the skin exposure model, the study of (Kramer et al., 2007) was 

used. 12 volunteers applied three hand-rubs containing 95%, 85% and 55% ethanol. For hygienic 

hand disinfection, 4 mL were applied 20 times for 30s, with a 1 minute break between applications. 
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For surgical hand disinfection, 20 mL of each hand rub was applied to hands and arms up to the level 

of the elbow 10 times for 3 minutes, with a break of 5 minutes between applications. Blood 

concentrations of ethanol and acetaldehyde were determined as the group average results. 

- For calibration of the ethanol inhalation model,  5 healthy adult men were exposed to 1000 ppm of 

ethanol over 6 h. Exposure was carried out in a dynamic controlled-environment exposure chamber 

measuring 18.1 m3 with the fresh air and ethanol inflow conditions as specified in (Nadeau et al., 

2003).  Mean ethanol concentrations in blood and expired air were published. 

 

In vivo (provided by King’s College London) 

For validation and further model refinement of oral absorption, serum  concentrations of ethanol  and serum 

and urinary  concentrations of  ethyl glucuronide (EtG) and ethyl sulfate (EtS) were taken from the drinking 

study of (Lostia et al., 2013). In the latter study, eighteen healthy volunteers (9:9 male: female, non-Asian, 

18–35 years old and with a body weight between 50 and 80 kg) participated in two separate controlled 

drinking experiments, with at least 1 week interval in-between, and provided blood and urine samples. For 

each drinking experiment, volunteers abstained from alcohol during the 3 days before the study (based on 

self-reporting and confirmed by analysis of EtG and EtS in urine), and for 3 days after alcohol 

administration. In the first experiment, 4 units of alcohol (corresponding to a mean value of 0.76 g of 

ethanol/kg of body weight, calculated by the Widmark equation; Widmark factors used: 0.68 for males and 

0.55 for females) were administered, while in the second one, 8 units of alcohol (corresponding to a mean 

value of 1.53 g/kg) were administered. Ethanol was consumed at lunch time (12 a.m.) over a total period of 

60 min (for 4 units, volunteers had to drink 100 mL of alcoholic drink every 15 min, while for 8 units they 

drank 125 mL every 15 min). Urine samples were collected after alcohol administration every hour for the 

first 7 h and then after 10, 24, 48 and 72h. For each sample, the entire urine volume was collected and 

measured. Blood samples of 15 ml were collected every hour for the first 6 h and then after 24 and 48 h. 

After collection, the serum fraction was isolated and used for the analysis. The following analytes were 

measured: EtG and EtS in serum and urine, ethanol in serum and urinary creatinine. The analysis was 

performed by the Drug Control Centre (King’s College, London), which is accredited to ISO 17025 and by 

the World Anti-Doping Agency for drug testing analysis, using validated methods developed in house. 

Individual serum, urine (ethanol in serum, EtG and EtS in serum and urine), and urinary creatinine 

concentrations were provided for this work. 

 

 

f) Isopropanol 

 

In vivo (literature) 

- To calibrate the oral absorption model, the experiment of  (Monaghan et al., 1995) was used in 

which 3 healthy male subjects ingested 0.6 ml/kg 70% isopropanol in 240 ml water over a 5 min- 

period. Mean venous blood concentrations of isopropanol and its metabolite were published (Clewell 
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Iii et al., 2001; Monaghan et al., 1995). For validation, the study conducted by (Lacouture et al., 

1989) was taken in which 3 male subjects ingested 0.4 ml/kg 70% IPA in 210 ml apple juice over 10 

min. In a similar manner to the previous work, mean venous blood concentrations of isopropanol and 

its metabolite were provided (Clewell Iii et al., 2001; Lacouture et al., 1989). 

- To model isopropanol inhalation, experimental data from (Kumagai et al., 1999) were taken.  In their 

work, respiratory uptake in humans was investigated in 4 healthy male volunteers who inhaled 

concentrations of 50, 100, or 200 ppm acetone or isopropanol at rest for 10 min. The subjects inhaled 

the vapours through a mouthpiece equipped with a valve to isolate exhaled air, and samples of 

exhaled air were collected 1 min prior to exposure, during the 10 min of exposure, and for 5 min 

following exposure. Exhaled air concentrations were reported for the average concentration over an 

exhalation period (mean of three exposure groups) as well as for the concentration at the end of an 

exhalation.  

- The dermal absorption PBTK model was calibrated with respect to study of (Turner et al., 2004) in 

which 3 mL of isopropyl alcohol-containing hand rub (52.6 % w/w) was applied to the hands every 

10 min over 4 h. 10 healthy adults participated in the experiment. Blood concentrations of 

isopropanol after 4 h were published separately for males and females. 

 

g) Styrene 

 

In vivo (literature) 

To calibrate the PBTK model for inhalation of styrene, experimental data were taken from: (i) (Ramsey and 

Young, 1978) in which human volunteers  (2 male subjects with an average body weight of 83.1 kg) were 

exposed to 80 ppm of styrene for 6 h – average blood concentrations were used; ii) (Wigaeus et al., 1984) in 

which six male subjects (average body weight = 69 kg) were exposed to 293 mg/m3 of styrene for 2 h. The 

mean concentration of styrene in arterial blood was published. To validate the inhalation PBTK model, data 

on 4 male volunteers inhaled styrene vapors (50 ppm) for 2 h (during 50-W workload) were used (Johanson 

et al., 2000). Individual venous blood concentrations were presented. 

 

h) Methyl iodide 

 
 
In vivo (literature) 
 

- A 19-year-old patient intending to commit a suicide gave himself an i.v. injection of about 14 g of 

methyl iodide. Three serum concentrations after ca. 3 h were provided, and then after 0,2,4,8 and 28 

h after hemoperfusion (Robertz-Vaupel et al., 1991). 

- 4 volunteers inhaled methyl-iodide labelled with iodine-132. In the first experiment, the compound 

was administered over 5 min using special apparatus and in the second inspired as a single deep 

breath (held for about 45 s). About 150 µg of stable methyl iodide was used in each preparation. 
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Urinary concentrations and  2 concentration-time points of iodine-132 in blood in individual subjects 

were published (Morgan et al., 1967; Morgan and Morgan, 1967). 

 

i) Nicotine 

 
In vivo (literature) 

- To calibrate the liver metabolic rates for conversion of nicotine to cotinine, intravenous experimental 

data were used (Porchet et al., 1988). In this study, 8 healthy subjects (all habitual smokers), in a 

state of rest, were given two i.v. administrations of nicotine (2.5 µg of nicotine per kg body weight 

for 30 min) at intervals of 1, 2 and 3.5 h. For validation, blood data from 9 subjects following 

intravenous injection of nicotine (ca. 0.7 µg per kg body weight for 180 min) were chosen (Fattinger 

et al., 1997).  

- For calibration of the oral PBTK model, single and repeated doses (8 times, once every 1.5 h) of 

nicotine with the Straw (4, 8, 12 mg) were administered in a group of 24 smokers (D’Orlando and 

Fox, 2004). Mean plasma concentrations were calculated from individual nicotine levels presented in 

the paper. For validation, nicotine-containing capsules (6 and 15 mg) were administered as a single 

dose to 12 subjects, nonsmokers (Green et al., 1999).  

- To calibrate the dermal PBTK model, a nicotine patch (NicolanTM) study was used (Bannon et al., 

1989). Nicotine was applied in patches at various doses (15, 30 and 60 mg) on the skin of healthy 

human volunteers (all smokers) for 24 h as single doses and 30 mg applied in repetitive way once 

every 24 h up to the 7th day. Mean plasma nicotine concentrations were published. To validate the 

model, single and multiple applications of a nicotine transdermal system (NTS) were investigated on 

13 healthy adult male smokers (1.5 mg/h of nicotine released over 24 h) (Gupta et al., 1993). Mean 

plasma nicotine concentrations were presented.   

- To calibrate the inhalation PBTK model, a study describing the smoking of 0.4, 1.2, 2.5 mg-

containing cigarettes (30 per day) by 12 healthy volunteers (all smokers) was chosen (Benowitz et 

al., 1982). Mean blood nicotine concentrations were published. For validation, data were taken from 

(Hansson et al., 1994) which investigated the inhalation of  0-64 mg/mL of nicotine in 24 healthy 

non-smoking subjects.  

 

Table 3.1 provides a summary of all in vivo and in vitro data resources used in this work. 

 

Table 3.1. Summary of experimental data sources for toxicokinetic modelling. 
Compound in vitro data in vivo data 

Coumarin Skin permeation: 
(Ritschel et al., 1977) 

 
Liver metabolism: 
(Born et al., 2000; 

Rietjens et al., 2008; 

Oral data:Single: (Ritschel et al., 1979, 1977) 
Dermal data: 

Single: (Ford et al., 2001) 
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Vassallo et al., 2004) 
 
 

Estragole 

 
 

Metabolic rates in liver 
microsomes: 

(Punt et al., 2009) 

 
 

Oral data: 
(Zeller et al., 2009) 

 
Hydroquinone 

 
Liver metabolism: 

Isolated hepatocytes 
(Poet et al., 2004) 

 
Oral data: 

(Corley et al., 2000) 
Dermal data: 

(Wester et al., 1998) 
 

Caffeine 
 

Skin permeation: 
Cosmetics Europe 

JRC  (Mennecozzi et al., 
2011) 
and 

(Doucet et al., 1998; 
Treffel et al., 1993) 

(Wilkinson et al., 2006) 
 

Liver metabolism: 
(Ha et al., 1996) 

Oral data: 
Single: gelatin capsule (Lelo et al., 1986) 

Single: commercial dietary supplement (Csajka et al., 2005) 
Single: gelatin capsule (Newton et al., 1981) 

Single: beverage (Robertson et al., 1981) 
Single and repeated: gelatin capsule (Acheson et al., 1980) 

Repeated: coffee (Denaro et al., 1991) 
 

Dermal data : 
Single: Caffeine in 30%ethanol/70% propylene glycol 

(Otberg et al., 2008) 
 

Ethanol 
 
 
 

 
 
 
 
- 

 
Oral data:  

(Jones et al., 1988; Wilkinson et al., 1977a, 1977b) 
(Lostia et al., 2013) + King’s College 

Dermal data: 
(Kramer et al., 2007) 

Inhalation: 
(Nadeau et al., 2003) 

 
Isopropanol  

- 
Inhalation data: 

(Kumagai et al., 1999) 
(Clewell Iii et al., 2001) 

Oral data: 
(Clewell Iii et al., 2001; Lacouture et al., 1989; Monaghan et 

al., 1995) 
Dermal data: 

(Turner et al., 2004) 
 

 
Methyl Iodide 

 
- 

Inhalation data: 
(Morgan et al., 1967; Morgan and Morgan, 1967) 

i.v. data 
(Robertz-Vaupel et al., 1991) 

 
Styrene - Inhalation data: 

(Johanson et al., 2000; Ramsey and Young, 1978; Wigaeus et 
al., 1984) 

 
Nicotine 

 
 

 

- 

IV infusion: 
Repeated (Porchet et al., 1988) 

Oral data: 
Nicotine capsules: single (Green et al., 1999) 

Nicotine with the straw: single and repeated (D’Orlando and 
Fox, 2004)  

Dermal data: 
Nicotine patch: single and repeated (Bannon et al., 1989) 
Nicotine patch: single and repeated (Gupta et al., 1993) 

Via straw: 
Inhalation: repeated (Teeguarden et al., 2013) 
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3.1.2 Single and repeated toxicodynamics  

 

 

a) Nicotine (literature) 

 
A toxicodynamic model of heart rate was developed using data published by (Porchet et al., 1988) and was 

validated using experimental results of (Fattinger et al., 1997). In both cases, heart rate responses to 

intravenous nicotine were measured at rest. In the second study, systolic and diastolic blood pressure 

responses were used to calibrate the PBTD model in terms of the acute effect on blood pressure. In addition, 

the study of (Sofuoglu et al., 2012) was used to further validate heart rate and blood pressure simulations. In 

this work, 107 non-treatment-seeking smokers were given intravenous injections of 0.7 µg/BW for 5 min 

followed by an injection of 1 µg/BW 30min later (also for 5 min). Measurements of blood pressure following 

single IV doses were taken from (Fattinger et al., 1997), and following double IV injections from (Sofuoglu 

et al., 2012). 

To simulate the effect of nicotine on heart rate during exercise, a study was chosen in which the effects of 

nicotine (7 mg transdermal nicotine patch) were measured on cycling endurance. The study was carried out 

on twelve healthy males (Mündel and Jones, 2006).  

 
 

b) Caffeine (literature) 

 
The toxicodynamic model of heart rate (sigmoid model) was parameterised using experimental data based on 

prolonged exercise of lean 6 subjects. The increase of heart rate was measured during treadmill exercise, 

following intake of 5 mg/kg BW of caffeine in gelatin capsules (Damirchi et al., 2009). 

 

The toxicodynamic model of mean arterial blood pressure was calibrated using experimental data based on 8 

subjects at rest. Eight healthy men drank a decaffeinated coffee to which 4 mg/kg BW of caffeine had been 

added; mean arterial pressure (MAP) results were published (Shi, 1993).  

To validate the models, the following studies were used: 

- (Daniels et al., 1998) measured heart rate and blood pressure at rest and during dynamic leg exercise 

(10 trained cyclists received 6 mg/kg BW of caffeine in gelatin capsule) Mean recordings were 

provided. 

- (Mousavi et al., 2011) investigated mean heart rates and blood pressures were published at rest and 

during exercise after administration on 5 mg/kg BW caffeine in gelatin capsule. 

- (Ping et al., 2010) published heart rate recordings were provided after absorption of 7 mg/kg BW of 

caffeine by nine male Malaysian runners during exercise conditions. 
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- (Robertson et al., 1981) study was used to calculate MAP values from mean systolic and diastolic 

pressure results following administration of 250 mg of caffeine in a beverage at rest by 18 healthy 

subjects. 

- (Karatzis et al., 2005) investigated MAP changes after consumption on 80 mg of caffeine in a coffee. 

The experiment was carried out on 16 healthy volunteers. Mean central systolic and diastolic 

pressure results were published.  

- From (Denaro et al., 1991) experiment MAP values calculated from published systolic and diastolic 

pressure changes after repeated dosing of caffeine (4.2 and 12 mg/kg BW).  

 

Table 3.2 provides a summary of all heart rate and blood pressure experimental data resources used in this 

work. 

 

Table 3.2. Summary of experimental data sources for toxicodynamic modelling 
Compound Cardiovascular effect References 

 
Nicotine 

 
 

Blood pressure  
Heart rate  

(Fattinger et al., 1997; Mündel and Jones, 2006; Porchet et al., 
1988; Sofuoglu et al., 2012) 

 
Caffeine 

(Damirchi et al., 2009; Daniels et al., 1998; Denaro et al., 1991; 
Karatzis et al., 2005; Mousavi et al., 2011; Ping et al., 2010; 

Shi, 1993; Sung et al., 1990) 

 

3.1.3 Cell viability 

 

HepaRG cells: In vitro data were generated in-house at the JRC 

Caffeine was purchased from Fluka. TMRE, Toto 3, and Hoechst 33342 were purchased from Invitrogen. A 

cryopreserved human cell line HepaRG was obtained from INSERM’s laboratory U522. The methodology 

was based on (Mennecozzi et al., 2011). To develop the in silico virtual cell-based assay (VCBA) model, and 

to carry out the in vitro-in vivo extrapolation study in this thesis, an in house experiment on HepaRG exposed 

to different concentrations of caffeine was carried out and viability was assessed at several time points 24, 

48, 72, and 96 h.  

In vitro studies at the JRC were performed according to (Mennecozzi et al., 2011). HepaRG cells were 

seeded at a density of 2.6 × 104 cells/cm2 in a growth medium composed of Williams E medium 

supplemented with 10% FCS, 100 units/mL penicillin, 100 Ag/mL streptomycin, 5 Ag/mL insulin, 2 mM 

glutamine and 5 × 10−5 M hydrocortisone hemisuccinate. Further culturing was carried out for 2 more weeks 

with the same medium supplemented with 2% DMSO in a 75 cm2 culture flask. The medium was renewed 

every 2 to 3 days. After differentiation, HepaRG cells were detached by gentle trypsinization, and then 

seeded at a density of 4-5 × 104/well in 96 well microtiter plates (BD Biosciences) to allow the selection of 

hepatocyte-like populations. The cells were used for testing within one week after plate seeding. Caffeine 
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was solubilised in 100% DMSO and then diluted in culture medium with 5% HyClone Fetalclone III serum 

to obtain a final concentration of DMSO of 0.1%. Eleven concentrations of caffeine, ranging from 0 to 75 

mM (24 h- exposure, single exposure) or 0 to 9.1 mM for the repeat exposure (at several time points 24 h, 

48, 72, and 96 h) were tested, using 5 or 3 wells for each concentration (technical replicates), respectively.  

After 24 h of exposure, treated HepaRG cells were stained with tetramethylrhodamine (TMRE), Toto 3, and 

Hoechst 33342 for 30 minutes. This assay was performed five times (biological replicates) for a single 

exposure and once for repeated exposure. Viability was assessed with a high-content analysis (HCA) 

approach using Cellomics ArrayScan vTi (Thermo Scientific, Pittsburgh, PA, USA). A 10x objective was 

used to collect 10 image fields per well for two fluorescence channels with the XF93 filter set. Cell count 

analysis was performed using the Target Activation Bioapplication v.4 from Cellomics Scan Software. 

HepG2 cells (literature) 

Viability in HepG2 was assessed using colorimetric MTT assay. In vitro data generated by a JRC partner in 

the context of the EU FP6 project ACuteTox were used (Clothier et al., 2013). The concentration-response 

curves (0-75 mM) were generated by using the MTT assay data.  

In brief, HepG2 cells were cultured in 96-well plates. After 24 h treatment with chemicals, cells were 

incubated with the MTT solution. The formazan (yellow reduced to purple in living cells) formed in the cells 

was solubilised in DMSO and measured colorimetrically. The amount of formazan produced was then 

quantified using a simple colorimetric assay. The results were obtained using a multi-well scanning 

spectrophotometer (ELISA reader). Cytotoxicity was expressed as the Inhibitory Concentration (ICX) of a 

chemical resulting in an X% reduction of the cell number/viability, as compared to the untreated control. 

This assay was performed in triplicate (biological triplicates).  

In order to validate the in silico models, additional cytotoxicity data were sought from internet sources, using 

the following searching engines: google scholar, web of science, and pub med. Only one article describing 

the  long-term cytotoxicity testing of caffeine on HepG2 cells could have been found (Scheers et al., 2001) 

which was therefore used as the source of validation data.  The cells were treated twice a week with the same 

concentration of a test compound: 0.058, 0.173 or 4.67 mM of caffeine. 

 

3.2 PBTK, PBTD and VCBA model structures and equations 

 

List of symbols 

 

Vorg – volume of organ/tissue  

Aorg – amount of a chemical in organ/tissue [mg] 

Corg  – concentration of a chemical in organ/tissue [mg/L] 
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f_crd  – cardiac output 

forg  – regional blood flow rates  

PCorg – tissue-to- blood partition coefficients 

PCblood,air  – blood/air partition coefficient 

Dt – drinking rate [L/h] 

Diss – dissolution from a coated matrix [L/h] 

kastm – absorption rate into stomach tissue [1/h ] 

kmin, kmax – kinetic constants of stomach emptying rate of a chemical to small intestine [1/h] 

kaSI – absorption rate from small intestine lumen [1/h]  

flowLI –flow rate from small intestine into large intestine [L/h]  

kaLI – absorption rate from large intestine lumen [1/h] 

kelLI – elimination rate in large intestine lumen [1/h] 

CLR – renal clearance rate [L/h] 

Vmax – the maximum rate metabolic rate at maximum (saturating) concentration of a chemical [mg/h] 

Km – chemical concentration at which the reaction rate is half of the maximal [mg/L] 

Kmet – first order rate of formation of metabolites [L/h] 

RformCreat  – formation rate of creatinine[mg/h] 

Rembld  – bladder emptying rate [1/h] 

f_crd – cardiac output [L/h] 

forg – regional blood flow rates  [L/h] 

RBP – blood-to-plasma concentration ratio 

Lve – thickness of viable epidermis [cm]   

Lsc – thickness of stratum corneum [cm]   

kaform –  intake rate of chemical from  formulation by stratum corneum [mL/h]  

kaHF –  intake rate of a chemical from formulation by hair follicles [mL/h]  

PCSC – partition coefficient stratum corneum/ solvent  

PCSCVE – partition coefficient stratum corneum/ viable epidermis 

PCHF – partition coefficient hair follicle /solvent  

Area – application Area on skin [cm2] 

DSC – diffusion coefficient in stratum corneum [cm2/h]  

DVE – diffusion coefficient in viable epidermis [cm2/h] 

DHF – diffusion coefficient in coefficient in hair follicles [cm2/h] 

ALV – alveolar ventilation [L/h] 

RR – Respiratory rate [1/h] 

 

3.2.1 PBTK model 

 

Three structurally different PBTK models were constructed in order to select one that best simulates ADME 

processes in humans. They are represented as a set of nonlinear differential equations with clearance rates 

(either liver or kidney) being dependent on a chemical concentration within a given organ/tissue and its 
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tissue-to-blood partition. To distinguish between the models, different names are given (PBTK1-3). The 

schematic representation of the main organs considered (Figure 3.2.1) applies to all the three models and the 

differences between them are in the GI tract, respiratory tract and skin compartments only, as explained 

below: 

 

- The GI tract and the skin, in PBTK1_orl and PBTK 1_skn, respectively, are described by a single 

compartment with a first order rate of absorption, as described in the literature for coumarin and 

hydroquinone (Mielke et al., 2011; Poet et al., 2010; Rietjens et al., 2008). Whereas for inhalation, in 

PBTK1_inh – the respiratory tract is described by 3 compartments (Kumagai and Matsunaga, 1995). 

- PBTK2_skn is applied for dermal absorption only. It consists of the surface compartment and two 

skin compartments with unidimensional diffusion (Fick’s second law) across a single skin layer 

(stratum corneum and viable epidermis are grouped together) into the dermis and there are no hair 

follicles. 

- PBTK3 is the refined PBTK model with various sub-compartments in the GI tract (PBTK3_orl), in 

the skin (PBTK3_skn) and in the respiratory tract (PBTK3_inh). Depending on the exposure route, 

multiple sub-compartments are added: GI tract with 6 sub-compartments (for oral exposure only), 

skin with the surface compartment and 4 skin sub-compartments (for dermal exposure only) and 

respiratory tract with 24 Weibel’s generations (for inhalation only). The sub-compartments serve to 

account for the complexity of the absorption process (especially the time-lag in absorption). In the 

GI tract, three different administration types are considered: gavage, drinking rate, and dissolution 

from matrix. A first order rate of absorption from stomach, small and large intestine and stomach 

emptying rate are included according to (Loizou and Spendiff, 2004). The skin is divided into the 

stratum corneum, viable epidermis and dermis with blood mix. Unidimensional diffusion describes 

the transport in fine skin and hair follicles according to Fick’s second law with specified initial and 

boundary conditions. The diffusion coefficient is different for the stratum corneum, viable epidermis 

and hair follicles. Diffusion via hair follicles is considered for caffeine only. In the respiratory tract, 

there is a mouth/nose compartment, 1-13 generations for convection only, 14-17 generations for 

convection and diffusion, 18-24 generations for convection and diffusion with blood mixing. See 

details below. 

 

The general structure of the refined PBTK model is presented in Figure 3.2.1.  
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Fig 3.2.1 General structure of the refined PBTK model. 

 

Unless metabolism or any side reaction are considered in any of the following organs: adipose tissue, highly 

perfused tissues (brain - brn, heart-hrt, rest of body -rb.), poorly perfused tissues (muscle – msl, 

skeleton – skl, skin – skn), rest of body (rb), then the mass balance equations can be simply assumed to 

take the following form: 
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where: org = organ name (adp, hpt (brn, hrt), ppt, rb)  

Kidney and urinary system: 

The urinary system is modelled with the kidney as a single compartment linked to the bladder, which in turn, 

is connected to the urine compartment. Urine is normalised to the urinary creatinine concentration to adjust 

for a variation in urine flow rate between individuals (correction factor). The implicit assumption is that 

creatinine formation and excretion is constant over time for a  given individual. A separate creatinine 

compartment is added. The level of creatinine is an indicator of the concentration of the urine. The higher the 

creatinine value, the more concentrated the urine specimen is. The lower the creatinine value, the more dilute 

the urine specimen is. The creatinine level fluctuates based on fluid intake.  
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                                                 (3.2.2) 

Bladder, creatinine and urine composition: 
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Liver – without zonation: 
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For a parent compound:   

GI tract with sub-compartments: 
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Liver – with zonation (and metabolism in the third zone): 
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Venous blood: 
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For dermal absorption only:  

Skin with sub-compartments (PBTK3_skn): 
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PBTK2_skn: 
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I assumed that plasma accounts for 55% of the human blood’s composition according to (Ghafourian and 

Amin, 2013). 

 
Arterial blood and lungs in the case of non-volatile compounds and no inhalation: 
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Arterial blood and lungs in the case of volatile compounds and no inhalation: 

If a substance is volatile, a correction factor in the form of the blood/air partition coefficient needs to be 

incorporated in the lungs and arterial blood mass balances: 
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a)  Oral absorption 
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In case of PBTK1_orl there is only one compartment describing the GI tract with a first order rate absorption 

constant (kGI [1/h]) and a first order rate elimination constant (kelGI [1/h]): 

 

GI tract: 

 

GIGIsGItGI

GI AkelAka
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PBTK3_ orl comprises the following sub-compartments in the GI tract: stomach content and absorbed 

quantity, small (duodenum, jejunum, ileum) and large intestine (caecum, colon) content and their absorbed 

quantities-  presented in Figure 3.2.2. In total, GI tract consists of 6 sub-compartments with a first order rate 

absorption from the content to the tissue/wall part. Special attention has been paid to the rate of emptying 

from stomach to intestines: 
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Absorbed quantity from the stomach: 
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Small Intestine lumen and absorbed quantity: 
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Large Intestine lumen and absorbed quantity: 
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It is assumed that 75% of gut blood flow goes to small intestine and 25% to large intestine. 

 

 

 

Fig 3.2.2 GI tract divided into sub-compartments in PBTK1_orl (top) and PBTK3_orl (bottom). 

 

 

b)  Dermal absorption 

 

PBTK1: Skin: 1 compartment with first order rate of absorption (kaskn [mL/h]): 
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where: tlag is the time lag of absorption in the skin, Area is the application area [cm2], L- skin thickness [cm]. 

The absorbed amount is directed straight to the venous blood (added to mass balance equation).  
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PBTK2: Skin: 2 compartments: one with Fickian diffusion (E = stratum corneum + viable epidermis) and 

one with blood mixing. 
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If skin metabolism occurs, it is assumed to follow Michaelis-Menten kinetics: 
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Where: PCskn is the skin-to-blood partition coefficient and PCE represents the partitioning between E and 

vehicle, DE is the diffusion coefficient in E compartment [cm2/h], LE is the thickness of E [cm] and kaform – 

uptake of chemical from formulation by the skin [mL/h]. 

 

Dermis and mixing with the blood: 
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PBTK3_skn: Skin:  skin surface, stratum corneum, viable epidermis, dermis with blood and hair follicles.  

 

Parallel diffusional transport via fine skin and hair follicles is added to compensate for highly heterogeneous 

skin composition and different permeation profiles at different sites. The following uptake phenomena are 

additionally considered: first order rate of intake and zero order rate of evaporation from the skin surface, 

possible metabolism in viable epidermis and binding in stratum corneum. In most cases, the role of hair 

follicles is limited to a minimum. 

Sub-compartments in skin: skin surface, stratum corneum, viable epidermis, hair follicles. 

Modelling assumptions:  

a) A tested compound is applied in a pure solvent (vehicle) onto the skin to account for a simple 

formulation (i.e. in ethanol, acetone) only. No mixture effects (possible interactions between 

formulation constituents) are considered. 

b) Diffusion coefficients are different for stratum corneum, viable epidermis and hair follicles but 

constant (in time) throughout the absorption process. 
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Given the complex structure and functionality of the skin, several assumptions are taken to simplify the 

overall transport kinetics: 

ª Fick’s first law relates the diffusive flux to the concentration gradient under the assumption of steady 

state conditions. There is no convection of a chemical in the direction of the diffusion 

(unidimensional transport). 

ª To account for its heterogeneous structure, stratum corneum and epidermis are further divided into a 

number of sub-layers with properties of well-mixed (homogeneous) media of constant volume.  

However, the physiological condition of the skin is neglected.  

ª The stratum corneum is the rate-limiting part of the skin and its full thickness contributes to the 

diffusion barrier 

ª The skin is not altered by the penetrant or vehicle regardless of concentration. Possible interactions 

between the penetrant and vehicle are not considered. No active diffusion (diffusion with chemical 

reaction) and no carrier effects occur. 

ª There are no size-limiting pores to affect the absorption 

ª Attainment of equilibrium between skin layers and between its outermost layer and vehicle is rapid 

(PCs are constant). 

 

The diffusion coefficient, here assumed constant, is in reality affected by several factors including: 

ª The skin structure, thickness and condition 

ª Applied vehicle that evidently affects a percentage of absorbed dose and value of the penetrant 

diffusion coefficient (it could be a function of solvent concentration and distance within the skin) 

(Crank, 1975).  Solubility of penetrant in vehicle is also important. 

ª High concentrations of penetrant and vehicle (especially at alkaline or acidic pH) affects the skin 

condition, thereby affecting the diffusion coefficient which may change in time 

ª The early non-steady state uptake is greater from evaporating vehicle. 

 

Skin surface:              
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If the deposition rate is instantaneous,  DepRate=0, otherwise, an exposure scenario describing the 

application (frequency, contact duration) is given. 

0 )( and )( )( =>⋅+⋅−=≤ AbsRatettforCkaCkaAbsRatettor applformhfformformappl
       (3.3.27) 

Where: tappl  is the application time of a formulation on the skin.
 

The evaporation of a solute (EvapRate) is calculated for volatile substances as (Tibaldi et al., 2011): 
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For a vehicle (solvent) this evaporation is quantified in terms of decrease of the applied solution volume in 

time rather than mass of the solvent: 
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where ± is the mass transfer coefficient in the vapour phase (m h-1), MW the molecular weight, Vp the vapour 

pressure of the liquid at skin temperature [Pa], R the gas constant in J mol-1K-1, T the skin temperature 

(assumed to be 303 K), Vair the velocity of air (in the workplace it ranges from 0.3-0.6 m s-1), Dg the 

diffusivity of the liquid in the gas phase (range: 0.03 to 0.06 m2h-1), ² the kinematic viscosity of air (value of 

0.054 m2 h-1 as used by (Tibaldi et al., 2011)), X the length of the evaporation area in the direction of air 

stream, TL a thickness of applied substance layer [cm], Area the application area [cm2] and ³form  the density 

of solvent [g cm-3]. 

 

Stratum Corneum (SC): 

 

Stratum corneum represents terminally differentiated keratinocytes (composed of water, proteins, lipids) –

corneocytes.  Passive diffusion is modelled according to Fick’s second law of unidimensional diffusion with 

initial and boundary conditions (tappl is the duration time of the application, once it is over- the remaining 

formulation is wiped off from skin surface). The diffusion coefficient is assumed to be constant throughout 

the process: 
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Initial and boundary conditions: 
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The stratum corneum is assumed to have a homogenous structure, even though in reality it consists of two 

layers, stratum disjunctum and stratum compactum (Anissimov and Roberts, 2004). 

 

Viable Epidermis (VE): 

 

Epidermis is composed of keratinocytes, melanocytes, receptor cells such as Merkel cells (chemo-, photo-, 

thermos-, mechano- receptors), Langerhans cells (antibody generator in case of bacterial infection).Passive 

diffusion with constant diffusion coefficient takes also place in viable epidermis (diffusion with reaction if 

metabolism  occurs): 
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Initial and boundary conditions: 
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The model simulations were run for N=M=10 layers. 

 
The partial differential equations for stratum corneum and viable epidermis (diffusion with metabolism if 

occurs) are solved  by means of the method of lines approach.  

 

Dermis and mixing with the blood: 
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where: nf is a fraction of skin covered by hair follicles and sweat glands. 
 

 

Hair follicles & sweat glands (HF) compartment (Bookout Jr. et al., 1997): 
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The initial and boundary conditions: 
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No metabolism in hair follicles was considered due to lack of this information in literature. 
 

Mixing with the blood: 
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It is assumed that 75% of skin blood flow goes to the fine skin (epidermis) and 25% to hair follicles, sweat 

glands. Dermis compartment mixes the blood flowing from epidermis and follicles.  

 

 

Fig 3.2.3. Skin compartment in PBTK1_skn (left), PBTK2_skn (right). 

 

 

Fig 3.2.4. Skin divided into sub-compartments in PBTK3_skn. 
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c)  Inhalation 

 

The PBTK1_inh model accounts for inhalation consists of 3 compartments according to (Kumagai and 

Matsunaga, 1995): 

Inhaled air tract:  
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Exhaled air: 
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Lungs: 
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Where: 

VAT – is the mucous volume of inhaled/exhaled air [L] 

RR – is the respiratory rate [1/h] 

ALV – is the alveolar rate [L/h] ((tidal volume-dead space) . RR ) – volume of gas per time that reaches 

alveoli. 

PCwater,air – is the water/air partition coefficient 

 

PBTK3_inh: for more complex substances, metal particles, nanoparticles and aerosols (these substances 

were not illustrated in this thesis- styrene, isopropanol and ethanol were used instead) there is a multi-

compartment lungs model that is more commonly applied (Peterman and Longtin, 1984). In this model, the 

respiratory tract  consists of the flow-in compartment (mouth/nose), 24 generations of the Weibel model 

(Peterman and Longtin, 1984; Weibel, 1979) and arterial blood mass balance (Figure 3.2.5). The entire 

numerical procedure is described in (Peterman and Longtin, 1984). Here the airways and lung compartment 

are additionally coupled with all the remaining compartments of PBTK model. The compartments that 

describe inhalation/exhalation processes are defined as follows: 

• a mouth/nose compartment : 
mouthA  

• 1-13 generations for convection only (NC=13) : ]131[ −convA  

• 14-17 generations for  convection and diffusion (ND=4): ]41[ −diffA  

• 18-24  generations for convection and diffusion with blood mixing (NDB=7): ]71[ −diffbA  
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• arterial blood: artA  

The respiratory tract consists of 3 main compartments (24 Weibel generations): convection and diffusion 

segments and mix with blood (with metabolism that may occur at any stage) (Figure 3.2.6). This dynamic 

lungs model is more suitable for reactive substances, drugs and nanoparticles. For simple compounds this 

refinement is not necessary but it allows for a better control of the inhalation/exhalation process. A 

sinusoidal breathing pattern is incorporated in the model with time frame in seconds (higher computational 

burden than other exposure types). The model, additionally, consists of blood/air partition coefficient, 

Ostwald solubility in lungs and rate of dissolved gas removed from lungs due to blood perfusion on overall 

model prediction performance. The last three parameters need to be optimised for a given chemical with 

respect to available in vivo blood concentrations.
 

 
 

 

Fig 3.2.5. Respiratory tract: Simple structure (above), complex structure divided into 24 generations (based 

on Weibel, 1963) (below). 
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Fig 3.2.6 Airway tree organised into zones (convection and respiratory zones and their physiological 

properties) (Weibel, 1979). 

 

The total cross-sectional area increases through 24 generations from 2.54 cm2 up to 104 cm2. For the last 12 

generations this increase can be described by means of the following function: 
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Table 3.2.1. Airways system specific data 

Quantity used in the model and its characteristics Value Abbreviation used in 

the model 

Total number of alveoli 
There is an assumption that the number of alveoli per generation increases 
uniformly in the last 7 generations (by 4/5*NalvTot/28) 
The previous 14-17 generations consist of 1/5 of total No. of alveoli 

3.108 NalvTot 

Alveolar surface area [cm2] 1420000 AreaALV 
Distance between generations [cm] 0.05 deltax 
Capillary surface area [cm2] 1250000 AreaCAP 
The volume of airways [cm3] in the generations 1-24 is calculated by multiplying 
Total cross-sectional area of a given segment by its length (Figure 3.2.6) 

 Genvol[1:24] 
 

The rate of dissolved gas removed from the lungs due to blood perfusion [mL/s] 
– roughly estimated 

35 r 

Volume of mouth [mL] 20 Vmouth 

 

 

Mouth/ Nose compartment: 

          Inhalation:   
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where: 

texp – the time of exposure to a chemical  

Qm [mL/s] is the total flow rate of a gas into mouth applied for 1-16 generations. A sinusoidal breathing 

pattern is assumed with the breathing period of p=4s. The sign of the resulting flow rate value reflects 

whether inhalation or exhalation takes place. 
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In the alveolated region (generations 17-24) the flow rate is slightly modified by: 
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The vector with volume values per generation is divided accordingly:     
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Convection compartment: 

 
For: nc = 1:13, k = nc-1 and i = nc+1  
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    Exhalation:               
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Convection and diffusion compartment: 

 
For:  nd=1:4,  k=nd-1, i=nd+1 
 
Inhalation: 
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Exhalation: 
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Convection and diffusion compartment with blood mixing: 

 

 
For:  ndb=1:7, k=ndb-1, i=ndb+1 
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For ndb=7 :    
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 For MB=7    
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where 

Dcn,lng – diffusion coefficient of a compound in lungs (assumed constant). 

)cn – Ostwald solubility coefficient of a compound in lungs (blood-to-gas partition coefficient representing 

solubility of a gas in blood). 

r- rate of gas removed from lungs due to blood perfusion (estimated to be 2.1 L/min (Peterman and Longtin, 

1984)) 

Additional assumptions: diffusion across walls of respiratory tract is neglected. Metabolism in lungs is 

considered only in a very limited extent due to lack of this information for the investigated substances in 

literature. 
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PBTK model simulations can provide some useful toxicokinetic parameters like: maximum concentration of 

a chemical in an organ (Cmax), total amount of chemical to which an organ is exposed to (Area under curve 

AUC), bioavailability, volume of distribution and total clearance. Additionally, as mentioned before, plasma 

protein binding and blood- to- plasma concentration ratio may be roughly estimated by ADMET predictor if 

measured values are not available. 

 

The entire PBTK modelling process is based on the following assumptions: 

 

a) Tissues are homogeneous with respect to the concentration of a chemical. Transport between blood 

and tissue is assumed to be perfusion-rate limited. Upon entry with blood circulation, the chemical 

distributes freely and instantly across the membranes without diffusion barriers (transport barriers 

between free molecules of chemical in blood and tissue are negligible and equilibrium between free 

and bound fractions in blood and tissue is instantaneous). 

b) This is a well-stirred model with no concentration gradient within a tissue/organ compartment. 

c) Inter-individual differences in metabolism and excretion are not explicitly considered. To partially 

account for such variations, the metabolic rates are corrected by the subject’s body weight. 

d) Investigated substances do not alter physiological properties such as cardiac output (they are 

assumed compound independent). 

 

To compare the performance of the models PBTK1, PBTK2 and PBTK3, the coefficient of determination 

(R2), mean squared error (MSE) and Akaike's Information Criterion (AIC) (Kletting and Glatting, 2009) 

were used. For model discrimination, AIC penalises models with a large number of parameters when having 

the same agreement in terms of mean squared error. The model with the lowest algebraic AIC therefore 

indicates the best agreement with experimental data while minimizing the risk of over fitting. In addition, a 

corrected AIC (AICc) was applied to adjust for a small number of data points (Kletting and Glatting, 2009). 
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where: x – predicted results, y-observed data. 
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where: n – number of observations, k- number of parameters in the model, MSE – mean squared error 

The model parameters come from the scientific literature and available online databases (i.e. the PK/DB 

database for pharmacokinetic properties12, TOXNET: toxicology data network13, EDETOX database14) and 

chemistry-based prediction software (ADMET Predictor15, QSAR toolbox16).  

The mathematical equations were programmed in R by combining functionalities of the following R 

packages: deSolve, PK, FME, rgenoud and AICcmodavg17. Ordinary differential equations (ODEs) were 

solved by the method lsoda available in the deSolve package, which switches automatically between stiff 

and non-stiff methods. The method of lines was used to solve PDEs. 

 

Physiological parameters for the healthy adult Caucasian population  

 

All physiological parameters for a reference man and woman from the healthy adult Caucasian population 

that are independent of the administered substance and constitute a constant part of the model equations are 

given in Table 3.2.2. The values were taken from the study of  (Brown et al., 1997) except for adipose tissue  

that was calculated by using the equation taken from  (Deurenberg et al., 1998): 
100

82.029.1 −⋅+⋅ AgeBMI  for a 

man and 
100

4.192.029.1 −⋅+⋅ AgeBMI  for a woman (BMI: Body Mass Index = BW/ (height)2) and skin as a fraction 

of body weight that was calculated according to: 
][

][][
3

2

gBW

m

g
mLmBSA skn 67

8
9:
;

⋅⋅ δ
 , where <skn is the skin density 

assumed equal to 1.4 g/m3  (Brown et al., 1997).  In addition, alveolar ventilation rate was calculated as a 

function of a body weight: ( )74.0332.07.0 BWBW ⋅⋅⋅  (Kumagai and Matsunaga, 1995).  

 

 

 

 

12 http://miro.ifsc.usp.br/pkdb/ (last access: 06.10.2014) 
 
13 http://toxnet.nlm.nih.gov/ (last access: 06.10.2014) 
 
14 http://edetox.ncl.ac.uk/ (last access: 06.10.2014) 
 
15 http://www.simulations-plus.com/Products.aspx?pID=13 (last access: 06.10.2014) 
 
16 http://www.qsartoolbox.org/ (last access: 06.10.2014) 
 
=> available from The Comprehensive R Archive Network website: http://cran.r-project.org/ (last access: 06.10.2014)
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Table 3.2.2. Physiological parameters used in the model for a reference man and woman.  

Organ weight fractions (organ weight as 

fraction of total body weight) 
Reference woman Reference man 

Average Body Weight (BW) [kg] 64 75 

Age 25 25 

Liver 0.026 0.026 

Adipose tissue Variable (see text) Variable (see text) 

Lungs 0.0105 0.012 

Brain 0.02 0.02 

Heart 0.0044 0.0044 

Kidney 0.0044 0.0044 

GI tract: 

Stomach: 

Small Intestine: 

Large Intestine: 

0.0265 

0.00337 

0.0146 

0.0085 

0.025 

0.00318 

0.0138 

0.0080 

Poorly perfused tissues 0.44 0.52 

Skin Variable (see text) Variable (see text) 

Blood 

Venous blood 

0.065 

0.04875 

0.072 

0.054 

Rest of body 
Variable 

ca. 0.13 

Variable 

Ca. 0.16 

Regional blood flow rates (fraction of cardiac 

output) 
 

Total cardiac output [L/h] 74.015 BW⋅  74.015 BW⋅  

Liver 0.25 0.24 

Adipose tissue 0.055 0.04 

Lungs 0.025 0.025 

Brain 0.114 0.114 

Heart 0.04 0.04 

Skin 0.05 0.05 

Kidney 0.19 0.2 

Poorly perfused tissues 0.135 0.16 

GI tract 

Fractions for stomach, small intestine and large 

intestine 

0.14 

 

0.2, 0.6, 0.2 

0.13 

 

0.2, 0.6, 0.2 

Rest of body ca. 0.001 ca. 0.001 

Skin thickness L [cm] 

Stratum corneum thickness LSC [cm] 

Viable Epidermis thickness LVE [cm] 

0.204 

0.0018 

0.0032 

0.2906 

0.0017 

0.0047 

Alveolar ventilation ALV [L/h] Variable (see text) Variable (see text) 



(+

Respiratory rate RR [1/h] 820 840 

Volume or mucous layer of inhaled/exhaled air 

over 1 h VAT [L] 
0.4 0.5 

 

3.2.2 PBTD model  

 

The physiologically-based toxicodynamic (PBTD) model is represented by two compartments (including 

tolerance that acts against the modelled effect). The general structure is presented in Figure 3.2.7. In the 

analysed cases of heart rate and blood pressure it is a venous blood concentration corrected by plasma 

protein binding (fu) that is directly linked to an effect (it is only the unbound fraction of a chemical in blood 

that causes an effect). In this work only direct Emax model is considered (under assumption there is no time- 

lag between PK and PD profiles and no shift with a dose).  

 
Fig 3.2.7 Effect compartment - toxicodynamics. 
 

Tolerance (hypothetical noncompetitive antagonist) mass balance: 

Antagonist formation and elimination rates are assumed constant and dependent on the venous blood 

concentration of a stimulant.  

( ) AntAntelvenAnta

Ant CkCfuk
dt

dA
⋅−⋅⋅= ,,                                             (3.2.55) 

Where: 

CAnt is the antagonist concentration [mg/L] 

Cven is the venous blood concentration of a chemical causing effect [mg/L] 

ka,Ant and kel, Ant – are formation and elimination rates [L/h] of the antagonist 

fu- free fraction of chemical 

 

a) Heart rate 

 

The PBTD model is a modification of a previously published nicotine effect model (sigmoid direct Emax 

model) in which a “tolerance” compartment represents a hypothetical noncompetitive antagonist (Porchet et 

 

 VENOUS BLOOD CONCENTRATION 
- FREE FRACTION 

EFFECT  
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al., 1988). The modification, introduced for better fit, includes addition of an exponential term (y) in the 

considered concentrations to modify the hyperbolic form of the original model (Equations 3.2.56 and 

3.2.57). However, this modification is  necessary only in case of ongoing exercise. This assumption comes 

from the fitting results of the sigmoid model with respect to nicotine data showing an effect on the heart rate 

during a cycling exercise (Mündel and Jones, 2006). However, further experiments are necessary to confirm 

this assumption as this study has been additionally performed on non-smokers, so there are variety of factors 

that could be responsible for a need of adding this exponential term.  As in the paper of (Porchet et al., 1988), 

to avoid identifiability problems, I further assumed that the chemical concentration in blood (Cven) is always 

much less than concentration needed to produce half of the maximal effect (Cven,50 ), i.e. Cven <<< Cven,50.  

Modified sigmoid model with hypothetical noncompetitive antagonist: 
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Where: 

E is the effect on heart rate 

E0 is base-line effect 

Emax is the maximal effect 

Cven,50 is the venous blood concentration of a chemical causing 50% of the maximal effect [mg/L] 

S- is equal to the ratio of Emax (maximal effect) / C50 (concentration of a chemical causing half of the effect) 

CAnt,50 – the concentration of non-competitive antagonist (tolerance) attainable for a steady-state chemical 

concentration 

y - exponential term introduced as a deviation from the standard hyperbolic model  

 

b)  Blood pressure 

 

A sigmoid model with hypothetical noncompetitive antagonist is used to model a chemically induced blood 

pressure increase according to (Shi, 1993): 
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3.2.3 Virtual cell-based assay model 

 

The Virtual cell-based assay (VCBA) model describes and predicts what is happening in an in vitro system, 

especially the fate of a chemical within the well, taking into account partitioning with protein, lipids, and 

plastic binding (Comenges, J.-M.Z Wambaugh and Judson, 2012; Zaldívar et al., 2011, 2010). The model 

integrates: 

a. Fate and transport model that calculates the time-dependent chemical concentration in 

the medium as well as in the headspace (Figure 3.2.8). It takes into consideration a 

series of processes including evaporation, partitioning of chemicals from the dissolved 

phase to serum proteins and lipids, adsorption onto the plastic, and also degradation and 

metabolism.  

b. Cell growth and division model that is based on a four stage based approach (Gérard and 

Goldbeter, 2009), with each stage corresponding to one of the four cell cycle phases: 

G1, S, G2 and M (Zaldívar et al., 2010). In the stage-based type of modelling the matrix 

A, called the Leslie matrix, describes the transformation of a population from time t to 

time t+1.  

c. Cell partitioning model that was built on the assumption that once the chemical is taken 

up by the cell, a partitioning occurs between three compartments: one aqueous fraction 

and two non-aqueous fractions corresponding to structural components (proteins) and 

energy resources (lipids).  

d. Toxicity and effects model which takes into account the direct effects of a chemical 

concentration, C, on cell dynamics (survival/mortality) expressed by using the killing 

rate, kt, and the no effect concentration, NEC (Billoir et al., 2007; Lopes et al., 2005) -

Equation 3.2.59.  The main property simulated is the real intracellular concentration of 

a specific chemical affecting the cell, and its effect (cell viability). 
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Fig 3.2.8 Overview of the process included in the fate and transport model. 

 

 

The direct effect of a chemical concentration within a cell (Cb) on its survival is expressed as follows: 
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The link between the PBTK and VCBA models 

The PBTK model calculates the internal concentration of a chemical at the organ level in the human body 

following a specified exposure scenario. The simulated liver concentrations of the chemical in time are 

assumed to be a concentration outside the hepatic cells (HepaRG).  Using mass balance equations, the 

concentration of the chemical inside the cells is calculated from (part of) the VCBA model (Zaldivar et al., 

2012). The cell model consists of 3 compartments (lipid, protein and aqueous). The interchange of the 

chemical through the cell membrane occurs via diffusion and then the chemical is distributed into the 3 

compartments of the cell by its partitioning. In the present work the chemical was assumed to be taken up by 

passive diffusion. However is important to highlight that the cell membrane also allows other mechanisms of 

uptake, such as receptor mediated transport. When the chemical enters into the cell a toxicokinetic process 

occurs which is governed by two parameters: No- Effect Concentration (NEC) and killing rate (kt) (Figure 

3.2.9). These parameters are calculated and optimised to predicted cell viability via the VCBA model using 

the in vitro experimental results. 
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Fig 3.2.9. Representation of the cell partitioning model. Once a chemical is up taken in the cell it partitions 

between 3 compartments and is then eliminated (by excretion from the cell). 

 

The total number of moles of a compound in the cell is the sum of them in the different compartments: 

( )
LLPPaqaqLPaqtot CVCVCVnnnn ... ++=++=                                   (3.2.60) 

Where: the Vi
's refer to the compartment volumes and the Ci

's refer to the compartments concentration [mol.L-

1]. Also the total number of moles of a chemical can be expressed as: 

MWCWn btot ⋅=                                                               (3.2.61) 

where W is the cell weight [g], MW is the molecular weight of the chemical [g.mol-1] and Cb is the chemical 

concentration in the cell [g/gcell]. The chemical is assumed to be in equilibrium between the different 

compartments with fixed value partition coefficients: 
aqPP CCK = and 

aqlL CCK = . 

The time evolution of this substance in the cell can be calculated by a simple mass balance, assuming that the 

uptake and elimination rates rad and rda [L/m-2/h-1] are proportional to the surface area of the cell (passive 

diffusion) and the transfer occurs through the aqueous compartment only as: 

( )aqaddissda
tot CrCrkV

dt

dn
..'32 −⋅⋅=                                            (3.2.62) 

where Cdiss and Caq refer to the chemical concentration (mol.L-1)  (Cdiss=Cliv/MW/1000) outside of the cell 

(given by the PBTK model) and in the aqueous compartment of the cell [mol.L-1], respectively; k' and V are 

constant and the volume of the cell as defined in  (Zaldívar et al., 2011, 2010) . Appling the product rule of 

derivation to Equation 3.2.61 we get: 
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by rearranging the terms we obtain: 
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                               (3.2.64) 

the latest term represents the dilution due to growth of the cell, which in the case of HepaRG can be 

neglected (HepaRG do not proliferate). 

Since the concentration in the aqueous fraction Caq is not a value that is measured, then we have to convert in 

terms of Cb using the partitioning approach. The cell wet weight, W, can also be expressed as a function of 

the volumes of the different compartments: 

( )
LPaq VVVVW ++⋅=⋅= ρρ                                                 (3.2.65) 

On the other hand: 

PPP WV ρ=  ;  
LLL WV ρ= ;  

aqaqaq WV ρ=                                       (3.2.66)           

where WP, WL and Waq are the masses of proteins, lipids and aqueous compartments in the cells and _P, _L 

and  _aq their densities.  

To find the correlation between Caq and Cb we have to combine ntot in Equations 3.2.60-61, the partition 

coefficients and Equation 3.2.66, then we have: 
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where fi refer to the mass fraction of each compartment (aqueous, lipid, proteins) in the cell. Replacing this 

equation into Equation 3.2.63 and rearranging we obtain: 
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        (3.2.68) 

The last term can be neglected in the case of HepaRG cells. The Equation 3.2.68 gives the concentration 

inside of the cell from outside concentration, chemical concentration in the liver obtained from the PBTK 

model. 

The direct effects of a chemical concentration, C, on survival may be expressed by: 
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( ) nNECCkt
dt

dn
b ⋅−⋅−=                                                        (3.2.69) 

where n is the number of cells, kt is the killing rate and NEC is the No Effect Concentration. Cb is the same 

term in Equation 3.2.68. The Equation 3.2.69 is appropriate in the case of HepaRG cells since the cell cycle 

has only one step. In this way the joint PBTK-VCBA modelling (PBTK model: liver compartment + VCBA: 

Equations: 3.2.68-69) can predict, in the long run, the liver cell viability –dose relationship. 

 

 

3.3 Sensitivity Analysis and optimisation 

 

To perform sensitivity analysis and optimisation, the FME R package18 was used. This contains functions 

for model calibration, sensitivity and identifiability of parameters, Monte Carlo analysis of nonlinear models 

and a Markov-chain based method to estimate parameter confidence intervals. The package co-works with 

the deSolve R package19 that contains functions for solving initial value problems of systems of first-order 

ordinary differential equations (ODE), partial differential equations (PDE), differential algebraic equations 

(DAE), and delay differential equations. The package offers routines designed for solving ODEs resulting 

from 1-D, 2-D and 3-D partial differential equations (PDE) that have been converted to ODEs by numerical 

differencing. 

Three main problems are considered: i) identifying the most sensitive parameters with respect to model 

output; ii) finding the best fit of a parameter with respect to observed data; iii) showing that the parameters 

are identifiable.  

Model calibration is necessary to determine missing parameters or improve their values in order to improve 

the model fit to experimental data. As the model equations are generally nonlinear, parameter estimation 

constitutes a non-linear optimisation problem, where the objective is to find parameter values that minimise a 

measure of badness of fit, usually a least squares function, or a weighted sum of squared residuals. 

Identifiability analysis deals with the problem of uniqueness of the parameter values after fitting a model to a 

set of observations. A model is said to be “identifiable” if it is theoretically possible to determine the true 

value of the model’s underlying parameter after obtaining an infinite number of observations from it. If the 

model is not qualitatively identifiable, then several or infinitely many parameter sets generate identical 

predictions of the observed quantities (Vajda et al., 1989).  

In addition, it is also important to provide an estimate of the parameter uncertainty, and to quantify the 

effects of that uncertainty on other, unobserved, variables. The latter is necessary to evaluate the robustness 

of model-based predictions in the light of uncertain parameters.  

 

 

18 http://cran.r-project.org/web/packages/FME/index.html  (last access: 06.10.2014) 
19 http://cran.r-project.org/web/packages/deSolve/index.html  (last access: 06.10.2014)
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a) Global Sensitivity Analysis 

 
The aim of global sensitivity analysis is to determine the effect of a set of specified parameters with their 

pre-defined ranges on a defined output variable. The parameter values are drawn according to a predefined 

distribution, the model is re-run with each of possible parameter combinations calculating the values of the 

selected output variables at each output interval. In this way we can indicate which state variable in the 

systems is most prone to changes when modifying parameter values in a pre-defined range and how big this 

change is. We can consider all state variables (organ concentrations) and all the parameters in a vector 

required for the model simulations. 

sensRange (func, parms = NULL, sensvar = NULL, dist = "unif", 

parInput = NULL, parRange = NULL, parMean = NULL, 

parCovar = NULL, map = 1, num = 100,  ...)20 

 

The function includes the following parameters: 

ª func: function that includes the model structure and a call for integration in time 

ª parms: vector of parameters 

ª dist: the distribution according to which the parameters should be generated, one of "unif" 

(uniformly random samples), "norm", (normally distributed random samples), "latin" (latin 

hypercube distribution), "grid" (parameters arranged on a grid).  if "norm" is chosen, the mean 

value of each parameter “parMean” and the parameter's variance-covariance matrix “parCovar” 

must be specified. In this study, the used latin hypercube distribution (stratified random 

sampling without replacement) was used. 

ª sensvar: the output variables for which the sensitivity needs to be estimated. 

ª num: the number of times the model has to be run. 

ª parRange: the range (min, max) of the sensitivity parameters as a matrix with one row for each 

parameter, and two columns with the minimum (1st) and maximum (2nd) value. The rownames 

should be parameter names.  

ª map: the column number with independent variable, by default = 1. 

ª parCovar: only when dist is "norm": the parameter's variance-covariance matrix. 

 
Summary of the function gives out a data frame with mean, sd, min, max and quantiles for sensitive variable 

at each time point.  The sensRange method only represents the distribution of the model response variables 

as a function of the parameter values. 

 

20 http://127.0.0.1:17422/library/FME/html/sensRange.html  (last access: 06.10.2014) 
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b) Local Sensitivity Analysis  

 

The aim of local sensitivity analysis is to find out which parameters affect the changes of a given state 

variable at most (univariate sensitivity). We normally study one or two state variables (like blood and liver 

concentrations) and a set of parameters. 

In local sensitivity analysis all parameters are evaluated individually in a very small region close to their 

nominal value (Brun et al., 2001; Omlin et al., 2001a, 2001b; Soetaert and Petzoldt, 2010; Soetaert, 2010).   

 

sensFun (func, parms, sensvar = NULL, senspar = names(parms), 

varscale = NULL, parscale = NULL, tiny = 1.10-8, map = 1, ...)21 

 

The function includes the following parameters: 

ª func: function that includes the model structure and a call for integration in time 

ª parms: vector of parameters 

ª sensvar: the output variables for which the sensitivity needs to be estimated. 

ª parscale: vector with the scaling (weighing) factors for sensitivity parameters, NULL indicates 

that the parameter value is used. I used a parameter value divided by the average of simulated 

outputs was used as a scaling factor (SF). 

ª tiny: the perturbation, or numerical difference: The sensitivity functions are estimated 

numerically therefore each parameter value lj is perturbed as max(tiny, lj)*(1+tiny) where tiny= 

1.10-8. 

 
The function outputs a data frame with the following columns: time points, local variable name, sensitivities 

of all the parameters.  The summary function provides a table with parameter names in rows and columns 

containing: parameter value, scaling factor, L1, L2, Mean, Min, Max of the sensitivity functions, N and 

output variable name. 
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Where: 

y- vector of function outputs for a specific variable (organ/serum concentration) 

x- vector of state variables (considered organs/serum concentrations) 

l- vector of parameters (l0- parameter estimate) 

u- vector of inputs (initial conditions) 

21 http://127.0.0.1:24190/library/FME/html/sensFun.html (last access: 06.10.2014) 
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N- number of time points (with a time step of 0.1) 

 

The sensitivity of the model output to the parameter values in a set of so-called sensitivity functions is 

estimated. When applied in conjunction with observed data, for each data point, the derivative of the 

corresponding modelled value with respect to the selected parameters is calculated. The higher the absolute 

sensitivity value, the more important is the parameter. The normalised, dimensionless sensitivities of model 

output to parameters are in a sensitivity matrix whose ij-th element Sij is given by Equation 3.3.1. 

The two summary values (L1 and L2) showed in Equation 3.3.2 are used as selection criteria to rank the 

most sensitive parameters.  Afterwards, the highly ranked ones are checked for parameter identifiability with 

respect to the same experimental data using a collinearity value (Equation 3.3.3).  
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�– refers to inputs of equation 3.3.1 

EV- estimates the eigenvalue 

 

As a rule of thumb, a collinearity value (�) less than about 20 means "identifiable” (in general, when the 

collinearity index exceeds 20, the linear dependence is assumed to be critical. The procedure is explained in 

(Brun et al., 2001; Omlin et al., 2001a)). The collinearity is a measure of approximate linear dependence 

between sets of parameters. The higher its value, the more the parameters are related. In this context, 

"related" means that several parameter combinations may produce similar values of the output variables.  

 

collin (sensfun, parset = NULL, N = NULL, which = NULL)22 
 

ª sensFun: model sensitivity functions as estimated by SensFun 

ª parset: selected parameter combination (a vector of parameters names) or if NULL or 

combinations are considered unless specified by N. 

ª N:  the number of parameters in the set; if NULL then all combinations will be tried. Ignored if 

parset is not NULL. I tried all the combinations of investigated parameters. 

 

 

c) Fitting the model to experimental data 

 
The selected sensitive parameters in this thesis were optimised according to the Levenberg-Marquardt 

algorithm for nonlinear data fitting (Moré, 1978). Experimental data are saved in a matrix with a first column 

22 http://127.0.0.1:24190/library/FME/html/collin.html (last access: 06.10.2014) 
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with time points and a second column with measured endpoint values having a name that is equivalent to the 

name of the variable it refers to in the simulated output of the model. 

An objective function is required that returns a model cost: for a given a solution of a model and set of 
observed data, the function estimates the residuals, the variable, and the model cost (sum of squared 
residuals). 

modCost (model, obs, x = "time", y = NULL, err = NULL, 

weight = "none", scaleVar = FALSE, cost = NULL,  ...)23 

 

ª model: the model integrated in time output as a data frame 

ª obs : the observed data in matrix format 

ª x,y: the names of the independent and dependent variables 

ª err: the name of the column with the error estimates, used to weigh the residuals.  

ª weight: only if err=NULL: how to weigh the residuals, one of "none", "std", "mean". 

ª cost: if not NULL, the output of a previous call to modCost; in this case, the new output will 

combine both 

 
The model cost is calculated according to: 
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ModelCost                                                            (3.3.4) 

Where: 

Var_SCn is a variable scaling factor 

the variable costs, i.e. the sum of squared weight residuals per variable: 
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isVarCost                                                             (3.3.5) 

J is the total number of time points and n is a variable number. 

The weighted residuals, one for each data point:  
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R                                                             (3.3.6)           

Where: 

y, x - are simulated and observed data at each time point i. 

Grouping it together: 

ª for the group data 

23 http://127.0.0.1:24190/library/FME/html/modCost.html (last access: 06.10.2014)
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Where M is a number of subjects in a group 

ª for the individual data 
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Model cost is further directed to the modFit function that locates the minimum:  

 
modFit (f, p, ..., lower = -Inf, upper = Inf, method = c("Marq", "Port", "Newton", 

"Nelder-Mead", "BFGS", "CG", "L-BFGS-B", "SANN", 

"Pseudo"), jac = NULL,…)24 

 
ª f: a function to be minimised, with first argument the vector of parameters over which 

minimization is to take place. It should return either a vector of residuals (of model versus data) 

or an element of class modCost (as returned by a call to modCost). 

ª p: initial values for the parameters to be optimised over. 

ª Lower, upper: lower and upper bounds on the parameters; if unbounded set equal to –Inf/ Inf 

ª method: The method to be used, one of "Marq", "Port", "Newton", "Nelder-Mead", "BFGS", 

"CG", "L-BFGS-B", "SANN", "Pseudo". 

ª jac: A function that calculates the Jacobian; it should be called as jac(x, ...) and return the matrix 

with derivatives of the model residuals as a function of the parameters. Supplying the Jacobian 

can substantially improve performance; see last example  

 

The output of this function includes the best set of parameters found, the sum of squared residuals, evaluated 

for the best set of parameters, a symmetric matrix giving an estimate of the Hessian at the solution found, the 

result of the last f evaluation; that is, the residuals, etc.. 

 

d) Monte Carlo analysis of nonlinear models 

 

Finally, Monte Carlo simulations were used to confirm the choice of the most sensitive parameters. These 

simulations quantify the impact of variability and uncertainty in parameters distributions separately by 

drawing parameter values according to some predefined distribution (normally distributed random samples), 

running the model with each of these parameter combinations, and calculating the values of the selected 

output variables at each output interval.  

24 http://127.0.0.1:24190/library/FME/html/modFit.html (last access: 06.10.2014) 



+�

 

modCRL (func, parms = NULL, sensvar = NULL, dist = "unif", 

parRange = NULL, parMean = NULL, parCovar = NULL, 

num = 100, ...)25 

 

The function includes the parameters: 

ª func: an R-function that has as first argument parms and that returns a vector with variables 

whose sensitivity should be estimated 

ª parms: parameters passed to func; should be either a vector, or a list with named elements.  

ª sensvar: he output variables for which the sensitivity needs to be estimated. Either NULL, the 

default=all output variables, or a vector with output variable names (which should be present in 

the vector returned by func), or a vector with indices to output variables as present in the output 

vector returned by func. 

ª dist: the distribution according to which the parameters should be generated, one of "unif" 

(uniformly random samples), "norm", (normally distributed random samples), "latin" (latin 

hypercube distribution), "grid" (parameters arranged on a grid). 

ª parRange: the range (min, max) of the sensitivity parameters, a matrix or (preferred) a 

data.frame with one row for each parameter, and two columns with the minimum (1st) and 

maximum (2nd) value. The rownames of parRange should be parameter names that are known in 

argument parms. 

ª parMean: only when dist is "norm": the mean value of each parameter.  

ª parCovar: only when dist is "norm": the parameter's variance-covariance matrix 

ª num: the number of times the model has to be run.  

 

In this work the effect of parameters variability within a provided range on maximum concentration of an 
investigated compound or AUC in the liver and blood or were investigated. 

 

3.4 Quantitative structure-property relationships (QSPRs) 

 

3.4.1 QSPRs for skin permeation 

 

Most QSPRs for skin penetration available in literature are based on in vitro experiments in which the 

substance in an aqueous solvent or phosphate buffer was applied on the skin (applicability domain: 18< 

MW< 750, -2.3 < logPoct < 5.5). These  QSPR equations include: 20 QSPRs for the overall skin permeability 

coefficient (Kp), 9  for the stratum corneum permeability coefficient, 5 for the viable epidermis permeability 

25 http://127.0.0.1:24190/library/FME/html/modCRL.html (last access: 06.10.2014) 
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coefficient (KpVE), 10 for the stratum corneum/water partition coefficient (PCSC), 6 for the stratum corneum/ 

viable epidermis  partition coefficient (PCSCVE) and 7 for the maximal flux through the skin (Jmax).  Optimial 

properties of substances to be well-predicted by QSPRs are: MW < 500, 1< logPoct< 3 and water sol. > 0.1 

mg/mL.  Prediction performance of all the equations is evaluated with respect to available experimental data 

of investigated substances. The criterion for selecting the QSPRs from literature based on easily 

implementable descriptors such as physicochemical properties. 

The list of all QSPR equations studied is presented in Tables 3.4.1-3.4.6. 

 
Table 3.4.1. QSPR models for overall skin permeability coefficient - Kp  

No. Unit Model Reference 

1 cm h-1 

5.5- logP = K log  0.5  logP & 3.5  logP &MW  <150 If

1.5- = K log  3.5 > logP &MW  <150 If

5- = K log  0.5 < logP &MW >150 If

3.5- logP =K log   0.5  logP & 3 logP &MW  >150 If

0.5- =K log   3 >logP &MW >150 If

3 -= K log      0.5< logP &MW >150 If

octpoctoct

poct

poct

oct poctoct

 poct

poct

≥≤

≥≤
 

(Geinoz et al., 2004) 

2 cm s-1 6.36-MW 0.0059-logPoct  0.72= K log p ⋅⋅  (Geinoz et al., 2004), 
(Potts and Guy, 1992) 

3 cm s-1 5.91-MW  0.0108 + logP 0.8 =logK oct p ⋅⋅  (Geinoz et al., 2004) 

4 cm s-1 5.67-MW  0.013 + logP 0.93 =K log oct p ⋅⋅  (Geinoz et al., 2004) 

5 cm s-1 5.82- MR0.0371- logP 0.79=K log   1.96 logPoct  1.38- If oct p ⋅⋅≤≤  

6.8- MR0.0259- logP 1.05= K log  2.97logPoct   1.53 If octp ⋅⋅≤≤  

6.48-HBA0.107 - MR0.037- logP 0.95= K log   5.49 logPoct  2.5  If octp ⋅⋅⋅≤≤  

(Geinoz et al., 2004; 
Magee, 1998) 

6 cm s-1 5.89-MW  0.0103-logP 0.773=K log oct  p ⋅⋅  (Geinoz et al., 2004), 
(Cronin et al., 1999) 

7 cm h-1 3.39 - 0.37)- HBD(3.54 1.36- =K log  p ⋅⋅  (Geinoz et al., 2004),  
(Tayar et al., 1991) 

8 cm h-1 0.8337+logMW  1.84- Hb 0.27- logP 0.84 + )(logP -0.07= K log oct
2

octp ⋅⋅⋅⋅  (G Lian et al., 2008), 
(Lien and Gao, 1995) 

9 cm s-1 cb0.0853 - Hb 5.67- 0.191 - 2.47- = K log p ⋅⋅  (Pugh et al., 2000) 

10 cm s-1 Mpt0.004- 5.91 -MV 0.0093- logP 0.820=K log oct p ⋅⋅⋅  (Geinoz et al., 2004), 
(Barratt, 1995) 

11 cm s-1 5.87- MV 0.0119 - logP 0.830 = K log octp ⋅⋅  (Geinoz et al., 2004) 

12 cm h-1 1.526- 0.181 log 0.688  log MWPK octp ⋅+⋅=  (Wilschut et al., 1995), 
(Frasch, 2002),  

(Pugh et al., 1996) 
13 cm h-1 

MWPK

MW
K

K
K

octlip

lip

lip

p

⋅−⋅+−=

⋅+

=

005.0log574.032.2log
6.2

1
 

(Frasch, 2002),  
(Cleek and Bunge, 1993) 

14 cm h-1 

�
�
�

�

�
�
�

�

⋅+−
+⋅−⋅= −−

oct

p
P

MWK
393.0089.0

0025.0
105 6404.2

 
 

(Frasch, 2002), 
(McKone and Howd, 

1992) 
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15 cm h-1 

MW
K

MW
K

MWPK

KKK
K

aqpol

octlip

aqpollip

p

5.2101

159.0log620.0286.1log

11

10

1

=
⋅

=

⋅−⋅+−=

�
�
�

�

�
�
�

�
+

+
=

−

−

 

(Frasch, 2002), 
(Wilschut et al., 1995) 

16 cm h-1 2.39 -MW  0.0091- logP 0.74=K log oct p ⋅⋅  (Moss and Cronin, 2002) 

17 cm h-1  
( )5.49   log  3.70-  &    584.6    18 ≤≤≤≤ octPMW

lartranscellupSCercellularpSCp

lartranscelluPSC

MWP

ercellularpSC

KKK

MW
K

K oct

−−

−

−

⋅⋅−⋅⋅+−

−

+=

⋅
=

=
−−

int

361.1

2

10832.6log10318.759.2
int

103.4

10
31

 

(ten Berge, 2009),  
(ten Berg, 2014) 

18 cm s-1 ∑ ∑ −⋅+⋅−⋅−⋅−⋅= 13.594.144.348.149.044.0log 2222 x

HHH

p VRK βαπ
 

(Geinoz et al., 2004), 
(Abraham and Martins, 
2004), (G Lian et al., 

2008) 
19 cm s-1 

��
�

�
��
�

�
⋅⋅= )MW 0.1662-exp 0.7P10 5.6 =)r exp(-0.46 0.7P 10 5.6 3

2

oct
6-2

oct
6-

pK
 (G Lian et al., 2008), 

(Mitragotri, 2002) 

20 cm h-1 2.72-MW 0.0061 -logP 0.71 =K log oct  p ⋅⋅  (Stoick et al., 2007) 

 
 
 
Table 3.4.2. QSPR models for permeability coefficient in stratum corneum – KpSC 

No. Unit Model Reference 

1 cm h-1  

�
�

�

�

�
�

�

� ⋅⋅⋅⋅

1000

10
 log=K log

5.597+logMW  2.633- HBD 0.201- logP 1.027 + )(logP -0.096

pSC

oct
2

oct

 

 

(Pouillot et al., 2008), 
(Polak et al., 2012), 

(Lien and Gao, 1995) 

2 cm h-1 1.551- MW 0.1434+ logP 0.4814= K log 0.5
octpSC ⋅⋅  (Pouillot et al., 2008), 

(Polak et al., 2012) 
3 cm h-1 

 
1000

10
 log=K log

1.396 + HBD 0.351- logP 0.372

pSC

oct 

��
 

¡
¢¢
£

¤ ⋅⋅

 
(Polak et al., 2012), 

(Lien and Gao, 1995) 

4 cm h-1 

¥¥
¦

§
¨̈
©

ª ⋅⋅

0.0018

)(10
 log =K log

6.81- HBD 0.674- logP 0.285

 pSC

oct

 

 

(Yamaguchi et al., 2008) 

5 cm h-1 2.8 -MW  0.006= K log pSC ⋅  (Krüse et al., 2007) 

6 cm h-1 2.64368 - logP 0.5752 +MW  0.004475- = K log octpSC ⋅⋅  (Polak et al., 2012) 

7 cm h-1 0.812 -MW  0.01014- logP 0.616=K log octpSC ⋅⋅  (Bogen and Keating, 
2000) 

8 cm h-1 5.49 logP  3.70-  & 584.6MW  18  If oct ≤≤≤≤  

lartranscellupSCercellularpSCpSC

lartranscelluPSC

MWP

ercellularpSC

KKK

MW
K

K oct

−−

−

−

⋅⋅−⋅⋅⋅−

−

+=

⋅
=

=
−−

int

361.1

2

10832.6log10318.759.2
int

103.4

10
31

 

(ten Berge, 2009), 
(ten Berg, 2014) 

9 cm h-1 2.72-MW  0.0061- logP 0.71= K log octpSC ⋅⋅  (Stoick et al., 2007) 
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Table 3.4.3 QSPR models for partition coefficient: Stratum corneum/ viable epidermis- PCSC/VE 
No. Model Reference 

1 1= PC SC/VE
 (Chinery and Gleason, 1993) 

2 

5

P
= PC oct

SC/VE
 (Polak et al., 2012),  

(McCarley and Bunge, 2001) 
3 0.36

octSC/VE P12.6= PC ⋅
 (McCarley and Bunge, 2001) 

4 0.48
octSC/VE P0.46= PC ⋅  (Tojo, 1987) 

5 

( ) octVEVE

octSCSC

VESC
Pff

Pff
PC

⋅+−

⋅+−
=

1

)1(
/

  

(McCarley and Bunge, 2001) 

6 1-)Poct(12.36 = PC 0.36
SC/VE ⋅  (Polak et al., 2012) 

 
 
Table 3.4.4. QSPR models for partition coefficient stratum corneum/ water –PCSC 

No. Model Reference 

1 
octSC logP 0.74=)log(PC ⋅  (McCarley and Bunge, 2001),  

(Polak et al., 2012) 

2 )Plog(0.7201 =)log(PC 0.4298

octSC ⋅  (ten Berge, 2009) 

3 
octSC P 0.1208+1.2771=)log(PC ⋅  (McCarley and Bunge, 2001) 

4 -2.04logP 0.868+)(logP 0.078=)log(1/PC oct
2

octSC ⋅⋅  (Hui et al., 1995),  
(Polak et al., 2012) 

5 0.81
octSC P 0.43=1/PC ⋅

 (Nitsche and Kasting GB, 
2007) 

6 
waterlipprotSC octoct

PPPC φφφ +⋅⋅+⋅⋅= 69.031.0 9.052.7  

where ­ are protein, lipid and water volume fractions in stratum corneum 

 
(Wang et al., 2010) 

7 0.024-logP 0.59=)log(PC octSC ⋅  (Roberts et al., 1995) 

8 0.104+logP 0.514=)log(PC octSC ⋅  (Roberts et al., 1996), (Polak 
et al., 2012) 

9 0.439-logP 0.418=)log(PC octSC ⋅  (Yamashita and Hashida, 
2003),  

(Polak et al., 2012) 
10 0.59

octSC P 0.95=PC ⋅  (Wang et al., 2010) 

 
 
Table 3.4.5. QSPR models for permeability coefficient viable epidermis- water - KpVE 

No. Unit Model Reference 

1 cm h-1 

®
®
¯

°
±
±
²

³ ⋅⋅

0.0032

(10
  log = Kp log

2.63)-logPoct  0.142+logPoct 0.0715

VE

2

 
(Yamaguchi et al., 2008) 

2 cm h-1 
´
µ
¶·

¸
¹

0.5VE
MW

2.6
log= Kp log  (McCarley and Bunge, 2001) 

3 cm h-1 MW 0.00695-logP +-3.15= Kp log octVE ⋅  (McCarley and Bunge, 2001) 

4 cm h-1 2.8 - logP 0.74 +MW  0.006- = Kp log octVE ⋅⋅  (Cleek and Bunge, 1993) 

5 cm h-1 

ºº
»

¼
½½
¾

¿

0.0032

 MW / 0.02556
log = Kp log

0.5

VE
 

(Krüse et al., 2007) 

 
 
Table 3.4.6. List of models to estimate the maximal flux through the skin  Jmax 

No. Unit Model Reference 

1 mol cm-2 
h-1 

MW⋅⋅⋅ )10+log(1 -MW  0.019--3.90
max

MW 0.019- octlogP +-1.7

101000MW = J  
(Magnusson et al., 2004) 

2.5%-2=fve  6%,-3=fsc
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2 mg cm-2 
h- 

1000

10
 = J

)1log(10 21.6 - logP 1.7 +-2.1

max

4octlogP
oct +−

 
(Zhang et al., 2009) 

3 mg cm-2 
h- 

1000

)(10 ApplD
 = J

1.40 - HBD 0.29 -HBA  0.157 -MR 0.0140 -VEH -0.6

max
 

(Geinoz et al., 2004), 
(Hostynek and Magee, 1997) 

4 mg cm-2 
h- 

1000

)  10
  =J

0.113 + OCCL 0.276 + HBD 0.285- MR 0.0132 -logP 0.147

max 

oct

 
(Hostynek and Magee, 1997) 

5 mg cm-2 
h- 

1000

 )  (10
  =J

1.23 + logKp 0.767

max  
(Hostynek and Magee, 1997) 

6 mg cm-2 
h- 1000

 ) (10
  =J

0.563 - MR 0.0201 -logP 0.458

max 

oct

 
(Hostynek and Magee, 1997) 

7 mg cm-2 
h- 1000

 )  (10
  =J

1.13 + MR -0.0218

max 
 

(Hostynek and Magee, 1997) 

 
Where: 
logPoct - octanol-water partition coefficient        
MW - molecular weight 
MV - molar volume  
HBA – number of hydrogen bond acceptors 
HBD- number of hydrogen bond donors 
Mpt - melting point 
Hb - number of hydrogens 
cb -  the number of carbons not involved in a C= O bond 
alpha - H-bond donor acidity 
MR - molecular refractivity 
VEH – vehicle type  
(for acetone VEH=1 and for ethanol VEH=2) 
OCCL = 1 open, 2 protected, 3 occluded 
ApplD = Applied dose [mg/cm3] 
 

3.4.2 Plasma protein binding  

 

The existing literature QSPR models for plasma protein (fb- bound fraction to proteins) binding are listed in 

Table 3.4.7  

 

Table 3.4.7. List of QSPRs models to estimate plasma protein binding (fb) 
No. Unit Model Reference 

1 - 

1.1046H8)exp(logD_p0.3804

0.1046H8)exp(LogD_p0.3804

+⋅

+⋅
=bf

 
 

 
 
 

(Yamazaki and 
Kanaoka, 2004) 

2 - 

1.1074H7.4)exp(logD_p0.5391

0.1074H7.4)exp(LogD_p0.5391

+⋅

+⋅
=bf

 
3 - 

1.0188H7.4)exp(logD_p0.5578

0.0188H7.4)exp(LogD_p0.5578

+⋅

+⋅
=bf

 
4 - 

1.2239)exp(LogP0.7936

0.2239)exp(LogP0.7936

oct

oct

+⋅

+⋅
=bf

 
Where: logD (water/n-octanol distribution coefficient) at specified pH = log ([S]ionised, oct + [S]unionised, 

oct)/ ([S]ionised, water + [S]unionised, water)); whereas logPoct = log ([S]unionised, oct)/ ([S]unionised, 

water)). 
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3.4.3 Tissue-to-blood partition coefficients 

 

Schmitt method (Schmitt, 2008) was used to calculate tissue-to-plasma partition coefficients whenever these 

values could not be taken from the literature.  The model calculates steady-state tissue: plasma partition 

coefficients based on the composition of the tissues in terms of water, neutral lipids, neutral and acidic 

phospholipids and proteins using the lipophilicity, the binding to phospholipid membranes, the pKa and the 

unbound fraction in blood plasma as compound specific parameters. The calculations are dependent on the 

following parameters: molecular weight (MW), pKa, LogPoct and fu (fraction bound to proteins), logMA 

(membrane affinity),  logHSA (Human Serum Albumin) and specifying whether a compound is neutral, acid 

or base. The general equation is as follows: 
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Where: Fint and Fcell are the volume fractions of interstitial and cellular space and fuint, fucell and fup are the 

unbound fractions in interstitium (surrounding of the cells), cellular space and plasma. 
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Where: 

F- volume fractions, n_L neutral lipids, n_PL neutral phosopholipids, a_PL acidic phospholipids 

 

With the following: 

MAK
PLn

=_
(measured property: PC between phosphatidylcholine and water at pH = 7.4) 

PLnp KK _0221.0163.0 ⋅+=  

If compound is neutral: 

47.0_ =
Ln

K  

PLnPLa
KK __ =  

 

If compound is an acid: 47.0_ =
Ln

K  
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If compound is a base: 
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Tissue compositions used in the equations are in Table 3.4.8. 

 

Table 3.4.8. Tissue compositions and properties (Schmitt, 2008) 

Tissue pH Fcell Fint Fw Fn_L Fn_PL Fa_PL Fp 

Adipose 7.1 0.86 0.14 0.03 0.92 5.82.10-06 1.46.10-06 0.058 
Bone 7 0.90 0.10 0.26 0.02 0.0003 0.0001 0.211 
Brain 7.1 1.00 0.00 0.79 0.04 0.0315 0.008 0.079 
Gut 7 0.90 0.10 0.78 0.05 0.006 0.0012 0.147 

Heart 7.1 0.86 0.14 0.70 0.05 0.025 0.005 0.185 
Kidneys 7.22 0.78 0.22 0.73 0.02 0.029 0.006 0.214 

Liver 7.23 0.82 0.18 0.68 0.02 0.0334 0.006 0.212 
Lung 6.6 0.50 0.50 0.74 0.02 0.007 0.002 0.108 

Muscle 6.81 0.88 0.12 0.76 0.01 0.003 0.0006 0.195 
Pankreas 7  -  - 0.00 0.00 0 0 0 

Skin 7 0.69 0.31 0.47 0.13 0.0012 0.0004 0.413 
Spleen 7 0.79 0.21 0.75 0.01 0.007 0.002 0.229 

Stomach 7  -   0.00 0.00 0 0 0 
Testis 7 0.90 0.10 0.78 0.00 0.029 0.006 0.133 

Red Blood Cells 7.2 1.00 - 0.63 0.00 3.66.10-05 8.39.10-05 0.325 
 

 

3.4.4 Blood-to-air partition coefficient 

 

Short list of available QSPRs equations for calculating blood –to- air partition coefficient (PCblood,air) is 

provided in Table 3.4.9.  

 

 
Table 3.4.9. List of models to estimate blood/air partition coefficient 

No. Unit Model Reference 

1 - )(778.035.4, VPLogLogPC
airblood

⋅−=  
 

 
(Buist et al., 2012) 

2 - )(687.04, VPLogLogPC
airblood

⋅−=

 3 - 
octairblood

LogPVPLogLogPC ⋅−⋅−= 586.0)(922.025.6,  
4 - 

octairblood
LogPVPLogLogPC ⋅−⋅−= 566.0)(922.010.6,

 5 - MWLogPVPLogLogPC
octairblood

⋅−⋅−⋅−= 00495.0533.0)(04.196.6,  
6 - MWLogPVPLogLogPC

octairblood
⋅−⋅−⋅−= 00364.0528.0)(982.065.6,  
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4. Results and Discussion 

 

4.1 Quantitative structure-property relationships (QSPRs) 

 

4.1.1 QSPRs for skin permeation 

 

Table 4.1.1 shows all calculated median QSPR values for the nine case study compounds. Estimated skin 

permeability coefficients can be compared to the experimental in vitro or in vivo values provided in brackets. 

The equation number (eq) with the closest prediction to experimental result is also given. Figures 4.1.1-4.1.3 

present the predictions for overall skin, stratum corneum and viable epidermis permeability coefficients with 

available experimental values marked by a red line. 

 
 
Table 4.1.1. Median skin permeability coefficients of cosmetics and other chemicals (experimental values 
are in brackets) 

Substance Kp [cm/h] KpSC 

[cm/h] 

KpVE 

[cm/h] 

PCSC PCSC/VE Jmax 

[mg/cm
2
/h] 

Ref. 

 
Coumarin 

 
0.0023 

(in vitro: 
0.0091, 
0.0125) 

 

 
0.0032 

 
0.215 

 
4.530 

 
1.828 

 
4.67.10-3 

(in vitro: 
1.622.10-3) 

(Ritschel et al., 
1989) 

Hydroquinone 0.001 
(estimated 

in vivo: 
1.49.10-5) 

 

0.003 
(in vitro: 
9.33.10-6) 

0.248 
 
 

2.118 0.941 1.270.10-4 (Barber et al., 
1995; Poet et al., 

2010) 

Caffeine 0.0001 
(in vitro: 

2.1-7.2.10-4; 
19.22.10-6 

29.49.10-6 
 
 

(in vivo: 
1.59.10-4) 

 
 
 

3.2.10-4 
 

(in vitro: 
0.0016) 

 
 

0.187 
(the closest 

eq 4: 
9.616.10-5) 

 
(in vitro: 

2.23-
2.58.10-4) 

 
 

0.876 
 
 

(in vitro: 
5.88, 2.7, 

1.79, 
0.65, 
0.41) 

0.6 
 

2.467.10-5 
(the closest 

eq 7: 
1.076.10-3) 

 
 

(in vitro: 
1.75.10-3, 
2.24.10-3) 

(Chambin-
Remoussenard et 
al., 1993, 1982; 

Dias et al., 1999; 
Doucet et al., 

1998; Treffel et 
al., 1993; van de 

Sandt et al., 
2004), 

Cosmetics 
Europe, 

(Wilkinson et al., 
2006), 

(Cole and Heard, 
2007), 

(Bronaugh and 
Franz, 

1986),(Southwell 
et al., 1984), 
(Kroes et al., 

2007) 
 

Ethanol 0.0001 
(in vitro: 
3.17.10-4; 

0.006 0.383 0.622 
 

(in vitro: 

0.2 1.086.10-4 (Scott et al., 
1991); (Wang et 

al., 2010); 
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8.1.10-4, 
9.9.10-4) 

0.5-0.74, 
0.95) 

(Abraham and 
Martins, 2004); 
(G Lian et al., 

2008) 
 

Isopropanol 0.00153 
(in vitro: 
0.00119- 
propanol) 

 

0.008 0.335 1.343 
(in vitro: 

0.21 
propan-1-
ol value) 

 

0.778 1.464.10-4 (Abraham and 
Martins, 2004); 
(G Lian et al., 

2008) 

Estragole 0.035975 
 
 

0.0397 0.2136 4.1624 2.360 1.285.10-3 - 

Nicotine 9.7.10-4 
in vitro: 
0.0103, 
0.0033; 
0.0104, 
0.0189) 

0.002 0.2041 4.649 1.518 7.196.10-4 
(the closest 

eq 1: 
1.677.10-2) 
(in vitro: 
1.13.10-2) 

 

(Degim et al., 
1998; Qvist et al., 
2000); (G Lian et 
al., 2008); (Kroes 

et al., 2007) 

Styrene 0.071 0.039 0.2548 3.5963 2.340 2.085.10-3 

 
- 

Iodomethane 0.004 0.004 0.2182 6.2732 2.028 2.496.10-3 - 
 

 

The predicted values were in the following ranges: i) for logKp: from -8.83 (eq. 8) for caffeine to -3.13 cm/s 

(eq. 9) for iodomethane; ii) for logKpSC: -5.24 (eq. 4) for hydroquinone to 0.48 cm/h (eq. 2) for caffeine; and 

iii) for logKpVE: from -4.6 (eq. 3) for caffeine to 0.07 cm/h (eq 5) for ethanol. 

 

 

 

Fig 4.1.1. Skin/water permeability coefficient for nine case study compounds. 
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Fig 4.1.2. Stratum corneum/water permeability coefficient for selected compounds. 

 

 

Fig 4.1.3. Viable epidermis/water permeability coefficient for selected compounds. 

 

 

The estimated partition coefficients between stratum corneum and water and between stratum corneum and 

viable epidermis are shown in Figures 4.1.4-5. The estimated ranges of the coefficients were as follows: i) 

for PCSC: from 0.3 (eq  9) for ethanol up to an extreme case of 32 (eq  4) for hydroquinone; ii) for PCSCVE: 

from 0.03 (eq 7) for coumarin up to 19 (eq  3) for estragole. There was one prediction above 20 for styrene 

(178 – eq. 2) but I considered this as an outlier and eliminated from the results. 
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Fig 4.1.4. Stratum corneum/water partition coefficient for nine case study compounds. 

 

 

Fig 4.1.5. Stratum corneum/viable epidermis coefficient for nine case study compounds. 

 

Figure 4.1.6 shows the calculated maximal flux for the substances with a range from 1.56.10-7 (eq 5) for 

nicotine to 0.75 mg/cm2/h (eq 1) for ethanol. 

 

 

Fig 4.1.6. Maximal flux for nine case study compounds. 
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4.1.2 Plasma/ protein binding and blood –to-plasma concentration ratio 

 

The experimental and predicted plasma protein binding and blood-to-plasma concentration ratio for all case 

study compounds are given in Table 4.1.2. The ADMET-predicted and PBTK model-optimised results are 

presented. The available literature QSPR models for plasma protein binding are listed in Table 3.4.7 but 

could not be used as they require logD (water/n-octanol distribution coefficient) at specified pH values that 

were difficult to calculate. Only equation 4 was used giving the following results in terms of bound fractions 

to plasma: coumarin: 0.77, estragole: 0.95, hydroquinone: 0.62, caffeine: 0.49, ethanol: 0.45, isopropanol: 

0.51, styrene: 0.94, MEI: 0.54 and nicotine: 0.74. Out of these predictions only hydroquinone and caffeine 

were close to the experimental values. 

 

Table 4.1.2. Calculated and experimental plasma partitioning coefficients 
Substance Experimental 

value: Human 

blood plasma 

binding 

(fb) 

Experimental 

value: Blood-

to-plasma 

concentration 

ratio 

 

ADMET(1)  

predictor: 

Human 

blood plasma 

binding 

(fraction of 
free drug in 
human blood 
plasma- fu) 

 

ADMET(1) 

predictor: 

Blood-to-

plasma 

concentration 

ratio 

 

PBTK model 

optimised 

Blood-to-

plasma 

concentration 

ratio 

 

Literature 

ref. 

Coumarin < 0.4 - 0.4952 0.99 0.25 (Piller and 
Schmitt, 

1977) 
Hydroquinone 0.6 - 0.1616 1.77 0.15 (Corley et 

al., 2000) 
Caffeine 0.35 - 0.5132 1.01 0.28-0.35 (Yamazaki 

and 
Kanaoka, 

2004) 
Ethanol - - 1 1.8 1 - 

Isopropanol - - 1 1.66 1 - 
Estragole - - 0.3683 0.91 - - 
Nicotine 0.05 - 0.62 1.2 - (Yamazaki 

and 
Kanaoka, 

2004) 
Styrene - - 0.6815 1.22 - - 

Iodomethane - - 1 1.77 - - 
(1) ADMET predictor commercial software:   

http://www.simulations-plus.com/Products.aspx?grpID=1&cID=11&pID=13 (last access: 06.10.2014) 

 

4.1.3 Blood-to-air partition coefficient 

 

Blood-to-air partition coefficient predictions together with experimental values (if available) are in Table 

4.1.3 for ethanol, isopropanol, styrene and nicotine. The predicted values were found close to the 

experimental ones for these compounds. 
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Table 4.1.3. Experimental versus calculated values are discussed for ethanol, isopropanol and styrene. 

Compound VP [Pa] Experimental value QSPR calculated value 

PCblood,air 

Reference 

Ethanol 7910 1352.5 1479.108 (Meulenberg and 
Vijverberg, 2000) 

Isopropanol 6050 848 831.7638 (Clewell Iii et al., 2001) 
Styrene 853 48 53.703 (Csanady et al., 1994) 
Nicotine 0.038 - 55335.01 - 

 

Discussion 

Quantitative structure–property relationships (QSPRs) relate variations in the investigated property of a 

series of compounds to variations in their physicochemical and/or structural properties. They are widely used 

as parameter estimates for filling missing experimental data for properties such as skin absorption (Guoping 

Lian et al., 2008), partitioning between different phases in biological systems (DeJongh et al., 1997; Schmitt, 

2008), plasma protein binding (Yamazaki and Kanaoka, 2004), and blood-to-air partition coefficient 

(Katritzky et al., 2006). QSPRs are useful in predicting behavior of novel compounds and providing insights 

into mechanisms of activity (Katritzky et al., 2006). They are particularly useful as fast screens in risk 

assessment processes. 

The octanol-water partition coefficient has been shown to be an important parameter for modelling 

lipophilicity (Flynn, 1990). The log of the octanol-water partition coefficient (log Poct) is a convenient way of 

expressing whether a molecule is hydrophilic or lipophilic and appears in most of the QSPR equations. Other 

parameters include molecular size (molecular weight or volume), aqueous solubility (melting point), 

volatility (vapour pressure), etc. 

In this study I used literature QSPR equations for 9 case study compounds and the calculations were 

compared with available in vitro/ in vivo experimental results. Skin absorption studies are particularly 

relevant in risk assessments of chemicals that have potential to permeate the skin and cause local or systemic 

effects. However, existing QSPRs for skin penetration have been limited by the lack of available 

experimental data. Overall skin and stratum corneum permeation coefficients were best estimated by the 

QSPRs given the fact that the range of predictions was the smallest as compared to the other properties 

investigated. Estimations were close to experimental values for coumarin, caffeine, ethanol, isopropanol and 

nicotine. Only hydroquinone predictions were a bit higher than measured values: overall skin permeability 

and viable epidermis permeability coefficients were 100 times higher than in vitro values). This may arise 

from the fact that the most of the available QSPRs are designed to predict the permeability coefficient, Kp, of 

a pure organic chemical in an aqueous solvent whereas literature experiments were often performed using 

vehicles other than water. In the case of hydroquinone, phosphate buffer was used (Barber et al., 1995). 

Other factors that affect these differences are: concentration of a chemical in solvent, application conditions, 

and skin type. Higher variations in predictions were observed for partition coefficients, especially for 

hydroquinone PCSC: 0.64-32 and for estragole and styrene PCSCVE: 0.006-19; whereas smaller variations 
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were found for ethanol PSC: 0.27- 4 and for caffeine: PSCVE: 0.09-1. The highest, variation in estimated values 

was found for maximal flux (the highest range for ethanol: 1.59.10-07- 0.76 and smallest for caffeine: 2.58.10-

07-0.005 mg/cm2/h). 

Plasma protein binding is especially important for modelling of toxicodynamic effects of substances 

(especially drugs). It is the reversible association of a drug with the proteins of the plasma due to 

hydrophobic and electrostatic interactions such as van der Waals and hydrogen bonding. The bound drug 

exists in equilibrium with the free drug. This reversible interaction can greatly influence the toxicokinetic 

properties such as the volume of distribution, clearance and elimination and as a result the toxicodynamic 

response because only the unbound (fu) chemical is able to pass across cell membranes (Ghafourian and 

Amin, 2013). Existing QSPR models were either developed based on linear regression of complex 

descriptors (e.g. van der Waals surface area or fraction of base ionised at pH 7.4) or non-linear data mining 

methods. Moreover, the training set was always composed of drugs for which experiments were carried out 

(Yamazaki and Kanaoka, 2004) therefore other chemicals such as food, cosmetic ingredients or industrial 

solvents may fall outside the applicability domain.  The only simple equation 4 showed a good performance 

for hydroquinone and caffeine but poor for nicotine when compared to experimental values. For other 

substances no experimental values were available for verification. 

 

Literature QSPRs for human and rat blood-to- air partition coefficient base on three parameters only (VP, 

logPoct and MW) and were concluded robust and reliable models (Katritzky et al., 2006). These equations 

work well in case of ethanol, isopropanol and styrene giving satisfactory predictions. Absorption of volatile 

substances (usually inhalation) is a function of the blood solubility of a vapour indicated by the blood-to-air 

partition coefficient that further affects the circulation of a chemical in the body. The more soluble the 

substance is in blood compared to in air, the more it binds to plasma proteins in the blood and the higher the 

blood–to-air partition coefficient. 

 

4.2 Toxicokinetics- modelling refinement of uptake stages in PBTK model 

 

In this section I analyse the difference in using various PBTK model structures in predicting ADME profiles 

(concentration-time profiles) of selected chemicals in blood or plasma. I emphasise the importance of using 

sub-compartments in the absorption stage (GI tract, skin and respiratory tract) that help  obtain a better match 

of in vivo blood and plasma data, especially the time of peak concentration. This is because of slower 

simulation of absorption phase and therefore slower distribution of a compound to the liver – the main 

metabolizing organ. In this way, there is no need to specify a time-lag variable (like in the simplest model 

with a one-absorption compartment only) that accounts for the delay between the administration of a 

chemical and its appearance in blood. For this purpose three different PBTK model structures (PBTK1-3) 

that differ in uptake compartments are introduced (all other compartments, and distribution and elimination 

parameters are identical for all the model structures).  
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For oral and dermal absorption I use four case study compounds: coumarin, hydroquinone, caffeine and 

isopropanol. For inhalation I selected three compounds: styrene, ethanol and isopropanol. The selection was 

based on the availability of in vivo data for the Caucasian population in the literature. In most cases, only 

single dose administration was carried out, except for caffeine, where repeated oral exposure data were also 

available in the public literature.  

 

Three statistical criteria, the coefficient of determination (R2), mean squared error (MSE) and Akaike's 

Information Criterion (AIC) (Kletting and Glatting, 2009), were used to evaluate the simulation performance 

of the model in terms of blood/plasma concentrations of the parent compound.  

 

4.2.1 Oral and dermal absorption 

 

The tissue-to-blood partition coefficients for the four substances used in all the model structures are given in 

Table 4.2.1, oral and dermal absorption parameters for the PBTK3 are in Table 4.2.2 and for the PBTK1-2 

in Table 4.2.3. These parameters, for the PBTK3, include literature and optimised values. The literature 

values comprise: stomach emptying rates, some of the absorption rates (diffusion coefficient in stratum 

corneum for caffeine, small intestine absorption rate for hydroquinone, etc.) and tissue-to-blood partition 

coefficients for hydroquinone and isopropanol. QSPRs were used to calculate median predicted values of 

diffusion coefficients and partition coefficients between stratum corneum and viable epidermis. The 

following parameters were optimised with respect to available blood/plasma concentrations:  

 

- coumarin: oral data: stomach absorption rate (kastm), small intestine absorption rate (kaSI), dermal 

data: diffusion coefficient in stratum corneum (DSC), partition coefficient stratum corneum /vehicle 

(PCSC), coumarin intake rate from the formulation (kaform) (see Chapter 4.3.1). 

 

- hydroquinone: oral data: stomach (kastm) and small intestine absorption rates (kaSI) ; dermal data: 

diffusion coefficient in stratum corneum (DSC), partition coefficient stratum corneum /vehicle 

(PCSC), hydroquinone intake rate from the formulation (kaform).  

 

- caffeine: oral data: dissolution rate from a tablet (Diss), stomach absorption rate (kastm), small 

intestine absorption rate (kaSI), ratio between blood and plasma (RBP); dermal data: diffusion 

coefficient in hair follicles (DHF),  intake rate of caffeine  by the skin (kaform) and by hair follicles 

(kaHF). Due to lack of experimental and alternative QSPRs predictions partition coefficient between 

hair follicles and vehicle was assumed to be equal to 1 (see Chapter 4.3.1). 
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- Isopropanol: oral data: absorption rate from stomach and small intestine; dermal data: diffusion 

coefficients in stratum corneum (DSC) and viable epidermis (DVE) and isopropanol intake rate from 

the formulation (kform). 

 

Table 4.2.1. Tissue-to-blood partition coefficients used for all the model structures 
Parameter coumarin hydroquinone caffeine isopropanol 

Tissue- to- blood partition coefficients 
PCliv 2.38 (1) 0.8(2) 4.25 (1) 1.16 (3) 
PCppt 0.355  (1) 0.8 (2) 0.995 (1) 1.3 (3) 
PCbrn 2.09  (1) 0.8 (2) 4.79 (opt.1)  (1) 1.33 (3) 
PCskn 0.68 (1) 0.8 (2) 1.29 (opt.1) (1) 1.3 (3) 
PClng 0.51 (1) 0.68 (2) 1.23 (1) 1.25 (3) 
PCkid 2.08  (1) 0.71(2) 3.76 (1) 1.25 (3) 
PCgit 0.62 (1) 0.67(2) 1.49 (1) 1.25 (3) 
PCadp 1.24  (1) 0.8 (2) 0.68 (1) 0.32 (3) 
PChrt 1.63 (1) 0.8 (2) 3.69 (1) 1.25 (3) 

(1) calculated according to  (Schmitt, 2008); (2)  (Corley et al., 2000); (3) (Clewell Iii et al., 2001). 

 

Table 4.2.2 Oral and dermal absorption parameters for PBTK3 
Parameter coumarin hydroquinone caffeine isopropanol 

Kinetic parameters  
Diss [1/h] - - 3.2 - 
Dt [L/h] - 4 (3) - 2.88 (8) 

1.26 (9) 
kastm [1/h] 1.8 0.1  0.2  4.7 
kaSI [1/h] 0.1 3 1.5 10 
kaLI [1/h] 0.01 (assumed) 0.01(assumed) 0.01(assumed) 0.01(assumed) 
kmax [1/h] 8.16 (2) 8.16 (2) 8.16 (2) 8.16 (2) 
kmin [1/h] 0.005 (2) 0.005 (2) 0.005 (2) 0.005 (2) 
kelLI [1/h] 0.06 (6) 0.1 (5) 0.1 0.1 

DSC [cm2/h] 2.5.10-06 4.10-08 1.4.10-07 (4) 3.10-07  
DVE [cm2/h] 9.10-05 (1) 8.10-06 (1) 1.5.10-05 (1)  5.20.10-05  
DHF [cm2/h] - - 1.243.10-05 - 

kaform [mL/h] 0.22 0.038 0.2 0.12 
kaHF [mL/h] - - 0.153 - 

PCSC 1.65 1 2.5 (9) 1.343 (1) 
PCSCVE 1.829 (1) 0.8 (1) 0.6 (1)  0.778 (1) 
PCHF - - 1  - 
RBP 0.25(7)  0.15(8) 0.28 (dermal, 

assumed) 
0.35  

1 (7) 

% of hair follicles in 
skin (nf) 

- - 20  - 

 (1) estimated by QSPRs  (2) (Loizou and Spendiff, 2004) (3) (Corley et al., 2000) 

(4) (Hansen et al., 2008) (5) (OECD SIDS, 1996) 

(6) (Ford et al., 2001) (7) predicted by ADMET Predictor (https://www.simulations-plus.com/) 

(8) (Monaghan et al., 1995); (9) (Lacouture et al., 1989) 

 

Table 4.2.3 Oral and dermal absorption parameters for PBTK1-2 
Parameter coumarin hydroquinone caffeine isopropanol 

Kinetic parameters  
kaGI [1/h] 1.5 1.75 (2) 1.8 2.88 (3) 

1.26 (4) 
kelGI [1/h] 3.5 - - - 
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tlag [min] 20 (dermal) 20 (2) 
30 (oral) 

40 (oral) 10 (oral) 

kaskn [mL/h] 
bioav. 

2 
0.6 

0.002 
1 

0.02 
1 

0.8 
1 

DE [cm2/h]  (in vitro) 
5.824.10-05 (5) 

6.976.10-06 (1) 
  

 (in vivo) 
1.018.10-06 (5) 

3.10-04   

PCE 10 11 50 1.343 
kform [ml/h] 0.9 0.05 0.5 0.4 

(1) estimated by QSPRs ;  (2) (Corley et al., 2000); (3) (Monaghan et al., 1995); (4) (Lacouture et al., 1989); (5) 

see Chapter 4.1.1- Table 4.1.1 

 

a)  Coumarin 

 

- Oral absorption 
 

Coumarin oral exposure data for 4 individuals (0.857 mg/kg BW of coumarin via gavage (Ritschel et al., 

1979) were used. Simulated and experimental concentration-time points in blood are shown in Figure 4.2.1 

–left for PBTK1_orl and right for PBTK3_orl. Measured AUC values in blood were compared with 

simulated values in Table 4.2.4.  

 

 
 

Fig 4.2.1. Simulations of coumarin blood concentrations following oral administration for 4 volunteers 

(PBTK1_orl –left, PBTK3_orl - right). Experimental data from: (Ritschel et al., 1977) 

 

Table 4.2.4 AUC in blood following oral absorption of coumarin 
AUC blood 

[mg.h/L] 
BW= 70 kg BW= 46 kg BW= 68 kg BW= 87.7 kg 

PBTK1_orl 0.031 0.0315 0.023 0.031 
PBTK3_orl 0.032 0.029 0.025 0.034 

(Ritschel et al., 1979) 0.017 0.017 0.042 0.016 
 

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0 2 4 6

B
lo

o
d
 C

o
n
c
. 
[m

g
/L

]

Time [h]

Exp. Data  BW =70 kg
Exp. Data  BW =46 kg
Exp. Data  BW =68 kg
Exp. Data  BW =87 kg
Simul. BW =70 kg
Simul. BW =46 kg
Simul. BW =68 kg

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

0 2 4 6

B
lo

o
d
 C

o
n
c
. 
[m

g
/L

]

Time [h]

Exp. Data  BW =70 kg
Exp. Data  BW =46 kg
Exp. Data  BW =68 kg
Exp. Data  BW =87.7 kg
Simul. BW =70 kg
Simul. BW =46 kg
Simul. BW =68 kg
Simul. BW =87.7 kg



ûüú

Although both model structures appear to be quite satisfactory (see statistics in the discussion section), the 

PBTK3_orl simulations slightly better represent in vivo data in terms of calculated AUC of coumarin in 

blood when compared to experimental results.  

- Dermal absorption 
 

For dermal absorption, the (Ford et al., 2001) experiment carried out on 3 subjects was used. Ca. 0.02 

mg/cm2 of coumarin in 70% ethanol was applied on 100 cm2 back skin area. Simulated and experimental 

plasma concentrations of coumarin are shown in Figure 4.2.2 for 3 different model structures. 

 

 

 
 

Fig 4.2.2. Simulations of coumarin plasma concentrations following dermal absorption for 3 volunteers 

(PBTK1_skn – upper left, PBTK2_skn- upper right, PBTK3_skn- bottom). Experimental data from: (Ford et 

al., 2001). 

 
 
The first model structure (PBTK1_skn) simulated a rapid absorption after a 20 min- time-lag. This produced 

a sharp peak concentration and fast elimination as compared to in vivo results. PBTK2_skn smoothened the 

profile showing better representation of experimental data. PBTK3_skn further slowed down the absorption 

phase to better match the time of peak concentrations. (Ford et al., 2001) reported total percent of coumarin 

absorbed by the three subjects to be ca. 60% for an ethanol vehicle. I compared these values with simulations 
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(Table 4.2.5). However, since models do not account for inter-individual differences in skin structure and 

biology, the same absorption profiles were simulated regardless of body weight and gender characteristics. 

PBTK3 and PBTK1 gave results closer to experimental ones. 

 
Table 4.2.5. Simulated percentage of dose absorbed  

%Abs. BW= 78 kg BW= 76 kg BW= 91 kg 

PBTK1_skn 60.00 
PBTK2_skn 80.594 
PBTK3_skn 54.308 
(Ford et al., 2001) 54.5 62.4 67.1 
 

 

b) Hydroquinone 

 

- Oral absorption 
 

In case of hydroquinone, oral data for only one volunteer were available (Corley et al., 2000) who ingested  

275mg of hydroquinone.  Blood concentrations of hydroquinone are shown in Figure 4.2.3.  

 

 

Fig 4.2.3. Simulations of hydroquinone blood concentrations after oral administration for 1 subject 

(PBTK1_orl –left, PBTK3_orl - right). Experimental data from: (Corley et al., 2000). 

 

For PBTK1_orl I used 20 min of time lag which gave a good match for the elimination phase but data for the 

absorption phase up to the peak concentrations were not properly predicted. PBTK3_orl compensated for this 

mismatch giving a better representation of both absorption and elimination phases. The AUC in blood was 

calculated to be 0.114 mg.h/L by PBTK1_orl and slighly higher 0.128 mg/L/h by PBTK3_orl. However, no 

experimenal value was provided for comparison. 

 

- Dermal absorption 
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A dermal absorption experiment carried out on 4 human volunteers with mean plasma concentrations  was 

published (Wester et al., 1998). All the simulations were done for an "average" male BW= 69 kg, which 

matches the majority of participants in the study (Figure 4.2.4). 

 

 

Fig 4.2.4. Simulations of plasma concentrations of hydroquinone following dermal absorption for the "mean" 

volunteer (PBTK1_skn – upper left, PBTK2_skn- upper right, PBTK3_skn- bottom). Experimental data 

from: (Wester et al., 1998). 

 

PBTK2_skn and PBTK3_skn accounted for skin metabolism (with rates Vmax=0.05 mg/h, Km=4 mg/L). The 

metabolism rates were calculated to account for no more than 1% of administered dose. I assumed this value 

based on (Poet et al., 2010) who indicated that the major enzymes associated with hydroquinone metabolism 

are present in the skin with activities ranging from 1-25% of the activity in the liver.  This metabolism is 

neglected in PBTK1_skn. Based on Figure 4.6 it can be seen that all the models simulated quite good 

results, with PBTK3_skn only slightly better. (Wester et al., 1998) reported total percentage of hydroquinone 

absorbed and flux through the skin (Table 4.2.6). All the models overestimated total absorption and in terms 

of median flux results, PBTK2_skn and PBTK3_skn were closer to measurements. 

 
Table 4.2.6. Simulated percentage of dose absorbed and flux 

Av. man (BW= 69 kg) %Abs. Flux [mg/cm
2
/h] 

PBTK1_skn 100 0.0268 (max) 
0.001 (median) 
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PBTK2_skn 85.51 0.016 (max) 
0.0013 (median) 

PBTK3_skn 82.34 0.0153 (max.) 
0.0009 (median) 

 
(Wester et al., 1998) 

 
45.3 (forehead) 

1.10-03 (forearm) 
Bioav. =0.08 

1.9.10-03 (forehead) 
Bioav. = 0.4530 

 

For comparison, the percentage of dose absorbed in vitro in the receptor fluid  was reported to be 34%; the in 

vitro flux was 2.8.10-03 mg/cm2/h because the dose per cm2 was double the in vivo dose (Wester et al., 1998).  

 

c) Caffeine 

 

- Oral absorption 
 

As there are many experimental data available in the literature for single oral absorption of caffeine (either 

pure caffeine or its mixture), several studies were used here for comparison purposes. The PBTK model  

performance was checked for pure caffeine and its mixture. In most of the oral studies pure caffeine was 

ingested in the form of a gelatin capsule followed by water. Four different studies were used. In the first 

experiment  (Lelo et al., 1986) mean plasma concentrations were provided for 6 male volunteers, therefore, 

as before a "mean" male candidate was constructed weighing 83 kg (based on the majority of weights) - 

Figure 4.2.5. The free mean fraction of caffeine in plasma was reported to be 0.68.  In the second study 

(Newton et al., 1981), again a caffeine capsule was used (6 male/female volunteers – mean plasma 

concentration published) – Figure 4.2.6. In the third study (Csajka et al., 2005), in addition to a gelatin 

capsule, caffeine was applied in a mixture – as a commercial dietary supplement (herbal formulation). 

Plasma concentration results were provided for all the participating volunteers but I chose their mean values 

for the analysis (in the first part of the study, 8 subjects received a single oral dose -2 capsules of a 

commercial dietary supplement - Metabolift - labelled to contain 200 mg caffeine and in the second part, a 

single oral dose of 200 mg of caffeine sulphate was administered to 16 subjects) - Figure 4.2.7. Finally, in 

the fourth study (Acheson et al., 1980) a caffeine capsule was given in a much higher dose, which challenges 

the applicability of the model absorption parameters calibrated for doses two times lower (experiment carried 

out for 6 male/female volunteers – mean plasma concentration provided) - Figure 4.2.8.  In addition to these 

five single dose studies, one experiment with repeated dosing was analysed (Denaro et al., 1991). Nine 

healthy non-smokers, habitual coffee consumers, were given 6 cups of coffee per day (4.2 and 12 mg/kg 

BW). Mean plasma concentrations of caffeine measured over 24 h during low and high caffeine consumption 

were published.  
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Fig 4.2.5. Simulations of caffeine plasma concentrations following oral absorption (PBTK1_orl –left, 

PBTK3_orl- right). Experimental data from: (Lelo et al., 1986). 

 

(Newton et al., 1981) reported a total body clearance of caffeine for the doses 50-750 mg to be between 

0.045- 0.0672 L/h/BW. The mean body clearance value for 300mg of caffeine given orally to 5 subjects on 

three separate occasions was found to be ca. 0.0954 L/h/kg BW. The percentage of unchanged caffeine 

eliminated in urine over 48 was 0.0426 (1.1% of dose- 300mg) - 0.1302 [L/h] (3.5% of dose- 50mg) as a 

mean results of 5 subjects with an average body weight of 69kg.  The bioavailability of caffeine was found to 

be 0.92 for 300mg, 0.91 at 500mg and 1.06 at 750mg.  In all the simulations I used a liver clearance of 0.120 

L/h/kg BW (see also Chapter 4.3.2) which is the median result of PBTK3_orl model calibrations with 

respect to experimental data of (Lelo et al., 1986; Newton et al., 1981). 

 
 

 

Fig 4.2.6. Simulations of caffeine plasma concentrations following oral absorption (PBTK1_orl –left, 

PBTK3_orl- right). Experimental data from: (Newton et al., 1981). 
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As the PBTK models did not give good simulation results for a mixture and higher caffeine dose, the 

caffeine liver clearance rate parameters were re-calibrated with respect to these experimental data.  Other 

parameters remained unchanged (see adjusted values in Figures 4.2.7-4.2.8). In the study of (Csajka et al., 

2005) I lowered the liver clearance rate to investigate if slower clearance would produce a better fit of 

experimental data as clearly elimination phase was much slower than simulated. In this experiment a lag time 

of 16.7 min was reported and the population mean estimate of CL=4.98 L/h (average BW= 69 kg). In the 

simulations I initially used 8.28 L/h (0.120 L/h/kg BW) that was further re-calibrated to 5 L/h. This, 

however, improved the fit only slightly. 

 

 

 

Fig 4.2.7. Simulations of caffeine plasma concentrations following oral absorption (PBTK1_orl –left, 

PBTK3_orl- right) . Experimental data from: (Csajka et al., 2005). 

 

In contrast, experimental results of (Acheson et al., 1980) suggested a higher liver clearance than 0.120 

L/h/kg BW. Optimisation indicated 0.3 L/h/kg BW (almost 3 times higher clearance) to be the most 

appropriate solution – see Figure 4.2.8. 
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Fig 4.2.8. Simulations of caffeine plasma concentrations following oral absorption (PBTK1_orl –left, 

PBTK3_orl- right). Experimental data from : (Acheson et al., 1980). 

 

Only one study of caffeine repeated dosing was found in the public literature. It was a 6-times repeated 

dosing of 4.2 (low) and 12 (high) mg/kg BW of caffeine as a coffee drink (Denaro et al., 1991) - Figure 

4.2.9. The difference between the simulation performance of the models is clear in this example. The 

PBTK3_orl proved to be much more suitable for repeated exposure. 

 

  

Fig 4.2.9. Simulations of caffeine plasma concentrations following repeated oral absorption (PBTK1_orl –

left, PBTK3_orl- right). Experimental data from: (Denaro et al., 1991). 
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Fig 4.2.9 (continued). Simulations of caffeine plasma concentrations following repeated oral absorption 

(PBTK1_orl –left, PBTK3_orl- right). Experimental data from: (Denaro et al., 1991). 

 

Table 4.2.7 shows a comparison between calculated versus experimental (if available) values of caffeine 

AUC in plasma by the PBTK1_orl and PBTK3_orl.  The latter model structure produced higher AUC values 

both after single and repeated dosing and therefore closer to literature results (Lelo et al., 1986; Newton et 

al., 1981). 

 

Table 4.2.7. AUC in blood following oral absorption of coumarin 

AUC plasma 

[mg.h/L] 
BW= 83 kg 

(single) 

BW= 65 kg 

(single) 

BW= 65 kg 

(single) 

BW= 69 kg 

(single) 

BW= 67 kg 

(single) 

BW= 71 kg 

(repeated) 

PBTK1_orl 16.783 12.320 14.325 22.425 41.915 19.659 
63.423 

PBTK3_orl 39.679 30.060 36.1625 57.983 139.473 41.936 
196.568 

Literature 26.19172 
 (Lelo et al., 

1986) 
Calculated from 
dose/(CL*BW) 

- - ca. 50 
(Newton et 
al., 1981) 

 

- - 

 

 

-  Dermal absorption 

 
In the case of dermal dosing, the study used (Otberg et al., 2008) was carried out on 6 human volunteers with 

mean results presented. In contrast to the coumarin and hydroquinone dermal studies, the increased impact of 

the hair follicles on overall absorption was considered here in accordance with the experimental design 

specified in the publication (Figure 4.2.10). A concentration of 4.56 mg/mL of caffeine in ethanol/propylene 

glycol was applied on 25 cm2 area of chest for 24 h. 
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Fig 4.2.10. Simulations of caffeine plasma concentrations following dermal administration (PBTK1_skn – 

upper left, PBTK2_skn- upper right, PBTK3_skn- bottom). Experimental data from: (Otberg et al., 2008). 

 

PBTK2_skn and PBTK3_skn showed similar simulation performance of caffeine concentration-time profiles 

in plasma. Table 4.2.8 presents the difference between experimental and calculated total percentage of dose 

absorbed. All the models overpredicted the absorption when compared to experimental data. I assumed the 

ratio between plasma and blood to be 0.28 to obtain a better simulation of the concentration-time profile in 

the plasma due to lack of experimental value. The optimised ratio for oral absorption of caffeine of 0.35 

would indicates much smaller caffeine levels in plasma for this study, but a smaller value than 0.28 would 

give the same results with smaller total absorption (due to slower rate of absorption kaform than 0.2 mL/h – 

PBTK3_skn) as obtained in the experiment. 

Table 4.2.8. Simulated percentage of dose absorbed and flux 
BW= 75 kg %Abs. Flux [mg/cm

2
/h] 

PBTK1_skn 100 0.5226 (max) 
0.00016 (median) 

PBTK2_skn 80 0.0144 (max) 
0.0003 (median) 

PBTK3_skn 86.28 0.0215  (max) 
0.0005 (median) 

(Liu et al., 2011) 56 - 
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d) Isopropanol 

 

- Oral absorption 
 
To calibrate and validate oral absorption, two experiments were used. In  (Monaghan et al., 1995) three 

healthy male subjects ingested 0.6 ml/kg 70% IPA in 240 ml water over a 5-min period, whereas in 

(Lacouture et al., 1989) three male subjects ingested 0.4 ml/kg 70% IPA in 210 ml apple juice over 10 min 

(Figures 4.2.11-4.2.12).  

 

 

Fig 4.2.11. Simulations of caffeine plasma concentrations following oral absorption (PBTK1_orl –left, 

PBTK3_orl- right). Experimental data from: (Monaghan et al., 1995). 

 
 

 
Fig 4.2.12. Simulations of caffeine plasma concentrations following oral absorption (PBTK1_orl –left, 

PBTK3_orl- right). Experimental data from: (Lacouture et al., 1989).   

 

The AUC in blood of isopropanol calculated by (Monaghan et al., 1995) was compared with simulated 

values (Table 4.2.9). In the same manner as before, PBTK3_orl results were closer to experimental results. 
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Table 4.2.9. AUC of isopropanol in blood after oral absorption 
AUC blood [mg/L/h] Man (BW= 75 kg) Man (BW= 75 kg) 

PBTK1_orl 448.46 125.77 
PBTK3_orl 903.3971 453.67   
 
 Literature 

1093 (mean) 
(Monaghan et al., 1995) 

- 

 

 

- Dermal absorption 

 

Dermal absorption PBTK model was calibrated with respect to study of  (Turner et al., 2004). 3mL of 

isopropyl alcohol- containing hand rub (52.6% w/w) was applied to the hands every 10 min over 4 h. Ten 

healthy adults participated in the experiment. Blood concentration of isopropanol after 4 h were published 

separately for males and females but only one experimental point after 4 h was reported (Figure 4.2.13). 

 

 

 

 

Fig 4.2.13. Simulations of  isopropanol plasma concentrations following dermal administration (PBTK1_skn 

– upper left, PBTK2_skn- upper right, PBTK3_skn- bottom). Experimental data from: (Turner et al., 2004). 

PBTK1_skn simulated very fast absorption placing this experimental point almost at the end of elimination 

phase, whereas PBTK2_skn and PBTK3_skn indicated it shortly after the peak value slowing down 

absorption significantly.  
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Discussion 

 

Based on the calibrated parameters in the PBTK3 model, it can be concluded that, within the investigated 

dose ranges, coumarin and isopropanol show the highest absorption rate from stomach and diffusion across 

the stratum corneum. Hydroquinone and isopropanol are quickly absorbed from the small intestine. Caffeine 

shows the highest partitioning in stratum corneum (the most limiting absorption step) and the lowest in 

viable epidermis. It tends to partition to plasma more readily than the three other substances. Neither renal 

clearance nor the excretion rate in bile is the most important elimination route for all the four substances. 

First pass metabolism in liver is a main elimination route although a certain percentage of caffeine was 

reported as eliminated in urine unchanged (Newton et al., 1981).   

 

The coefficient of determination (R2), mean squared error (MSE) and corrected Akaike's Information 

Criterion (AICc) (Kletting and Glatting, 2009) were used as decision criteria. As these statistics show in 

Tables 4.2.10-4.2.11, the PBTK3 model structure (with sub-compartments in the absorption stage and 

therefore with more parameters to determine) is better in most of the instances (11/14 in oral and 4/5 in 

dermal absorption), as indicated by the lower AICc value whenever individual or mean data are available for 

the same substance. The PBTK1 model  has the advantage of fewer parameters to calibrate that can easily be 

set for a given set of experimental data but usually it simulates much faster absorption than in vivo even with 

a pre-defined time-lag. This misprediction can be easily seen in the case of repeated exposure data, when too 

fast absorption is associated with much faster elimination. In contrast, PBTK3, which consists of sub-

compartments in the absorption stage (but with more parameters to determine), gives improved predictions 

when applied to the population, especially in the case of repeated exposure. When simulating the coumarin 

oral experiment, PBTK3 gave predictions comparable to PBTK1. However, I found only single 

administration gavage data for 3 subjects. When simulating the dermal experiment, PBTK1 did not give 

good results, PBTK2 was close to PBTK3 in predictions but still PBTK3 performed the best. To simulate the 

hydroquinone oral and dermal experiments, all model structures seem to be good candidates; however in this 

case there was no comparison between different subjects or different exposure conditions. The availability of 

many oral experimental data for caffeine makes it a good test substance for choosing the best fitting model. 

Additionally, different types of dosing could be considered, either pure caffeine or its mixture with 

herbs/substances, single or repeated dosing. PBTK1 did not perform well either in the case of pure caffeine 

or in case of the mixture (single dosing). This poor performance is even more obvious in the case of repeated 

absorption. Overall, PBTK3 gives good predictions for pure caffeine in gelatin coating but performs poorly 

for the second study (Csajka et al., 2005). It seems likely that either PBTK3 does not work well when 

applied to mixtures or the experimental results were more variable due to population effects and drug-drug 

interactions (e.g. use of contraceptives) which cannot be easily captured by the present PBTK model. The 

mean values taken from all the candidates gave a slower excretion rate of caffeine (most likely clearance 

rates are different) when compared to other studies. Re-calibration of liver clearance did not improve the 
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results significantly. Interestingly, for the higher dose (in the fifth study (Acheson et al., 1980)), PBTK3 gave 

good predictions only if this clearance rate was re-adjusted (increased not lowered as before). This can be 

explained, either by the dose itself, by different application conditions than in the previous studies for which 

the parameters were optimised or simply by big differences in caffeine liver clearance between subjects. In 

the dermal model the inclusion of the hair follicles compartment, in accordance with the experimental design 

(Otberg et al., 2008), helped obtain better prediction performance. However, PBTK2, without this 

compartment, also gave sufficiently good results (in terms of R-squared, AICc, MSE). The isopropanol case 

study further showed that the PBTK3 structure is more suitable for modelling oral and dermal absorption 

than the two other alternatives. Two oral experiments (Lacouture et al., 1989; Monaghan et al., 1995) gave 

much lower AICc and MSE but higher R2 values for PBTK3_orl when compared to PBTK1_orl. I could not, 

however, calculate these measures for dermal absorption because there was only one experimental point 

published by (Turner et al., 2004) for males and females individually following exposure to 3 mL of 

isopropyl alcohol- containing hand rub (52.6% w/w). 

 

 
Table 4.2.10.  Goodness of fit: oral model. 

 

Compound 

 

BW [kg] 

PBTK3 PBTK1 

MSE (1) R2(2) AICc (3) MSE (1) R2 (2) AICc (3) 

 
 

coumarin 

70 1.245.10-05 86.736 -95.325 1.234.10-

05 
86.855 -96.477 

46 2.356.10-05 80.369 -90.861 3.514.10-

05 
70.727 -89.154 

68 3.149.10-05 83.245 -115.407 8.433.10-

05 
55.129 -108.688 

87.7 4.091.10-06 96.367 -133.774 2.272.10-

05 
79.822 -120.491 

hydroquinone 69 6.568.10-05 93.225 -83.569 5.430.10-

05 
94.398 -85.978 

 
 
 
 

caffeine 

83 0.450 90.867 -41.3517 4.158 15.560 -18.376 

65 1.828 20.923 -18.964 7.462 -222.691 -7.101 

65 1.422 38.316 -24.410 4.078 -76.849 -15.705 

69 0.8117 85.280 -34.268 9.515 -72.567 -8.443 

67 35.375 -65.490 7.932 33.647 -57.405 6.789 

71 (repeated) 0.533 
6.402 

-48.721 
15.382 

-57.537 
-17.778 

2.425 
46.785 

-575.927 
-518.355 

-47.829 
-0.471 

 
isopropanol 

75 12950.8 83.044 82.084 73727.8 3.474 97.926 

75 2073.45 78.692 21.990 18453.793 -89.634 30.465 

(1) mean squared error 
(2) coefficient of determination, R- squared  
(3) Akaike's Information Criterion with the correction for a small number of data points (Kletting and Glatting, 2009) 
 
 
Table 4.2.11. Goodness of fit: dermal model: 
Compound  

BW 

[kg] 

PBTK3 PBTK1 PBTK2 

MSE 

(1) 

R2  

(2) 

AICc  

(3) 

MSE 

(1) 

R2 

(2) 

AICc  

(3) 

MSE 

(1) 

R2 

(2) 

AICc  

(3) 

 
 

coumarin 

78 1.274.

10-05 
88.97

3 
-123.225 1.009.

10-04 
12.658 -106.809 4.379.

10-05 
62.108 -112.971 

76 1.084. 59.58 -103.959 1.029. 61.618 -106.633 3.096. 88.455 -116.090 
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10-04 7 10-04  10-05 
91 1.381.

10-05 
81.90

2 
 -122.499 9.633.

10-05  
-26.223 -107.229 4.857.

10-05 
36.359 -112.037 

hydroquinone 69 1.292.

10-05 
92.86

2 
-67.192 4.938.

10-05 
72.722 -61.008 3.221.

10-05 
82.209 -62.797 

caffeine 75 9.565.

10-07 
91.05

2 
-163.465 2.305.

10-05 
-

115.62
7 

-134.960 1.671.

10-06 
84.367 -159.227 

(1) mean squared error 
(2) coefficient of determination, R- squared  
(3) Akaike's Information Criterion with the correction for a small number of data points  (Kletting and Glatting, 2009) 

4.2.2 Inhalation 

 

Two different PBTK model structures (PBTK1_inh: simple 3-compartment model with inhaled, exhaled air 

and lungs and PBTK3_inh: multi-compartment model) were compared in terms of their predicted ADME 

profiles of inhaled styrene, ethanol and isopropanol. 

The multi-compartment lungs model represents 24 interconnected compartments (generation of the Weibel 

model) (Peterman and Longtin, 1984; Weibel, 1979). The model assumes that gas is transported through the 

lungs by convection and diffusion. The inhaled gas diffuses across the alveolar membrane, dissolves in the 

blood circulating through the lungs and is cleared from the lungs due to the blood perfusion. Three main 

compound-specific parameters are a part of this model: the diffusion coefficient (in generations 13-22; Dl), 

removal of a gas from the blood (r) and the dissolution of the gas in the blood (represented by the Ostwald 

solubility (�)). Other quantities such as sinusoidal breathing pattern, convection rate, tidal volume, airways 

area and volumes were assumed constant. A 4-sec inhalation-exhalation process describes well the resting 

conditions (a tidal volume of 500 ml and a breathing rate of 15 breaths per minute) – in accordance with 

original implementation of the model (Peterman and Longtin, 1984). Because of the high complexity of this 

model and the many parameters left for optimisation the same breathing pattern was used for exercise 

conditions as well. The model described by Peterman and Longtin was linked here with other body 

compartments (used in PBTK modelling) for the first time. Peterman and Longtin showed the usefulness of 

the model in simulating profiles and build-up of radioactive inert gases such as T2
 and 133Xe. The authors 

concluded that the model exhibits good predictive power regarding the rate of transport of gases through the 

lungs and by associating the generations with physical locations in the lungs. In this study I applied this 

model to simulate the profiles of organic vapours assuming that the particular stages of the multistep 

inhalation/exhalation process are unchanged: uptake and washout process (as described in chapter 3.2). In 

literature PBPK models of organic solvents, uptake in the respiratory tract is assumed to occur only in the 

alveolar region (Ramsey and Andersen, 1984). Local effects such as metabolism were added to the model. I 

contrasted the simulations of this complex model against the performance of a simple model by means of 

toxicokinetic parameters (Cmax, AUC) and simple statistics (MSE, R2, AICc). The advantage of using a 

multi-compartment respiratory tract lies in the possibility of estimating chemical concentrations in particular 

segments of the tract which is especially important in cases of ongoing reactions or bioaccumulation; 
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however computational time is higher than for simple few-compartments models. The dynamic lungs model 

is also used to predict and simulate the buildup of gases in the lungs and their washout. The input dose to the 

PBTK model has to be provided in mg/L and due to the fact that most of inhalation studies report the 

exposure level in parts per million [ppm], I used the following conversion26: 
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Where: MV= Molar volume [m3/mol] 

The number of model parameters necessary for calculating AICc values was: PBTK1_inh = 33 and 
PBTK3_inh = 30. 

 
 

a)  Styrene 

 
 

Styrene is one of the most common industrial chemicals that has been studied in terms of PBTK modelling 

and internal concentrations following inhalation both in humans and animals. Up to 3% of the absorbed 

styrene vapour is exhaled unchanged, and about 90% is ultimately biotransformed to mandelic and 

phenylglyoxylic acid and excreted in the urine (Prieto et al., 2002). Metabolism in the liver is usually 

described by Michaelis-Menten kinetics (Csanady et al., 1994) and so far the liver has been assumed to be 

the only metabolizing organ in the modelling. However, styrene was also found to undergo metabolism in 

the respiratory tract (Chung et al., 2006) (the toxicity of styrene is metabolism-dependent). CYP2E1 was 

suggested to be one of the cytochrome P450 enzymes responsible for the bio-activation of styrene.  

In this study I compare the performance of two PBTK model structures (PBTK3_inh and PBTK1_inh) in 

estimating internal level metrics of styrene alone. The exposure conditions and experimental data were taken 

from the literature – see Table 4.2.12. 

 

Table 4.2.12. Inhalation exposure to styrene 
Reference Exposure time 

[h] 

Breathing 

conditions 

Dose [ppm] 

(exposure time) 

Conversion 

[mg/L] 

In vivo 

concentrations 

available for 

(Wigaeus et al., 
1984) 

2  
Light physical 
exercise(50W) 

 

68.78 0.293 -> opt. 0.1 Arterial blood 

(Ramsey and 
Young, 1978) 

6 80 0.341 Venous blood 

(Johanson et al., 
2000) 

2 50 0.220 -> opt. 0.4 Venous blood 

 

26 http://ww2.unhabitat.org/wuf/2006/aqm/tool28.htm (last access: 06.10.2014) 
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The model parameters are given in Table 4.2.13. Most of them, except for the diffusion coefficient in lungs 

(Dl), were taken from the literature and used unchanged. Given these values, both the PBTK1_inh and 

PBTK3_inh models were used to simulate blood concentrations from three different literature studies 

(Johanson et al., 2000; Ramsey and Young, 1978; Wigaeus et al., 1984). The predicted results were much 

higher than observed values for two studies (Johanson et al., 2000; Wigaeus et al., 1984). In order to better 

simulate the experimental values, I optimised (lowered) the constant external concentration of the chemical 

(see opt. in Table 4.2.12). The simulated versus experimental results are shown in Figures 4.2.14-16 and 

internal dose metrics results in Tables 4.2.14-16. 

Table 4.2.13 PBTK model parameters for styrene 
Reference Parameter name Value 

(Csanady et al., 1994) Vmax [mg/h/gliv] 0.2083 
Km [mg/L] 1.0415 

(Van Rees, 1974) PCwater,air 4.38 
(Csanady et al., 1994) PCblood,air 48 

(Peterman and Longtin, 
1984) 

r [mL/s] 0.126 

(Katritzky et al., 2008) Log� 3.852 
optimised Dl [cm2/s] 0.04-0.08 
Assumed CLR [L/h] 0.1 

Tissue-to-blood partition coefficients (PCorg) 
 

(Csanady et al., 1994) 
Liver 2.71 

Poorly-perfused tissues 1.96 
Highly-perfused tissues 2.60 

Adipose tissue 93.8 
(Schmitt, 2008) Lungs 1.47 

Kidney 1.75 
 

 

Fig 4.2.14. PBTK1_inh and PBTK3_inh model simulations of styrene concentration in venous blood. 

Experimental data (1) from: (Ramsey and Young, 1978). 

 

Table 4.2.14 Internal metrics results for styrene 
Model AUC in liver 

 [mg.h/L] 

AUC in blood 

[mg.h/L] (venous) 

Cmax in liver 

[mg/L] 

Cmax in blood 

(venous) [mg/L] 

PBTK1_inh 207.670 58.211 38.600 10.237 
PBTK3_inh 162.610 58.896 27.129 9.677 
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Fig 4.2.15. PBTK1_inh and PBTK3_inh model simulations of styrene concentration in arterial blood. 

Experimental data (1) from: (Wigaeus et al., 1984). 

 

Table 4.2.15 Internal metrics results for styrene 
Model AUC in liver  

[mg.h/L] 

AUC in blood 

[mg.h/L] (venous) 

Cmax in liver 

[mg/L] 

Cmax in blood 

(venous) [mg/L] 

PBTK1_inh 7.024 3.784 3.803 1.662 
PBTK3_inh 18.047 6.763 9.059 3.250 

 

 

Fig 4.2.16. PBTK1_inh and PBTK3_inh model simulations of styrene concentration in venous blood. 

Experimental data (1) from: (Johanson et al., 2000). 

 

Table 4.2.16 Internal metrics results for styrene 
Model AUC in liver [mg.h/L] AUC in blood 

[mg.h/L] (venous) 

Cmax in liver 

[mg/L] 

Cmax in blood 

(venous) [mg/L] 

PBTK1_inh 74.311 22.250 41.497 10.090 
PBTK3_inh  77.489 27.731 38.834 13.231 

 

Based on the Tables 4.2.14-16 it can be seen that AUC values in the liver and blood calculated by the 

PBTK3_inh model are in most cases higher (except for Ramsey and Young study where I didn’t lower an 

external inhaled concentration of styrene and only liver AUC calculated by the PBTK1_inh seems to higher). 

Peak concentrations in the blood simulated by PBTK3_inh are again higher for the last two studies but lower 

for the first study; whereas peak levels in the liver determined by PBTK1_inh are on average higher. 
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Table 4.2.17. Simulation performance of the models - statistics  

Model (Ramsey and Young, 1978) (Wigaeus et al., 1984) (Johanson et al., 2000) 
PBTK1_inh R2= 14.258 

MSE= 7.503 
AICc= -17.118 

R2= 34.849 
MSE= 0.304 

AICc=-39.097 

R2= 93.453 
MSE= 0.715 

AICc= -26.564 
PBTK3_inh R2= -23.315 

MSE= 10.791 
AICc= -14.920 

R2=-514.534 
MSE= 2.870 

AICc= -17.637 

R2= 66.428 
MSE= 3.664 

AICc= -12.574 
 

Table 4.2.17 shows the statistics of fit to experimental data for the two models. Clearly it was difficult to 

obtain good matching of the data by both of them. However, it can be concluded that PBTK1_inh performs 

better for predicting blood concentrations while both models overestimate a clearance rate of styrene – after 

10 h there is almost no styrene left in the blood according to the PBTK modelling but experimental data 

show that it maintains a low but constant level even up to 50 h (Wigaeus et al., 1984). Improvements to the 

model could be made either by introducing a changeable clearance rate (metabolism rate) in time or perhaps 

by using different blood-to-tissue partition coefficients that could account for the compound accumulation. 

More experiments would be necessary to further investigate these model refinements.   

 

b)  Isopropanol 

 

 

Isopropanol has been widely used for many years mainly as a solvent, rubbing alcohol, and mild disinfectant. 

Therefore its inhalation occurs during the short time of contact with certain consumer products or for longer 

times in  workplaces (in the industrial manufacturing, processing, and use of isopropanol). (Clewell Iii et al., 

2001) developed a multi-route PBTK model and indicated that inhalation studies of isopropyl alcohol have 

demonstrated neurological effects while oral administration studies have identified developmental and 

reproductive effects. (Kumagai et al., 1999) carried out experiment on four healthy male volunteers who 

inhaled concentrations of 50, 100, or 200 ppm of  isopropanol while resting for 10 min. The subjects inhaled 

the vapours through a mouthpiece equipped with a valve to isolate exhaled air, and samples of exhaled air 

were collected 1 min prior to exposure, during the 10 min- exposure, and for 5 min following exposure. 

Exhaled air concentrations were reported both for the average concentration over an exhalation as well as for 

the concentration at the end of an exhalation (which better represents air from the alveolar region). I used 

from this study only higher mixed-exhaled results. This is the only freely available isopropanol inhalation 

study I could find in the current literature. The molecular volume of isopropanol of 75.9 m3/mol  27 was taken 

for concentration conversions from ppm to mg/L – Table 4.2.18. 

 

 

 

 

27 http://www.aqnovel.com/mytag.php?id=22963 (last access: 06.10.2014) 
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Table 4.2.18. Inhalation exposure to isopropanol 
Reference Exposure time 

[min] 

Breathing 

conditions 

Dose [ppm] 

(exposure time) 

Conversion 

[mg/L] 

In vivo 

concentrations 

available for 

(Kumagai et al., 1999) 10 rest 200 0.158 exhaled air 

 

The model parameters are given in Table 4.2.19. The simulated versus experimental results in the blood and 

exhaled air are shown in Figure 4.2.17 and internal dose metric results in Table 4.2.20. To better describe 

the experimental results I optimised the Ostwald solubility coefficient (�) and water/air partition coefficient 

(PCwaterair). I additionally introduced a first order rate of isopropanol bioconversion in the respiratory tract 

(optimised by PBTK1_inh) to better match the in vivo data. 

 

Table 4.2.19 PBTK model parameters for isopropanol 
Reference Parameter name value 

Liver metabolism 
(Clewell Iii et al., 2001) 

Vmax [mg/h/kg BW 3/4] 300 
Km [mg/L] 10 

Metabolism in respiratory tract wall 
tissue- optimised 

Kmetlng [L/h] 1 

(Kumagai et al., 1999) PCwater,air 1500 -> opt. 10 
(Clewell Iii et al., 2001) PCblood,air 848 

(Peterman and Longtin, 1984) r [mL/s] 0.126 
(Katritzky et al., 2008) Log� 2.863 -> opt. 1 

Assumed as the one of styrene Dl [cm2/s] 0.08 
(Clewell Iii et al., 2001) CLR [L/h] 0.04 

Tissue-to-blood partition coefficients (PCorg) 
 
 

(Clewell Iii et al., 2001) 

Brain 1.33 
Poorly-perfused tissues 

Skin 
 

1.3 
Highly-perfused tissues 

Heart 
Kidney 
GI tract 

 
1.25 

Adipose tissue 0.32 
 

 

Fig 4.2.17. PBTK1_inh and PBTK3_inh model simulations of styrene concentration in venous blood (left) 

exhaled air (right). Experimental data (1) from: (Kumagai et al., 1999). 
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Table 4.2.20 Internal metrics results for isopropanol 

Model AUC in liver [mg.h/L] AUC in blood 

[mg.h/L] (venous) 

Cmax in liver 

[mg/L] 

Cmax in blood 

(venous) [mg/L] 

PBTK1_inh 9.067.10-06 0.065 3.2.10-05 0.128 
PBTK3_inh 1.125.10-05 0.156 1.10-04 0.515 

 

AUC and Cmax results both in the blood and liver simulated by the PBTK3_inh model are higher than the 

ones simulated by the PBTK1_inh model. The statistics in Table 4.2.21 show that it is the multi-

compartmental model that produces a better fit of the exhaled data, although this fit is not the best. In fact, 

the PBTK3_inh model offers a better simulation of chemical concentrations in particular stages of the 

respiratory tract that ranges from the mouth concentrations to the alveolar region. This is important in cases 

when the chemical is said to produce a toxicological effect in the tract or undergoes biotransformation and 

when the information about concentrations of this chemical as a function of time is necessary  

 

Table 4.2.21 Simulation performance of the models - statistics  
Model (Kumagai et al., 1999) 

PBTK3_inh R2= 51.473 
MSE=  29.443 
AICc= 4.730 

PBTK1_inh R2= -14.182 
MSE= 69.278 
AICc=  15.453 

 

 

 

c)  Ethanol 

 

 
Ethyl alcohol, or ethanol, is found in many common consumer products. It also has many uses in work 

environments (fuels, solvents, disinfectants, a raw material for chemical synthesis). Beyond alcoholic 

beverages, ethanol is found in many professional products: paints, varnishes and inks, alcohol-based 

products, and biofuels. Therefore, exposure to ethanol by inhalation is very common. (Nadeau et al., 2003) 

reported that the occupational standard limit for ethanol exposure in air is 1000 ppm. They measured ethanol 

in blood and alveolar air in a group of five healthy men exposed to this level for 6 h. Unfortunately only a 

few experimental points were presented (at 3 and 6 h for blood and at 3, 4.5 and 6 h for expired air), which is 

not sufficient to evaluate statistically the performance of the models. As in the case of isopropanol, I could 

not find any other available in vivo data that could be further used to test the performance of the PBTK1_inh 

and PBTK3_inh models. For dose conversion (see Table 4.2.22), the molecular volume of ethanol of 

58m3/mol was taken 28. 

 

 

 

 

28 http://chemistry.tutorcircle.com/inorganic-chemistry/molar-volume.html (last access: 06.10.2014) 
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Table 4.2.22. Inhalation exposure to ethanol 
Reference Exposure 

time [h] 

Breathing 

conditions 

Dose [ppm] 

(exposure time) 

Conversion 

[mg/L] 

In vivo concentrations 

available for 

(Nadeau et al., 
2003) 

 
6 

 
Rest  

 
1000 

 
0.7943 

 
Venous blood and expired 

air 
 

The model parameters are given in Table 4.2.23. The simulated versus experimental results are shown in 

Figure 4.2.18 and internal dose metrics results in Table 4.2.24. 

Table 4.2.23 PBTK model parameters for ethanol inhalation 
Reference Parameter name value 

(Kaneko et al., 1994) PCwaterair 2140  
(Meulenberg and Vijverberg, 2000) PCbloodair 1352.5 

(Peterman and Longtin, 1984) r [mL/s] 0.126 
(Katritzky et al., 2008) Log�cn 2.855-> -2 

assumed as the one of styrene Dl [cm2/s] 0.08 
Kmet [L/h] Kmet [L/h] 0.15 

 

 

Fig 4.2.18. PBTK1_inh and PBTK3_inh model simulations of ethanol concentration in venous blood as a 

percentage of applied dose (2.5.dose)- left; and exhaled concentration of ethanol - right. Experimental data 

(1) from: (Nadeau et al., 2003). 

 

Table 4.2.24 Internal dose metric results for ethanol 
Model AUC in liver [mg.h/L] AUC in blood 

[mg.h/L] (venous) 

Cmax in liver 

[mg/L] 

Cmax in blood 

(venous) [mg/L] 

PBTK1_inh 0.066 0.054 0.011 0.009 
PBTK3_inh 0.039 0.056 0.0065 0.009 

 

Based on the model simulations it can be seen that blood levels are again better described by the PBTK1_inh 

model, which has a slower absorption phase than PBTK 3_inh. It seems that concentration in expired air is 

well accounted for by both of the models. It was particularly difficult to parametrise the PBTK 3_inh model 

as the results were always much higher than the experimental ones. Assuming that only compound- specific 

parameters such us diffusion, Ostwald coefficients and water-air partition coefficient could be modified I had 

to lower the most sensitive one. The Ostwald coefficient showed the highest impact on internal (blood) 
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concentration results and only a very low value equal to 0.01 gave satisfactory results including also a first 

order metabolism rate in the air tract.  

 

4.3 In vitro- to- in vivo correlation 

 

Several case study compounds (coumarin, caffeine, estragole and hydroquinone) were used in this section to 

perform in vitro- to- in vivo correlation (IVIVC) of kinetic measures of skin penetration, liver clearance as 

well as dose metrics of caffeine-induced HepaRG toxicity. I applied a simple correlation factor to quantify 

the in vitro and in vivo differences in the amount of caffeine and coumarin permeated through the skin and 

concentration-time profiles of coumarin, estragole, hydroquinone and caffeine in the liver. I developed a 

multi-scale computational approach by linking the PBTK model with the Virtual Cell-Based Assay (VCBA) 

to relate an external oral and dermal dose of caffeine (only) with an internal dose-dependent liver toxicity, 

measured in vitro as HepaRG cell viability. The results revealed higher in vivo skin permeation profiles than 

those determined in vitro using identical in vitro and in vivo exposure conditions for all the compounds. 

Liver clearance of caffeine derived from in vitro metabolism rates was found much slower than the 

optimised in vivo clearance with respect to available caffeine plasma concentrations but the reverse was 

observed for coumarin, hydroquinone and estragole. Finally, HepaRG cell viability was shown to remain 

almost unchanged for external caffeine doses in the range of 5-400 mg (up to ca. 2 times oral NOAEL dose –

see Chapter 4.4), assuming a concentration of 4.56 mg/mL of caffeine in ethanol/propylene glycol vehicle 

for both exposure types. I modelled human (reference man, BW= 75 kg) exposure to single doses of caffeine 

only. The goal of this analysis is to show that administration of single doses of caffeine in the range of 

extrapolated to human no-effect level is safe in terms of liver cells viability. Finally, I compared the results 

with experimental in vitro exposure of HepG2 to caffeine of similar concentrations as in HepaRG case. 

HepaRG showed a slightly higher sensitivity to caffeine than HepG2. 

The approaches described in the present chapter provide a promising means of performing in vitro -to- in 

vivo correlations that may contribute to a reduction of animal experimentation in the chemical risk 

assessment process.  

 

4.3.1 Skin penetration 

 

The goal of this study was to calibrate the PBTK model performance with respect to in vivo and in vitro 

permeation profiles and correlate the in vitro and in vivo permeation results in terms of maximal amount of a 

substance permeated in time over exposed skin area. Caffeine and coumarin were used as case study 

examples. For in vivo case, PBTK3_skn model was used, whereas for in vitro case, to better simulate the in 

vitro skin absorption the model was slightly modified and simplified to include two skin layers, stratum 
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corneum and viable epidermis without hair follicles, and a receptor compartment instead of dermis (Figure 

4.3.1). I carried out three calibration/modelling steps in determining IVIVC of skin penetration: (I) the in 

vitro skin model was optimised with respect to in vitro permeation results, (II) some of the in vitro-optimised 

parameters (namely diffusion coefficient in viable epidermis, partition coefficients in skin layers) were 

scaled up to in vivo values by the in vivo skin PBTK model basing on caffeine plasma concentrations, (III) 

the IVIVskin ratio for skin penetration was calculated (Equation 4.3.1) for the maximal permeated amount of 

caffeine estimated in vitro and in vivo using identical exposure scenarios for the in vitro and in vivo skin 

models.  

 

 
Fig 4.3.1 In vitro PBTK model. 
 

in vivo max,

in vitro max.
skin A

A
=IVIV                                                             (4.3.1) 

 
a) Caffeine 

 

There are many in vitro methods available in literature for measuring absorption rate, percentage and 

diffusion/ permeation coefficients of caffeine through various skin sites and using vehicles such as water, 

ethanol, acetone, propylene glycol or mixtures of some of them. (Lehman et al., 2011) studied a difference 

between total absorption of caffeine (percentage of applied dose) through human skin in vivo and in vitro-

based on scientific literature. They calculated the in vitro/ in vivo (IVIV) ratio as the metric for comparison. 

For harmonised data sets (in terms of the anatomical skin site, compound dose, vehicle dose and 

composition, length of exposure/ wash time and the temperature) the average IVIV ratio was 0.96 (0.58-

1.28).  

It is well known that the percutaneous absorption process of a given compound depends on many factors: 

physicochemical characteristics, molecular size, partition coefficient, solubility,  thermodynamic activity, 

drug-binding, vehicle type and anatomic skin site. (Rougier et al., 1987)  reported difference in total amount 

of permeated caffeine based on different anatomic sites: abdomen, arm, postauricular and forehead showing 

respectively differences in total absorbed amounts within 4 days in terms of ratio 1:1.6:1.56:2.97. (Hansen et 

al., 2008) reported different diffusion coefficient measures of caffeine after 1, 2 and 6 h that are 3.97.10-08, 

2.98.10-08and 1.82.10-08 cm2/h respectively. (Lotte et al., 1993) concluded no statistical individual differences 

in percutaneous absorption of caffeine due to race. (Roskos et al., 1989) investigated the effect of aging on 
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percutaneous absorption in man. The authors stated that a diminished surface lipid content of “old” skin (>65 

years) implies a diminished dissolution medium for compounds administered topically. This physiologic 

change and the typically reduced hydration of aged stratum corneum have an impact on permeation of 

compounds whose lipid solubility is low like that of caffeine. (Chambin-Remoussenard et al., 1993) 

measured in vivo absorption of caffeine from two vehicles, an emulsion and an acetone solution, in 12 human 

volunteers. A surface recovery technique after a 6-h-application and a stripping method after a 30-min 

application of caffeine were performed on the volar aspect of the forearm. The permeability coefficient for 

caffeine in emulsion and acetone were 1.59.10-04 and  

9.53. 10-08 cm/h, respectively (ratio equals ca 1700).  

 

Table 4.3.1 shows in vivo literature studies of caffeine absorption as a percent of an absolute dose applied on 

the skin that were used to verify the in vivo simulations of the PBTK model (described below) in terms of its 

parameters such as caffeine intake from formulation (kform) by stratum corneum, diffusion coefficients in 

stratum corneum (DSC), viable epidermis (DVE) and hair follicles (HF) (DHF), partition coefficients between 

stratum corneum/vehicle (PCSC), between stratum corneum/viable epidermis (PCVE) and between hair 

follicles and vehicle (PCHF). 

 
Table 4.3.1 In vivo caffeine permeation  

 

Dose/ vehicle 

 

Skin site 

% of dose 

absorbed 

 

Reference 

4 µg/cm2 over 13cm2 

in acetone 
 

Forearm 
 

 
47.56 (*) 

(Feldmann and Maibach, 1970) 

    
Dose= 10 µg/cm2 

Area= 25 cm2 
in ethanol/ propylene 

glycol 
 

Chest 
 

Open HF:  57.4 
Closed HF: 36 

(Liu et al., 2011; Otberg et al., 
2008) 

4 µg/cm2 
in 1:1 aq ethanol/acetone 

 

Abdominal skin 22.1 (Franz, 1978) 

60 µg/cm2 
in  ethylene glycol gel; 

0.5 µg/cm2 
in petrolatum; 

50 µg/cm2 
in water gel 

Area=20-60cm2 

 

Abdominal skin 40.6 
55.6 

4 

(Bronaugh and Franz, 1986) 

1 �mol/cm2 14C-labeled Asian 
Black  

Caucasian ethnic 
skin 

 

1.06 
1.01 and 

0.96 

(Lotte et al., 1993) 

21.7g/L in aq.solution Young (22-40 
years) 

Old ( >65 years) 

48.2 
25.2 

(Roskos et al., 1989) 

(*) based on urine recovery % dermal dose/ % IV dose 
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Table 4.3.2 provides some literature-derived in vitro results used to calibrate the PBTK model for simulating 

in vitro permeation profiles of caffeine. In addition, Cosmetics Europe provided the experimental results on 

caffeine permeation through abdominal and cadaver skin (stratum corneum) in terms of diffusion and 

partition coefficient for caffeine in ethanol/propylene glycol/water vehicle. These parameters were used to 

simulate caffeine permeation (see below) for comparison with literature studies but could not be disclosed in 

this work. 

 

Table 4.3.2 In vitro caffeine permeation  

 

Dose/ vehicle 

Human skin 

type 

Diffusion 

coefficient (D 

[cm
2
/h]); 

Permeation 

coefficient (Kp 

[cm/h]) 

Partition 

coefficients: 

 

PCSC; PCVE 

Max. 

abs. rate 

[µg/cm
2
/

h] 

 

% of dose 

absorbed 

 

Reference 

4 mg/mL 
in ethanol/water 

Breast and 
abdominal 
skin from 
surgical 

waste– full 
thickness 

 

 
- 

 
- 

1.75 17.3 (Wilkinson 
et al., 2006) 

4 mg/mL 
in ethanol/water 

Breast, 
abdomen, leg 
from surgical 

waste 
 

 
- 

 
- 

2.24 53.7 (van de 
Sandt et al., 

2004) 

260 mg/cm2 
in O/W and W/O/W* 

(ethylene 
oxide/propylene oxide 

+ oil phase) 
 

Abdominal 
biopsies 

O/W:D (SC+VE) = 
3.852.10-6 
W/O/W: D 
(SC+VE) = 
1.523.10-6 

 
 
- 

 
 
- 

O/W: 3.21 
W/O/W: 

1.25 

(Doucet et 
al., 1998) 

2.5 g/33.898 mL 
in ethanol sol. 

Breast- full 
thickness 

 

- - - 11.82 (Trauer et 
al., 2009) 

4 g/cm2 
in ethanol (280 µg/mL) 

 

Full thickness  
 
- 

 
 
- 

 
 
- 

Trial1: 14 
Trial2: 11.4 

(Pugh et al., 
2004) 

Dose= 10 µg/cm2 
in 17.6 µL of  water 

sol. 
 

Breast skin- 
full thickness 

 
- 

 
- 

 
- 

Open HF: 
12 

Closed HF: 
5 

(Liu et al., 
2011) 

 

383.4 mg/mL 
in aloe vera 

367.6 mg/mL 
in water 

Porcine ear 
skin 

Kp (aloe vera) 
=19.22.10-6 

Kp (water) 
=29.49.10-6 

 

 
- 

 
- 

14.2 
(aloe vera) 

(Cole and 
Heard, 2007) 

12.5 mg/mL 
in phosphate buffers 

Abdominal 
surgical waste 

– stratum 

corneum 

 

DSC= 2.98.10-08 
(median value) 

 
- 

 
- 

 
- 

(Hansen et 
al., 2008) 

10 mg/mL 
in ethanol/propylene 

glycol/water 

Cadaver skin 
- stratum 

corneum 

 

DSC= CF (**) PCSC= CF 
(**) 

 
- 

 
- 

Cosmetics 
Europe 
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1% Caffeine sol. 
in ethanol/propylene 

glycol/water 

Abdominal 
surgical waste 

– full 
thickness 

 

DSC= CF (**) PCSC= CF 
(**) 

 
- 

 
- 

Cosmetics 
Europe 

5-10 µL/cm2 
of 

acetone; 
1:1 aq ethanol/acetone 

 

Abdominal 
skin 

 
- 

 
- 

 
- 

24.1 
10.9-46.5 

(Franz, 
1978) 

0.5 µg/cm2 in ethylene 
glycol gel; 

2, 60 µg/cm2 in 
petrolatum; 

10, 50 µg/cm2 in water 
gel 

Cadaver skin Kp= 7.2.10-4, 
6.2.10-4 

Kp= 2.1.10-4 
Kp= 5.1.10-4, 

5.6.10-4 

PCSC (24 h) 
=1.5; (96 h) 

3.3 
PCSC (24 h) 

=2.3 
PCSC (24 h) 
= 3.5; (96 h) 

= 3.2 
 

 
- 

61.8, 40.6 
32.2 

4.7, 5.1 

(Bronaugh 
and Franz, 

1986) 

25.82 mg/mL in water Upper leg – 
isolated 

epidermis 

KpVE= 2.23-
2.58.10-4 

DSC= 1.98.10-7 

 

PCSC=1.79  
- 

 
- 

 
(Dias et al., 

1999) 

In water 
and 

in acetone 

Stratum 

corneum 

abdomen 

KpSC= 0.0016 
- 

- - - 
33 

(Southwell et 
al., 1984) 

 
In 50% aq. ethanol 

 
Breast 

 

 
- 

 
- 

 
- 

 
6.2 

(Greaves et 
al., 2012) 

High:15 mg/mL 
Low:320 µg/mL 
Area=3.14 cm2 

in acetone 
(50 µL) 

Excised 
abdominal 

skin 

 
- 

 
- 

0.7 
0.3 

 
- 

(Treffel et 
al., 1993) 

 (*) emulsion formulas that differ in oil/water phases 
(**) CF - confidential data 
 
 
From Table 4.3.2 I selected five different in vitro studies that, in addition to providing in vitro parameters 

measures, reported permeated amount of caffeine in time through the investigated type of human skin 

necessary for validation of the simulated in vitro permeation profile by the PBTK model. The complete set of 

in vitro absorption parameters for these studies is provided in Table 4.3.3. They were either measured in 

these studies (in bold), estimated by means of QSPRs (in italic) with median value chosen (i.e. the partition 

coefficient between stratum corneum and viable epidermis- PCVE) or fitted to/ estimated from published 

permeation profiles of caffeine (regular font). 

 
 
Table 4.3.3 PBTK model optimisation of in vitro parameters (measured in bold, QSPR predicted in italic).  

Dose % of dose 

Abs. 

DSC, DVE [cm
2
/h] PCSC, PCVE 

 

kform 

[mL/h] 

Reference 

260 mg/cm2 

1% sol. 
Area= 1 cm2 

 

0.09 
(W/O/W)* 

0.216 (O/W)* 

D (SC+VE) = 1.523
.
10

-6 

(WOW) 

D (SC+VE) = 3.852
.
10

-6
 

(OW) 

PCSC=4 (W/O/W) 
PCSC = 10 (O/W) 

PCVE=0.6 

 
0.06 

 

(Doucet et al., 
1998) 

High:15 mg/mL 
Low:320 µg/mL 

High: 4.054 
Low: 32.004 

DSC = 1.4
.
10

-7 

DVE = 1.1.10-6 
PCSC =0.38 (high) 

PCSC =3 (low) 
 

0.06 
(Treffel et al., 

1993) 
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Area=3.14 cm2 
in acetone 
(50 µL) 

 

 PCVE =0.6 

4 mg/mL 
Area= 1.5 cm2 

in ethanol/water 
(0.15 µL) 

 

17.3 
(opt.16.211) 

DSC = 1.4
.
10

-7 

DVE = 1.1.10-6 
 

PCSC =2.5 
PCVE =0.6 

 
0.06 

(Wilkinson et 
al., 2006) 

10 mg/mL 
in 

ethanol/propylene 
glycol/water 

Area=1.5 cm2 
(800 µL) 

 

0.634 
0.636 

DSC = CF (**) 
DVE = 1.5.10-6 

PCSC= CF (**) 

PCVE =0.6 

0.06 Cosmetics 
Europe 

25.82 mg/mL 
In water 
(1 mL) 

Area= 1 cm2 

0.455 DSC=1.98
.
10

-7
 

DVE=1.1
.
10

-6 
PCSC =1.79 

PCVE =0.25 

 
0.06 

(Dias et al., 
1999) 

(*) emulsion formulas that differ in oil/water phases 
(**) CF - confidential data 
 

Figures 4.3.2-4.3.6 show simulated versus measured results for different literature experiments.   

In all the simulations I assumed 1 mL of applied solution on the skin surface. In the studies of  (Treffel et al., 

1993) and (Wilkinson et al., 2006) I used DSC of 1.4.10-7 cm2/h and the same values of viable epidermis 

parameters- the difference in using different vehicles in these two works is reflected only in modified 

stratum corneum/ vehicle partition coefficients:  1.79 for water, 2.5 for ethanol/water, 4 for W/O/W vehicle 

or 10 O/W vehicle and 0.38 (low concentration) -3 (high concentration) for acetone. Clearly, partition 

coefficient between stratum corneum and vehicle depends on type of vehicle and a measured substance 

concentration in it.  The experimental data from (Wilkinson et al., 2006) for ethanol/ water vehicle and 

(Doucet et al., 1998) with specially prepared W/O/W and O/W vehicles were well estimated by the in vitro 

PBTK model (Figures 4.3.2-4.3.3) what is indicated by a good match of experimental points. 

 

  
Fig 4.3.2. Simulated (in vitro) amount of caffeine permeated through the skin over 24 h: (1) (Wilkinson et 

al., 2006). 

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

0 10 20 30

A
m

o
u
n
t 
p
re

m
e
a
te

d
 [
m

g
/c

m
2
]

Time [h]

Exp.Data (1)

Simulation 4mg/mL



ûþÁ

 

Fig 4.3.3. Simulated (in vitro) amount of caffeine permeated through the skin over 24 : (1) (Doucet et al., 

1998). 

 

Amount of caffeine permeated in time over skin area was well simulated also for the experimental results of  

(Treffel et al., 1993) under normal pressure, however only one experimental point at the end of experiment 

was available. Only determined timely fluxes in this study were not matched by the simulations (Figure 

4.3.4-right). The reason could be that some of the absorption parameters such as caffeine release from 

vehicle (kform) or diffusion coefficients (especially in stratum corneum as indicated by (Watkinson et al., 

1992)) that are assumed constant in the model may vary with concentration of caffeine in the skin (Crank, 

1975), depth of skin or time. However, calculated median values of flux over 24 h were found close to 

experimental ones: for 15 mg/mL: 0.000375 (experimental) and 0.000374 (simulated); and for 0.320 mg/mL: 

0.000198 (experimental) and 6.38.10-05 (simulated) mg/cm2/h. 

 

 

Fig 4.3.4. Simulated (in vitro) amount of caffeine permeated through the skin (left) and flux (right) over 24 

h: (1) (Treffel et al., 1993) 
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Simulations of 800 µL of 10 mg/mL of caffeine applied on 1.5 cm2 of skin over 22 h using experimentally 

derived parameters provided by Cosmetics Europe are presented in Figure 4.3.5. The experiments were 

performed on human frozen cadaver skin and abdominal skin. The measured parameters gave identical 

simulations. According to the simulations, 22 h of exposure to caffeine at given conditions results in total 

permeated amount of caffeine equal to 0.03 mg/cm2 and maximal flux of 0.003 mg/h/cm2 over 22 h. 

 

 

Fig 4.3.5. Simulated (in vitro) amount of caffeine permeated through the skin over 24: Cosmetics Europe 

(CE experiments 1 and 2) parameters. 

 

(Dias et al., 1999)  investigated a permeation of saturated caffeine solution in water through human viable 

epidermis (upper leg) providing almost complete set of absorption parameters. In this study they reported 

diffusion coefficient in stratum corneum (1.98.10-7 cm2/h) together with stratum corneum/water partition 

coefficient (1.79) – for stratum corneum thickness of 15 µm –close to our assumed thickness of 17 µm. 

Permeation coefficient in viable epidermis was also provided and equal to 2.21.10-4 cm/h- diffusion 

coefficient was calculated by multiplying it by thickness of epidermis. Therefore only 2 parameters were left 

for optimisation: kform and PCSCVE (stratum corneum/viable epidermis partition coefficient). Kform of 0.06 

proved to be an optimal solution also in this case but partition coefficient needed to be lowered from 0.6 to 

0.25 in order to reach the estimated permeated amounts after 20 h. Unlike in the all previous studies, the 

experimental points were not well predicted by the PBTK model (there is a higher mismatch shown in 

Figure 4.3.6) but this is due to measured permeation only through the layer of extracted viable epidermis, 

whereas in vitro PBTK model takes into account all the skin layers excluding mix with a blood in the dermis 

part. 
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Fig 4.3.6. Simulated (in vitro) amount of caffeine permeated through the skin over 24 h: (1). Experimental 

data for permeation through viable epidermis (Dias et al., 1999). 

 

In the second step of the correlation strategy, I used in vivo caffeine levels in plasma following skin 

absorption with open and closed hair follicles (Otberg et al., 2008) to optimise some of the parameters. 

Table 4.3.4 provides the final parameter values. DSC, PCSC and PCVE (calculated by using QSPRs) were 

taken from in vitro studies of  (Wilkinson et al., 2006) because the vehicle was similar (ethanol/water vs. 

ethanol/ propylene glycol). Diffusion coefficient in stratum corneum equal to 1.40.10-7  cm2/h was used as 

reported by (Hansen et al., 2008). The remaining parameters: DHF, DVE, kHF and kform were optimised because 

of obviously different permeation properties of viable epidermis in vivo (when linked to dermis and blood 

flow) and enhanced action of follicles, not considered in the in vitro experiment. I assumed partition 

coefficient between hair follicles (PCHF) and solvent to be equal to 1 because of lack of information about it. 

Simulated versus experimental concentration-time points are shown in Figure 4.3.7 for a reference male 

subject (body weight: 75 kg). The in vivo PBTK model uses different percentage of skin available for 

permeation from 100% with open hair follicles to 80% with closed hair follicles according to optimisation 

results best fitting the experimental values.   

 
Table 4.3.4. PBTK model optimisation of in vivo parameters (taken from in vitro studies in bold) 

Dose % of dose 

Abs. 

Diffusion 

coefficients[cm
2
/h] 

 

Partition coefficients 

 

kform 

[mL/h] 

Reference 

0.250mg in 
0.06mL 
Ethanol/ 

propylene 
glycol 

Open HF*= 
87.11 

Closed HF*= 
75.153 

DSC =1.40
.
10

-7
 

DVE= 1.50.10-5 
DHF=1.24.10-5 

PCSC=2.5 

PCVE=0.6 

PCHF=1 

kform=0.2 
kHF=0.153 

(Otberg et 
al., 2008) 

(*) HF-hair follicles 
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Fig 4.3.7. Plasma concentrations of caffeine after in vivo dermal absorption: 1.(Otberg et al., 2008). 

 

In the third and final step, in vitro to in vivo correlation of permeated amount of caffeine in time was 

performed for the experimental design of (Otberg et al., 2008) with 4 h of exposure to caffeine (in vitro 

parameters of (Wilkinson et al., 2006) were used). Figure 4.3.8 shows the permeation differences in in vitro 

and in vivo model simulations. In vivo results are ca. 6-9 times higher than in vitro estimates. The IVIVskin 

ratio based on the maximal permeated amount to receptor was equal to 0.133 for absorption with open 

follicles and 0.177 for absorption with closed follicles. 

 

Fig 4.3.8. In vitro- to- in vivo correlation of caffeine permeation. 

 

In vivo permeation (Otberg et al., 2008) was already concluded in literature to be higher than in vitro one 

following the same exposure settings such as concentration of caffeine, skin area, and exposure time (Liu et 

al., 2011). This is probably because the in vitro skin model under-predicts the amount absorbed due to 

experimental factors such as the permeability of the extracted part of the skin, the experimental temperature 

and the relatively semi-static conditions (periodical renewal of the acceptor medium) when compared to the 

in vivo situation, in which the systemic circulation provides a continuous perfusion of the skin compartment. 

I further applied the PBTK modelling validated on variety of experimental data to confirm this observation 

and to calculate a correlation factor (IVIVskin).   
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In both in vivo and in vitro modelling the following assumptions were additionally taken: (i) the absorption 

parameters including formulation uptake and diffusion coefficients were assumed constant in time; however 

diffusion and partition coefficients were different for stratum corneum, viable epidermis and hair follicles (if 

considered- in vivo case only); (ii) influence of different skin anatomical origin on permeation was neglected; 

(iii) inter-individual differences in skin permeation were neglected. 

 

b) Coumarin 

 

Human exposure to coumarin via skin is very frequent as it is used as a fragrant ingredient in many cosmetic 

and personal care products. However, there are fewer in vitro and in vivo studies available in the literature 

than for caffeine. Coumarin absorption has been shown in in vitro studies to be largely affected by the 

vehicle type and exposed skin area: (i) when ethanol was used as a vehicle, 58.2 ± 2.32 % was absorbed after 

6 h and 63.5±0.16 % after 24 h, whereas when coumarin was applied in oil-in-water emulsion, 94.3 ± 5.41 % 

was absorbed after 6 h and 96.9 ± 0.01 % after 24 h (Yourick and Bronaugh, 1997); (ii) when the surface 

area of application was  increased  from 4.9 to 30 cm2 , absorbed percent of applied dose rose from ca. 9 up 

to 66 % in 24 h (hydrophilic ointment was used as a vehicle and Sprague-Dawley rats as subjects (Ritschel 

and Hussain, 1988)). In addition to it, the epidermal/dermal tissue represented the major limiting barrier for 

coumarin absorption, not stratum corneum (Yourick and Bronaugh, 1997). (Ford et al., 2001) carried out in 

vivo skin absorption experiment on 3 male subjects under conditions similar to those encountered while 

using a typical consumer product with higher coumarin concentration and alcohol as a vehicle. Exposure 

time of 6 h was chosen including 30 min of alcohol evaporation and occlusion afterwards. A total of ca. 59.7 

% (44 % for the rat skin) of the applied dose was absorbed after 120 h (90 % of it was cleared within 24 h, 

59 % was excreted in urine and 1.1 % in feces).  Rat studies showed also higher coumarin elimination in 

feces (up to 21 % of the absorbed dose) but slightly less in urine (up to 50 % of the absorbed dose). 

Published results of in vivo experiments for humans are shown in Table 4.3.5 and of in vitro studies (in bold) 

in Table 4.3.6 together with QSPR predictions (in italic) and PBTK model optimised/ calculated remaining 

parameters (regular font) for (Ritschel et al., 1989) only (just in this work permeated amount of coumarin in 

time was provided). Higher absorption was found in vitro through scalp skin when compared to abdominal 

skin (Ritschel et al., 1989) – Figure 4.3.9. 

   

Table 4.3.5. In vivo dermal absorption of coumarin  

 

Dose/ vehicle 

 

Skin site 

% of dose 

absorbed 

 

Reference 

0.02 mg/cm2 in 70% aq. 
Ethanol 

 

Back 
 

54.5, 62.4, 62.2 (Ford et al., 2001) 

In 70% aq ethanol Back 59.7 (Beckley-Kartey et al., 1997) 
 

 



ûÿü

Table 4.3.6. In vitro dermal absorption of coumarin (measured in bold, QSPR predicted in italic).  
 

Dose/ vehicle 

 

Human skin 

type 

Diffusion 

coefficient (D 

[cm
2
/h]); 

Permeation 

coefficient (Kp 

[cm/h]) 

 

Partition 

coefficients: 

 

 

 

kform 

[mL/h] 

 

% of dose 

absorbed 

 

Reference 

0.194 mg/mL in 
phosphate buffer 

pH= 7.4 

Abdominal 
Scalp 

DSC= 2.34
.
10

-07
 

DSC= 1.044
.
10

-06
 

Kp= 9.1
.
10

-03
 

Kp= 12.05
.
10

-03
 

DVE= 2.10-05 
DVE = 1.10-04 

PCSC= 1.65 
PCVE= 1.828 

0.035 
0.046 

6.267 
7.648 

(Ritschel et al., 
1989) 

0.5 µCi per cell in 
ethanol (15 µL/cm2) 

and 
oil-in-water (3 mg/cm2) 

Abdominal 
viable skin 

 
- 

 
- 

 
- 

58.2 (6 h), 

63.5 (24 h) 

94.3 (6 h), 

96.9 (24 h) 

 

(Yourick and 
Bronaugh, 1997) 

3.7 µg/cm2 in 0.02 % in 
ethanol 

Viable skin  
- 

 
- 

 
- 

50.4 (Beckley-Kartey 
et al., 1997) 

 

 

 

 

Fig 4.3.9. Coumarin permeation in vitro: (1) (Ritschel et al., 1989) 

 

In vivo optimised PBTK model absorption parameters with respect to individual plasma concentrations of 

three male subject (Ford et al., 2001) are in Table 4.3.7. Diffusion coefficients and formulation uptake were 

scaled to higher values in vivo when compared to in vitro results, whereas similar skin partition coefficients 

were used in both cases even though the vehicle was different (this is an assumption due to lack of 

experimental results). QSPRs were used to estimate median permeability and partition coefficients of 

coumarin in viable epidermis. However, minimum (0.019 cm/h), instead of median (0.215 cm/h), value of 

QSPR predictions for permeability coefficient in viable epidermis was used because the median value was 

1000 times higher from optimised permeability in stratum corneum what could be concluded to be rather 

unrealistic. Figure 4.3.10 shows simulated versus experimental points for the three individuals. 
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Table 4.3.7. In vivo optimised parameters (measured in bold, QSPR predicted in italic).  

 

Dose/ vehicle 

 

Human skin 

type 

Diffusion 

coefficient  

(D [cm
2
/h]) 

Partition 

coefficients: 

PCSC; PCVE 

 

kform 

[mL/h]  

 

% of dose 

absorbed 

 

Reference 

 
0.02 mg/cm2 in 70 % 

aq. Ethanol 
Area=100 cm2 

 
Back 

 

 

DSC= 2.5.10-06 
DVE= 9

.
10

-05
 

 

 
PCSC= 1.65 
PCVE=1.828 

 
0.22 

 
54.308 

 

 
(Ford et al., 

2001) 

 

 

 

Fig 4.3.10. In vivo absorption of coumarin in three subjects: (1) (Ford et al., 2001). 

 

 

In vitro –to- in vivo correlation was finally done in a similar manner to caffeine case study. Application 

conditions according to in vivo experiment (Ford et al., 2001) were used to perform PBTK model simulations 

with in vivo and in vitro parameters. Amount permeated in time over 100 cm2 of exposed skin area is 

presented in Figure 4.3.11 for both scenarios. IVIV ratio between in vitro maximal amount permeated and in 

vivo one was calculated to be 0.61 for the scalp skin and 0.427 for the abdominal skin- little bit higher than 

for caffeine. Nevertheless, in vitro absorption is still smaller than estimated in vivo. Lack of complete 

harmonization of both studies is again due to vehicle type (ethanol versus phosphate buffer) and anatomical 

skin site (abdomen and scalp skin versus back) for which the parameters were calibrated. 

 

 

Fig 4.3.11. In vitro –to- in vivo correlation of coumarin permeation. 
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Skin metabolites 

 

QSAR toolbox29 (v3.1) has been used to generate potential skin metabolites of coumarin and caffeine. Skin 

metabolism simulator mimics the metabolism of chemicals in the skin compartment. Given the lack of 

reported skin metabolism data and the widespread hypotheses is that skin enzymes can metabolise absorbed 

xenobiotics via reactions analogous to those determined in liver, the simulator was developed as a simplified 

mammalian liver metabolism simulator. The skin metabolism simulator contains a list of hierarchically 

ordered principal transformations, which can be divided into two main types – rate-determining and non-

rate-determining.  The rate-determining transformations are phase I and phase II, such as C-hydroxylation, 

ester hydrolysis, oxidation, glutathione conjugation, glucuronidation, sulfonation.  The non-rate-determining 

transformations include molecular transformations of highly reactive intermediates. The simulator starts by 

matching the parent molecule with the reaction fragments associated with the transformation having the 

highest probability of occurrence.  This produces a set of first level metabolites.  Each of these derived 

metabolites is then submitted to the same list of hierarchically ordered transformations, to produce a second 

level of metabolites.  The procedure is repeated until a constraint for metabolism propagation is satisfied 

(e.g. low probability of obtaining a metabolite or application of Phase II reaction). The only resulting 

structure of potential coumarin metabolite was umbelliferone (CAS: 93-35-6) – see Figure 4.3.12a and of 

potential caffeine metabolite was caffeidine acid (CAS: 54536-15-1) - see Figure 4.3.12b. In case of 

caffeine, the 6-membered ring opening is achieved through the hydrolysis of the amide in alkaline 

environment. However, no experimental studies yet exist to confirm that this chemical species is indeed 

generated in human skin. Caffeidine acid could not be found in liver metabolism experiments or generated 

through liver metabolism simulators. It was only found in microbial simulators and dedicated chemical 

reactivity simulations (basic hydrolysis). Umbelliferone (7-HC), on the other hand, was predicted as a 

potential product of phase I metabolism of coumarin in the liver via hydroxylation of fused benzenes and 

confirmed by the experiments. Nevertheless, this compound was not confirmed as a skin metabolite. With no 

experimental proof of the formation of these metabolites, I did not consider them in the PBTK model 

simulations.  

a) b)  

Fig 4.3.12. QSPR toolbox predicted skin metabolites of a) coumarin, b) caffeine (not considered in the 

PBTK model simulations). 

	
 http://www.QSARtoolbox.org/ (last access: 06.10.2014)
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4.3.2 Liver clearance 

 
 

In this section I correlated measured in vitro and scaled to in vivo differences in liver clearance for selected 

case study compounds (coumarin, estragole, hydroquinone and caffeine) by means of IVIV factor that 

indicates here a ratio between liver AUCin vitro and AUCin vivo (Equation 4.3.2). I believe that using AUC is 

more appropriate than Cmax because it better reflects the difference in elimination phase using different rates 

– for lower rates the half-life of a compound is longer and it stays longer in the body what may result in 

different toxicological responses and bioaccumulation. I limited the study showing differences in liver 

concentrations following selected oral exposure scenarios only. In general, oral absorption produces higher 

internal concentrations of absorbed chemicals than other exposure routes and thus shows clearer differences 

in clearance. Liver metabolism rates (Michaelis-Menten parameters: Vmax, Km or first order rate of 

formation: Kmet) of coumarin, hydroquinone, caffeine and estragole determined in in vitro experiments 

available in literature are presented in Table 4.3.8.  

 

in vivo

in vitro 
liver

AUC

AUC
=IVIV                                                             (4.3.2) 

These rates were scaled to in vivo values by some of the authors (Table 4.3.9) for all the compounds except 

for caffeine. Liver in vitro metabolism rates of caffeine were measured in terms of recombinantly expressed 

enzymes Vmax
CYP [pmol.h-1. pmol CYP -1]. A combination of human microsomal protein per gram liver 

(MPPGL) [mgprotein/gliver] together with hepatic enzyme abundance (CYPcontent [pmol CYP/mgprotein]) was used 

to scale data from recombinantly expressed enzyme systems (Barter et al., 2007). A correction for any 

difference in intrinsic enzyme activity from that of the native enzyme in human liver would be additionally 

required once this information is available. Vmax rates [mg/h/gliv] were scaled according to:  

 

2.04)LogAge0.3(

content
9CYP

max

10MPPGL

:Where

MPPGLCYP10MV

+⋅−

−

=

⋅⋅⋅⋅ W

                                         (4.3.3) 

Where: age=21 (Lelo et al., 1986) giving MPPGL = 43.988. 

The PBTK model was further used to validate the scaled values and/or optimise them when necessary with 

respect to available in vivo blood or plasma concentrations. Due to limited number of such data optimisation 

was performed only for the main metabolites formed (Table 4.3.10). 

 

Liver clearance rates were calculated from Michaelis-Menten parameters: Vmax, Km by dividing Vmax/Km 

and scaling to a body weight for in vivo clearance and per gram liver for in vitro clearance. Independently, 

both in vitro and in vivo parameters were used in the oral PBTK model to simulate concentration-time 

profiles of caffeine in the liver and to calculate resulting AUC. 
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Table 4.3.8. In vitro metabolism rates in the liver from literature 

Substance and 

dosing conditions 

Investigated 

material 

Metabolism rates 

Vmax  [mg/h/gliv]and Km 

[mg/L] 

or Kmet [L/h/gliv] 

Overall liver 

clearance rate 

[L/h/gliv] 

Reference 

Coumarin (CMR) 
Concentrations: 0-

4000 µM in 1% (v/v) 
in DMSO 

 
50 µM coumarin in 
1mL of potassium 

phosphate buffer, pH 
7.4 

Liver microsomes, 
hepatic microsomes 

CMR to o-HPA 
Vmax =0.49; 0.405-1.507 
Km= 397.508; 192.908-

1084.379 
 

CMR to 7-HC 
Vmax= 0.644 
Km= 0.278 

 
CMR to 3-HC 
Kmet= 0.0058 

 
o-HPA to o-HPAA 

Vmax= 1.807; 1.438- 4.689 
Km= 0.140; 0.089- 23.962 

 
o-HPA to o-HPE 

Vmax= 0.761 
Km= 2.437 

 

 
 
 
 
 

2.324 

 
(Rietjens et al., 

2008) 
 

(Born et al., 2000) 
 

(Vassallo et al., 
2004) 

45, 227 and 2270 µM 
of hydroquinone (HQ) 

Isolated 
hepatocytes 

HQ to HQ-SG (gluthatione 
conjugates) 

Vmax= 20.623 
Km= 30.500 

 
HQ to HQ- Gluc (glucuronide) 

Vmax= 55.976 
Km= 5.065 

 
 

11.728 

 
(Poet et al., 2004) 

 
Caffeine (CAF) 

0.05-2 mmol/L in 
sodium phosphate 

buffer pH= 7.4 
 

 
Microsomal 

preparations from 
human �-

lymphoblastoic cell 
lines 

 
 

Human cytochrome 
P-450 isoenzymes 
(CYPs) expressed 

in 
human  B-lym-
phoblastoid cell 
lines: CYP1A1, 
1A2, 2A6, 2B6, 

2D6-Val, 2El, 3A4; 
and 

microsomal  
epoxide 

hydroxylase (EH) 
 

 
CAF to theobromine 

1A1: 
Vmax=1.8.10-4; Km= 79.62 

1A2: 
Vmax= 0.001; Km= 31.07 

2D6-Met: 
Vmax= 0.023; Km= 3087.62 

2E1: 
Vmax= 1.7.10-4; Km= 279.63 

 
CAF to theophylline 

1A2: 
Vmax= 4.10-4; Km= 48.55 

2D6-Met: 
Vmax= 0.052; Km= 2427.38 

2E1: 
Vmax=1.2.10-4;Km= 163.12 

 
CAF to paraxanthine 

1A1: 
Vmax= 6.10-4; Km= 114.57 

1A2: 
Vmax= 0.0103; Km= 36.90 

2D6-Met: 
Vmax= 0.046; Km= 2136.09 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

0.0004 

 
 
 
 

(Ha et al., 1996) 
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CAF to trimethyluric acid 
1A1: 

Vmax= 8.10-4; Km= 50.49 
1A2: 

Vmax= 7.10-4; Km= 52.43 
2D6-Met: 

Vmax= 0.017; Km= 1772.96 
2E1: 

Vmax= 0.001; Km= 201.96 
3A4: 

Vmax= 0.005;Km= 8932.74 
 

Estragole (EST) 
 

10-400 µM 

 
Human liver 
microsomes 

 
EST to 4-Allylphenol: 

Vmax= 0.108 
Km= 42.978 

 
EST to 1’-hydroxyestragole 

Vmax= 0.208 
Km= 3.112 

 
EST to 3’-hydroxyanethole 

Vmax= 0.384 
Km= 51.87 

 
EST to estragole-2’,3’-oxide 
Vmax [mg/h/gliver] = 0.242 

Km= 12.301 

 
 
 
 
 
 
 

0.096 

 
 
 
 

(Punt et al., 2009) 

 

Table 4.3.9. Scaled In vivo metabolism rates in the liver from literature 

Substance and dosing 

conditions 

Metabolism rates 

Vmax [mg/h/kg BW] and Km [mg/L] 

or Kmet [L/h/kg BW] 

Overall liver 

clearance rate [L/h/kg 

BW] 

Reference 

Coumarin (CMR) 
Concentrations: 0-4000 

µM in 1% (v/v) in DMSO 

CMR to o-HPA 
Vmax= 12.714 
Km= 397.508 

 
CMR to 7-HC: 
Vmax= 16.806 
Km= 0.278 

 
CMR to 3-HC: 
Kmet= 0.001 

 
o-HPA to o-HPAA: 

Vmax= 144.998 
Km= 0.140 

 
o-HPA to o-HPE: 

Vmax= 60.994 
Km=  2.437 

 
 
 
 

60.486 

 
 
 

(Rietjens et al., 2008) 

Hydroquinone (HQ) 
275mg 

HQ to benzoquinone 
Vmax = 4.8-8.3 (last taken) 

Km= 5.05 
 

HQ to HQ-glucuronide 
Vmax = 120 

Km= 5 
 

HQ to HQ-sulfate 
Vmax= 60 

 
 
 

37.644 

 
 

(Corley et al., 2000) 
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Km= 5 
 

Benzoquinone to HQ-glutathione 
Vmax= 20 
Km= 0.5 

 
Estragole (EST) EST to 4-Allylphenol: 

Vmax[mg/h/gliv]  =0.1037 
Km= 42.978 

 
EST to 1’-hydroxyestragole 

Vmax [mg/h/gliv] = 0.207 
Km= 3.112 

 
EST to 3’-hydroxyanethole 
Vmax [mg/h/gliv] = 0.3853 

Km= 51.87 
 

EST to estragole-2’,3’-oxide 
Vmax[mg/h/gliv] = 0.237 

Km= 12.301 

 
 
 
 

0.096 L/h/gliv 
 

 
 
 

(Punt et al., 2009) 

 
 
Table 4.3.10. In vivo optimised liver metabolism by the PBTK model 

Substance  Metabolism rates 

Vmax [mg/h/kg BW] and Km [mg/L] or Kmet 

[L/h/kg BW] 

Overall liver clearance rate [L/h/kg BW]  

Coumarin (CMR) 
 

CMR to 7-HC: 
Vmax= 2.5 

Km= 0.278 

 
9.030 

Hydroquinone (HQ) HQ to HQ-glucuronide 
Vmax = 28 

Km= 5 

 
19.240 

 
 
 

Caffeine (CAF) 

CAF to theobromine 
Vmax= 0.0432 

Km= 1 
 

CAF to theophylline 
Vmax= 0.0072 

Km= 1 
 

CAF to Paraxanthine 
Vmax= 0.3514 

Km= 1 
 

CAF to Trimethyluric acid 
Kmet= 0.001 

 
 
 
 
 
 
 

0.120 

 

In vitro metabolism rates of coumarin (Born et al., 2000; Rietjens et al., 2010; Vassallo et al., 2004) were 

scaled using MPPGL = 35 mg/gliv as provided by the authors. Literature in vivo clearance was assumed 

equal to in vitro measurements scaled up to the body weight. The optimised clearance with respect to 

blood/plasma concentration following oral and dermal coumarin absorption (Ford et al., 2001; Ritschel et al., 

1979)  was found 8.1 times lower. (Ritschel et al., 1977) reported coumarin clearance rate following oral 

absorption to be equal to 1.354 L/h/BW what is even 5.5 times lower than the optimised result. Figure 4.3.13 

shows the differences in concentration-time profiles in the liver with in vitro-derived and in vivo- optimised 
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liver clearance rates of coumarin. When compared to clearance parameters of (Rietjens et al., 2010) I 

modified only in vivo Vmax rate of coumarin to 7-HC (from 16.806 to 2.5 mg/h/kg BW). 7-HC is the main 

metabolite of coumarin in humans and CYP2A6 is responsible for its formation. IVIVliver ratio was equal to 

0.147 indicating higher clearance in vitro. 

 

 

Fig 4.3.13. Coumarin concentrations in liver using in vitro and in vivo parameters. Oral dosing conditions 

according to (Ritschel et al., 1979). 

 

For Hydroquinone I used in vitro rates determined by (Poet et al., 2004) in isolated hepatocytes. However, 

the rate of hydroquinone metabolism to benzoquinone was not determined (CYP450) therefore IVIV 

correlation was done based on sulfonation and glucuronidation only (HQ sulfate and glucuronide). In vitro 

rates were scaled to liver weight of 69kg- man. From among literature scaled to in vivo parameters (Corley et 

al., 2000),  I modified Vmax of hydroquinone to hydroquinone glucuronide from 120 to 28 mg/h/kg BW. 

Simulated in vitro (excluding metabolism to benzoquinone), literature in vivo and the optimised in vivo liver 

concentrations are presented in Figure 4.3.14. IVIVliver was calculated to be 0.063 indicating again higher 

clearance in vitro. 

 

 

Fig 4.3.14. Hydroquinone concentrations in liver using in vitro and in vivo parameters (literature and 

optimised). Oral dosing conditions and in vivo parameters (1) according to: (Corley et al., 2000). 
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Caffeine undergoes 1-,3- and 7-N-demethylation and C-8-oxidation in rats. The CYP1A2 responsible for N-

demethylation but C-8-oxidation of caffeine is the most important elimination route in vivo (catalyzed by 

CYP1A2, 2B1, 2E1, 3A1).  In humans, in similar way, more than one CYP can be involved in caffeine 

biotransformation (N-demethylation, C-8-oxidation). CYP1A2 seems to have the highest intrinsic clearance 

cells due to its abundance in the liver and therefore it should be considered as the most important isoenzyme 

in caffeine metabolism. Caffeine showed comparable affinity to its homologue CYP1A1 and another 

important low-affinity high-capacity CYP isoenzyme - CYP2D6-Met. Paraxantine formation ca 70% of 

caffeine metabolism (Lelo et al., 1986). AUC in plasma after oral administration  showed paranxanthine: 

theobromine: theophylline =42: 9: 8 % of that of unchanged caffeine (Ha et al., 1996). From the study of 

(Lelo et al., 1986) it could be concluded that the ratio of average plasma concentrations of paraxanthine: 

theobromine: theophylline equal to 1: 0.35: 0.1. The sum of all enzymes clearance rates was equal to 4.23E-

05 L/h/gliv. Independently, the in vivo liver clearance was calibrated by fitting the PBTK model to available 

in vivo plasma concentrations, which resulted in 0.120 L/h/BW. These values were scaled with respect to 83 

kg-man (and his liver weight).  The latter value represents average fitting results with respect to 1-16 

subjects receiving a single oral dose of caffeine (Csajka et al., 2005; Lelo et al., 1986) and validated for a 

similar oral absorption study (Newton et al., 1981) and dermal absorption experiment performed on 6 

subjects with mean results published  (Otberg et al., 2008). 

Figure 4.3.15 shows liver concentrations of caffeine with in vitro- derived and in vivo -fitted caffeine 

clearance rates. Oral dosing conditions of 270 mg of caffeine in a gelatin capsule (Lelo et al., 1986) was used 

for an average body weight of 83 kg. The IVIVliver value was estimated to be ca. 2.3 indicating higher in vivo 

clearance when compared to previous case studies.  

 

 

Fig 4.3.15. Caffeine concentrations in liver using in vitro and in vivo optimised parameters. Oral dosing 

conditions according to (Lelo et al., 1986). 

 

Estragole phase 1 metabolism (detoxification of estragole) includes: o-demethylation, epoxidation and 3’-

hydroxylation of estragole. Sulfonation of 1’-hydroxyestragole leads to formation of carcinogenic 

metabolite- 1’-sulfoxyestragole- that is unstable and degrades in aqueous environment to reactive 

carbocation able to form DNA adduct. 1’-hydroxyestragole glucuronide is a stable metabolite found in urine. 
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Dose dependent effects in metabolism have been observed: at low doses o-demethylation predominates, at 

high doses – glucuronidation of 1’-hydroxyestragole as well as species differences: in rats sulfonation of 1’-

hydroxyestragole is more efficient (Punt et al., 2009). As suggested by some of the authors, using liver 

zonation in the PBTK model helps getting better predictions because metabolism doesn’t occur uniformly 

across the liver. Only in this case, I used 3 liver zones to better quantify 1 and 2nd phases of metabolism in 

the following way:  

For estragole: 
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where: Vmax1, Km1 refer to 4-allylphenol, Vmax2, Km2 refer to 1-hydryestragole, Vmax3, Km3 refer to 3-

hydroxyanethole and Vmax4, Km4 refer to estragole-2,3-oxide. For 1-hydroxyestragole: 
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Where: Vmax1,met, Km1,met refer to 1-sulfoxyestragole, Vmax2,met, Km2,met refer to 1-hydroxyestragole 

glucuronide and Vmax3,met, Km3,met refer to 1- oxoestragole. 

 

Figure 4.3.16 shows the differences in simulating 1-hydroxyestragole concentrations in the liver and plasma 

with respect to in vivo data with and without liver zonation. Unfortunately no experimental data for estragole 

are currently available to further validate this concept. 
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Fig 4.3.16. 1-hydroxyestragole concentrations in liver and plasma with and without liver zonation. Dosing 

conditions according to (1): (Zeller et al., 2009). 

 
 

Liver concentrations of estragole with in vitro and in vivo-scaled parameters for the 3rd liver zone (this is 

where entire estragole metabolism is assumed to take place) are shown in Figure 4.3.17. I used only 

published literature scaled parameters due to lack of estragole blood concentrations needed for verification 

and optimisation of these parameters.  Estragole in vitro (scaled using microsomal protein yield of 32 mg/g 

liver ) and in vivo rates were taken from (Punt et al., 2009). In case of 1-hydroxyestragole no refinement of 

published in vivo rates was necessary to give a satisfactory model simulation. IVIVliver was calculated to be 

0.844 showing only slightly higher in vitro clearance. 

 

 

Fig 4.3.17. Estragole concentrations in liver (3rd zone) using in vitro (CYP1A2, CYP2D6-Met) and in vivo 

published parameters. Oral dosing conditions according to (Zeller et al., 2009). 

 
 
Table 4.3.11 provides calculated AUC and Cmax values in liver with in vitro and in vivo clearances and the 

compiled AUC-based IVIVliver ratio for all the investigated compounds. We see that the results are consistent 

for coumarin, hydroquinone and estragole but different for caffeine. 
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Table 4.3.11.In vitro and in vivo AUC and Cmax in liver 
Compound AUC liver 

in vitro 

AUC liver 

in vivo 

Cmax liver 

in vitro 

Cmax liver 

in vivo 

IVIVliver 

Coumarin 0.0141 0.0960 0.0318 0.204 0.147 
Hydroquinone 0.0103 0.163 0.0117 0.1796 0.063 

Caffeine 160.812 70.437 14.158 12.205 2.283 
Estragole (zone 3) 0.071 0.0841 0.056 0.064 0.844 

 

 

In all the four examples, I did not consider inter-individual differences in enzyme activities which would 

result in different clearance rates and consequently different IVIVliver ratios. Notwithstanding, I would like to 

underline that there are many factors that contribute to inter-individual differences in total activity of specific 

enzymes and drug metabolism rates that are dependent on this. The maximum total activity of 

biotransformation enzymes is dependent on many factors such as genetic polymorphisms, prior (enzyme 

induction) or concomitant (enzyme stabilisation and reversible or irreversible inhibition) exposure to drugs 

and environmental chemicals, presence or depletion of cofactors, dietary factors, diseased states, epigenetic 

factors and endogenous hormonal factors, which change with age and differ between male and female 

subjects (Venkatakrishnan et al., 2000). 

 
Derek meteor 1.5.2 30 was used to generate human metabolites in liver (only the 1st generation- direct). The 

results are shown in Table 4.3.12. The following metabolites were estimated in accordance with literature 

experiments: 

 
- Caffeine: paraxanthine and theobromine 

- Coumarin: o-HPA, coumarin-3,4-epoxide, 7-hydroxycoumarin 

- Estragole: 4-allylphenol, 1’-hydroxyestragole, estragole-2’,3’-oxide 

- Hydroquinone: Hydroquinone sulfate, hydroquinone glucuronide. 

01 http://www.lhasalimited.org/ (last access: 06.10.2014)
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Table 4.2.12 Liver metabolites predicted by Derek meteor 1.5.2 

Metabolite of Structure Biotransformation Name Exact Mass LogP Phase Enzyme 

Caffeine  
 
 
 

Oxidative N-Demethylation 180.0647 -0.28 Phase I CYP450 

 Oxidative N-Demethylation 
 
 
 
 

180.0647 -0.67 Phase I CYP450 

Coumarin  
 
 

Reduction of alpha, beta-Unsaturated 
Compounds 

 
148.0524 1.63 Phase I abKDBR 

 
 
 

 
Hydrolytic Ring Opening of Coumarins 

 
164.0473 1.57 Phase I Hydrolase 

 
 
 

Hydroxylation of Fused Benzenes 162.0317 1.62 Phase I CYP450 

 
 
 Hydroxylation of Fused Benzenes 162.0317 1.62 Phase I CYP450 

 
 
 

Hydroxylation of Fused Benzenes 162.0317 1.62 Phase I CYP450 

 
 
 

Hydroxylation of Fused Benzenes 162.0317 1.62 Phase I CYP450 

 
 
 

Epoxidation of Z-1,2-Disubstituted 
Alkenes 

162. 
0317 

0.8 
1 

Phase I CYP450 

 
 
 

Oxidative Ring Opening of Coumarins 
 
 

136.05 
24 

1.07 
 

Phase I 
 

CYP450 
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Estragole  
 
 
 

Oxidative O-Demethylation 
 
 

134.0732 2.55 Phase I CYP450 

 
 
 
 

Benzylic Hydroxylation 
 

164.0837 
 

1.58 
 

Phase I 
 

CYP450 
 

 
 
 
 

Epoxidation of Monosubstituted Alkenes 
164.0837 

 
1.73 

 
Phase I 

 
CYP450 

 

 
 
 
 
 
 

2-Hydroxylation of 1,4-Disubstituted 
Benzenes 

164.0837 2.4 Phase I CYP450 

Hydroquinone 
 

 
 
 
 
 

Oxidation of 1,4-Dihydroquinones 271.0514 0.03 Phase II 
Peroxidase, GST, 

GT, Peptidase, NAT 

 
 
 
 

O-Sulphation of Aromatic Alcohols 189.9936 -0.57 Phase II SULT 

 
 
 
 

Glucuronidation of Aromatic Alcohols 286.0689 -0.99 Phase II UGT 

 
 
 
 

2-Hydroxylation of 1,4-Disubstituted 
Benzenes 

126.0317 0.21 Phase I CYP450 
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4.3.3 Cell viability 

 

 

4.3.3.1 Experimental results 

 

a) HepaRG – in vitro viability data: single exposure 

 

The results of cytotoxicity studies show that caffeine exposure to HepaRG for 24 h produced a 

statistical significant reduction of cell viability at concentrations higher than 3 mM. Such high 

concentrations of caffeine were selected to be able to observe the cell viability reduction below 10% 

(for 60 mM 9 11651.4 mg/L). This concentration-response curve (Figure 4.3.18) was used to 

optimise the VCBA model parameters (no- effect concentration NEC, killing rate kt) in single 

exposure mode for the HepaRG cell line. The results showed: HepaRG, NEC = 0 g/gcell, kt = 0.222 

1/h. 

 

 

Fig 4.3.18. Caffeine effect on cell viability of HepaRG cell line (using 5 biological replicates). The 

plot (x scale in log units) and curve fitting (logistic regression) was performed with TIBCO Spotfire 

6.0.1- performed at the JRC. 

 

b) HepaRG – in vitro viability data: multiple exposure 

 

The results (Figure 4.3.19) show that HepaRG exposed to Caffeine (0-9 mM) in multiple exposure 

(medium change and readout every 24 h) show a decrease in cell viability already at 48 h, but the 

drastic decrease is found starting from 2.3 mM at 72 and 96 h.  
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Fig 4.2.19. Caffeine effect on cell viability of HepaRG cell line (mean of three technical replicates 

performed at the JRC). 

 

 

c) HEPG2 – in vitro viability data: single exposure 

 

The results showed that caffeine exposure to HepG2 for 24 h resulted in a statistically significant 

reduction of cell viability at the two highest concentrations of 25 and 75 mM. This concentration-

response curve (Figure 4.3.20), was used to optimise the VCBA model in single exposure mode for 

the HepG2 cell line in terms of NEC and kt values, giving: NEC = 0 g/gcell, kt = 1.11 1/h.  

 

 

Figure 4.3.20. Caffeine effect on cell viability of HepG2 cells (mean of three biological replicates – 

performed at the JRC). 

 

 

d) HEPG2 – in vitro viability data: multiple exposure 
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The data shown in Figure 4.3.21, taken from the literature (Scheers et al., 2001), represent cell 

viability as % to the control (set to be the PI50 at 24 h, PI50 is the concentration of compound needed to 

reduce the total protein content to 50 % after 24 h of treatment). Following optimisation of the VCBA 

model in single exposure mode, these data were used to compare the VCBA model simulations under 

repeated exposure conditions. The data show fast cell death at the concentration of 4.67 mM caffeine 

within two weeks of exposure.  

 

 

Fig 4.3.21. Caffeine effect on cell viability of HepG2 cells. Literature data from (Scheers et al., 2001). 

In vitro single exposure data of HepaRG to caffeine indicated decrease of cell viability below 10 % 

for a concentration of more than 60 mM of caffeine (ca 155.352 mg/L/kg BW for 75-kg person). 

Similar was observed for a repeated exposure to 2.3 mM (ca 6 mg/L/kg BW for 75-kg person) after 72 

and 96 h (3rd and 4th administration of compound). HepG2, in turn, revealed a cell viability below 10 

% for a caffeine concentration of around 70 mM after single exposure and 4.67 mM after 1.5 week of 

exposure (3rd administration) showing slightly lower sensitivity to caffeine when compared to 

HepaRG. 

 

4.3.3.2 Multi-scale modelling: cell viability of HepaRG  

 

Dose-response modelling example is presented in this section in which human exposure to caffeine 

via skin and gelatin capsules given orally was translated to internal liver concentrations by PBTK 

model and then linked to the VCBA model to estimate HepaRG cells viability as a function of 

external dose. This link is facilitated via the liver compartment. The simulated liver concentrations of 

caffeine in time by the PBTK model are assumed to be a concentration outside the hepatic cells.  I 

used only single applications conditions according to Table 4.3.13 for doses 5- 400 mg (up to 2 times 
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human oral NOAEL dose) as a proof of concept of no observed effects in liver cell viability in this 

dose range. Due to model calibration domain for caffeine concentration 4.56 mg/mL only (Otberg et 

al., 2008) the volume of vehicle was increased accordingly. 

 
 
Table 4.3.13. The liver and blood AUC simulated by the human PBK model for caffeine  

Dose [mg] Volume of vehicle [mL] Skin area[cm
2
] Vehicle/ skin type 

5 1.096 25  
 

Ethanol + propylene 
glycol; 

Chest area, open hair 
follicles 

 

10 2.192 75 

25 5.480 150 

50 10.960 300 

100 21.920 600 

200 43.840 1000 

300 65.76 1800 

400 87.68 2400 

 

The cell model consists of 3 compartments (lipid, protein and aqueous): the interchange of the 

chemical through the cell membrane occurs via diffusion and then the chemical is distributed into the 

3 compartments of the cell by its partitioning. When the chemical enters into the cell a toxicokinetic 

process occurs which is governed by two parameters: No- Effect Concentration (NEC) and killing rate 

(kt) (Figure 4.3.18).  These parameters are calculated prior to the joint PBKT-VCBA simulation by 

their optimisation to predicted cell viability via VCBA using the experimental results (HTS 

experiments). The VCBA model parameters together with their references are in Table 4.3.14. 

 

Table 4.3.14. The parameters of VCBA model 

Parameter type Abbreviation used 

in the model 

Value Units Ref. 

Mass fraction of 
compartment fx (aq-
aqueous, l-lipids, p-

proteins) 

faq,  
fL,  
fP 

0.72 
0.012 
0.268 

 
fraction of weight 

 
 
 

(Zaldívar et al., 2011, 
2010) Partition coefficient 

within a cell (l-
lipids, p-proteins) 

Kl 

Kp 
1.63.10-4 

1.36 
m3/kg 

m3/mol 

Uptake rate rda 35.208 L m-2 h-1 
Elimination rate rad 35.208 L m-2 h-1 

Wet weight W 1.79.10-9 gr 
Volume of the cell V 1.67.10-15 m3 

 

For caffeine case study, the VCBA model was optimised to minimise the error in model prediction of 

the no effect concentration and killing rate, using experimental values for HepaRG, in single exposure 

model. This resulted in the following optimised values of NEC and kt: HepaRG, NEC = 0, kt = 0.222. 
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The human PBTK model was used to simulate the liver concentrations following: i) dermal 

absorption of caffeine following exposure conditions according to (Otberg et al., 2008) – at caffeine 

concentration of 4.56 mg/mL in ethanol/propylene glycol vehicle and variable absolute dose and skin 

area with open hair follicles and solution application time of 4 h; ii) and oral absorption according to 

(Lelo et al., 1986) with caffeine release from gelatin matrix. Only single human exposure to caffeine 

was investigates. Simulations were performed for male subject (BW= 75 kg). The results are shown in 

Table 4.3.15.  

Table 4.3.15. Link of PBTK dermal model to the VCBA- estimated HepaRG cell viability 
Dermal External 

Dose [mg] 

Cmax Liver [mg/L] Cmax in liver cells 

[mg/gcell]  

Simulated Cell Viability 

[%] 

0 
oral: 0 

dermal: 0 
oral: 0 

dermal: 0 
 
 
 
 
 
 

Oral> 99.99 
Dermal>99.99 

 

5 
oral: 0.187 

dermal: 0.050 
oral: 1.18.10-10 

dermal: 1.46.10-7 

10 
oral: 0.380 

dermal: 0.179 
oral: 2.36.10-10 

dermal: 4.41.10-7 

25 
oral: 0.984 

dermal: 0.389 
oral: 5.92.10-10 

dermal: 1.02.10-6 

50 
oral: 2.074 

dermal: 0.753 
oral: 1.19.10-9 

dermal: 2.72.10-6 

100 
oral: 4.464 

dermal: 1.402 
oral: 2.44.10-9 

dermal: 9.73.10-6 

200 
oral: 9.705 

dermal: 2.215 
oral: 5.15.10-9 

dermal: 3.72.10-5 

300 
oral: 15.175 

dermal: 3.929 
oral: 8.34.10-9 
dermal:0.0004 

400 
oral: 20.760 

dermal: 5.700 
oral: 1.23.10-8 
dermal:0.0016 

 

In the Figure 4.3.22 presents the relationship between the HepaRG cell viability and the external 

doses. Even for the two highest analysed external doses of 300 and 400 mg (4.00 and 5.33 mg/kg BW 

for a 75 kg- male reference person) the simulated decrease in cell viability is insignificant (below 

1%). 

 

Fig 4.3.22. PBTK/VCBA simulations of HepaRG cell viability as a function of external dose of 

caffeine applied dermally and orally for a male subject (BW=75 kg). 
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A dose-response curve generated by linking the PBTK model output (liver Cmax) with the VCBA 

model allows the application of both forward and reverse dosimetry. The forward approach means 

that when exposed to a given external dose, the joint model predicts the corresponding effect on liver 

cell viability. The backward approach can be used to estimate from a given cell viability the 

corresponding external dose. Concentrating on the forward dosimetry approach, I found almost no 

effect of caffeine on HepaRG cell viability (reduction of cell viability by much less than 1%) for 

doses up to 400 mg. Caffeine is known to be extensively metabolised in the liver in vivo but the main 

organs affected are the brain and heart. Simulated dose-response profiles following dermal and oral 

caffeine absorption were similar, even though maximal liver concentrations determined by the PBTK 

model after oral exposure were higher (see Table 4.3.16, second column). I  used only single doses of 

up to of 5.33 mg/kg BW which was more than 2 times the extrapolated NOAEL from rat studies - 2.1 

mg/kg BW (for a body weight of 75 kg) – see Chapter 4.4. Experimental in vitro results showed, 

however, a significant decrease in HepaRG cell viability when compared to our simulations but in the 

latter case much smaller doses were considered.  Figure 4.3.18 shows that a caffeine concentration of 

ca. 2 mM (=388.4 mg/L) produces 20 % of viability loss.  The maximal liver concentration that was 

applied as an input to the VCBA model was 20.760 mg/L following oral absorption of 400 mg. In 

addition, I used the PBTK dermal model with enhanced action of hair follicles regardless of the fact 

that while increasing the external absolute dose, I also increased proportionately the skin area. In this 

way, I wanted to show an extreme case of caffeine skin absorption which still produced lower liver 

Cmax values when compared to the oral case. However, interestingly, the concentration inside cells and 

their viability calculated by the VCBA model revealed that dermal exposure led to a slightly faster 

decline in cell viability (regeneration of liver cells was not simulated). This may be due to the 

prolonged exposure of liver to caffeine after skin absorption as the compound enters the circulation 

gradually and therefore stays in a body for a longer time. 

 

In vitro experiments revealed slightly higher sensitivity of HepaRG to caffeine when compared to 

HepG2. Critical concentrations that produced less than 10% of remaining cell viability were for 

HepRG: more than 60 mM of caffeine (single exposure) and 2.3 mM (after 3rd and 4th exposure). 

These were external cell concentrations. Basing on PBTK model simulations showing that a single 

administration of highest caffeine dose of 400 mg produced a Cmax of 20.8 mg/L for oral absorption 

and 5.7 mg/L for dermal, it can be concluded that a dose of caffeine would have to be at least 100 

times higher (assuming a ratio external dose/internal concentration is not altered by high doses) to 

produce the above critical concentrations for HepaRG cells.  
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4.4 Interspecies extrapolation 

 
No-observed adverse effect level oral/dermal doses (NOAEL) and low-observed adverse effect level 

doses (LOAEL) determined in subchronic/ chronic rat studies are converted to human equivalent dose 

via PBTK modelling (PBTK3) in this chapter. Due to lack of realistic acute toxicity data, rat NOAEL 

doses based on repeated dose experiments were used as a surrogate. These doses together with the 

literature reference are given in Table 4.4.1.  Internal dose metrics calculated by the rat PBTK model 

(Area Under Curve and peak concentration) serves back-extrapolation in the human PBTK model to 

external exposure level.  Parent compounds are considered for coumarin, hydroquinone, caffeine, 

isopropanol, methyl iodide, ethanol and nicotine; toxic metabolites, for coumarin and hydroquinone 

only due to availability of information necessary for the PBTK model calibration. Oral gavage 

simulations were chosen in accordance to rat experiments for all the substances except for 

iodomethane. In the latter case, only dermal experimental rat NOAEL was found in literature, 

requiring simulation of skin exposure. In addition, there is a comparison with two traditional 

approaches (“rules of thumb” not based on PBTK modelling) in determining critical levels for 

humans. In this work, conversion via toxicokinetics was done only and no inter-individual differences 

were taken into account. The extrapolations were made for specific physiological data in the first 

approach and then via PBTK modelling. The reason of doing so is that PBTK conversions are always 

subject-dependent and there must be a consistency in results between methodologies. For coumarin 

case, dog NOAEL dose, as indicated in literature, was found smaller than the one of a rat (50 mg/kg 

BW - lowest rat NOAEL value and 10 mg/kg BW - dog NOAEL) therefore it was selected as a 

substitute for a rat dose to assure a safe level.  

 

Table 4.4.1. Experimental rat NOAEL doses for selected chemicals 

Compound NOAEL 

[mg/kg 

BW/day] 

LOAEL 

[mg/kg 

BW/day] 

Study  

type 

Critical effect Reference 

Coumarin 10 (oral) - Sub-chronic Hepatotoxic 
effects 

(Lungarini et al., 
2008) 

 
Hydroquinone 20, 25 (oral) 50 (oral) Chronic 

Target organ: 
kidney 

 

BW reduction 
increased severity 

of chronic 
progressive 

glomerulonephrop
athy, significant 
increase of renal 
tubuli adenoma 

 

(Corley et al., 2000; 
Kari et al., 1992; 

OECD SIDS, 1996) 

Caffeine 10.1 (oral) 27.4 (oral) Developmental Teratogenic, 
fetotoxicity 

 

(Collins et al., 1983; 
OECD SIDS, 2002a) 

Ethanol 1.73 g/kg 
BW/day 

3.16 g/kg 
BW/day 

Sub-chronic 
Target organ: 

Renal tubular 
epithelial 

 
(ECHA, 2014a) 



6\6

(oral) (oral) kidney hyperplasia in 
males 

 
Isopropanol 2 (oral) 20 (oral) Sub-chronic 

Target organ: 
liver 

Liver deposition; 
inclusion body 

intracytoplasmic 
irritability 
increase 

 

 
(FDA, 1968) 

Iodomethane 30 (dermal) 
 

 
 
- 

Subchronic Secondary 
histopathological 
effects and organ 
weight changes; 

several secondary 
effects attributed 
to the severe skin 

irritation 
including changes 
in haematology, 

clinical chemistry 
and urinalysis 

 

 
 

(ECHA, 2014b) 

Nicotine 1.25 (oral) 2.5 (oral) Short- and 
intermediate- 

term health risks 

Episodic oral, 
dermal, and 

inhalation toxicity 
endpoints 

(EPA, 2008) 

 

 

i) Human equivalent dose (HED) translation is based on (Reagan-Shaw et al., 2008). 

This study suggests using body weight and body surface (BSA) in the conversion. It 

is believed that BSA correlates well across several mammalian species with several 

parameters of biology, including oxygen utilization, caloric expenditure, basal 

metabolism, blood volume, circulating plasma proteins, and renal function. The 

human dose equivalent can be more appropriately calculated by using the Equation 

4.4.1. The results of this approach applied to NOAEL and LOAEL doses are given in 

Table 4.4.2. 

Human

Human

human

Rat

Rat

Rat

Human

Rat

RAT

BSA

BW
Km

BSA

BW
Km

where

Km

Km
NOEL

kgBW

mg
HED

=

=≈=

⋅=^
_

`
a
b

c

6
025.0

15.0

:

)LOAELor ( Rat

                          (4.4.1) 

 

Table 4.4.2. Human equivalent dose conversion 
 

Compound 

NOAEL [mg/kg 

BW/day] 

LOAEL [mg/kg 

BW/day] 

Man BW [kg] 

(Km) 

Converted 

NOAEL  

[mg/kg BW] 

Converted 

LOAEL  

[mg/kg BW] 

Coumarin 10 (dog) 
50 

- 80  
(39.803) 

1.507 
7.54 

- 
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Hydroquinone 20 
 

50 69  
(37.045) 

3.239 
 

8.098 

Caffeine 10.1  27.4 75  
(38.575) 

1.571 4.262 

Ethanol 1.73 
g/kg BW/day  

3.16  
g/kg BW/day 

75 
 (38.575) 

0.269 
g/kg BW/day 

0.492 
g/kg BW/day 

Isopropanol 2  20 75 
(38.575) 

0.311 3.111 

Iodomethane 30  
 

- 85 
(40.992) 

4.391 - 

Nicotine 1.25 2.5 71  
(37.562) 

0.200 0.400 

 

ii) Extrapolation applying traditional purely theoretical approach bases on body weight 

considerations only (Bessems and Geraets, 2013; WHO, 2005) (Figure 4.4.1). This is 

according to the project conducted within the Integrated Public Safety Commission 

(IPSC)31 project on the harmonization of approaches to the assessment of risk from 

exposure to chemicals. Results are provided in Table 4.4.3. As assumed before, only 

conversion via toxicokinetics was considered. 

 

 

Fig 4.4.1. Traditional approach in risk assessment for converting doses between and within species. 

 

 
Table 4.4.3. Traditional conversion according to WHO. 

 

Compound 

NOAEL 

 [mg/kgBW/day] 

LOAEL 

 [mg/kg BW/day] 

Converted 

NOAEL  

[mg/kg BW] 

Converted 

LOAEL  

[mg/kg BW] 

Coumarin 10  
50 

- 2.5 
12.5 

- 

Hydroquinone 20 50 5 12.5 
Caffeine 10.1  27.4 2.525 6.85 
Ethanol 1.73 

g/kg BW/day  
3.16  

g/kg BW/day 
0.4325 

g/kg BW/day 
 0.79  

g/kg BW/day 
Isopropanol 2  20 0.5 5 
Iodomethane 30  - 7.5 - 

Nicotine 1.25 2.5 0.3125 0.625 
 

31 http://www.in.gov/ipsc/ (last access: 06.10.2014) 

Overall assessment factor: 100

Interspecies: 10

Toxicokinetics: 4 Toxicodynamics: 2.5

Intraspecies:10

Toxciokinetics:3.2 Toxicodynamics: 3.2
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iii) Conversion via PBTK modelling (use of PBTK3)  

 

Simple PBTK1 model for rat oral absorption (via gavage) was constructed in accordance with 

the literature (Mielke et al., 2011; Rietjens et al., 2008) for coumarin (validated on 

experimental data from (Hardt and Ritschel, 1983)), hydroquinone (validated on experimental 

data from (English and Deisinger, 2005)), caffeine (validated on experimental data from 

(Mohiuddin et al., 2009)) and nicotine (model parameters taken from (Yamazaki et al., 

2010)). This simple model consists of first order rate absorption from the GI tract (single 

compartment). The refinement in the model structure was necessary for isopropanol and 

ethanol due to poor simulation of oral gavage rat data. Therefore, for isopropanol, the PBTK3 

model was built in the same manner as the one of human and for ethanol according to the 

paper of  (Pastino and Conolly, 2000). These two models were validated on in vivo results 

from (Livy et al., 2003) for ethanol and from (Corley et al., 2000) for isopropanol. Human 

PBTK3_orl model with sub-compartments in the GI tract was used in all the 6 case studies. 

Rat and human simulations were performed for 48 h. Table 4.4.4 gives rat AUC and Cmax 

results in blood and liver and human estimated external doses that produce similar to rat 

results in terms of all the investigated toxicokinetic parameters for the parent compounds 

(coumarin, hydroquinone, caffeine, ethanol, isopropanol, nicotine) and toxic metabolites 

(coumarin, hydroquinone) at their NOAELs (Tables 4.4.4-5) and LOAELs (Table 4.4.6-7). 

For the selected chemicals, only coumarin and hydroquinone metabolites could have been 

analysed given available information in literature for needed for parametrization of the model. 

In case of caffeine, it is assumed that it is the parent compound that is most toxic. 

Extrapolation for iodomethane was carried out via dermal exposure. In this instance, rat 

PBTK dermal model was constructed in the similar way to PBTK2 (with diffusion in one skin 

layer) but with additional hair follicles compartment not accounted for by the PBTK2. 

Application time of 4 h was selected with no vehicle evaporation. Water was assumed as the 

vehicle due to use of water-based QSPR predictions for human skin absorption. No in vivo 

human or rat data could have been accessed in the literature. Rat exposed skin area of 25 cm2 

was used and the one of human was increased proportionally to the dose to keep 

concentration unchanged used in the model calibration step (Table 4.4.4).  

 

When comparing the results of the three methods, it is clear that there are high differences in 

calculated final human levels and these differences are case dependent. For coumarin, caffeine and 

isopropanol the first approach shows the lowest values. PBTK model results are (less than) 2 times 

higher for coumarin and caffeine and (more than) 10 times higher for isopropanol when compared to 

the first method. In contrast, hydroquinone, ethanol, nicotine and methyl iodide PBTK simulations 

indicate the lowest extrapolated results (in case of nicotine even ca. 10 times lower). However, the 
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results of ethanol and hydroquinone are very close to the HED method estimations. Second method 

shows the highest values for the four substances. Iodomethane case is very specific due to the fact that 

extrapolation via dermal route requires strictly defined conditions (skin area, duration of exposure, 

application conditions, etc.) and therefore the inter-occasion variability in extrapolated results is 

higher than in case of oral absorption. In this study example, the PBTK model- extrapolated NOAEL 

value is 100 times lower than these estimated by the other methods at quite small exposure skin area 

(25 cm2).      

Table 4.4.8 provides, additionally, quantity measures (based on specified body weight of a reference 

man) of selected consumer products administered per day equivalent to oral extrapolated to human 

level NOAEL doses in terms of a type of product, content of the analysed substance in it and amount 

of the product per day. This is done, however, only for coumarin, caffeine, ethanol and nicotine as 

these substances appear and food related products and are administered orally. 

Conversion via PBTK modelling was performed for a reference man with the following body weights: 

80 kg for coumarin, 69 kg for hydroquinone, 75 kg for caffeine, ethanol and isopropanol, 85 kg for 

iodomethane and 71 kg for nicotine – based on the in vivo data used for the calibration of the oral 

models. 
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Table 4.4.4. Rat NOAEL doses extrapolation via PBTK modelling for the parent compound 
 Coumarin 

NOAEL = 10, 50  

mg/kg BW/day 

Hydroquinone 

NOAEL = 20 

mg/kg BW/day 

Caffeine 

NOAEL = 10.1 

mg/kg BW/day 

Ethanol 

NOAEL = 1.73  

g/kg BW/day 

Isopropanol 

NOAEL = 2  

mg/kg BW/day 

MEI (dermal) 

NOAEL = 30  

mg/kg BW/day 

Nicotine 

NOAEL = 1.25 

mg/kg BW/day 

 internal 
etrics 
UC 

g/L/h] 
[mg/L] 
 

AUC liver: 2.214, 26.773 
AUC blood: 0.326, 3.760 
Cmax liver: 8.241, 138.442 
Cmax blood: 0.450, 6.389 

AUC liver: 0.8187 
AUC blood: 0.0806 

Cmax liver: 1.037 
Cmax blood: 0.056  

AUC liver: 
245.2845 

AUC blood: 4.728 
Cmax liver: 123.105 
Cmax blood: 1.867 

AUC liver: 3879.408 
AUC blood: 391.396 
Cmax liver: 7528.954 
Cmax blood: 389.208 

AUC liver: 11.847 
AUC blood: 1.325 
Cmax liver: 38.158 
Cmax blood: 1.029 

AUC liver: 1.6.10-04 
AUC blood:0.295 

Cmax liver:3.09.10-05 
Cmax blood:0.058 

AUC liver: 0.081 
AUC blood: 0.00425

Cmax liver: 0.0826 
Cmax blood: 0.0021 

imated 
ivalent 
 [mg/kg 

] for 
uman 

AUC liver: 3.9, 11 
AUC blood: 3.1, 8.5 
Cmax liver:4.7, 40.5 

Cmax blood: 3.1, 13.5 

AUC liver: 16 
AUC blood: 2.4 

Cmax liver: 13 
Cmax blood: 1.9 

AUC liver: 9 
AUC blood: 2.1 

Cmax liver: 30  
Cmax blood: 4.2 

AUC liver: 1.15g 
AUC blood:0.2g  
Cmax liver: 4.9g 

Cmax blood: 0.29g 

AUC liver: 35 
AUC blood: 15.5 
Cmax liver: 31.5 
Cmax blood: 8 

AUC liver: 0.03 (25 cm2) 
AUC blood: 2.4 (600 

cm2) 
Cmax liver: 0.03 (25 cm2) 
Cmax blood:1.9 (475 cm2) 

AUC liver: 0.11 
AUC blood: 0.014 

Cmax liver: 0.1 
Cmax blood: 0.027 

 

Table 4.4.5. Rat NOAEL doses extrapolation via PBTK modelling for the toxic metabolite 
 o-HPA Benzoquinone 

Rat internal 
metrics 

AUC [mg/L/h] 
Cmax [mg/L] 

AUC liver: 0.017, 0.130 
AUC blood: 0.001, 0.0065 

Cmax liver: 0.062, 0.511 
Cmax blood: 0.00098, 0.0077 

 

AUC liver: 0.029 
AUC blood: 0.00346 

Cmax liver: 0.0342 
Cmax blood: 0.0028 

Estimated 
equivalent dose 
[mg/kg BW] for 

human 

AUC liver:16,300 
AUC blood:22, 400 
Cmax liver:75, >500   
Cmax blood: 60, 500 

AUC liver: 28 
AUC blood: 3.1 

Cmax liver: 24 
Cmax blood: 2.7 

   

Table 4.4.6. Rat LOAEL doses extrapolation via PBTK modelling for the parent compound 
 Coumarin 

 

Hydroquinone 

RAT LOAEL=50 

mg/kg BW/day 

Caffeine 

RAT LOAEL=27.4 

mg/kg BW/day 

Ethanol 

RAT LOAEL=3.16 

g/kg BW/day 

Isopropanol 

RAT LOAEL=20 

mg/kg BW/day 

Nicotine  

RAT 

LOAEL=2.5 

mg/kg BW/day 

Rat internal 
metrics 
AUC 

- AUC liver: 2.653 
AUC blood: 0.266 

Cmax liver: 4.34 

AUC liver: 679.453 
AUC blood: 13.097 
Cmax liver: 336.191   

AUC liver: 10241.590  
AUC blood: 1029.001 
Cmax liver: 15920.867 

AUC liver: 153.345 
AUC blood: 16.995  
Cmax liver: 426.767   

AUC liver: 0.163 
AUC blood: 

0.0085 
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[mg/L/h] 
Cmax [mg/L] 

 

Cmax blood: 0.208 Cmax blood: 5.106 Cmax blood: 893.160 Cmax blood:  12.329 Cmax liver: 0.165 
Cmax blood: 0.004 

Estimated 
equivalent 

dose [mg/kg 
BW] for 
human 

- AUC liver: 37.5 
AUC blood: 7.5  

Cmax liver: 35 
Cmax blood: 6.5 

AUC liver: 20  
AUC blood: 4.7  

Cmax liver: 70 
Cmax blood: 10.8 

AUC liver: 3 
AUC blood: 0.5 
Cmax liver: 10.5 
Cmax blood: 0.65 

AUC liver: 123 
AUC blood:  56 
Cmax liver: 130 

Cmax blood: 35.8 

AUC liver: 0.22 
AUC blood: 0.027 

Cmax liver: 2.00 
Cmax blood: 0.14 

 
 
Table 4.4.7. Rat LOAEL doses extrapolation via PBTK modelling for the toxic metabolite 

 Benzoquinone 

Rat internal 
metrics 

AUC [mg/L/h] 
Cmax [mg/L] 

 

AUC liver: 0.0785 
AUC blood: 0.009 

Cmax liver: 0.1 
Cmax blood: 0.008 

Estimated 
equivalent dose 

[mg/kg BW] 
for human 

AUC liver: 75 
AUC blood: 8.5 
Cmax liver: 100 
Cmax blood: 7.5 

 
 
Table 4.4.8. Equivalent safe daily human exposure to consumer products acc. to extrapolated to human NOAEL doses. 

Compound Oral NOAEL 

[mg/kg 

BW/day] 

Man BW 

[kg] 

NOAEL equivalence in selected consumer products Reference 

Coumarin 3.1 80 35.58 g of Saigon cinnamon, Vietnamese Cassia, Vietnamese Cinnamon 32 
Caffeine 2.1 75 3 x a cup of espresso assuming it contains 75 mg of caffeine 33 
Ethanol 0.2 g/kg 

BW/day 
75 ¾ 500 ml  5% lager beer that contains 2.5 units of ethanol 34 

Nicotine 0.014 71 1 cigarette with unventilated filters per day assuming it contains 1.3mg and 76% of it is 
administered 

(Russell et al., 1980) 

i j http://cinnamonvogue.com/Types_of_Cinnamon_1.html  (last access: 06.10.2014)
33 http://coffeetea.about.com/od/caffeinehealth/a/How-Much-Caffeine-Is-In-Coffee-Tea-Cola-And-Other-Drinks.htm (last access: 06. 10. 2014) 
34 https://www.princeton.edu/~achaney/tmve/wiki100k/docs/Unit_of_alcohol.html  (last access: 06.10.2014) 
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Coumarin and hydroquinone were further examined for existing dependencies between rat and human 

AUC and Cmax at rat doses ranging from 0.5.rat NOAEL to 2.rat LOAEL and PBTK-extrapolated to 

human equivalent doses. This comparison was done for the parent compound and the toxic 

metabolite. For coumarin: rat doses: 5, 10, 30, 50 and 100 mg/kg BW were extrapolated to human 

levels at 2.1, 3.1, 5.7, 8.5 and 15.5 mg/kg BW either via Cmax or AUC of coumarin in blood. The 

Figure 4.4.2-3 show the relationships between rat and human results in terms of AUC and Cmax in 

blood and liver at these extrapolated equivalent doses for coumarin and o-HPA. AUC-based 

relationship for coumarin seems to be more linear, whereas Cmax-based one is more logarithmic. The 

nature of AUC and Cmax dependencies for o-HPA is clearly different and exponential.  

 

 

Fig 4.4.2. AUC and Cmax relationships between rat and human at equivalent doses for coumarin.  

 

 

 

Fig 4.4.3. AUC and Cmax relationships between rat and human at equivalent doses for o-HPA.  

 

For hydroquinone: rat doses were: 10, 20, 50 and 100 mg/kg BW and human estimated doses based 

on Cmax or AUC in blood were: 0.8, 1.9, 6.5 and 33 mg/kg BW.  
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Figures 4.4.4-5 show dependencies between rat and human AUC and Cmax values in blood and liver 

for hydroquinone and benzoquinone. In the similar way to coumarin, hydroquinone shows behaviour 

close to logarithmic and benzoquinone close to exponential trend.  

 

 

Fig 4.4.4. AUC and Cmax relationships between rat and human at equivalent extrapolated doses for 

hydroquinone. 

 

 

Fig 4.4.5. AUC and Cmax relationships between rat and human at equivalent extrapolated doses for 

benzoquinone. 

 

We can conclude for this that metabolites do not show the same AUC or Cmax based pattern in blood 

and liver as parent compounds. For parent compounds, there is an obvious difference in absorption 

step described by the PBTK model. Human PBTK model with sub-compartments accounts for the 

saturation at higher doses, whereas the rat model shows equal absorption at all doses (first order rate 

of absorption).  In case of metabolites, we see that human AUC and Cmax increase faster with a dose 

than these of a rat and reason for this could be either ill-described GI tract absorption of a parent 

compound in rats; the delivery of a parent compound to the liver is higher than its clearance for 

humans. 
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4.5 Route-to-route extrapolation 

 

Oral or dermal NOAEL experimental rat doses extrapolated to human level by the PBTK model for 

coumarin, hydroquinone, caffeine, ethanol, isopropanol and methyl iodide were used in this chapter to 

determine dermal and inhalation thresholds via route-to-route (RtR) extrapolation. The idea is to 

exemplify application of PBTK modelling in determination of dermal thresholds under defined 

experimental conditions. This is done via analysis of calculated toxicokinetic parameters such area 

under curve and peak concentrations in blood and liver as previously. Only PBTK3 model is used in 

this section for all the substances except for inhalation of iodomethane, ethanol and isopropanol. The 

experimental conditions selected for inhalation, oral or dermal model simulations are given in Tables 

4.5.1-2 for all the substances. The application conditions, concentrations and vehicles were chosen in 

accordance with the literature source used in the calibration step with a slight modification of 

exposure time (2-6 h) and exposed skin area (surface area of hands= 2.448 cm2), in order to be 

consistent for all the case studies. As the absolute amount of dose applied refers to estimated NOAEL 

values, the volume of vehicle had to be increased to ensure unchanged concentrations (due to the 

model applicability domain) and consequently the exposed skin area is larger. RtR strategy for the 

safe oral NOAEL dose is shown in Figure 4.5.1 below. Dermal safe results, in case of iodomethane, 

were extrapolated in the similar way. All the extrapolations are done for different body weights of 

reference male subjects.  

 

 

Fig 4.5.1. RtR extrapolation strategy based on oral NOAEL dose. 
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Table 4.5.1. Exposure conditions used in route-to-route extrapolations (part 1) 

 
Table 4.5.2. Exposure conditions used in route-to-route extrapolations (part 2) 

 Hydroquinone Isopropanol Iodomethane 

Exposure type oral dermal oral dermal inhalation dermal inhalation 

Simulation time 100  h 100 h 48 h 48 h 24 h 48 h 48 h 

Exposure time - 2 h - every 10 min of 4 h 10 min 4 h 2 h 

Administration type drinking rate - drinking rate - - - - 
Vehicle type water cream water hand rub - water - 

Concentration of formul. - 16 mg/mL - 413.433 mg/mL 120 ppm 10 mg/mL 10 ppm 

Occlusion - yes - yes - yes - 
Skin Area - 2.448 cm2 - 2.448 cm2 - 25 cm2 - 

Inhalation at rest - - - - yes - yes 

 Caffeine Ethanol Coumarin 

Exposure type oral dermal oral dermal inhalation oral dermal 
Simulation time 48 h 48 h 24 h 24 h 24 h 24 h 24 h 
Exposure time - 2 - 4 h 6 h - 6 h 

Administration type gelatin 
tablet 

- drinking rate - - gavage - 

Vehicle type - ethanol+ propylene 
glycol 

- Hand rub 
commercial 

- - 70% ethanol 

Concentration of formul. - 4.5625 mg/mL - 439.065 mg/mL 1000 ppm - 2 mg/mL 

Occlusion - After 8 h - no - - after 30 min 
Skin Area - 2.448 cm2 - 1500 cm2 - - 2.448 cm2 

Inhalation at rest - - - 24 h yes - - 



 

4.5.1 Oral-to-dermal extrapolation 

 

The first step towards extrapolation was to simulate oral and dermal human exposure to coumarin, 

hydroquinone, caffeine, isopropanol and ethanol (cosmetic ingredients only) separately at their extrapolated 

from rat oral NOAEL (absolute) doses.  Oral administration was either via gavage, drinking or via gelatin 

tablet. Skin diffusion and partition coefficients were determined in the calibration step for specific skin sites 

and used unchanged in this application. Dermal thresholds were determined by comparing dermal and oral 

internal concentration results at the NOAEL level and then by finding a minimal absolute dermal dose (at a 

constant concentration) that gives a match of oral and dermal AUC or Cmax values in blood or liver (in the 

similar way to interspecies extrapolation via PBTK modelling). Case studies are presented below. It is 

assumed in this study that for the investigated substances only up to 5 times NOAEL absolute dose can be 

applied on skin area equal to 5 times area of hands (2.448 cm2) in real life scenarios and this is already an 

extreme exposure.  

 

a) Coumarin 

 

Concentration-time profiles of coumarin in blood simulated by PBTK3 model at the NOAEL dose (3.1 

mg/kg BW/day) are shown in Figure 4.5.2. Simulations were performed for a male subject, BW= 80 kg. 

Oral and dermal internal concentrations in terms of AUC and Cmax in blood and liver are shown in Table 

4.5.2 (coumarin) and Table 4.5.3 (o-HPA).  Safe oral values are marked in red.  

 

 

Fig 4.5.2. Coumarin profiles in blood after oral and dermal absorption of the oral NOAEL dose. 

 

Table 4.5.2. AUC and Cmax of coumarin in blood and liver for oral NOAEL dose  
AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

oral dermal oral dermal oral dermal oral dermal 
1.222 0.047 0.3215 0.174 3.592 7.7.10-03 0.449 0.028 
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Table 4.5.3. AUC and Cmax of o-HPA in blood and liver for oral NOAEL dose  
AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

oral dermal oral dermal oral dermal oral dermal 
3.4.10-05 1.3.10-06 1.0.10-05

 3.8.10-07 0.0001 2.1.10-07 1.2 .10-05 6.0.10-08 
 

 

Under given exposure conditions (Table 4.5.2) AUC in blood following skin absorption is only slightly 

lower that the safe oral one. This indicates that the dermal threshold value is not much higher than the oral 

NOAEL when assuming AUC as more relevant for possible toxic actions than Cmax. To find this value and to 

check whether other oral toxicokinetic parameters are always higher,   absolute doses applied on skin were 

lowered up to half of the NOAEL dose and increased up to 5 times the NOAEL value.  

When it comes to the toxic metabolites (o-HPA), dermal results are at least 10 times lower than the 

corresponding oral ones (Table 4.5.3). Skin area was increased in the same way as a dose. 

 
 
Table 4.5.4. Dermal AUC and Cmax for several doses 

 AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

0.5.oral NOAEL 0.023 0.0865 3.80.10-03 0.014 

1.5.oral NOAEL 0.071 0.262 0.011 0.042 

2.oral NOAEL 0.095 0.350 0.015 0.056 

5.oral NOAEL 0.242 0.876 0.032 0.116 

 

 

 

Fig 4.5.3. Determination of dermal threshold values via Cmax and AUC in blood  

 

Based on the results in Tables 4.5.2 and 4 it can be concluded that under the analysed conditions and 

assumptions: 

- Cmax in blood and liver and AUC in liver are always higher for oral absorption (Figure 4.5.3) 

- Dermal threshold based on coumarin AUC in blood is 1.8
.
NOAEL= 5.58 mg/kg BW/ day for 

the skin area: 1.8
.
2

.
448= 1612.8 cm

2
 over 6 h

 (Figure 4.5.3). 
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b) Hydroquinone 

 

Concentration-time profiles of hydroquinone in blood simulated by the PBTK3 model at the NOAEL dose 

(1.9 mg/kg BW/day) are shown in Figure 4.5.4. Simulations were performed for a male subject, BW= 69 kg. 

Oral and dermal internal concentrations in terms of AUC and Cmax in blood and liver are shown in Table 

4.5.5 (for hydroquinone) and Table 4.5.6 (for benzoquinone).  Safe oral values are marked in red.  

 

 

Fig 4.5.4. Concentration-time profiles of hydroquinone in blood after oral and dermal absorption of the oral 

NOAEL dose. 

 

Table 4.5.5. AUC and Cmax of hydroquinone in blood and liver for oral NOAEL dose (oral and dermal 
absorption) 

AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

oral dermal oral dermal oral dermal oral dermal 
0.082 0.026 0.062 0.532   0.091 6.00.10-04 0.045 0.013 

 
 

Under given exposure conditions (Table 4.5.1) AUC in blood following skin absorption is 10 times higher 

than the safe oral one. This indicates that the dermal threshold value is far below the oral NOAEL. This 

threshold and the behavior of other toxicokinetic parameters was further studied by changing the absolute 

doses applied on skin from 10 times lower the oral NOAEL dose and up to 2 times the NOAEL value (Table 

4.5.6).  Hydroquinone is not commonly used in consumer care products on every day basis therefore 

exposure equal to 5 times the NOAEL value was not considered. When it comes to the toxic metabolites 

(benzoquinone), dermal results are at least 10 times lower than the corresponding oral ones (Table 4.5.7). 

Skin area was increased in the same way as a dose. 

 

Table 4.5.6. AUC and Cmax of benzoquinone in blood and liver for oral NOAEL dose (oral and dermal 
absorption) 

AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

oral dermal oral dermal oral dermal oral dermal 
0.0017 6.0.10-04 0.0021   6.4.10-04 0.002 1.37.10-05 0.0017 1.64.10-05 
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Table 4.5.7. Dermal AUC and Cmax for several doses 

 AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

NOAEL/10 2.47.10-03 0.051 4.0.10-04 0.008 
1.5.NOAEL 0.038 0.784 7.0.10-04 0.014 

2.NOAEL 0.049 1.006 7.0.10-04 0.014 

 

 

Fig 4.5.5. Determination of dermal threshold values via Cmax and AUC in blood.  

 

Based on the results in Table 4.5.7 it can be concluded that under the analysed conditions and assumptions: 

- Cmax in blood and liver are always higher for oral absorption (Figure 4.5.5) 

- Dermal AUC in liver becomes only slightly lower (ca. 2 times) than the oral one at 2.oral NOAEL 

dose.  

- Dermal threshold value based on AUC in blood for hydroquinone is: NOAEL/9=0.211 mg/kg 

BW/day applied on the skin area (448
.
2)/9 = 99.56 cm

2
 over 2 h (Figure 4.5.5). 

 

 

c) Caffeine 

 

Concentration-time profiles of caffeine in blood following oral and dermal absorption simulated by the 

PBTK3 model at the NOAEL dose (2.1 mg/kg BW/day) are shown in Figure 4.5.6. Simulations were 

performed for a male subject, BW= 75 kg. Oral and dermal internal concentrations in terms of AUC and Cmax 

in blood and liver are shown in Table 4.5.8. Safe oral values are marked in red. In dermal exposure, 

additionally, hair follicles were taken into consideration. 
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Fig 4.5.6. Concentration-time profiles of caffeine in blood after oral and dermal absorption of the oral 
NOAEL dose. 

 

Table 4.5.8. AUC and Cmax of caffeine in blood and liver for oral NOAEL dose (oral and dermal absorption)  
AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

oral dermal oral dermal oral dermal oral dermal 
29.395 26.735 4.201 8.162 7.434 0.946 0.800 0.285 

 

 

Under given exposure conditions (Table 4.5.2) AUC in blood following skin absorption is 2 times higher 

than the safe oral one, AUC in liver is similar in both exposures and dermal Cmax in blood is only 3.5 times 

lower than the oral one. This indicates that the dermal threshold value is below the oral NOAEL. This 

threshold was determined by changing the absolute doses applied on skin from 5 times lower the oral 

NOAEL dose and up to 5 times the NOAEL value (Table 4.5.9). Skin area was increased in the same way as 

a dose. 

 

 

Fig 4.5.7. Determination of dermal threshold values via Cmax and AUC in blood.  

 

Table 4.5.9. Dermal AUC and Cmax for several doses 

 AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

NOAEL/5 4.743 1.483 0.315 0.098 

 NOAEL/2 12.971 4.009 0.613 0.188 
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2.NOAEL 61.886 14.501 1.394 0.413 

5.NOAEL 170.631 22.371 2.249 0.648 

 

It can be concluded that under the analysed conditions and assumptions: 

- Cmax in blood and liver are always higher for oral absorption (Figure 4.5.7). 

- Dermal AUC in liver becomes higher than the oral one at 1.2.oral NOAEL dose.  

- Dermal threshold value for caffeine based on AUC in blood is: NOAEL/2= 1.05 mg/kg BW/day 

applied on the skin area (448
.
2)/2 = 448 cm

2
 over 2 h. 

 

 

d) Ethanol 

 

Concentration-time profiles of ethanol in blood following oral and dermal absorption simulated by PBTK3 

model at the NOAEL dose (0.2 g/kg BW/day) are shown in Figure 4.5.8. Simulations were performed for a 

male subject, BW= 75 kg and a drinking time of 60 min. Oral and dermal internal concentrations in terms of 

AUC and Cmax in blood and liver are shown in Table 4.5.10. Safe oral values are marked in red as 

previously.  Due to lack of human experimental data for blood concentrations of acetaldehyde (potentially 

toxic metabolite) it was not possible to evaluate the toxicokinetic parameters for this metabolite. 

 

 

Fig 4.5.8. Ethanol profiles in blood after oral and dermal absorption of the oral NOAEL dose. 

 

Table 4.5.10. AUC and Cmax of ethanol in blood and liver for oral NOAEL dose (oral and dermal absorption)  
AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

oral dermal oral dermal oral dermal oral dermal 
446.812 94.989 235.586   122.348 158.516 11.649 146.1895 30.341 

 

Under given exposure conditions (Table 4.5.2) AUC in blood following skin absorption is only slightly 

lower than the oral one when compared to the other parameters that are surely within a safe limit. This 

indicates that the dermal threshold value is a bit above the oral NOAEL. This threshold was determined by 
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changing the absolute doses applied on skin from 1.5 times the oral NOAEL dose and up to 5 times the 

NOAEL value (Table 4.5.11).  Skin area was increased in the same way as a dose. 

 

Table 4.5.11. Dermal AUC and Cmax for several doses 
 AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

1.5.NOAEL 150.923 189.888 18.278 46.538 
2. NOAEL 207.807 258.110 24.704 62.320 
3. NOAEL 322.547 395.249 36.488 90.999 
5. NOAEL 552.496 669.861 54.956 135.980 

 

 

 

Fig 4.5.9. Determination of dermal threshold values via Cmax and AUC in blood. 

 

 

It can be concluded that under the analysed conditions and assumptions: 

- Cmax in liver and blood are higher for oral absorption for doses lower than 5.NOAEL. 

- Dermal AUC in liver becomes higher than the oral one at ca. 3.NOAEL.  

- The lowest dermal threshold for ethanol based on AUC in blood is 1.8
.
NOAEL = 0.36 g/kg BW/ 

day applied on the skin area 1.8
.
1500= 2700 cm

2
 over 4 h (Figure 4.5.9).  

 

 

e) Isopropanol 

 
Concentration-time profiles of isopropanol in blood following oral and dermal absorption simulated by 

PBTK3 model at the NOAEL dose (8 mg/kg BW/day) are shown in Figure 4.5.10. Simulations were 

performed for a male subject, BW= 75 kg. Oral and dermal internal concentrations in terms of AUC and Cmax 

in blood and liver are shown in Table 4.5.12. Safe oral values are marked in red.  Isopropanol is assumed to 

be more toxic than its metabolite acetone. Therefore acetone was not considered in the extrapolation 

procedure. 
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Fig 4.5.10. Isopropanol profiles in blood after oral and dermal absorption of the oral NOAEL dose. 

 

Table 4.5.12. AUC and Cmax of isopropanol in blood and liver for oral NOAEL dose (oral and dermal 
absorption)  

AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

oral dermal oral dermal oral dermal oral dermal 
1.066 0.489 0.553   4.0735 3.137 0.061 0.926 0.511 

 

Under given exposure conditions (Table 4.5.1) Dermal AUC in blood is ca. 10 times higher and Cmax only 

slightly lower than the oral results. This indicates that the dermal threshold value is much lower than the oral 

NOAEL. This threshold was determined by changing the absolute doses applied on skin from 10 times lower 

the oral NOAEL dose and up to 5 times higher the NOAEL value (Table 4.5.13).  Skin area was increased in 

the same way as a dose. 

 

Table 4.5.13. Dermal AUC and Cmax for several doses 
 AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

1/10 * NOAEL 0.045 0.375 0.0255 0.213 
0.5 * NOAEL 0.242 2.017 0.049 0.410 
2 * NOAEL 0.975 8.129 0.0735 0.611 
5 * NOAEL 2.110 17.571 0.086 0.7135 

 

It can be concluded that under the analysed conditions and assumptions: 

- Cmax in blood and liver are always higher for oral absorption (Figure 4.5.10). 

- Dermal AUC in liver becomes higher than the oral one at a dose of ca. 2.NOAEL.  

- Dermal threshold based on AUC in blood is 1/7
.
NOAEL= 1.143 mg/kg BW/day applied on the 

skin area 1/7
.
2

.
448= 128 cm

2
 over 4 h (Figure 4.5.11). 
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Fig 4.5.11. Determination of dermal threshold values via Cmax and AUC in blood. 

 
 

4.5.2 Oral-to-inhalation extrapolation 

 

Ethanol and isopropanol oral NOAEL doses were translated into internal concentration-time profiles in blood 

and liver via PBTK1_inh model and compared with, in contrast to previous extrapolations, inhalation results 

under specified conditions. Exposure limits were used unchanged as in the calibration step regardless of the 

oral NOAEL value (inhaled air concentrations must be kept constant due to applicability domain of the 

PBTK model in the similar way to skin absorption). Only time of exposure was increased up to extreme time 

of 12 h. In this way, the aim was to prove that a given exposure scenario is within a safe limits. 

 

 

a) Ethanol 

 

Concentration-time profiles of ethanol in blood following oral absorption of the estimated human NOAEL 

dose simulated by the PBTK3_orl and inhalation of the experimental (literature) concentration simulated by 

the PBTK1_inh are shown in Figure 4.5.12. Simulations were performed for a male subject, BW= 75 kg. 

Oral and inhalation internal concentrations in terms of AUC and Cmax in blood and liver are shown in Table 

4.5.14. Safe oral values are marked in red. The model was calibrated previously for 6 h of exposure to 0.794 

mg/L of ethanol in air and this concentration was used in the extrapolation. Only the exposure time was 

increased up to 12 h. Lack of different exposure experiments makes it difficult to establish a close to 

NOAEL dose and time of inhalation.  However, it is clear that even 12 h of exposure to ethanol at 0.7943 

mg/L is safe (Tables 4.5.14-15). 

 

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.5 10.5 20.5 30.5

C
m

a
x

dose [mg/kgBW]

Cmax dermal (set of doses)

Cmax oral (NOAEL dose)

0

2

4

6

8

10

12

14

16

18

20

0.8 10.8 20.8 30.8

A
U

C
 

dose [mg/kgBW]

AUC oral (NOAEL dose)

AUC dermal (set of doses)



���

 

Fig 4.5.12. Ethanol profiles in venous blood after oral absorption and inhalation. 

 

 

Table 4.5.14. AUC and Cmax of ethanol in blood and liver for oral NOAEL dose (oral absorption and 
inhalation)  

AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

oral Inhalation oral Inhalation oral Inhalation oral Inhalation 
446.812 0.067 235.586 0.054 158.516 0.011  146.1895 0.009 

 

 

Table 4.5.15. Inhalation AUC and Cmax for various exposure times 
Time of exposure AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

8 h  0.0884 0.0719 0.011   0.009 
10 h  0.111 0.090 0.011 0.009 
12 h  0.133 0.110 0.011 0.009 

 

 

 

Fig 4.5.13. Determination of inhalation threshold values via Cmax and AUC in blood. 

 

b) Isopropanol 

 

Concentration-time profiles of isopropanol in blood following oral absorption of the NOAEL dose and 

inhalation, according to available in literature exposure conditions (0.158 mg/L) were simulated by the 

PBTK3_orl and PBTK1_inh models respectively. Results are shown in Figure 4.5.14. Simulations were 
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performed for a male subject, BW= 75 kg. Oral and inhalation internal concentrations in terms of AUC and 

Cmax in blood and liver are shown in Table 4.5.16. Safe oral values are marked in red. 10 min of exposure 

was initially used and compared with oral safe results. In the same manner, we can show that less than 2 h of 

exposure to isopropanol at 0.158 mg/L is safe, however, AUC in blood approaches oral safe limit (Tables 

4.5.16-17).  

 

 

Fig 4.5.14. Isopropanol profiles in venous blood after oral absorption and inhalation. 

 

Table 4.5.16. AUC and Cmax of isopropanol in blood and liver for oral NOAEL dose (oral absorption and 
inhalation)  

AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

oral Inhalation oral Inhalation oral Inhalation oral Inhalation 
1.066 9.067.10-06 0.553   0.065 3.137 3.2.10-05 0.926 0.128 

 

 Table 4.5.17. Inhalation AUC and Cmax for exposure times 
 AUC liver AUC blood Cmax liver Cmax blood 

1 h of exposure 5.870.10-05 0.440 4.8.10-05 0.313 
2 h of exposure 0.0001 0.880 5.5.10-05 0.392 
3 h of exposure 0.0002 1.320 5.7.10-05 0.421 
6 h of exposure 0.0004 2.640 5.9.10-05 0.439 

12 h of exposure 0.0007 5.281 5.9.10-05 0.440 
 

 

 

Fig 4.5.15. Determination of inhalation threshold values via Cmax and AUC in blood. 
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It can be concluded that under the analysed conditions and assumptions: 

Inhalation threshold based on AUC in blood is ca. 0.158 mg/L inhaled for 1.2 h (Figure 4.5.15). 

 

4.5.3 Dermal-to-inhalation extrapolation 

 

 

Methyl iodide was used to derive inhalation thresholds from dermal exposure results at dermal NOAEL dose 

for rat and human. This study is just a theoretical example of a different than before type of RtR 

extrapolation. Rat inhalation PBTK model has been calibrated with respect to in vivo data: 25 and 100 ppm 

(Himmelstein et al., 2009) but there were no data to validate the dermal one. In case of human, the only 

calibration possible was based on IV data of a single subject (Robertz-Vaupel et al., 1991). PBTK parameters 

were used from Sweeney et al. 2009 (Sweeney et al., 2009).  The parameters for dermal absorptions were 

calculated by means of QSPRs. Due to these limitations, the following versions of PBTK models were used 

in the extrapolation: 

- PBTK1: inhalation for both rat and human. 

- PBTK1: Simple skin model was used for rat with first rate of absorption that is equal Kpskin
.Area = 

cm/h.cm2. 2 times the QSPR determined median Kpskin for human was used (median logKpskin = -

5.821 cm/s). 

- PBTK3: human dermal absorption. 

Dermal NOAEL value was assumed in a range of 10 mg/mL for rat and for human regardless of interspecies 

extrapolation to better show difference between rat and human result. Skin Area, as before, was 

proportionally changed with a dose. Moreover, I assumed in this case study that the PBTK model can be 

applied to lower than calibrated exposure limits (pure water at standard temperature and pressure has a 

density of 1 kg/L, therefore ppm � mg/L but I took the value 1000 lower, so I compared 10 mg/mL for 

dermal absorption with 10 ppm for inhalation). Unlike previously, here concentrations of exposed chemical 

in air were varied.  

 

a) Rat 

 

Concentration-time profiles of methyl iodide in rat blood following dermal absorption and inhalation of 10 

mg/mL (30.BW in 0.8 mL) simulated by PBTK1 model are shown in Figure 4.5.16. Simulations were 

performed for a male rat, BW= 0.265 kg. Oral and inhalation internal concentrations in terms of AUC and 

Cmax in blood and liver are shown in Table 4.5.18. Safe oral values are marked in red.  
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Fig 4.5.16. Concentration-time profiles of MEI in blood after inhalation and dermal absorption. 

 

Table 4.5.18. AUC and Cmax of MEI in blood and liver for oral NOAEL dose (oral absorption and 
inhalation)  

AUC liver [mg.h/L] AUC blood  [mg.h/L] Cmax liver  [mg/L] Cmax blood  [mg/L] 

inhalation dermal inhalation dermal inhalation dermal inhalation dermal 
0.0832 2.0.10-04   13.690 0.295 0.020 3.09.10-05   3.271 0.058 

 

Under given exposure conditions (Table 4.5.1). Inhalation AUC and Cmax in blood are ca. 80 times higher 

than the dermal results. This indicates that the inhalation threshold value is much lower than the assumed 

dermal NOAEL of 10 mg/mL. This threshold was determined by changing the absolute doses applied on skin 

from 600 times lower the NOAEL dose and up to 10 times lower the NOAEL value (Table 4.5.19).  Skin 

area was decreased in the same way as a dose. 

 

Table 4.5.19. Inhalation AUC and Cmax for different concentrations 
 AUC liver AUC blood Cmax liver Cmax blood 

(10)/600 0.0001 0.018 2.6.10-05   0.004 
(10)/100 0.0007 0.107 2.10-04   0.025 
(10)/50 0.0013 0.216 0.0003 0.051 
(10)/10 0.007 1.113 0.002 0.266 

 

 

Fig 4.5.17. Determination of inhalation thresholds values via Cmax and AUC in blood. 
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It can be concluded that under the analysed conditions and assumptions: 

- All the investigated toxicokinetic parameters are higher after inhalation. 

- Inhalation threshold based on Cmax in blood is 45 times lower than 10 mg/mL  and equals to 

0.22 mg/mL over 2 h. 

 

b) Human 

 
Concentration-time profiles of methyl iodide in human blood following dermal absorption and inhalation of 

10 mg/mL (0.03. BW in 0.255 mL) simulated by PBTK1 (inhalation) and PBTK3 (dermal absorption) 

models are shown in Figure 4.5.18. Simulations were performed for a male subject, BW= 85 kg. Oral and 

inhalation internal concentrations in terms of AUC and Cmax in blood and liver are shown in Table 4.5.20. 

Safe oral values are marked in red.  

 

 

Fig 4.5.18. Concentration-time profiles of MEI in blood after inhalation and dermal absorption.  

 

Table 4.5.20. Human AUC and Cmax of iodomethane in blood and liver for inhalation NOAEL (inhalation 
and dermal absorption) 

AUC liver  [mg.h/L] AUC blood  [mg.h/L] Cmax liver  [mg/L] Cmax blood  [mg/L] 

inhalation dermal inhalation dermal inhalation dermal inhalation dermal 
0.249 1.5.10-04   3.678 0.006   0.125 5.55.10-05   1.847 0.002 

 
 
Under given exposure conditions (Table 4.5.1). Inhalation toxicokinetic parameters in blood and liver are ca. 

1000 times higher than the dermal results. This indicates that the inhalation threshold value is again much 

lower than the assumed dermal NOAEL of 10 mg/mL. This threshold was determined by changing the 

absolute doses applied on skin from 1000 times lower the NOAEL dose and up to 10 times lower the 

NOAEL value (Table 4.5.21).  Skin area was decreased in the same way as a dose. 
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Table 4.5.21. Inhalation AUC and Cmax for different concentrations 

 AUC liver  [mg.h/L] AUC blood  [mg.h/L] Cmax liver  [mg/L] Cmax blood  [mg/L] 

10/1000 0.00023 0.0034 1.10-04   0.0017 
10/600 0.0004 0.0057 2.10-04   0.0028 
10/100 0.0023 0.0341  0.0012 0.017 
10/50 0.0047 0.068 0.0023 0.034 
10/10 0.024 0.3465  0.0119     0.173 

 
 

 
 

Fig 4.5.19. Determination of inhalation thresholds values via Cmax and AUC in blood. 

 

It can be concluded that under the analysed conditions and assumptions: 

Inhalation threshold based on Cmax in blood is 800 times lower than 10 mg/mL  and equals to 0.0125 

mg/mL over 2 h. 

 

4.6 Ethanol case studies 

 

Two ethanol case studies are presented in this chapter: i) the application of physiologically-based 

toxicokinetic/pharmacokinetic (PBTK/PBPK) modelling in simulating the time-dependent concentrations of 

ethanol and its two minor metabolites: ethyl glucuronide and ethyl sulfate, in blood and urine, for the healthy 

Caucasian population; ii) modelling of ethanol skin absorption from various vehicles.  

 

4.6.1 Simulation of ethanol metabolites in serum and urine following oral administration 

 
 

In this study, I was interested to adapt the PBTK3_orl model to estimate the subject-specific EtG and EtS 

concentration-time profiles in human biological samples (serum and urine) with the ultimate goal to back-

extrapolate to the time of alcohol intake, assuming that the dose ingested is known.  

The model parameters were divided into population (constant) and subject-dependent (variable); and kinetic 

parameters (expressed as L or mg per h) were additionally refined to  account for inter-individual variations 

in body mass index (BMI) and sex differences in body organ/tissue fractions of the overall body weight (in 
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particular adipose tissue). In this way, there were only up to four variable parameters to be fitted with respect 

to individual in vivo blood and urine data to ensure a good match of time dependent variables like peak 

concentration and area under curve in the considered organs and bio-fluids (more details below).    

 

I used existing literature absorption and metabolism rates of ethanol to acetaldehyde (its main metabolite) as 

starting values prior to their optimisation (of all the parameters that showed sensitivity towards AUC of 

ethanol, EtS, EtG or creatinine- see Table 4.6.2) with respect to individual and median experimental data:  

-  Blood ethanol concentrations were taken from two drinking experiments performed by (Wilkinson 

et al., 1977a, 1977b), under fasting conditions: i) eight healthy adult white male volunteers received 

15, 30, 45 and 60 mL of 95% ethanol in orange juice (total volume of each dose was 150mL; ii) a 

single adult male volunteer (74.9 kg) was given 30 and 45 mL of 95% alcohol in a total volume of 

180 mL (made up with orange juice) – Figure 4.6.1. 

 

  

 

Fig 4.6.1. Concentration-time profiles of different doses of ethanol in blood according to: (1) 

(Wilkinson et al., 1977a), (2) (Wilkinson et al., 1977b). 

 

- Acetaldehyde concentrations from alcohol drinking study of Jones et al. (Jones et al., 1988) were 

used to further refine reverse metabolism rates of ethanol to acetaldehyde (Vrev, Kmrev).  
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- For the purpose of this work, EtG and EtS serum and urinary concentrations from the drinking study 

of (Lostia et al., 2013) were used to refine the model in terms of EtG and EtS kinetics. In this study, 

18 healthy volunteers (9:9 male: female, non-Asian, 18–35 years old and with a body weight 

between 50 and 80 kg) participated in two separate controlled drinking experiments, with at least 1 

week interval in between, and provided blood and urine samples. Asians were excluded because 40 

% of the Asian population has a gene deletion and lacks the enzyme to metabolise ethanol to 

acetaldehyde. For each drinking experiment, volunteers abstained from alcohol during the 3 days 

before the study (based on self-reporting and confirmed by analysis of EtG and EtS in urine), and for 

3 days after alcohol administration. In the first experiment, 4 units of alcohol (corresponding to a 

mean value of 0.76 g of ethanol/ kg of body weight, calculated by the Widmark equation; Widmark 

factors used: 0.68 for males and 0.55 for females) was administered, while in the second one, 8 units 

of alcohol (corresponding to a mean value of 1.53 g/kg). Ethanol was consumed at lunch time (12 

a.m.) over a total period of 60 min (for 4 units, volunteers had to drink 100 mL of alcoholic drink 

every 15 min, while for 8 units they drank 125 mL every 15 min). Urine samples were collected after 

alcohol administration every hour for the first 7 h and then after 10, 24, 48 and 72 h. For each 

sample, all the urine volume was collected and measured. Blood samples of 15 mL were collected 

every hour for the first 6 h and then after 24 and 48 h. After collection, the serum fraction was 

isolated and used for the analysis. The following analytes were measured: EtG and EtS in serum and 

urine, ethanol in serum and urinary creatinine. The analysis was performed by the Drug Control 

Centre (King's College, London), which is accredited to ISO 17025 and by the World Anti-Doping 

Agency for drug testing analysis, using validated methods developed in house. In the calibration step 

of the PBTK model, the experimental data of 16 out of 18 volunteers were used per dose of ethanol, 

while data for the remaining two volunteers were used for the model validation. 

 

The experimental data of two volunteers enrolled in the study of  (Lostia et al., 2013) were used to validate 

the PBTK model in terms of its prediction power in simulating EtG and EtS concentration-time profiles in 

serum and urine samples. From the dataset composed of 18 subjects, one male administered with 4 units of 

alcohol and one female with 8 units were randomly selected and excluded from the training set used to 

calibrate the model. The training set was composed of a number of experimental values measured every hour 

up to 6 h in serum and 10 h in urine for each of 16 subjects, whereas the test set of the two subjects was 

limited to 3 random consecutive (with 1 h difference) EtG and EtS serum and urine concentrations were 

taken. The procedure for assigning subjects to the training and tests sets was repeated twice, and on each 

occasion the volunteers selected were different. The exact time of the sample collection after ethanol 

ingestion was assumed unknown while the dose of ethanol ingested (4 or 8 units) was used in the model 

prediction since the aim was to challenge the ability of the model to back-extrapolate to the time "zero" 

corresponding to the time of alcohol ingestion. In a real case scenario the dose of ethanol ingested would also 

be unknown. The primary goal of this work was thus to use PBTK modeling to predict the time of alcohol 
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drinking. The rationale for using three consecutive concentrations is based on the findings of  (Lostia et al., 

2013), and is explained more in the discussion section. 

All physiological parameters for a reference man and woman were refined, for this type of study only, in 

terms of adipose tissue  that was calculated by using the equation taken from (Deurenberg et al., 1998): 

100

82.029.1 −⋅+⋅ AgeBMI  for a man and 
100

4.192.029.1 −⋅+⋅ AgeBMI  for a woman (BMI: Body Mass Index). 

The kinetic parameters are: the rates of ethanol absorption in the GI tract (stomach and intestines), ethanol 

metabolism to acetaldehyde, EtG and EtS formation rates, renal clearance of ethanol, EtG and EtS and 

urinary creatinine formation and elimination. For a pragmatic implementation of the model, these parameters 

are distinguished into those that are assumed constant between individuals (subject-independent or 

population constant- optimised as population averages), and those that are subject-dependent (need to be 

optimised against individual experimental data).  In particular, the absorption of ethanol in the GI tract, its 

metabolism to acetaldehyde, and renal clearance of EtS and EtG are treated as subject-independent, while the 

formation rates of EtG and EtS, renal clearance of ethanol and urinary creatinine formation are considered 

subject-dependent (explained below) -Figure 4.6.2. This decision was based on the results of sensitivity 

analysis that indicated the most sensitive parameters with respect to serum AUC. 

 

 

Fig 4.6.2. Kinetic parameters divided into population constant and subject-specific groups. 

 

The following refinement and assumptions were made in developing the model: 

 

a) Absorption 

Kinetic parameters 

Population constant:

- absorption of ethanol in GI tract: kastom, kaSI, kmax, kmin

- Ethanol metabolism to acetaldehyde: Vmax, Km

-Renal CLR of metabolites and creatinine

Subject dependent:

- formation rates of EtS, EtG and 
creatinine

- renal CLR of ethanol
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The absorption rate of ethanol in stomach, taken from (Loizou and Spendiff, 2004), was optimised according 

to ethanol serum concentration from (Lostia et al., 2013) with the alcohol drinking time of 60 min. 

 

b) Distribution 

 

Tissue-to-blood partition coefficients (PC) for ethanol, EtG and EtS were calculated using the formula from 

(Schmitt, 2008) and used unchanged for all the subjects. 

 

c) Metabolism 

 

- Acetaldehyde 

The reversible Michaelis-Menten kinetic equation (see Equation 4.6.1) describing the ethanol metabolism to 

acetaldehyde was taken from (Umulis et al., 2005). The Vmax and Km values of the equation were then 

optimised by using the ethanol blood concentrations from (Wilkinson et al., 1977a, 1977b), assumed 

population constant and ultimately the Vmax was refined by BMI. 
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Where:   

CEth,liv : ethanol concentration in liver [mg/L] 

CAcet,liv: acetaldehyde concentration in liver [mg/L] 

PCliv: liver-to-blood partition coefficient  

Vrev: the maximum rate of the reverse reaction of acetaldehyde to ethanol [mg/h] 

Kmrev: reaction constant for the rate law [mg/L] 

 

- EtG and EtS 

The formation rates of EtS and EtG were calculated using serum concentrations from (Lostia et al., 2013). 

They follow 2nd and 0.6 orders respectively (Equation 4.6.2) and remained subject-specific. These two 

values were selected because they allow for a better fit of the concentration-time profiles than when a 1st 

order formation rate was used for both metabolites.  Previously published kinetic (not physiologically based) 

models (Droenner et al., 2002; Schmitt et al., 2010) assumed 1st order formation rates for both EtG and EtS.  
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d) Kidney elimination 

 

- Ethanol 

 

Subject specific ethanol renal clearance was calculated from individual serum data as a correction factor for 

inter-subject differences in ethanol elimination not taken into account by liver metabolism. 

 

- EtG and EtS 

 

Renal clearance rates of EtG and EtS were optimised by using the urinary concentrations normalised to 

creatinine from (Lostia et al., 2013), while the bladder emptying rate was calculated using the experimental 

urinary volumes. For renal clearance and bladder emptying rates, the subject-specific values were all very 

similar between the 16 volunteers (ranges: renal clearance: 0.6-1 L/h, bladder emptying rate: 0.08-0.12 L/h) 

therefore median values were calculated and used for both genders.  

 

- Creatinine 

 

Creatinine formation and elimination rates were optimised with respect to creatinine concentration  data 

(Lostia et al., 2013). The formation rate remained subject-dependent and elimination was assumed equal to 5. 

BMI [mg/h] for the analysed population according to the model fitting results. The need for modelling 

creatinine came from the use of normalised to creatinine urinary experimental data.  

 
Calculated dimensionless tissue-to- blood partition coefficients (Schmitt, 2008) for ethanol, acetaldehyde, 

EtS and EtG are reported in Table 4.6.1.  

 

Table 4.6.1. Tissue-to-blood partition coefficients of ethanol, acetaldehyde, EtS and EtG 

Tissue-to-blood partition coefficients  Ethanol Acetaldehyde EtS EtG 

Liver 0.86 0.83 0.84 0.83 

Poorly perfused tissues 0.64 0.625 0.635 0.57 

Highly perfused tissues 0.92 0.88 0.9 0.85 

Lungs 0.92 0.9 0.91 0.82 

Kidney 0.9 0.88 0.89 1 

GI tract 0.9 0.88 - - 

 Adipose tissue  0.59 0.17 0.17 0.17 

Skin 0.76 0.71 0.72 0.69 
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Ethanol population constant kinetic parameters such as absorption rates in the GI tract, liver metabolism to 

acetaldehyde are given in Table 4.6.2 together with the source (taken from literature or optimised).  

 

Table 4.6.2. Ethanol absorption and liver metabolism parameters 

 
Literature 

value 

Reference 

 

Optimised 

value 

Optimised with respect to 

 

GI tract absorption of ethanol: 

Stomach abs kastom [1/h] 
 0.6584 

(Loizou and 
Spendiff, 2004) 

 
 
 

4 

Ethanol serum/blood 
concentrations 

(Lostia et al., 2013) 
Intestine abs. kaSI [1/h] 

 25.1 - - 
Stomach emptying rates 

kmax, kmin [1/h] 
 

8.16 
0.05 - - 

Ethanol metabolism to Acetaldehyde: 

Vmax 
 

2.2 
mmol.(min.kg 

liver)-1 

(Umulis et al., 
2005)  

 
 
 

10 
mg/h/BMI 

Ethanol serum/ blood 
concentrations 

(Lostia et al., 2013) 
(Wilkinson et al., 1977a, 

1977b) 
Km 

 
0.4  
mM 0.962 mg/L 

Vrev 
 

32.6 
mmol.(min.kg 

liver)-1 20 mg/h/BMI 
Acetaldehyde blood conc. 

(Jones et al., 1988) 

Kmrev 
1 

mM - - 
Blood-air partition coefficient for 

ethanol 
PCbloodair 

1352.5 
 

(Meulenberg 
and Vijverberg, 

2000) - - 
Blood-air partition coefficient for 

acetaldehyde 
PCbloodair,met 

183 
 

(Jones et al., 
1985) 

- 
 

- 
 

 
 

The following kinetic parameters, formation rates of EtS and EtG in liver, ethanol renal clearance and 

creatinine formation, were calculated for each subject and are provided in Table 4.6.3 for the training set of 

16 subjects. Statistics of fitting and median results are given in Table 4.6.3 with a coefficient of correlation 

(R2) and mean squared error (MSE).  

 

Table 4.6.3.  Parameters fitting with respect to individual concentration time profiles in blood and urine 

Subject BW Hm Age 

KformEtS 

[L/h/BMI] 

KformEtG 

[L/h/BMI] 

CLREth 

[L/h/BMI] 

RformCreat 

[mg/h/BMI] 

4 units of ethanol 
1 81 189 28 9.10.10-07 0.015 30 5.5 
2 72 183 24 1.80.10-06 0.019 20 5.5 
3 75 173 30 1.30.10-06 0.02 50 4 
4 75 184 23 3.10.10-06 0.019 20 4 
5 71.6 181 21 1.40.10-06 0.023 5 3.5 
6 74 173 20 1.40.10-06 0.024 15 3 
7 75.3 178 27 2.00.10-06 0.023 150 4 
8 78.5 185 20 2.00.10-06 0.021 15 4 
9 68 165 28 1.70.10-06 0.018 9 4 
1 77.5 173 21 1.30.10-06 0.02 30 3 
2 64 166 20 9.00.10-07 0.019 3 3 
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3 70 170 25 1.50.10-06 0.029 2 3 
4 60 170 29 1.20.10-06 0.013 4 3 
5 61 162 22 9.00.10-07 0.018 3 2 
6 72 173 25 1.40.10-06 0.027 3 3 
7 56 179 30 7.50.10-07 0.029 4 2.5 
8 64 159 19 1.10.10-06 0.02 4 2.5 
9 75 168 21 1.10.10-06 0.012 15 3 

Median 

man 75 181 24 1.80
.
10

-06
 0.021 20 4.50 

Median 

woman 64 170 22 1.10
.
10

-06
 0.019 4.0 2.50 

8 units of ethanol 
1 81 189 28 4.10.10-07 0.024 0.5 6.5 
2 72 183 24 6.50.10-07 0.024 2 4.5 
3 75 173 30 4.00.10-07 0.025 1 3.5 
4 75 184 23 1.10.10-06 0.025 1 3.5 
5 71.6 181 21 5.40.10-07 0.025 0.1 3.5 
6 74 173 20 5.70.10-07 0.03 1.5 3 
7 75.3 178 27 5.00.10-07 0.015 1 3 
8 78.5 185 20 7.00.10-07 0.025 0.5 3 
9 68 165 28 4.60.10-07 0.02 0.5 3 
1 77.5 173 21 4.60.10-07 0.028 0.5 2.5 
2 64 166 20 3.50.10-07 0.022 0.1 3 
3 70 170 25 4.90.10-07 0.028 0.5 4.5 
4 60 170 29 3.60.10-07 0.009 0.1 2.5 
5 61 162 22 3.70.10-07 0.021 0.1 4 
6 72 173 25 6.00.10-07 0.04 0.1 2 
7 56 179 30 2.80.10-07 0.033 0.1 2 
8 64 159 19 3.50.10-07 0.02 0.1 2 
9 75 168 21 4.10.10-07 0.014 0.1 2 

Median 

man 75 181 24 5.70
.
10

-07
 0.0250 1.00 3.500 

Median 

woman 64 170 22 3.70
.
10

-07
 0.0230 0.10 3.00 

 

 

Table 4.6.4. Median subject-dependent parameters and statistics 
Parameter Range Median value 

Age Men: 20-30 
Women: 19-30 

Men:24 
Women:22 

Height [cm] Men: 165-189 
Women: 159-179 

Men: 181 
Women: 170 

BW [kg] Men: 68-81 
Women: 56-77.5 

Men:75 
Women:64 

EtS formation rate [L/h/BMI] 
KformEtS  

Men: 4.10-07-3.1.10-06 
MSE: 1.29.10-05-0.016 

R2:-26.17-97 
Women: 2.80.10-07-1.50.10-06 

MSE:1.4.10-04-0.005 
R2:60-94.32 

Men: 1.01.10-06 
MSE:8.2.10-04 

R2:89.22 
Women: 6.75.10-07 

MSE: 0.001 
R2: 79.434 

EtG formation rate [L/h/BMI] 
KformEtG 

Men: 0.015-0.030 
MSE: 8.08.10-05-0.081 

R2:-111.32-98 
Women: 9.00.10-03-0.040  

MSE:1.04.10-04-0.033 
R2:40-93.183 

Men: 0.023 
MSE:0.0048 

R2:79.98 
Women:0.021 
MSE: 0.006 

R2: 66.59 
Ethanol renal clearance 

[L/h/BMI] 
CLREth 

Men: 0.1-150 
MSE:169.647-42625.74 

R2: 47.16-98.78 
Women:0.1-30 

MSE:213.22-33022.65 

Men: 3.5 
MSE: 5299.091 

R2: 91.90 
Women: 1.25 

MSE: 7331.124 
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R2:74.90-98.15 R2: 91.25 
Creatinine formation [mg/h/BMI] 

RformCreat  
Men: 5.1-11.05 

Women: 3.40-7.65 
Men: 6.375 

Women: 4.68 
 

 
Dose dependency and inter-subjects variations 

 

 
Fitting of subject-dependent parameters to individual concentration-time profiles in serum and urine showed 

the following: 

- Ethanol renal clearance used here as a correction factor for inter-subject differences in ethanol 

elimination decreased with increasing dose from median 2.20 to 1 [L/h/BMI] for men and 4 to 0.1 

L/h/BMI for women. EtS and creatinine formations showed similar results but, oppositely, EtG 

formation increased slightly with increased dose. 

- There were clear gender-based differences in the fitted values – the highest for ethanol clearance and 

the lowest for EtG formation. 

 

Figure 4.6.3 shows the difference in fitted formation rates of EtS and EtG and ethanol clearance among 

individuals and for the two ethanol doses. EtS formation rate and ethanol clearance seem to decrease with 

alcohol dos, whereas EtG formation rate is more or less unchanged. 

 

  

 

 

Fig 4.6.3. Inter-subject differences in EtS and EtG formation rates and ethanol clearance. 
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Ethanol in serum 

 

 

Figure 4.6.4 shows median simulated concentration-time profiles of ethanol in serum for men and women 

and their experimental values. Simulations showed that ethanol reaches Cmax of 508 mg/L at 1.1 h (4 units, 

women), 314 mg/L at 1 h (4 units, men), 1312.7 mg/L at 1.1 h (8 units, women) and 1029.5 mg/L at 1.1 h (8 

units, men). Based on the experimental results of  (Lostia et al., 2013) a concentration threshold level of 0.01 

mg/L was chosen here as the lowest possible concentration (calculated by the PBTK model) below which it 

is assumed that a compound is fully eliminated from the serum. Ethanol concentrations less than 0.01 mg/L 

were estimated at 16.7 h (4units, women), 14.9 h (4 units, men), 30.3 h (8 units, women) and 28.1 h (8 units, 

men). At 24 h, the model predicted in serum 1.44.10-05 mg/L (4 units, women), 5.02.10-08  mg/L (4 units, 

men), 1.85 mg/L (8 units, women) and 0.034 mg/L (8 units, men) of ethanol. 

 

 

 

Fig 4.6.4. Simulated and experimental ethanol concentration-time profiles in serum following consumption 

of 4 and 8 units of alcohol: Exp. data: (Lostia et al., 2013) 

 

 

 

EtS and in serum and urine 

 

Simulations of EtS serum concentrations indicated the peak concentration of 0.32 mg/L at 1.4 h (4 units, 

women), 0.23 mg/L at 1.2 h (4 units, men), 0.69 mg/L at 2.4 h (8 units, women) and 0.55 mg/L at 2 h (8 

units, men) (Figure 4.6.5). EtS serum levels below 0.01 mg/L were predicted after 12.9 h (4units, women), 

12.5 h (4 units, men), 19.4 h (8 units, women) and 18.7 h (8 units, men). At 24 h, the estimated EtS serum 

concentrations were: 2.23.10-04 mg/L (4 units, women), 3.72.10-04 mg/L (4 units, men), 0.0021 mg/L (8 units, 

women and men).  
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Fig 4.6.5. Simulated and experimental EtS concentration-time profiles in serum following consumption of  4 

and 8 units of alcohol: Exp.Data: (Lostia et al., 2013). 

 

Simulated urinary concentrations normalised to creatinine resulted in the peak concentration of 0.0428 at 2.1 

h (4 units, women), 0.0163 at 1.9 h (4 units, men), 0.0825 at 3 h (8 units, women), 0.0579 at 2.7 h (8 units, 

men) (Figure 4.6.6). Women data for 4 and 8 units are particularly difficult to model due to higher 

fluctuations. At 24 h the urine levels of EtS were: 3.97.10-05 (4 units, women), 3.66.10-05 (4 units, men), 

3.116.10-04 (8 units, women) and 2.7.10-04 (8 units, men). 

 

 

 

Fig 4.6.6.  Simulated and experimental EtS concentration-time profiles in urine following consumption of 4 

and 8 units of alcohol: Exp.Data: (Lostia et al., 2013). 
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1.39 mg/L at 4.5 h (8 units, women) and 1.08 mg/L at 4.2h (8 units, men). EtG concentrations below 0.01 
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mg/ L in serum were predicted after 18.4 h (4 units, women), 16.5 h (4 units, men), 31.5 h (8 units, women) 

and 28.1 h (8 units, men) (Figure 4.6.7). At 24 h they were equal to: 0.0013 mg/L (4 units, women), 9.66.10-

04 mg/L (4 units, men), 0.118 mg/L (8 units, women) and 0.0335 mg/L (8 units, men).  

 

 

 

Fig 4.6.7. Simulated and experimental EtG concentration-time profiles in serum following consumption of 4 

and 8 units of alcohol: Exp.Data: (Lostia et al., 2013). 

 

 
In a similar way to EtS, EtG urinary concentration-time profiles revealed higher deviations from 

experimental data points, especially in the elimination phase (Figure 4.6.8).  

Simulated urinary concentrations showed the peak concentration of 0.077 at 4 h (4 units, women), 0.03 at 2.8 

h (4 units, men), 0.169 at 5 h (8 units, women), 0.1155 at 4.7 h (8 units, men). At 24 h, predicted urinary 

ratios of EtG to creatinine were: 2.41.10-04 (4 units, women), 9.60.10-05 (4 units, men), 0.0165 (8 units, 

women) and 0.0042 (8 units, men). 

 

 

 

Fig 4.6.8. Simulated and experimental EtG concentration-time profiles in urine following consumption of 4 

and 8 units of alcohol: Exp.Data: (Lostia et al., 2013). 
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Sensitivity analysis 

 

 

The local sensitivity (in terms of AUC in serum) output and Monte Carlo simulations for all investigated 

kinetic parameters are presented in Appendix 1. The ranking of the most sensitive parameters with respect to 

ethanol, EtS and EtG serum concentrations is different. However, the following parameters are highly ranked 

for all of the three substances: stomach absorption rate (kastom), ethanol metabolism rate to acetaldehyde 

(Vmax) and ethanol renal clearance (CLReth) and drinking rate (Dt). Others include renal clearance rate of 

metabolites (CLREtG, CLREtS) and formation rates of metabolites (KformEtS, KformEtG). 

 

Based on the sensitivity functions the collinearity value for a whole set of parameters was more than 20 for 

ethanol, EtS and EtG. The best sets for calibration (according to collinearity index) included 2-3 parameters. 

The following groups showed the smallest index: for ethanol: CLReth, Vmax (3.1), CLReth, Vmax, kastm (5.72), 

CLReth, kaSI, kastm (6.45), CLReth, Km,  kaSI (7.65), CLREth, Kmrev, Vmax (8.15), CLReth, Km, kmin (8.52); for 

EtS: KmetEtS, CLREtS (1.81), KmetEtS, CLREtS, kastm (5.56), KmetEtS, kaSI, kastm (5.71); and for EtG: KmetEtG, 

CLREtG (2.32), KmetEtG, CLREtG, kastm (7.22), KmetEtG, CLREtG, kaSI (7.86). Based on these results the group 

of subject-dependent, variable, parameters for fitting was selected. 

Finally, Monte Carlo simulations confirmed that the parameters with highest impact on the variability of 

serum concentrations were for ethanol, EtS and EtG: alcohol drinking rate (Dt), kastm, Vmax, CLRETH; for EtS: 

CLREtS, Dt, KmetEtS; and for EtG: CLREtG, Dt, KmetEtG. 

The outcome of the sensitivity analysis was then updated considering the model parameters relevant for this 

specific forensic application of estimating alcohol drinking time based on the knowledge of a few 

experimentally determined concentrations of EtG and EtS. Therefore the parameters important for the model 

prediction are: formation arte of EtS (KmetEtS), formation rate of EtG (KmetEtG) and ethanol clearance 

(CLREth). The above-mentioned three parameters have been selected because are the only ones that can be 

measured in biological samples (serum and/or urine) collected in a real case forensic scenario to evaluate 

alcohol administration. 

 

Time and dose extrapolations of new data 

 

The median subject specific parameters were calculated for each of the 16 volunteers in the training set, 

separately for males and females, and were used to estimate the time course for a new and “unknown” set of 

data (2 volunteers excluded from the training set) as starting values. This was repeated twice resulting in two 

different test sets: A and B. 

The following steps were carried out: 

 

1. The PBTK model was updated upon physiological information of new subjects (BW, height, age, 

BMI). 
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2. Simulations were performed for 4 and 8 units with median subject-dependent parameters (step A: 

KformEtS=1.14.10-06 (men), 7.70.10-07 (women), KformEtG= 0.022 (men, women), CLREth = 10. 38 (men), 

1.8 (women) [L/h/BMI]; step B:  KformEtS=1.15.10-06 (men), 7.33.10-07 (women), KformEtG= 0.023 

(men), 0.21 (women), CLREth = 9.25 (men), 1.8 (women) L/h/BMI). 

3. Euclidean distance was calculated between 3 experimental and simulated consecutive, timely 

separated concentrations (1 h difference in this example). The minimal distance between simulated 

and experimental indicated a possible time of sampled experimental concentrations.  

4. Once the potential ethanol dose is estimated, refinement of subject variable parameters with respect 

to new in vivo data should be performed to improve simulated concentration-time profiles. 

 

The model simulations for 4 and 8 units for these two subjects in test sets A and B prior to step 4 are 

presented in Figure 4.6.9.  Euclidean distance (ED) criterion was used here as simple example to show the 

difficulty in proper identification of the sampling times (Table 4.6.5).  

 

A)  

B)   

Fig 4.6.9. Simulation of EG and EtS levels in serum following consumption of 4 and 8 units of ethanol for 

two test sets A and B.  
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Table 4.6.5. Euclidean distance (ED) results 
Subject EtS 4 units EtS 8 units EtG 4 units EtG 8 units 

Male 
subject 

(A) 
 
 

Experimental points: 
Hours: 2,3,4 

0.174,0.132,0.085 

 
Experimental points: 

- 

Experimental points: 
Hours: 2,3,4 

0.505,0.376,0.347 

 
Experimental points: 

- 
ED: 0.061 

Matching hours: 2,3,4 
- 
 

ED: 0.112 
Matching hours: 2,3,4 

- 

Female 
subject 

(A) 
 
 
 

- 
 

Experimental points: 
Hours: 4,5,6 

0.628,0.599,0.535 

 
- 

Experimental points: 
Hours: 4,5,6 
1.41,1.36,1.2 

- 
 

ED: 0.088 
Matching hours::4,5,6 

 

 
- 
 

ED: 0.081 
Matching hours:6,7,8 

Male 
subject 

(B) 
 
 

- 
 
 

Experimental points: 
Hours: 1,2,3 

0.291,0.354,0.335 
 

 
- 

Experimental points: 
Hours: 1,2,3 

0.540,0.874,0.949 

- 
 

ED: 0.143 
Matching hours:1,2,3 

 

- 
 

ED= 0.138 
Matching hours:1,2,3 

 

Female 
subject 

(B) 
 

Experimental points: 
Hours: 1,2,3 

0.186,0.149,0.111 
- 

 

Experimental points: 
Hours: 1,2,3 

0.327,0.407,0.277 

 
- 

ED: 0.029 
Matching hours:3,4,5 

ED:0.095 
Matching hours:1,2,3 

- 
 

ED: 0.210 
Matching hours:1,2,3 

ED: 0.224 
Matching hours:2,3,4 

 
- 
 

 

 

Discussion 

 

In this work I used for the first time the PBTK model to simulate concentration-time profiles of EtS and EtG 

both in serum and urine as a proof of concept to demonstrate its application in supporting the back-

extrapolation of the time of alcohol intake. The goal was to present a practical application of PBTK 

modelling that can be of interest for forensic application with focus on determining the concentration-time 

profiles of a compound based on few available experimental data collected from one subject. For instance, a 

realistic forensic scenario to investigate would be drink driving claims or proof of drinking by courts.  In this 

study, three consecutive serum samples were used for evaluation of the model performance since the 

collection of more samples, although feasible, would not be realistic. 

I obtained reliable results in the model calibration step with respect to the experimental data from the study 

of  (Lostia et al., 2013) in the training set composed of 16 subjects per dose of ethanol. In particular, the 

serum concentrations were well fitted by the model, whereas urinary profiles showed higher between-subject 

variability thus affecting the model predictive performance. Nevertheless, using a relatively simple urinary 

elimination profile (kidney – bladder – urine/ creatinine) a quite satisfactory prediction in urine was 

obtained. Another difficulty was in the modelling of excreted creatinine concentrations in time that required 

additional experimental information about examined subjects. Therefore I decided to use only serum samples 

to back extrapolate the time of drinking by model predictions. A bigger dataset for urinary concentrations 

might help in the future to better describe the kinetics of EtG and EtS in this biological matrix. 
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From the experimental and simulated data, it might be argued that the kinetic of EtG and EtS is different 

between males and females, with the latter showing a higher amount of alcohol in the body. This is explained 

by the drinking experiment layout designed in (Lostia et al., 2013) where alcohol doses were given 

considering only the units of alcohol ingested (1 unit corresponds to 8 g of alcohol) and not by calculating 

the amount of ethanol consumed per kilogram of body weight. In the latter, the amount of alcohol in the 

body would be very similar in all the volunteers because of the normalization against body weight. For this 

reason, in this dataset, the female volunteers had a mean amount of alcohol in the body almost 1.5 times 

higher than in males (0.88 ± 0.03 versus 0.63 ± 0.03 g/kg after 4 units; 1.76 ± 0.18 versus 1.27 ± 0.07 g/kg 

after 8 units). The decision of administrating alcohol as units was to obtain a more realistic drinking 

situation. 

An advantage of the PBTK model, compared to previous kinetic models (Droenner et al., 2002; Schmitt et 

al., 2010), is that it includes physiological information that allows grouping the model parameters into 

population-constant and subject-specific. To avoid the model identifiability problem I tried to balance the 

minimal number of tunable parameters and good model simulation performance with respect to individual 

ADME profiles. Therefore, though, the model is complex and has more parameters than previously reported 

kinetic models (Droenner et al., 2002; Schmitt et al., 2010), it needs fitting fewer parameters with respect to 

individual serum and urine concentrations. Based on sensitivity analysis results, I chose four parameters to 

be refined with respect to new data: formation rates of EtS and EtG, ethanol renal clearance and creatinine 

formation. These parameters were also chosen as most sensitive because they are the most relevant for this 

forensic application. In fact they can be measured from biological samples, urine and serum, collected from 

subjects. Concentrations of the two metabolites are very low when compared to ethanol and acetaldehyde 

(when median population metabolism rate adjusted by BMI would work quite well for all individuals) – and 

therefore their formation rates show higher inter-individual variations.  However, median values derived in 

Table 4.6.3 may serve as a good initial estimate for unknown data prior to fitting. Based on this table, we see 

that there is a small variation in the formation rate of EtG in the liver and high in creatinine formation and 

ethanol renal clearance. 

The main limitations of the PBTK model are its applicability domain and no between-subject biological 

differences in ADME processes other than a difference in BMI. Currently, the model can be applied for 

single administration of 4-8 units of ethanol (1 unit corresponds to 10 mL or ~8 g of pure ethanol) under the 

conditions of the above-described experimental design and would require further validation and/or 

refinement (in terms of subject-specific parameters) to be applicable for higher and repeated doses.  

In the final stage, I applied the optimised model to new data (in the test set) to back-extrapolate the time of 

ethanol drinking, assuming knowledge of the dose of ethanol consumed and using median values of the 

subject-specific parameters. I was limited to predicting serum results only as already explained before in the 

discussion. I implemented a simple Euclidean distance metric to compare simulation results with 

experimental points to estimate the concentration-time profile. The results in Table 4.6.6 (where simulation 

results are compared with experimental values) show that in most of the cases identification of accurate 
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sampling time based on a small ED value was possible. Nevertheless, I used the information about measured 

EtS/EtG concentrations ratio to decide between early (prior to concentration peak value or shortly after) or 

late times (far after peak value). Female subject B showed, however, two possibilities for early consecutive 

times which illustrates that the PBTK model itself and mathematical matching strategy should not (in its 

current formulation) be used on its own if a precise estimation of these times is necessary. 

The choice of using only three consecutive concentrations was based on the findings of the study of  (Lostia 

et al., 2013). The authors observed that, both in serum and urine samples, the EtG/EtS ratio rose with time 

after alcohol administration, mainly over the first 4 h. Although they were not able to confirm whether 

EtG/EtS might be a useful marker to calculate time since alcohol administration, they postulated that two or 

three consecutive urine or serum samples with increasing EtG/EtS might indicate recent drinking within the 

last 6–10 h depending on the biological specimen used for the investigation. Instead, two or three 

consecutive decreasing EtG/EtS values might suggest drinking before the previous 10 or even more hours. 

The authors, however, made it clear that a larger number of volunteers and more time-points samples would 

be needed to confirm the findings. Therefore currently these 3 consecutive points would help only to decide 

between the simulated results in the absorption (early times) and elimination (late times) phases.  

At its current stage, the PBTK model is not intended to be a standalone tool to predict the exact time of 

ethanol ingestion based on a limited number of serum samples with known EtG and EtS concentrations.  

However, the model is a valuable method that in a forensic weight of evidence approach can provide further 

evidence, together with evaluation of increasing or decreasing EtG/EtS ratios over time, to estimate the time 

of alcohol ingestion.  

 

4.6.2 Effect of different concentrations and vehicles on skin absorption of ethanol 

 

The ethanol dermal absorption study of (Kramer et al., 2007) was used to evaluate PBTK model simulation 

performance when different ethanol concentrations are applied on the skin. The authors measured ethanol 

absorption from 3 hygienic and 3 surgical hand disinfections using different alcohol-based hand-rubs. 12 

volunteers (6 male and 6 female) participated in the experiment and median blood concentrations of ethanol 

and acetaldehyde were published. The following parameters of the model were to be calibrated: diffusion 

coefficients in stratum corneum and viable epidermis (Dsc, Dve [cm2/h]), ethanol intake by the skin from the 

solution (kform [mL/h]) and skin partition coefficients (PCsc, PCve). QSPRs were used to determine diffusion 

coefficient in stratum corneum and partition coefficient in viable epidermis. QSPR prediction for diffusion 

coefficient in viable epidermis was not considered because it was far too high (0.3831 cm/h) when compared 

to the available in vitro permeation coefficient through the full- abdominal skin thickness (0.000317 cm/h 

(Scott et al., 1991)). Stratum corneum/ vehicle partition coefficient was assumed variable for different 

concentrations in order to better match ethanol blood concentrations. Figure 4.6.10 shows the experimental 

results for 4 different formulations with a contact time of 10 min: 4 mL of 9 5% ethanol sol. (total 60 g), 4 
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mL of 85 % ethanol sol. (total 56.2 g), 4 mL of 55 % ethanol sol. (total 39.6 g); and  with a contact time of 

30 min: 20 mL of 95 % ethanol sol. (total 149.9 g) , 20 mL of 85 % ethanol sol. (total 140 g) and 20 mL of 

55 % ethanol sol. (total 99 g). Based on these results we can conclude that ethanol absorption depends on 

absolute amount of ethanol in a rub and most likely other physicochemical properties of the solution that 

may alter permeation of ethanol through the skin (4 mL 55% < 20 mL 55% < 4 mL 85% < 20 mL 95% <4 

mL 95% <20 mL 85%). We see that 20mL of 95% ethanol sol. – although it was the highest amount of 

ethanol (149.9 g) – it didn’t produce the highest peak concentration in the blood. Because the shape of 

concentration-time profiles was more or less similar in all the cases (expect for 20 mL of 55 % sol.- see 

Figure 4.6.10), with a difference in magnitude of peak values but similar peak times – I assumed in the 

modelling that diffusion coefficients and uptake rate by the skin were unchanged – not dependent upon 

concentration of the solution -and the only difference was in the stratum corneum/ vehicle partition 

coefficient fitted with respect to each profile (Table 4.6.6). 

 

 

Fig 4.6.10. Experimental ethanol concentrations after absorption from different solutions: (1) (Kramer et al., 

2007). 

 

Based on this table, the best fit was obtained from PCsc ranging from 3 (4 mL 55 % sol.) to 8 (20 mL 85 % 

sol.). Other parameters such as: Dve, kform were fitted with respect to 4mL of 95 % sol. and used unchanged 

for the others.  

 

Table 4.6.6. Calibrated PBTK model absorption parameters for different hand rubs. 

Ethanol % Volume [mL] Dsc [cm
2
/h] Dve [cm

2
/h] PCsc PCve kform [mL/h] 

 4 mL 95 4  

 

9.96.10-06 

(QSPRs) 

 

 

5.87.10-05 

 

5.5  

 

0.2 

(QSPRs) 

 

 

0.2 

4 mL 85 4 3.2 
4 mL 55 4 3 

20 mL 95 20 6 
20 mL 85 20 8 
20 mL 55 20 4 
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PBTK model simulations of experimental values are shown in Figure 4.6.11– of ethanol and in Figure 

4.6.12 of acetaldehyde. We see that predicted acetaldehyde concentrations were in accordance with measures 

ones only in the first case. There could be several reasons for that:  

- The experiments were repeated shortly after each other, therefore there was a base-line value of 

acetaldehyde present in blood, not considered by the model. 

- These are median values for males and females. Previous study (chapter 4.6.1) showed the 

difference in ethanol ADME profiles between genders and subjects. In the model I used median 

metabolism rates fitted for men for 4 units of ethanol (because it was the smallest dose considered) 

and created a median male subject with a body weight of 70 kg. Therefore, no inter-subject 

differences are considered in this case study. 

- Although ethanol concentrations were quite well simulated by the model – there was often a 

mismatch of ethanol elimination phase, most likely indicating that faster metabolism rates should be 

used here. In the oral absorption experiment I fitted ethanol clearance to blood concentration 

resulting from different dosing (4 and 8 units) and it was clear that it decreases with increased dose. 

In this work for ethanol internal concentrations up to ca. 2 % of 149.9 g = 2.998 g (dermally 

absorbed) I used metabolism and renal clearance parameters fitted for 31.572 g (there was almost 

complete oral absorption). 

 

 

Figure 4.6.11. Simulated and experimental concentrations of ethanol after exposure to different hand rubs: 

(1) (Kramer et al., 2007). 
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Figure 4.6.12. Simulated and experimental concentrations of acetaldehyde after exposure to different hand 

rubs: (1) (Kramer et al., 2007). 

 

Table 4.6.7 provides simulated AUC and Cmax in the blood and liver for both ethanol and acetaldehdye and 

percentage of ethanol absorption via skin. This absorption is also presented in Figure 4.6.13 for all the hand 

rubs. This clearly shows that the highest absorption was for 4 mL of 95 % ethanol sol. and the lowest for 20 

mL 55 % ethanol sol – as described in the paper  (Kramer et al., 2007) – however, the calculated percentage 

values by the model was slightly higher than the ones published calculated roughly according to: absorbed 

amount [mg] = BW [kg] . r (0.7 for males and 0.6 for females) . Cmax in blood [mg/L].  

 

 

Table 4.6.7. Toxicokinetic results of the model simulations for ethanol and acetaldehyde 
Ethanol % Volume [mL] AUC liver AUC blood Cmax liver Cmax blood %Abs 

95 4 Ethanol:  
21.229 

Acet: 3.081 

Ethanol:  
28.722 

Acet: 0.891 

Ethanol:  
9.195 

Acet: 0.7305 

Ethanol:  
23.994 

Acet: 0.438 

 
3.883 

85 4 Ethanol:  
9.894 

Acet: 2.017 

Ethanol:  
14.128 

Acet: 0.583 

Ethanol:  
4.438 

Acet: 0.584 

Ethanol:  
12.168 

Acet: 0.3505 

 
2.133 

55 4 Ethanol:  
5.540 

Acet: 1.388 

Ethanol:  
8.236 

Acet: 0.401 

Ethanol:  
2.519 

Acet: 0.457 

Ethanol:  
7.224 

Acet: 0.2743 

 
1.821 

95 20 Ethanol: 
23.768 

Acet: 3.261 

Ethanol: 
31.917 

Acet: 0.943 

Ethanol: 
10.238 

Acet:0.749 

Ethanol: 
26.556 

Acet:0. 449 

 
1.716 

85 20 Ethanol: 
29.168 

Acet: 3.600 

Ethanol: 
38.659 

Acet: 1.041 

Ethanol: 
12.410 

Acet:0. 780 

Ethanol: 
31.868 

Acet:0. 4.681 

 
2.199 

55 20 Ethanol: 
7.817 

Acet: 1.743 

Ethanol: 
11.346 

Acet:0. 504 

Ethanol: 
3.534 

Acet: 0.533 

Ethanol: 
9.865 

Acet:0.320 

 
0.986 
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Figure 4.6.13. Simulated absorption percentage of ethanol in time. 

 

4.7 Joint toxicokinetic and toxicodynamic modelling of single and multiple doses 

 

In this chapter, various simulated ADME profiles of two case study compounds, caffeine and nicotine, are 

linked to toxicodynamic responses. This includes modelling of acute cardiovascular effects such as heart rate 

and blood pressure at rest and during exercise. The choice of substances has been based on experimental data 

availability in the literature on kinetic and dynamic effects after single and repeated exposure and the 

similarity in nature and intensity of these effects.  

 
Caffeine and nicotine, two commonly used stimulants and psychoactive substances, despite differences in 

chemical structure, are known to cause similar effects such as increased heart rate, nervous system effects 

and influences on other biological processes including behavioral effects and metabolic responses  (Damirchi 

et al., 2009; Grundy et al., 1981). They are both addictive, and consistent users are likely to develop 

tolerance and dependence. Nicotine is however a more addictive drug and cigarette smoking as a delivery 

mechanism is inherently more likely to produce addiction. Interestingly, there is an increasing human 

exposure to these substances via more than one exposure route (caffeine is present in various skin care 

products such as body creams, soaps, scrubs, shampoos and rollers; nicotine replacement therapy includes 

coated tablets, chewing gum, nasal spray, inhalator, microtablets and transdermal patches).   

 

4.7.1 Nicotine 

 

The PBTK model for humans, calibrated and validated by using literature in vivo blood/plasma 

concentrations, was applied to simulate selected daily exposure scenarios of nicotine (both in terms of 

cigarette smoking and nicotine replacement therapy), selected based on available online statistical data on 
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nicotine consumption. The internal blood and liver concentrations are defined by Area Under Curve (AUC) 

and peak concentration (Cmax) and are linked to TD model estimating one of the common acute effects, mean 

heart rate at rest and during exercise (use of nicotine in a dermal patch measured on cycling endurance) and 

mean arterial pressure (MAP) at rest (due to lack of data for exercise condition). This study builds on 

previous work by further applying PBTK/TD modelling to analyse nicotine ADME profiles resulting from 

various exposure scenarios (Porchet et al., 1988; Robinson et al., 1992), with the addition of sub-

compartments in the skin and GI tract and modification to the effect model..  

 

Venous blood concentrations of nicotine (its free fraction), as a surrogate for effect-site concentration, after 

single and/or multiple infusion, inhalation, oral and dermal absorption are used to measure intensity of an 

effect and a developed tolerance. Table 4.7.1 provides nicotine input parameters to the PBTK model and 

Table 4.7.2 parameters to the PBTD model. 

Table 4.7.1. ADME parameters for nicotine 
Parameter Value Reference 

Liver metabolism 
To cotinine: Vmax [mg/h/BW] 28.1 nmol/mg of protein/h -> 319.785 

mg/h-> 11.260 [mg/h/BW] 
For scaling up: 

microsomal protein yield: 34-42 
mg/gliver 

(I took mean) 38mg/gliver 

Optimised for (Fattinger et al., 
1997; Porchet et al., 1988) 

 
Originally from (Messina et al., 

1997) scaled up according to 
(Pelkonen and Turpeinen, 2007) 

To cotinine: Km [mg/L] 10.52 (mean 64.9µM)  
 

(Messina et al., 1997) 

To other metabolites: Kmet [L/h/BW] 0.1674 (Teeguarden et al., 2013) 
Renal clearance [L/h/BW] 0.036 (Teeguarden et al., 2013) 

Tissue-to-blood partition coefficients  

Liver 1.42  
 
 
 

(Schmitt, 2008) 

Poorly-perfused tissues 0.39 
Highly-perfused tissues 1.62 

Skin 0.38 
Brain 2.63 
Lungs 1.32 
Kidney 1.34 
GI tract 0.58 

Adipose tissue 0.19 
Oral model 

Dissolution from formulation 
Diss [1/h] 

0.235 Optimised 

absorption rate from stomach 
kastm [1/h] 

0.006 Optimised 

kaSI [1/h] 0.1 (tablet) 
1 (straw) 

Optimised 

Stomach emptying rates: kmax [1/h] 8.16 (Loizou and Spendiff, 2004) 
Stomach emptying rates: kmin [1/h] 0.005 (Loizou and Spendiff, 2004) 

kaLI[1/h] 0.1 Assumed 
kelLI[1/h] 0.1 assumed 

Dermal model 

Diffusion coefficient in stratum 

corneum  DSC[cm2/h] 
0.00016 Optimised 

Diffusion coefficient in viable 
epidermis  DVE [cm2/h] 

0.00096 QSPR predicted  
(see text) 

  Release of nicotine from patch  0.06 Optimised 
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k [1/h] 
Partition coefficient between patch and 

stratum corneum PCSC 
0.4 Optimised 

Partition coefficient between stratum 

corneum and viable epidermis PCSCVE 
1.518 QSPR predicted 

(see text) 
Blood-to-plasma concentration ratio 

RBP 
1.2 ADMET predictor (1) 

Inhalation model 
Blood/air partition coefficient 

logPCblood,air 
4.743 QSPR predicted (Buist et al., 2012) 

Water/air partition coefficient PCwater,air 6000 Optimised 

(1) http://www.simulations-plus.com/Products.aspx?pID=13 (last access: 06.10.2014) 
 

 

Table 4.7.2. Toxicodynamic parameters for nicotine at rest and during exercise 
Parameter Value Reference 

Heart rate 
E0 [bpm] At rest: 61.2 

At rest: 64 
during exercise: 145 

(Porchet et al., 1988) 
(Fattinger et al., 1997) 

(Mündel and Jones, 2006) 
S [bpm/mg/L] 1000 (Porchet et al., 1988) 
ka,Ant [mg/L] 3 optimised 
kel, Ant [mg/L] 6 optimised 
C50,Ant [mg/L] 0.007 (Porchet et al., 1988) 

y 1 (at rest) 
0.6 (during exercise) 

 
optimised 

Mean arterial blood pressure (MAP) 
E0 [mmHg] At rest: 83.5 

At rest: 81.7 
(Fattinger et al., 1997) 
(Sofuoglu et al., 2012) 

S [mmHg/mg/L] 600 optimised 
ka,Ant [mg/L] 3 See heart rate 
kel, Ant [mg/L] 6 See heart rate 
C50,Ant [mg/L] 0.00772 (Porchet et al., 1988) 

y 1 (at rest) - 
 

 

a) Nicotine infusion 

 

In accordance with three different experimental protocols specified in the publications (Fattinger et al., 1997; 

Porchet et al., 1988; Sofuoglu et al., 2012),  pure nicotine was administered via one and two intravenous 

injections. The modelling results are shown in Figures 4.7.1-3 together with estimated heart rate and MAP.  

The two infusions of the same nicotine dose of 2.5 µg/kg BW were separated by 1, 2 and 3.5 h (Porchet et 

al., 1988), of 0.7-1 µg/kg BW separated by 30 min (Sofuoglu et al., 2012) and of 0.7 µg/kg BW applied only 

once (Fattinger et al., 1997). The plasma experimental data of (Porchet et al., 1988) were used to calibrate 

the metabolism rate of nicotine to cotinine, whereas heart-rate measures of (Porchet et al., 1988) were used 

to calibrate parameters of the PBTD model (tolerance formation, elimination, S).  The other two studies were 

used to validate the sigmoid model. 
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Fig 4.7.1. Two i.v. injection – blood concentrations and predicted heart rate at rest: Exp.Data: (Porchet et al., 

1988). 
 
 

 

 

Fig 4.7.2 One i.v. injection – blood concentrations and predicted heart rate and MAP at rest. Exp. Data: 

(Fattinger et al., 1997) 
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Fig 4.7.3. Two i.v. injections – blood concentrations, predicted heart rate and MAP at rest. Exp. Data: 

(Sofuoglu et al., 2012). 

 

 

b) Oral absorption of nicotine 

 

Experimental and simulated plasma concentrations of nicotine following oral administration with the straw 

(a nicotine replacement product) are shown in Figure 4.7.4a for single dose applications and Figure 4.7.4b 

for repeated dosing in accordance with experimental design specified in the reference source  (D’Orlando 

and Fox, 2004). This data set was used to calibrate nicotine absorption and distribution in the GI tract. In this 

experiment it was noted that 8-times repeated administration of the highest dose of 12 mg did not show 

significant differences in plasma concentrations when compared to lower dosing of 8 mg. The authors 

explain that it is not clear whether it is due to limitations in the absorption of nicotine or simply variability in 

the patient population. The model simulations with assumed unchanged and constant parameters give much 

higher results for the highest dose than the experimental values 
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Fig 4.7.4. Single (a) and repeated (b) oral absorption of nicotine using the Straw. Experimental data: 

(D’Orlando and Fox, 2004). 

 

In addition to modelling toxicokinetics, the link to potential heart-rate effects is shown in Figure 4.7.5, using 

toxicodynamic parameters calibrated for nicotine infusion (Porchet et al., 1988) at rest. 

 

 

Fig 4.7.5. Single (a) and repeated (b) oral absorption of nicotine using the Straw. Estimated heart rate at rest. 
 

Oral absorption of nicotine in capsules (Green et al., 1999) with modelled dissolution from a coated matrix 

used for PBTK model validation is shown in Figure 4.7.6. In this experiment (in contrast to all other nicotine 

studies) only nonsmokers participated therefore PBTK model simulations (with optimised parameters for 

smokers) clearly show lower clearance than expected. Metabolism for nonsmokers would require ca. 1.2 

times faster liver metabolism of nicotine to cotinine provided there is no other elimination route - Figure 

4.7.6b. Renal clearance of nicotine was not among the most sensitive model parameters and its increase 

would not give better presentation of nicotine concentration-time profile in serum of non-smokers.  
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Fig 4.7.6. Oral absorption of nicotine in capsules (single dose) in nonsmokers. Experimental data: (Green et 

al., 1999) (right plot: liver metabolism -Vmax 1.2 times higher). 

 
 
In similar manner as before, there is an estimated increase of heart rate at rest shown in Figure 4.7.7 for two 

nicotine doses applied in capsules. We see that, when comparing administration of 6 mg with 4 mg of 

nicotine with the straw results, the effect here is smaller. 

 

 

Fig 4.7.7. Estimated heart rate following oral absorption of nicotine in capsules (single dose) in nonsmokers.  
 
 

c) Inhalation of nicotine  
 

 
Figure 4.7.8 shows blood concentrations of smokers after repeated smoking (inhalation) every 30 min for 4 

min (0.4, 1.2 mg of nicotine) and for 3 min (2.5 mg of nicotine) using simple PBTK1 model for inhalation. 

In this way I tried to mimic a smoking profile. I assumed that there was a constant inhaled nicotine 

concentration of [absolute dose]/0.05 mg/L and average smoking time of 4 min for low and regular doses, 

and 3 min of high dose, to obtain better representation of experimental data. Moreover, there is no 

metabolism of nicotine in the respiratory tract. I predicted the acute increase of heart rate as before (Figure 

4.7.9).  
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Fig 4.7.8. Concentration-time profile of nicotine in blood following inhalation of nicotine via repeated 

smoking in smokers. Experimental data: (Benowitz et al., 1982). 

 
 

 

Fig 4.7.9. Inhalation of nicotine via repeated smoking in smokers. Estimated heart rate at rest. 

 

 
d) Dermal absorption of nicotine  

 

Finally, the results of dermal absorption of nicotine from patches containing different absolute doses of 

nicotine are given in Figure 4.7.10a for single 24- hour- exposure and in Figure 4.7.10b for prolonged 

exposure up to 200 h (once per day) used in the calibration step  (Bannon et al., 1989). In case of prolonged 

exposure, the model simulations are only slightly higher than the sampled experimental results. These 

experimental points are measured plasma concentrations prior to application of a new nicotine patch (at the 

end of 24 h). They are not peak concentrations resulting after a given application. That is why the model 

simulations, at first glance, appear ca. 4 times higher. There were small differences reported between 

measured plasma AUC of nicotine on day 1 and day 7 (Bannon et al., 1989) indicating no significant 

nicotine accumulation following chronic transdermal delivery. The model validation was done for a single 

application of 35mg of nicotine in a patch (Gupta et al., 1993).  
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Estimated heart rate at rest and during exercise is shown in Figure 4.7.11. The experimental data used to 

calibrate the sigmoid model for the effect of nicotine on heart rate during cycling exercise are shown in 

Figure 4.7.12 (Mündel and Jones, 2006), where the increased heart rate in 12 healthy, non-smoking men is 

measured following application of 7mg- nicotine patch.  

 

 

Fig 4.7.10. Simulated concentration-time profiles in plasma for single (left) and repeated (right) applications 

of nicotine patch in smokers. Experimental data (1) are taken from (Bannon et al., 1989) and (2) from (Gupta 

et al., 1993). 

 

 

Fig 4.7.11. Simulated concentration-time profiles in plasma for repeated applications of nicotine patch in 

smokers. Estimated heart rate at rest. 

 

I observed that the toxicodynamic parameters used for nicotine, obtained after intravenous nicotine injection, 

that include tolerance formation and elimination, S ratio of Emax (maximal effect) / (Cven,50)
y and CAnt,50 (but 

with different base-line effect recorded in this experiment (Damirchi et al., 2009)) work well also in case of 

dermal absorption during exercise but an exponent smaller than 1 would be necessary to obtain good fitting 

of experimental data. However, additional experiments would be necessary to confirm this assumption. 
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Fig 4.7.12. Simulated concentration-time profiles in plasma for single application of nicotine patch in non-

smokers. Estimated heart rate during cycling exercise. Experimental data: (Mündel and Jones, 2006). 

 

Daily exposure design 

 

Selected daily dosing conditions for nicotine together with web and literature references are presented in 

Table 4.7.3. Various information about statistics of nicotine consumption in Europe, found online, was 

compiled and used to create common exposure profiles. This includes the following measures on: 

a) smoked cigarettes per day of usual brand (1.2 mg over 4 min) (Benowitz et al., 1982): 

- Occasional smokers - between 1 and 5 cigarettes per day (average 3 per day, one very 4 h)  

- Light smokers - between 6 and 10 cigarettes per day (average 8 per day, one every 2 h) 

- Regular smokers - between 11 and 20 cigarettes per day (assume 14 per day, one every 1 h) 

- Heavy smokers - 21 or more cigarettes per day (assume 21 per day, one every 30 min) 

b) nicotine patches: 

- nicotine transdermal patch 42 mg (2 patches: 21mg + 21 mg) applied once daily (Area=2.22= 44cm2) 

- nicotine transdermal patch 21 mg applied once daily (Area= 22 cm2) 

- nicotine transdermal patch 14 mg applied once daily (Area= 22 cm2) 

- nicotine transdermal patch 7 mg applied once daily (Area= 22 cm2) 

c) nicotine lozenges – I assume dissolution rate from matrix calibrated according to (Green et al., 1999) 

- 4-mg and 2 mg-nicotine applied lozenges every 1 to 2 hours for 10 hours. In this way, no more than 

20 lozenges are used per day. 

d) nicotine inhaler  - modelled in the similar way to mechanism of smoking 

- I selected so called “the best effect achieved” by frequent, continuous puffing for 20 minutes.  A 

cartridge delivers about 4 mg of nicotine, though only 2 mg are actually absorbed. I considered 4 

(every 3 h), 6 (every 2 h) and 10 (every 1 h) cartridges/ day. 
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Table 4.7.3. Selected average daily exposure to nicotine 
Exposure route Exposed amount Number per day Reference 

Cigarettes 1.2 mg (usual brand) per 4 
min 

 
3,8,14,21 

(Benowitz et al., 1982; 
Fagerström, 2005; National 

Tobacco Control Office, 
2002) 

Dermal patch 7,14,21,42 mg (over 22 
cm2) per 24 h 

1 (emc, 2014; Hamilton 
Health Sciences, 2014) 

Oral capsule 
Nicotine lozenges 

2, 4 mg 5, 10 (MedlinePlus, 2014) 

Nicotine inhaler 2 mg 4, 6, 10 (QuitNet, 2013) 
 

 

In all the daily simulations of nicotine, I used a base-line heart rate of  61.2 bpm (Porchet et al., 1988) at rest 

and 145 bpm during exercise (Mündel and Jones, 2006). 

Concentration-time profile simulations of the daily exposure scenarios for cigarette smoking, nicotine 

patches, nicotine lozenges and inhaler are shown in Figures 4.7.13-16, whereas the simulated effects on 

heart rate (both at rest and during exercise) are given in Figures 4.7.17-20. Table 4.7.4 shows calculated 

AUC and peak concentrations for each exposure profile. Cigarette smoking and nicotine inhalation via 

inhaler were simulated for different respiratory rates at rest and during exercise. This is why there are 

different blood concentrations in the case of cigarette smoking when compared to other exposure routes – 

increasing respiratory rate from 840 1/h to 1080 1/h produces ca. 1.5 times higher AUC values and only 

slightly higher Cmax values when compared to resting conditions. However, no changes in toxicokinetic 

parameters and in the resulting heart rate were found in the case of inhaler.  

Table 4.7.5 provides estimates of mean heart rates over the duration of experiment (400 min-48 h) for all 

four exposure routes. 

 

 

Fig 4.7.13. Simulated blood concentrations of nicotine for selected daily repeated exposure to cigarettes (1.2 

mg over 4 min per cigarette at rest –left- and exercise- right). 
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Fig 4.7.14. Simulated blood concentrations of nicotine for selected daily single exposure to nicotine patch.  

 
 
 

 

Fig 4.7.15. Simulated blood concentrations of nicotine for selected daily repeated exposure to nicotine 

lozenges. 

 

 

Fig 4.7.16. Simulated blood concentrations of nicotine for selected daily exposures to nicotine inhaler. 

 

Table 4.7.4.  AUC and Cmax values for all the exposures to nicotine  

0

0.003

0.006

0.009

0.012

0.015

0.018

0 10 20 30 40 50 60

B
lo

o
d
 c

o
n
c
. 
[m

g
/L

]

Time [h]

7 mg
14 mg
21 mg
42 mg

0

0.0005

0.001

0.0015

0.002

0.0025

0.003

0 10 20 30 40

B
lo

o
d
 c

o
n
c
. 
[m

g
/L

]

Time [h]

2mg 10 times

2mg 5 times

4mg 10 times

4mg 5 times

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0 10 20 30 40

B
lo

o
d
 c

o
n
c
. 
[m

g
/L

]

Time [h]

4 per day

6 per day

10 per day

Exposure route AUC liver [mg.h/L] AUC blood [mg.h/L] Cmax liver [mg/L] Cmax blood [mg/L] 

Cigarettes 
(1.2mg) 

3 per day 
 

8 per day 

 
 

0.072 (rest) 
0.072 (exercise) 

0.072 (rest) 

 
 

0.053 (rest) 
0.053 (exercise) 

0.053 (rest) 

 
 

0.0068 (rest) 
0.0068 (exercise) 

0.0095 (rest) 

 
 

0.0048 (rest) 
0.0048 (exercise) 

0.0067 (rest) 



���

 

 

Fig 4.7.17. Simulated mean heart rate following cigarettes smoking at rest (left) and during exercise (right). 

 
 

  

Fig 4.7.18. Simulated mean heart rate following application of nicotine patches at rest (left) and during 

exercise (right). 
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Fig 4.7.19. Simulated mean heart rate following application of nicotine lozenges at rest (felt) and during 

exercise (right). 

 

Fig 4.7.20. Simulated mean heart rate following inhalation of nicotine at rest (left) and during exercise 

(right). 

 

Table 4.7.5 shows calculated mean heart rate and MAP values over the duration of experiment (400min-

48h). 

 

Table 4.7.5. Predicted mean heart rates and MAPs over simulation time for 4 administration routes  
Dose Administration 

route 

 

Base-line 

heart rate 

(E0) [bpm] 

Mean heart 

rate at rest 

[bpm] 

Mean heart rate 

during exercise 

[bpm] 

Mean MAP at rest 

[mmHg] 

2.5 µg/BW per 
30 min 

1 h apart 

i.v. at rest = 61.2 69.206 - - 

2.5 µg/BW per 
30 min 

2 h apart 

i.v. at rest = 61.2 69.558 - - 

2.5 µg/BW per 
30 min 

3.5 h apart 

i.v. at rest = 61.2 69.196 - - 

0.7 µg/BW 
for 180 min 

i.v. at rest = 64 71.350 - 87.8834 
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0.7 µg/BW 
for 5 min 

30 min later: 
1 µg/BW 
for 5 min 

 
 

i.v. 

 
 

at rest=66 

 
 

66.989 

 
 
- 

 
 

82.260 
 

Dermal patches 
7 mg 

14 mg 
21 mg 
42 mg 

 
dermal 

 
at rest = 61.2 

during exercise 
=145 

 
62.008 
62.666 
63.215 
64.436 

 
154.508 
158.079 
160.531 
165.256 

 
 
- 

Cigarettes (1.2 
mg) 

3 per day 
8 per day 

14 per day 
21 per day 

 
 

Inhalation 

 
at rest = 61.2 

during exercise 
=145 

 
 

61.798 
62.505 
63.215 
65.493 

 
 

154.008 
151.417 
161.235 
164.713 

 
 
- 

Nicotine inhaler 
2mg 

4 per day 
6 per day 
10 per day  

 
Inhalation 

 
at rest = 61.2 

during exercise 
=145 

 
65.334 
66.079 
66.676 

 
168.023 
171.234 
173.826 

- 

Nicotine 
lozenges 

2 mg (every 2h) 
2 mg (every 1h) 
4 mg (every 2h) 
4 mg (every 1h) 

 
 

Oral 

 
at rest = 61.2 

during exercise 
=145 

 
61.968 
62.606 
63.156 
63.621 

 
155.157 
159.138 
159.153 
164.147 

 
 
- 

 

Discussion 

 

Simulating the toxicokinetic and dynamic behaviour of nicotine is complex even when the investigations are 

limited to the adult Caucasian population. The first modelling difficulty arises in accounting for differences 

in nicotine kinetics with respect to gender (i.e. varying nicotine and cotinine clearance), smoker-nonsmoker 

status (i.e. clearance of nicotine, nicotine binding to tissues, expression of metabolizing enzymes) and type of 

smoking – cigar smokers, users of snuff and chewing tobacco (i.e. rate of rise of nicotine) (Hukkanen et al., 

2005). This, apart from pharmacodynamic issues, results in differences in blood/plasma concentrations 

(especially in the elimination phase) after single and prolonged exposure to nicotine.  

When comparing predicted concentrations with experimental ones it is clear that the PBTK model performs 

best for exposure via the inhalation (cigarette smoking) and oral (with the straw) routes. Oral nicotine 

administration in carbomer capsules was also quite well represented by assuming a first-order rate of nicotine 

release from the tablet coating in the stomach. However, the model parameters calibrated previously for 

smokers did not produce a good match for the concentration-time profiles of nonsmokers. Absorption was 

simulated faster and elimination slower than observed (Green et al., 1999) – ca 1.2 times faster metabolism 

would produce better results. Experimental peak concentrations were achieved 7 h after nicotine dosing in 

the designed carbomer (Green et al., 1999) and 1-2 h after dosing with the straw (D’Orlando and Fox, 2004). 

Simulated peak levels were at 6.8 and 0.8h respectively indicating slightly faster calculated absorption than 

the observed one.  Dermal exposure was the most difficult to model especially in the absorption phase. 
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Experiments showed a peak concentration at 8 h (Bannon et al., 1989), whereas simulations indicated it at 

4.9 h. One of the explanations could be that either the diffusion coefficient in skin or the rate of nicotine 

release are not constant over time or that there is a time delay in nicotine release from the patch. In fact, the 

measured in vivo release profiles of nicotine are not constant. They were found to be relatively linear for the 

first 8 hours but then the absorption rate declined (Bannon et al., 1989). Experimental data for repeated 

smoking of low, average and high- nicotine brands of cigarettes resulted in nicotine concentrations in blood 

rising over the first 4 to 6 h after which they tended to plateau until smoking stopped (Benowitz et al., 1982). 

The PBTK model estimated an increase in blood levels up to the last cigarette (at 15 h) but this growth was 

ca. 5.3 times higher within the first 7 h. The major limitations of PBTK modelling in this study were in the 

underlying assumptions that: (i) there are no inter-individual and smoker-nonsmoker differences in the 

ADME model parameters; (ii) there is no nicotine in blood prior to exposure; and (iii) exposure is via only a 

single route; (iv) the model includes constant absorption parameters from the GI tract, respiratory tract and 

release from a patch and constant diffusion coefficient of nicotine through the skin; (v)  there is a need for 

using QSPRs to predict partitioning between stratum corneum and viable epidermis as well as diffusion in 

epidermis due to lack of experimental data.  

I applied the PBTK-TD model to various exposure scenarios: specified in the literature with experimental 

data published (blood or plasma concentrations) or estimated based on statistical information available online 

in exposure reports on nicotine smoking and replacement therapy. In the second case, I obtained the 

following results (Figure 4.7.21): 

- Cmax, AUC and heart rate (peak and mean) results are the highest in the extreme case of nicotine 

inhaler.  

- As expected, AUC and Cmax in the blood were higher after smoking 21 cigarettes per day (every 30 

min) when compared to other exposure routes (AUC in blood was ca 34% higher than that of 42mg 

patch at rest and 92% higher with faster respiratory rate; Cmax in blood was 103% (both at rest and 

during exercise) higher than after extreme dermal exposure). 

- AUC and Cmax in the liver were the highest for dermal application of two nicotine patches (42mg) for 

24 h over 44 cm2 skin area (AUC in liver compared to that of smoking 21 cigarettes was found 86 % 

(rest) and 32 % (exercise) higher, whereas Cmax in liver was 24 % (rest) and 18 % (exercise) higher).  

- 2 mg of nicotine given orally every hour (10 times a day) is equivalent to 4mg given orally every 2 

hours (5 times a day) in terms of AUC and Cmax-based results. 

- Assuming that the nicotine blood concentration, both in terms of AUC and Cmax, is more relevant for 

systemic toxic effects, comparable exposure results were estimated for: 3 cigarettes per day � 1 

dermal patch 7 mg � 2 mg of lozenges every 2 h (5 altogether); 8 cigarettes per day � 14 mg dermal 

patch � 4 mg of lozenges (5 altogether) or 2 mg lozenges (10 altogether) – Figure 4.7.21. 
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Fig 4.7.21. Comparable exposure scenarios in terms of toxicokinetics – blood results. 

 

My choice of 4-min smoking time in these daily scenarios was based on the model calibrations with respect 

to in vivo data (Benowitz et al., 1982) and other literature studies such as the one of (Mendelson et al., 2008)  

in which the tested subjects smoked each cigarette for 4 min and took one 5- s- puff every 30 s. I assumed 

the same smoking duration for the exercise conditions and changed only the respiratory rate. By using a 

smoking time of 4 min I accounted for the worst-case scenario which is thus a conservative one in a safety 

assessment. In reality, there might be an increase in the puff frequency that makes a cigarette burn out faster; 

therefore a shorter time that 4 min could be more appropriate. To simulate a shorter smoking time would 

require, however, the availability of suitable data to verify the model performance in accurately estimating 

blood concentrations following smoking during exercise.  

As shown in the results, the heart rate is well-described by a two-compartment PBTD model, as indicated in 

the literature (Porchet et al., 1988), but a modification (introduction of an exponent in relating the nicotine 

and antagonist concentrations to observable effect) might be necessary to obtain a better representation of 

heart rate increase during exercise conditions using the TD parameters calibrated for i.v. injection at rest 

(except for a base-line value). The need for this modification may arise from a variety of factors such as 

ongoing exercise, population effects, differences between smokers and non-smokers in terms of nicotine 

effects on heart rate, quality of experimental data, exposure route or combination of them. 

 

TD model simulations indicate that the highest heart rate is achieved after heavy smoking of 21 cigarettes a 

day and equals 71.5 [bpm] (at rest, increase by 10.3 [bpm] from base effect) and 196 (during exercise, 

increase by 51 [bpm] from the base effect) and by nicotine inhaler: 76.2 (at rest, increase by 15 [bpm]) and 

210 (increase by 65 [bpm]). My simulated heart rate values were in the range of experimental results 

published by (Papathanasiou et al., 2013) for smokers during exercise: 191-193 bpm. At resting conditions 

our simulations indicated lower heart rates due to lower assumed base-line values than the ones of 

(Papathanasiou et al., 2013) (61.2 vs. 72.8-76.4 bpm).  
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When comparing mean heart rate estimates (Table 4.7.5) over up to 48 h, it is a dermal absorption that 

causes long-lasting higher heart rate (excluding inhaler that shows the highest results: 67 at rest and 174 

during exercise). The reason behind it is probably pro-longed nicotine release from a patch and therefore a 

longer nicotine half-life in blood. 

 

For modelling the effects on blood pressure further validation would be necessary to confirm that the 

sigmoid model works well. In this study, I have predicted MAP only following  i.v. injections, for which 

there are experimental data in literature. As a result, we see that average MAP over 400 min may rise upon 

15-17 mmHg from its base-line value after infusion of 0.7-1 µg/BW of nicotine for up to 180 min. 

The development of acute tolerance to various effects of nicotine after i.v. injection was studied in the paper 

of (Fattinger et al., 1997). The rates of tolerance formation and elimination were found to vary considerably 

depending on the effect. As a result, half-lives of tolerance were concluded to be different for heart rate and 

pressure effects, which might be related to differences in the rate of desensitization of various subtypes of 

nicotinic receptors and/or differences in mechanisms of tolerance for various nicotinic effects. Nicotine was 

shown to increase heart rate, systolic and diastolic blood pressure. Tolerance to systolic blood pressure was 

said to develop relatively slowly (with half-life � 70 min for systolic blood pressure), requiring several hours 

to reach a maximal tolerance, whereas tolerance to heart rate acceleration formed relatively rapidly (with 

half-life � 21 min). This difference should be reflected in the tolerance compartment of the PBTD model 

calibrated to estimate a given effect. However, to do so, more experimental data would be necessary as there 

are 4-5 parameters to be optimised provided the sigmoid model is still appropriate. In my model, due to the 

availability of only two data sets, I had to assume that tolerance formation and elimination is the same for 

both cardiovascular responses. Only the ratio of Emax to nicotine venous blood concentration causing half of 

the effect (S) was optimised due to its high sensitivity to the model output. I always measured effect that is 

an average for a group of subjects. (Fattinger et al., 1997) additionally pointed that even if there was different 

modelling of tolerance for different effects, a misfit of the population model of blood pressure responses was 

still obtained. In contrast, using individual data did not show this misfit because inter-individual differences 

in average measurements were excluded.  Regardless of these observations, that are based on i.v. injections 

only, in the current study a satisfactory fit of MAP values was found, given the stated assumptions and 

limitations of the model.  The authors outlined that nicotinic receptors are present in varying concentrations 

in different parts of the brain, and nicotine receptors modulate release of different neurotransmitters, 

including dopamine, norepinephrine, acetylcholine, serotonin, glutamate, b-endorphin and others. Therefore, 

venous blood concentration should be replaced with better quantitative description of an effect-site 

concentration. 
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4.7.2 Caffeine 

 

 

In this section, I used caffeine to model toxicokinetic-toxicodynamic effects – mean population heart rate 

and arterial blood pressure - following single and repeated exposure. As before, I took both experimental 

exposure data from the literature (blood or plasma concentrations) and estimated daily exposure based on 

statistical information available online in exposure reports on caffeine consumption as a beverage or active 

ingredient in cosmetics. It is assumed in the PBTD modelling that the free caffeine fraction that causes an 

effect is 65% based on published experimental results (Yamazaki and Kanaoka, 2004). 

 

Toxicodynamic parameters for blood pressure and heart rate are given in Table 4.7.6. In modelling of blood 

pressure and heart rate I always assume first order rates of formation and elimination of antagonist due to 

insufficient experimental information necessary to better describe the kinetics of tolerance. In case of heart 

rate, the toxicodynamic parameters of tolerance are the same as of nicotine. However, in contrast to nicotine, 

there were more experimental MAP values available in literature so that the formation and elimination rates 

of tolerance were optimised independently of those used for heart rate effects. To estimate both 

pharmacological responses I used venous blood concentrations (unbound fraction) as a surrogate for effect-

site concentrations in the same manner as for nicotine. 

 

Table 4.7.6. Toxicodynamic parameters for heart rate and blood pressure for caffeine 
Parameter Value Reference 

Mean arterial blood pressure (MAP) 
E0 [mmHg] At rest: 83.30 

At rest: 80.67 
At rest: 78 

During exercise :85 

(Shi, 1993) 
(Karatzis et al., 2005) 
(Daniels et al., 1998) 

S [mmHg/mg/L] 20.6 (Shi, 1993)  
ka,Ant [L/h] 3.48 Optimised with respect to (Shi, 

1993) kel, Ant [L/h] 4.86 
CAnt,50 [mg/L] 0.24 (Shi, 1993) 

y - - 
Heart rate 

E0 [bpm] At rest: 50 
During exercise:100 
During exercise:125 

During exercise: 104.56 

(Daniels et al., 1998) 
(Ping et al., 2010) 

(Damirchi et al., 2009) 

S [bpm/mg/L]  200  
 

Optimised with respect to  
(Daniels et al., 1998) at rest 

ka,Ant [L/h] 3 See nicotine  
kel, Ant [L/h] 6 See nicotine 

CAnt,50 [mg/L] 0.00772 See nicotine 
y At rest: 1 

During exercise: 0.4 
 

Optimised with respect to 
(Damirchi et al., 2009) 
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- Mean heart rate  

 
Heart rate recordings following administration of caffeine containing gelatin capsule (5 mg/kg BW) in 6 lean 

men were used to calibrate the PBTD model (tolerance development, exponent in the sigmoid model) during 

exercise (Damirchi et al., 2009). Mean values of heart rate were recorded throughout the treadmill exercise 

(30 min- running at constant relative load). Figure 4.7.22 shows the estimated caffeine concentration in 

blood and mean heart rate. 

 

 

 

Fig 4.7.22. Simulated caffeine concentration in blood and resulting inrease in heart rate during heavy 

exercise.Experimental data: (Damirchi et al., 2009). 

 
 
(Mousavi et al., 2011) used the same dose to measure the mean heart rate of 20 female athletes (over entire 

duration of experiment) at rest and during cycling exercise and reported 85.55 bpm at rest and 141.50 bpm 

during exercise. Calculating mean heart rate values over 600 min in the experiment of (Damirchi et al., 

2009), I obtained:  53.412 bpm (with E0 at 50 bpm) at rest and 127.675 (with E0= 104.56 bpm) during 

exercise. These results are lower than the ones of (Mousavi et al., 2011) but the differences may be, 

excluding experimental errors, in: base-line values, gender effects and intensity of the exercise. 

 

(Daniels et al., 1998) measured the effect of 6 mg/kg BW of caffeine in gelatin capsules on the heart rate of 

trained cyclists (7 women and 3 men) at rest and during dynamic leg exercise. (Ping et al., 2010) reported 

effect of 7 mg/kg BW of caffeine in capsules on heart rate of nine male Malaysian recreational runners 

during endurance running in hot & humid climate. Figure 4.7.23 shows the simulated toxicokinetic and 

toxicodynamic results versus experimental points. 
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Fig 4.7.23. Caffeine concentration and resulting increase in heart rate during exercise and at res. 

Experimental data: 1. (Daniels et al., 1998) and 2. (Ping et al., 2010). 

 
 

- Mean arterial blood pressure (MAP) 

 

 
Four experimental studies were used to model blood pressure. In the first one (Shi, 1993), used for the PBTD 

model calibration, the acute effect of a cup of instant coffee containing 80 mg of caffeine (administered to 

eight men and eight women within 10 min) was investigated on aortic blood pressure (Figure 4.7.24).  

Central and peripheral systolic (Sys) and diastolic (Dias) pressure recordings were provided. However, in 

this study only central pressure measurements were used and mean arterial pressure (MAP) was calculated as 

follows:  MAP = (Sys-Dias)/3+Dias (Shi, 1993). In the second study (Karatzis et al., 2005), 8 healthy men 

received 4 mg/kg of caffeine added to decaffeinated coffee. Drinking time of 5 min was assumed (300 mL). 

Mean arterial pressure results at resting conditions were published (Figure 4.7.25). Regardless of resting or 

exercise conditions, I used the same sigmoid model structure and its parameters, changing only the base-line 

value. This decision was made based on the fact that several literature studies showed that caffeine caused 

similar MAP increases at rest and exercise (Daniels et al., 1998) or the difference was not clearly stated.   
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Fig 4.7.24. Caffeine concentration and resulting increase in blood pressure after administration of 4mg/kg 

BW of caffeine in beverage. Experimental data: (Shi, 1993). 

 
 

   
Fig 4.7.25. Caffeine concentration and resulting increase in blood pressure after administration of 80mg of 

caffeine in coffee. Experimental data: (Karatzis et al., 2005). 

 
 
Two other studies showed the limitations of using a simple sigmoid model to accurately predict mean group 

MAP results. In the work of  (Daniels et al., 1998) blood pressure was measured after administration of 6 

mg/ kg BW of caffeine at rest and during dynamic leg exercise. In both cases, it was rather difficult to match 

the mean experimental points because of their high fluctuation. The authors reported calculated MAP values 

averaged for men and women: non-habitual coffee users, all nonsmokers, because of stated no significant 

differences in the response to caffeine between genders (Figure 4.7.26). 
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Fig 4.7.26. Caffeine concentration and resulting inrease in blood pressure after administration of 6 mg/kg 

BW of caffeine in coffee. Experimental data (1): (Daniels et al., 1998). 

 
 

In the paper of (Mousavi et al., 2011), where the subjects were 20 Iranian female athletes that received 

5mg/kg BW of caffeine in capsules, the effect of caffeine on MAP was evaluated at rest and during cycling 

exercise and the following results were published over the duration of the experiment: mean MAP at rest = 

91.67, mean MAP during exercise = 92.683 mmHg. Assuming baseline MAP values of 80.67 at rest and 85 

during exercise, the PBTD simulations gave slightly lower results: mean MAP at rest = 85.466 and mean 

MAP at exercise = 89.799 mmHg. 

 
 

- Caffeine with repeated dosing 

 

 

While toxicokinetics of caffeine after repeated dosing was relatively easy to simulate, the toxicodynamic 

effect – MAP - was particularly difficult to fit.  (Denaro et al., 1991) carried out the following experiment: 

nine healthy subjects were given, in randomised  5-day blocks, low (0.7 mg/kg BW) and high (1 mg/kg BW) 

doses of caffeine in a coffee 6 times per day. Plasma concentrations were measured over 24 h on the first 

day. MAP values for a subject with and without complete tolerance to caffeine effects were recorded on the 

5th day. Due to the developed tolerance, blood pressure recordings on the last day were claimed to be, on 

average, similar in all treatment blocks. Figure 4.7.27 presents plasma concentrations, whereas Figure 

4.7.28 MAP simulations. Clearly, there was a higher difference between MAP values measured once ca 4 

hours than in the model predictions. In this case, high inter-individual variability, not accounted for by the 

model, or different kinetics of antagonist than the modelled one (calibrated for the first hours after ca. 48-h 

abstinence from caffeine (Shi, 1993)) or combination of both of them could cause this mismatch . A 

particularly high difference between simulated and experimental points was found for a subject without a 

complete tolerance to caffeine effects. 
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Fig 4.7.27. Plasma concentration following repeated dosing of low (left) and high (right) doses of caffeine 6 

times per day. Experimental data: (Denaro et al., 1991). 

 

 

 
Fig 4.7.28. MAP after repeated dosing of low (left) and high (right) dose of caffeine. Experimental data: 

(Denaro et al., 1991). 

 

 

Daily exposure design  

 

 

Daily exposure to caffeine was estimated based on available web information. Table 4.7.7 provides the 

experimental design for repeated exposure to caffeine via skin and consumption of coffee. 

For oral absorption I assume that: i) instant coffee containing 62 mg of caffeine is consumed 4 times per day, 

once every 2 hours; ii) Starbucks Coffee Grande containing 320 mg of caffeine is consumed 2 and 4 times 

per day, every 4 and 2 hours respectively. 

For dermal absorption I take: i) Vichy Destock Stomach product containing 5 % of caffeine anhydrous that is 

applied on 150 cm2 of skin and provides, in a single dose, 30mg of caffeine in 6.575 mL of vehicle. This 

condition is limited by the PBTK model applicability to caffeine concentration in a vehicle of 4.5645 

mg/mL, although, overall caffeine content might be around 7.5 mL.1.23 (density of caffeine) g/mL =9225 

mg in 150 mL. Dosing is done twice per day, every 10 hours for 4 hours; ii) Shower shock, within 8 min, 
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200 mg of caffeine is spread on 1000 cm2 of skin area (vehicle volume= 43.836 mL). Application is done 

twice per day 12 h apart.  Diffusion and skin partition coefficients used in both cases have been calibrated 

based on the ethanol+ propylene glycol vehicle. The dermal absorption of caffeine in humans follows an 

extreme condition where hair follicles contribute to overall absorption rate (Liu et al., 2011; Otberg et al., 

2008) – permeation through open hair follicles and less extreme absorption under closed hair follicles.  

Both results in terms of AUC and Cmax of caffeine in the blood and liver are placed in the Table 4.7.8. The 

total absorption of caffeine in Vichy Destock Stomach product after repeated dose reaches around 62.907% 

with open hair follicles and 55.04% with closed hair follicles; whereas, in case of shower shock, absorption 

reaches 2.197% with open hair follicles and 1.932% with closed hair follicles. 

 

 

Table 4.7.7. Selected average daily exposure to caffeine 
Exposure route Exposed amount per day No. per day Ref. 

Oral instant coffee 
(62 mg) 

248 mg (every 2 h) 
200 mL cup in 5 min 

4 (Fitness, 2014) 

Starbucks Coffee Grande 
(320 mg) 

640 (every 4 h) 
and 1280 mg (every 2 h) 

200 mL cup in 5 min 

2, 4 (Fitness, 2014) 

Dermal 
(Vichy Destock Stomach) 

30 mg on 150 cm2 for 4 h, 
10 h apart 

2 (“Caffeine informer,” 2014) 

Shower shock 200 mg on ca.1000 cm2 
for 8 min, 12 h apart 

2 (“Caffeine informer,” 2014) 

 

All the PBTK-TD simulations were performed for a male subject (BW= 70 kg) with a heart rate base-line 

value of 50 bpm at rest and 104.56 bpm during exercise over 48 h. I restricted my study to simulating the 

heart rate due to the better sigmoid model performance when compared to MAP estimations. Blood 

concentrations are shown and compared in Figure 4.7.29 and heart rates in Figure 4.7.30. Figure 4.7.31, in 

turn, presents the difference in blood concentrations following dermal absorption with open and closed hair 

follicles.  

 

Fig 4.7.29. Simulated blood concentrations of caffeine following defined daily exposure scenarios (dermal 

absorption with open hair follicles). 
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Table 4.7.8. AUC and Cmax of caffeine in blood and liver following selected exposure scenarios 
Exposure route AUC liver AUC blood Cmax liver Cmax blood 

Oral instant coffee 50.014 7.147 6.952 0.866 
Starbucks Coffee 

Grande 
2 times: 207.293 
4 times: 537.952 

2 times: 29.623 
4 times: 76.875 

2 times: 27.785 
4 times: 50.536 

2 times: 3.260 
4 times: 6.580 

Vichy Destock 
Stomach 

Open HF*: 10.882 
Closed HF*: 7.919 

Open HF*: 3.360 
Closed HF*: 2.457 

Open HF*: 0.601 
Closed HF*: 0.450 

Open HF*: 0.184 
Closed HF*: 0.139 

Shower shock Open HF*: 2.285 
Closed HF*: 1.718 

Open HF*: 0.717 
Closed HF*: 0.539 

Open HF*: 0.094 
Closed HF*: 0.075 

Open HF*: 0.030 
Closed HF*: 0.024 

(*) HF= hair follicles 

   

Fig 4.7.30.  Simulated mean heart rate after daily exposure to caffeine at rest (left) and throughout the 

treadmill exercise (right). 

 

  

Fig 4.7.31. Simulated caffeine concentration in blood following absorption with open and closed follicles. 

 

Discussion 

 

The cardiovascular pharmacodynamics of caffeine is quite complex and not fully understood. In general, 

caffeine increases cardiovascular responses after an interval of caffeine abstinence and tolerance develops 

within a short period of time with repeated dosing of caffeine. But the magnitude, rate of development, and 
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disappearance of tolerance have not been quantified so far. However, more recently it has been reported that 

habitual caffeine use does not necessarily lead to complete tolerance. Effect data are more variable because 

of relatively large inter-individual variability, measurement error, sensitivity to caffeine between 

normotensive and hypertensive subjects, age and other factors such as psychological and behavioral stress. It 

has been diagnosed that hypertensive men had peripheral systolic blood pressure (SBP) responses >1.5 times 

greater than normotensives, and thus caffeine effects on peripheral SBP depend on baseline blood pressure 

and are not expected to be significant in normal subjects.  The blood pressure was found to increase more in 

older than in younger subjects after caffeine consumption. As tolerance develops, the increase of 

cardiovascular responses, such as blood pressure, after administration of doses of caffeine will be greatly 

reduced, but even with daily coffee drinking the blood pressure may still remain slightly elevated compared 

to the situation with absence to caffeine (Shi, 1993).   

Measureable effects in some of the subjects may have a relatively small signal to noise ratio, or conversely, it 

may produce extreme estimates because "noise" was present at informative time points, thus distorting the 

apparent pharmacodynamic response. To smooth these disturbances and to facilitate modelling, normally, 

average data from all subjects at each time point are calculated.  

In the literature, based on experimental results, the following observations about the heart rate were reported: 

- No significant  differences were found between the effects of caffeine (6 mg/kg caffeine ) on heart 

rate at rest and during exercise, explained by the fact that caffeine can alter the cardiovascular 

response to dynamic exercise by modifying regional blood flow and forearm vascular conductance 

(Daniels et al., 1998).  

- Caffeine was shown to decrease heart rate in low intensity exercises or at rest but in heavy, 

submaximal exercises heart rate would remain unchanged (Damirchi et al., 2009). 

- Postdrug baseline showed that caffeine  decreased heart rate during exercise in normotensive healthy 

young men (Sung et al., 1990). 

- Caffeine at low doses (ca. 1.5 and 3.0 mg/kg BW) significantly decreased heart rate during low to 

moderate intensity cycle exercise in non-habitual caffeine users. These low doses of caffeine did not 

significantly affect heart rate at rest nor did they affect it during maximal exercise (McClaran and 

Wetter, 2007). 

- The mean heart rate at rest and after exercise increased after caffeine consumption (5 mg/kg BW) 

compared to placebo use with mean of 85.55 vs. 82.40 and 141.50 vs. 139.95 beat/ minute, 

respectively; however, these changes were not statistically significant. Caffeine can increase heart 

rate during recovery (Mousavi et al., 2011).  

- After 5 days of caffeine consumption a complete tolerance developed to the effects of caffeine on 

heart rate (Denaro et al., 1991). 

 

And about the mean arterial (MAP), systolic (SBP) and diastolic (DBP) blood pressure: 
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- SBP and MAP were found higher during exercise with caffeine but these increases were secondary 

to the effects of caffeine on resting blood pressure (Daniels et al., 1998).  

- Caffeine consumption in healthy young adults leads to an acute: increase in central SBP without 

affecting significantly peripheral SBP. 

- It is possible that both peripheral DBP and central BP of healthy young adults are more sensitive to 

the effect of low doses of caffeine, and larger quantities need to be consumed before peripheral SBP 

becomes affected (Karatzis et al., 2005).  

- Caffeine acutely elevates SBP and DBP at rest and during mental and exercise stress.  

- Most recent long-term studies have shown an independent positive association of caffeine 

consumption and higher BP, indicating that tolerance to caffeine is not complete. Several short-term 

studies have also provided evidence that tolerance is not complete. 

- Caffeine appears to affect blood pressure via adenosine receptor inhibition and increased release of 

some neurotransmitters. Caffeine significantly increased the SBP especially in obese subjects, who 

are known to be at higher risk of hypertension than lean ones. The combined rise in blood pressure 

induced by exercise and caffeine did not significantly increase the SBP compared with the post-

exercise value in obese men receiving placebo (Damirchi et al., 2009).  

- Data indicate that caffeine increases BP additively during submaximal exercise and may cause 

excessive BP responses at maximal exercise for some individuals. The pressor effects of caffeine 

appear to be due to increasing vascular resistance rather than cardiac output (Sung et al., 1990). 

- At low doses caffeine had no effect on SBP during exercise and this result differs from previous 

studies showing increased SBP during submaximal exercise intensity (McClaran and Wetter, 2007). 

- SBP and DBP at rest showed an increase after caffeine consumption compared with placebo (mean 

systolic blood pressure of 122.20 vs. 115.95 mmHg and diastolic blood pressure of 76.40 vs. 65 

mmHg). SBP and DBP at the end of practice were higher after taking caffeine compared with 

placebo (mean systolic blood pressure of 132.15 vs. 130.50 mmHg and diastolic blood pressure of 

75.75 vs. 70.25 mmHg), however, this difference was not statistically significant (P> 0.05) . 

Although increased blood pressure by caffeine is well  established in various studies, the 

cardiovascular mechanisms that cause these effects are not yet clear (Mousavi et al., 2011). 

- After 5 days of caffeine consumption a complete tolerance developed to the effects of caffeine on 

blood pressure (Denaro et al., 1991). 

 
Analysed daily exposure scenarios of caffeine, based entirely on simulations, showed the following results: 

 

- AUC and Cmax results in the blood and liver are, not surprisingly, highest for caffeine-rich Starbucks 

Coffee Grande. 

- 2 dermal applications of Vichy Destock Stomach gave 4.6 times smaller AUC of caffeine in the liver 

and only 2.13 times smaller AUC in the blood when compared to 4 cups of instant coffee (open hair 

follicles case). When similar application conditions are used in both exposure routes - 4 times a day 
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every 4 h for dermal absorption and every 2 h for oral; dermal exposure with open hair follicles 

gives the following results: AUC in liver: 24.886, AUC in blood: 7.533 (slightly higher than oral 

result- see Table 4.7.8), Cmax in liver: 1.242 and Cmax in blood: 0.370 (Figure 4.7.32).  

- Short shower shock (with 8 min of caffeine on the skin surface) could have been simulated only for 

the skin area up to 1000 cm2 because of the model applicability domain. Though the results seem 

relatively small even for extreme scenario, in real cases much higher body surface area is exposed to 

the shower shock. However, different permeability properties of different skin sites and temperature 

may be compensated for by using a smaller surface but with enhanced transport via hair follicles. 

- Comparable magnitudes of heart rates were shown at rest and during exercise for instant coffee and 

Vichy Destock Stomach with the difference that dermal absorption, both in the case of Vichy and 

Shower Shock, caused long-lasting heart rate alterations. 

 

 

Fig 4.7.32.  Oral and dermal application of caffeine 4 times a day every 2h (open hair follicles): Blood 

concentrations and mean heart rate during exercise. 

 

 

5. Evaluation of uncertainty in input parameters to the PBTK-TD models 

 

The error in model predictions that is often referred to as uncertainty can be decomposed into variability and 

true uncertainty. 

Variability refers to the natural variability in a quantity that is distributed within a defined population, such 

as inter-individual differences in physiological parameters and inter-occasion differences in exposure 

durations. These quantities are inherently variable and cannot be represented by a single value, but can 

nevertheless be characterised in statistic terms (e.g. mean, variance, skewness). In contrast, true uncertainty 

refers to a parameter that has a single value, but which cannot be known with precision due to measurement 
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or estimation error. Thus uncertainty can be reduced by experimentation whereas variability is a fact of life 

(Lavé et al., 2007). 

Uncertainty in model predictions arises from a number of sources, including specification of the problem, 

formulation of conceptual and computational models, estimation/measurement of input values, and 

calculation and interpretation of the results. In general, the focus of uncertainty analysis in PBTK-TD 

modelling is on: i) the uncertainty in measuring or estimating the “true” value of the model parameters; and 

ii) the variability representing inter-individual and inter-occasion differences. As described in previous 

chapters, the model parameters are either taken from the literature (experimental measures, optimisation 

results from the modelling of case studies), predicted by means of QSPRs or fitted to in vivo blood or plasma 

concentrations. The fitted value may implicitly capture and indirectly compensate for model processes that 

are not explicitly accounted for such as: delayed distribution of a compound from plasma to the site of 

action, irreversible binding to the receptor (PBTD case), metabolite interactions, indirect mechanisms of 

action, changes in protein binding and other effects. Thus, the fitted value may differ from the “true” value.  

This is the case also when a parameter value is not measured directly so that a value of another variable is 

attributed to this parameter (eg. skin absorption parameters). Uncertainty relating to the model structure is 

not considered in this chapter as comparison with other simpler models was performed in Chapter 4.2 and 

more complex structures could not be used due to insufficient available information about investigated 

compounds in literature. In general, there is a trade-off between simpler and more complex models in terms 

of accuracy of prediction versus the number of parameters that need to be determined. For the purposes of 

chemical risk assessment, different model structures can be applicable in different circumstances (hence the 

importance of problem formulation). In general, the model structure should be “fit for purpose”, i.e. be 

accurate enough to characterise hazard, exposure or risk, without the need to capture every biological detail. 

It is important to bear in mind that chemical risk assessments are often based on animal data (e.g. NOAEL 

values) that show a high degree of variability. 

A frequent problem with PBTK model parameterization is identifiability. This is a problem when more than 

one set of parameter values can be used to provide similar predictions. In this case, a selection of the 

parameter value depends on the extent to which unique determination of a parameter has an impact on 

predicting the internal dose metric (what can be assessed by the sensitivity analysis of this parameter). If the 

parameter of interest is not sensitive to the outcome but cannot be uniquely identified, then its individual 

impact on the dose metric may not be problematic. If the opposite case is true, i.e., a parameter is very 

sensitive to outcome but not uniquely identifiable, then a range of dose metric determinations are reported 

based on the range of biologically plausible values for this parameter (McLanahan et al., 2012).  

Variation among average parameters measurements from different experiments and variation between 

individual measurements of the same experiment is another source of uncertainty. In many cases, the missing 

parameters in the PBTK model that consists of population average parameters are optimised to individual 

blood/plasma concentrations. 
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The parameters (P) in the PBTK model include: physiological information (blood flow rates, organ weights), 

absorption rates, tissue-to-blood partition coefficients, metabolism and renal clearance rates and other 

parameters such as blood-to-air or water-to-air partition coefficients, etc. The parameters of the PBTD model 

are estimations of base-line and maximal effects, plasma protein binding, concentration of a chemical 

causing half of the effect, tolerance formation and elimination rates and additive effects of a substance and 

exercise. In the context of chemical risk assessment, uncertainty in estimates of these parameters can 

propagate into uncertainty of derived toxicokinetic parameters such as simulated tissue/organ concentrations 

and AUC, uncertainty in, toxicodynamic responses, and uncertainty in the eventual the characterization of 

hazard, exposure and risk.  

The uncertainty in this work was quantified: i) as the uncertainty factors (UFs) for the selected average 

physiological properties: using ranges provided by (Brown et al., 1997)) in a way that the interval < av. 

value.UFs; av. value/UFs> is considered highly probable (with assumed probability of 95%) in accordance to 

(Farrar et al., 1989). UFs represent variability within an adult healthy Caucasian population only; ii) as the 

uncertainty range (UR) for ADME parameters determined either by means of Monte-Carlo simulations 

(distribution = normally distributed random samples) identifying minimal and maximal value leading to an 

average deviation of 18% of peak blood concentrations (Huizer et al., 2012) or based on available literature 

data if this effect is not caused by the investigated parameters (due to its low sensitivity) when its value is 

varied by up to assumed ±80%. If there is no literature information and parameter does not have the effect on 

simulated blood concentration, then its uncertainty could not be determined (ND).  

I limited the analysis of uncertainty in parameters estimations for the compounds that have been used 

broadly in this thesis in route-to-route and in vitro-to-in vivo extrapolation (and for which there is more 

literature information available): coumarin, hydroquinone, ethanol, isopropanol, caffeine and nicotine. 

 

Physiological properties 

 

Table 5.1 provides the mean parameter values used in this work together with their UFs. To minimise the 

uncertainty in estimating percentage of skin, fat and alveolar ventilation rate for a given subject, they were 

calculated based on age, BW and BMI.  

 

Table 5.1. UFs in physiological parameters for a reference man and woman.  

Organ weight fractions  Reference woman (UFs) Reference man (UFs) 

Average Body Weight (BW) [kg] 64 75 

Age 25 25 

Liver 0.026 (1.35) 0.026 (1.35) 

Lungs 0.0105 (1.5) 0.012 (1.5) 

Brain 0.02 (1.25) 0.02 (1.25) 

Heart 0.0044 (1.25) 0.0044 (1.25) 
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Kidney 0.0044 (1.25) 0.0044 (1.25) 

GI tract: 0.0265 (1.3) 0.025 (1.3) 

Poorly perfused tissues 0.44 (1.04) 0.52 (1.04) 

Blood 0.065 (1.5) 0.072 (1.5) 

Skin BW

LBSA sknskn

⋅

⋅⋅
310

ρ
 

ca. 0.08 (1.2) 

BW

LBSA sknskn

⋅

⋅⋅
310

ρ
 

ca. 0.105 (1.2) 

Adipose tissue 
84.112.029.1 −⋅−⋅+⋅ GenderAgeBMI  

ca.025 (1.3) 

84.112.029.1 −⋅−⋅+⋅ GenderAgeBMI  

ca.015 (1.3) 

Rest of body 
Variable 

ca. 0.13 (1.5) 

Variable 

ca. 0.16 (1.5) 

Regional blood flow rates 

(fraction of cardiac output) 
 

Total cardiac output [L/h] 74.015 BW⋅  (1.12) 74.015 BW⋅  (1.12) 

Liver 0.25 (1.35) 0.24 (1.35) 

Adipose tissue 0.055 (1.09) 0.04 (1.09) 

Lungs 0.025 (1.25) 0.025 (1.25) 

Brain 0.114 (1.25) 0.114 (1.25) 

Heart 0.04 (1.25) 0.04 (1.25) 

Skin 0.05 (1.1) 0.05 (1.1) 

Kidney 0.19  (1.25) 0.2  (1.25) 

Poorly perfused tissues 0.135  (1.1) 0.16  (1.1) 

GI tract 0.14  (1.25) 0.13  (1.25) 

Rest of body ca. 0.001 (1.04) ca. 0.001 (1.04) 

ALV [L/h] 
( )74.0332.07.0 BWBW ⋅⋅⋅  

ca. 289 (1.2) 

( )74.0332.07.0 BWBW ⋅⋅⋅  

ca. 340.35 (1.2) 

RR [1/h] 820 (1.2) 840 (1.2) 

L 

LSC 

LVE 

0.204 (1.3) 

0.0018 (1.5) 

0.0032 (1.5) 

0.2906 (1.3) 

0.0017 (1.5) 

0.0047 (1.5) 

 

Tissue-to-blood partition coefficients 

Estimated tissue-to-blood partition coefficients (in case of coumarin, caffeine, ethanol) according to 

(Schmitt, 2008) are compared with literature ranges in Table 5.2. Monte Carlo simulations were used to 

identify the parameter ranges that produce ±18% of change in blood (plasma) concentrations. If this effect 

was not observed within the range <P-0.8.P, P+0.8.P> and no literature information was available UR could 

not be defined (ND). 
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Table 5.2. URs for tissue-to-blood partition coefficients.  

Tissue-to-blood partition coefficients  Value  Literature 

range 

Ref. UR 

Coumarin 
Liver 2.38  0.57-1.3  

 
(Mielke et al., 2011; 
Rietjens et al., 2008) 

0.57-2.5 
Poorly perfused tissues 0.355   0.23-1.1 0.23-1.1 

Brain 2.09   0.73-1.3 0.73-2.09 
Skin 0.68  0.77-1.1 0.77-1.1 

Lungs 0.51  0.57-1.3 0.5-1.3 
Kidney 2.08   0.51-1.3 0.51-2.08 
GI tract 0.62  0.57-1.3 0.57-1.3 

Adipose tissue 1.24   4.20-9.0 1.24-9.0 
Heart 1.63  0.57-1.3 0.57-1.63 

Hydroquinone 

Liver 0.8 0.8  
 

(Corley et al., 2000) 

0.26-1.5 
Poorly perfused tissues 0.8  0.8 ND 

Brain 0.8  0.8 ND 
Skin 0.8  0.8 0.18-1 

Lungs 0.68  0.68 0.24-0.68 
Kidney 0.71 0.71 0.25-0.71 
GI tract 0.8 0.8 0.11-1 

Adipose tissue 0.8  0.8 0.15-1 
Heart 0.8  0.8 ND 

Caffeine 

Liver 4.25  0.78  
(Ginsberg et al., 

2004) 

0.78-4.5 
Poorly perfused tissues 0.995  0.69 ND 

Brain 1 0.79 ND 
Skin 1 - 0.8-1.2 

Lungs 1.23  0.79 ND 
Kidney 3.76  0.80 ND 
GI tract 1.49  0.79 0.7-1.5 

Adipose tissue 0.68  0.39 0.3-0.7 
Heart 3.69  0.79 ND 

Ethanol 

Liver 0.86 0.81-1  
 

(Loizou and Spendiff, 
2004; MacDonald et 

al., 2002) 

0.81-1 
Poorly perfused tissues 0.64 0.80-1 0.6-1 

Brain 0.92 0.87-1 0.87-1 
Skin 0.76 0.80-1 0.7-1 

Lungs 0.92 0.95-1 0.9-1 
Kidney 0.9 0.95-1 0.9-1 
GI tract 0.9 0.81-1 0.81-1 

Adipose tissue 0.59 0.11-1 0.11-1 
Heart 0.83 0.95-1 0.8-1 

Isopropanol  

Liver 1.16  1.16  
 

(Clewell Iii et al., 
2001) 

1-1.5 
Poorly perfused tissues 1.3  1.3 ND 

Brain 1.33  1.33 ND 
Skin 1.3  1.3 0.7-1.5 

Lungs 1.25  1.25 ND 
Kidney 1.25  1.25 ND 
GI tract 1.25  1.25 1-1.5 

Adipose tissue 0.32  0.32 0.2-0.8 
Heart 1.25  1.25 ND 

Nicotine 

Liver 1.42 1.42-9  
 

(Robinson et al., 
1992), (Teeguarden 

1.4-3 
Poorly perfused tissues 0.39 0.39-5.6 ND 

Brain 2.63 1.4-3 ND 
Skin 0.38 0.38-2.5 0.38-2.5 
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Lungs 1.32 0.87-2 et al., 2013) 0.87-2 
Kidney 1.34 1.34-15 ND 
GI tract 0.58 0.5-2 0.5-2 

Adipose tissue 0.19 0.19-1 0.19-1 
Heart 1.62 0.49-3 ND 

 

GI tract, skin and respiratory tract parameters 

Absorption parameters were analysed in a similar way to blood-to-tissue partition coefficient (Table 5.3). 

Stomach emptying parameters were used in accordance to (Loizou and Spendiff, 2004) – kmax [1/h] = 8.16, 

kmin= 0.005 1/h. The authors say that the gastric emptying rates are usually taken to be constant unless the 

compound causes inhibition of gastric peristalsis. Absorption (kaLI) and elimination rates (kelLI) from large 

intestine were assumed to be equal ca. 0.01 L/h due to lack of literature information and therefore their 

uncertainty could not be determined. In the same manner, absorption rate (kaHF), diffusion coefficient (DHF) 

and partition coefficient (PCHF) in hair follicles used for caffeine only were assumed to be equal to 0.153, 

1.24.10-5 and 1 respectively due to model fitting of starting values  equal to viable epidermis results. 

Removal rate of gases from lungs was assumed to be equal to 0.126 mL/s as specified by (Peterman and 

Longtin, 1984) for ethanol, isopropanol and styrene. 

 

Table 5.3. URs for the absorption parameters. 

Absorption parameters  Value  Literature range Ref. UR 

Coumarin 

Stomach abs kastom [1/h] 
 

1.8 -  
 

(Ritschel et 
al., 1989) 

1-2 

Intestine abs. kaSI [1/h] 
 

0.1 - 0.08-0.2 

DSC [cm2/h] 2.5.10-06 2.34.10-07- 1.044 
.10-06 

1-3.10-06 

DVE [cm2/h] 9.10-05 - 5-9.10-05 
kaform [mL/h] 0.22 - 0.1-0.25 

PCSC 1.65 - 1.5-1.8 
PCVE 1.829 - 1.5-2 
RBP 0.25 - 0.2-0.3 

Hydroquinone 

Stomach abs kastom [1/h] 
 

0.1 -  
 

(Barber et al., 
1995; Corley 
et al., 2000) 

0.1-0.5 

Intestine abs. kaSI [1/h] 
 

3 0.75-1.75 0.75-3 

DSC [cm2/h] 4.10-08 1.6794.10-08 1.6-4.10-08 
DVE [cm2/h] 8.10-06 - 6-9.10-06 
kaform [mL/h] 0.038 - 0.03-0.04 

PCSC 1 - 0.9-1.2 
PCVE 0.8 - 0.7-0.9 
RBP 0.15 - 0.12-0.2 

Caffeine 

Dissolution from a coated matrix Diss [1/h] 3.2 -  
 

(Hansen et al., 
2008), (Dias et 

al., 1999), 

3-3.5 
Stomach abs kastom [1/h] 

 

0.2 - 0.1-0.8 

Intestine abs. kaSI [1/h] 
 

1.5 - 1-2 
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DSC [cm2/h] 1.4.10-07 1.4-5.34.10-07 Cosmetics 
Europe, 

(Bronaugh and 
Franz, 1986) 

1.4-5.34.10-

07 
DVE [cm2/h] 1.5.10-05 7.13.10-07-1.1.10-06 8.10-06-2.10-

05 
kaform [mL/h] 0.2 - 0.1-0.3 

PCSC 2.5 1.5-5.9 1.5-5.9 
PCVE 0.6 - 0.2-1 
RBP 0.28-0.35 - 0.2-0.4 

Ethanol 

Stomach abs kastom [1/h] 
 

0.6584 0.6584  
(Loizou and 

Spendiff, 
2004; 

MacDonald et 
al., 2002), 

(Katritzky et 
al., 2008) 

0.5-0.7 

Intestine abs. kaSI [1/h] 
 

25.1 10.2-25.1 10.2-25.1 

DSC [cm2/h] 9.96.10-06 - 7-9.96.10-06 
DVE [cm2/h] 5.87.10-05 - 4-6.10-06 
kaform [mL/h] 0.2 - 0.1-0.4 

PCSC 4.95 - 3-8 
PCVE 0.2 - 0.1-0.4 
RBP 1 - ND 

Blood-air partition coefficient for ethanol 
PCbloodair 

1352.5 1265-2195 1265-2195 

Water-air partition coefficient for ethanol 
PCwaterair 

2140 2140 - 

Dl [cm2/s] 0.08 - ND 
log§ -2 2.855 -2-0.1 

Isopropanol  

Stomach abs kastom [1/h] 
 

4.7 1  
 

(Clewell Iii et 
al., 2001), 

(Kumagai and 
Matsunaga, 

1995), 
(Katritzky et 

al., 2008) 

1-5 

Intestine abs. kaSI [1/h] 
 

10 - 8-10 

DSC [cm2/h] 3.10-07 - 1-5.10-07 
DVE [cm2/h] 5.20.10-05 - 3-7.10-05 
kaform [mL/h] 0.12 - 0.1-0.2 

PCSC 1.343 - 1-1.5 
PCVE 0.778 - 0.7-0.8 
RBP 1 - ND 

Blood-air partition coefficient  
PCbloodair 

848 848 - 

Water-air partition coefficient  
PCwaterair 

10 1500 8-100 

Dl [cm2/s] 0.08 - ND 
log§ 1 2.863 1-2.863 

Nicotine 

Dissolution from a coated matrix Diss [1/h 0.235 -  0.15-0.3 
Stomach abs kastom [1/h] 

 

0.006 -  
 

(Teeguarden 
et al., 2013) 

0.004-0.008 

Intestine abs. kaSI [1/h] 
 

0.1-1 1.4 0.1-1.4 

DSC [cm2/h] 0.00016 - 0.0001-
0.0002 

DVE [cm2/h] 0.00096 - 0.0005- 
0.001 

kaform [mL/h] 0.06 - 0.03-0.09 
PCSC 0.4 - 0.3-0.5 
PCVE 1.518 - 1.2-1.6 
RBP 1.2 - 1-1.3 

Blood-air partition coefficient  
PCblood,air 

4.743 - 4-6 

Water-air partition coefficient f 6000 - 5000-6500 
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PCwater,air 

 

Liver metabolism and renal clearance 

In the uncertainty analysis I considered only phase I of the liver metabolism because rates of phase II 

(coumarin, hydroquinone) were mainly taken from literature including renal clearance of metabolites. Table 

5.4 gives the URs for Vmax/Km ratios based on literature and Monte-Carlo simulations, whenever possible. 

 

Table 5.4. URs for the clearance parameters. 

Clearance parameters Value  Literature range Ref. UR for 

Vmax/Km 

Coumarin 

Vmax (o-HPA) [mg/h/kg BW], Km (o-
HPA) [mg/L] 

 

Vmax=12.714 
Km=397.508 

Vmax/Km=0.032 

Vmax=  12.71-
1.48.1014 

Km= 397.5081-
20.9.1013 

Vmax/Km=0.032-
0.71 

 
(Mielke et al., 
2011; Rietjens 

et al., 2008) 

 
 
 

0.032-0.71 

Vmax (7-HC) [mg/h/kg BW],  Km (7-HC) 
[mg/L] 

 

Vmax=2.5 
Km=0.278 

Vmax/Km=8.99 

Vmax=14.81 -16.81 
Km=0.2777 

Vmax/Km=53.33-
60.53 

 
8-60.53 

Vmax (3-HC) [mg/h/kg BW],  Km (3-HC) 
[mg/L], Kmet [L/h/kg BW] 

 
Kmet=0.001 

Vmax=118.8627 
Km=397.5081 

Vmax/Km=0.07-0.3 

 
0.07-0.3 

CLR [L/h/kg BW] 0.08 - ND 
Hydroquinone 

Vmax (BQ) [mg/h/kg],  Km (BQ) [mg/L] 
 

Vmax=8.4 
Km=5.05 

Vmax/Km=1.64 

Vmax=4.8-8.3 
Km=5.05 

Vmax/Km=0.95-1.64 

 
 

(Corley et al., 
2000) 

 
0.95-1.64 

Vmax (HQ glucuronide) [mg/h/kg],  Km 
(HQ glucuronide) [mg/L] 

 

Vmax=28 
Km=5 

Vmax/Km=24 

Vmax=120 
Km=5 

Vmax/Km= 24 

 
5.6-24 

Vmax (HQ sulfate) [mg/h/kg],  Km (HQ 
sulfate) [mg/L] 

 

Vmax=60 
Km=5 

Vmax/Km=12 

Vmax= 60 
Km= 5 

Vmax/Km= 12 

 
- 

CLR [L/h] 0.08 - ND 
Caffeine 

Vmax (Paraxanthine) [mg/h],  Km 
(Paraxanthine) [mg/L] 

 

Vmax=0.3514 
Km=1 

Vmax/Km=0.3514 

 
- 

 
 
- 

 
ND 

Vmax (Theobromine) [mg/h],  Km 
(Theobromine) [mg/L] 

 

Vmax=0.0432 
Km=1 

Vmax/Km=0.0432 

 
- 

 
ND 

Vmax (Theophylline) [mg/h],  Km 
(Theophylline) [mg/L] 

 

Vmax=0.0072 
Km=1 

Vmax/Km=0.0072 

 
- 

 
ND 

Kmet (1,3,7-trimethyluric acid) [L/h] Kmet=0.001 - ND 
CLR [L/h] 0.08 - ND 

Ethanol 

Vmax (ethanol) [mg/h/BMI],  Km (ethanol) 
[mg/L] 

 

Vmax=10 
Km=0.962 
Vmax/Km= 
10.39501 

Vmax [mg/h/kg BW] 
= 2.86-337.77 

Km= 18.427-81.8 
Vmax/Km= 0.035-

 
 
 
 

 
 

0.035-18.33 
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18.33 (Loizou and 
Spendiff, 2004; 
Umulis et al., 

2005; 
Wilkinson et al., 

1977a) 
Vrev (acetaldehyde) [mg/h/BMI],  Krev 

(acetaldehyde) [mg/L] 
 

 
Vrev = 20 

Krev = 44.053 

Vrev [mg/h/kg BW] 

= 755.942- 
7559.419 

Krev= 44.053 
Vrev/Krev= 17.16-

171.6 

 
 

17.16-171.6 

KformEtS [L/h/BMI]  
8.425.10-07 

- 2.80.10-07-
3.1.10-06 

KformEtG [L/h/BMI]  
0.022 

- 9.00.10-03-
0.040 

CLRETH [L/h/BMI] 2.375 - 0.1-150 
CLREtS [L/h/BMI] 0.8 - 0.6-1 
CLREtG [L/h/BMI] 0.8 - 0.6-1 

Isopropanol  

Vmax (acetone) [mg/h/(kg BW)3/4],  Km 
(acetone) [mg/L] 

 

Vmax=300 
Km=10 

Vmax/Km= 30 

Vmax=300 
Km=10 

Vmax/Km=30 

 
(Clewell Iii et 

al., 2001) 

 
ND 

CLR [L/h] 
 

0.004 0.004 ND 

Nicotine 

Vmax (cotenine) [mg/h/kg BW],  Km 
(cotenine) [mg/L] 

 

Vmax= 11.260 
Km= 10.52 

Vmax/Km=1.07 

 
Vmax/Km= 0.7719 

 
 

(Teeguarden et 
al., 2013) 

 
0.77-1.07 

Kmet (rest of metabolites) [L/h/ kg BW] 
 

0.1674 0.1674 - 

CLR [L/h] 0.036 0.036 - 

 

Toxicodynamic parameters 

The uncertainty ranges for toxicodynamic parameters are given in Table 5.5. The uncertainty in estimating 

base-line (E0) values can be specified with the following URs based on studied literature: for heart rate at rest 

UR: 61.2- 80.67 [bpm] (Karatzis et al., 2005; Porchet et al., 1988), during the treadmill exercise: UR: 124-

151 [bpm] (Damirchi et al., 2009); for mean arterial blood pressure at rest: UR: 81.67-83.5 [mmHg] 

(Fattinger et al., 1997; Sofuoglu et al., 2012).  

 

Table 5.5. URs for the toxicodynamic parameters. 
Toxicodynamic parameters Value  Literature range Ref. UR  

Nicotine 

Heart rate (HR),  Blood pressure (BP) 
S [bpm/mg/L] (HR) 

S [mmHg/mg/L] (BP) 
 

1000 (HR) 
600 (BP) 

1000  
 
 

(Porchet et al., 
1988), 

(Yamazaki and 
Kanaoka, 2004) 

 
600-1200 

ka,Ant [mg/L] 3 - ND 
kel, Ant [mg/L] 6 - ND 
CAnt,50 [mg/L] 0.00772 

 
0.00772 - 

y (HR) 1 (at rest) 
 

0.6 (during 
exercise) 

 
- 

 
 0.4-1 

fu 0.95 0.95 - 
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Caffeine 

Heart rate (HR),  Blood pressure (BP) 
S [bpm/mg/L] (HR) 

S [mmHg/mg/L] (BP) 
 

200 (HR) 
20.6 (BP) 

20.6 (BP)  
 

(Shi, 1993), 
(Yamazaki and 
Kanaoka, 2004) 

 
20.6-200 

ka,Ant [mg/L] 3 (HR) 
3.48 (BP) 

- ND 

kel, Ant [mg/L] 6 (HR) 
4.86 (BP) 

- ND 

CAnt,50 [mg/L] 0.00772 (HR) 
0.24 (BP) 

0.24 (BP) 0.007-0.24 

y (HR) At rest: 1 
During exercise: 

0.4 

-  
0.4-1 

fu  0.65 0.65 - 
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6. Conclusions 

 

The following conclusions were made in this thesis: 

 

a) On quantitative structure-property relationships (QSPRs): 

 

Literature QSPRs (based on simple physicochemical properties) for skin permeation, plasma protein binding 

and blood-to-air partition coefficient were applied to 9 case study substances. The best performing models, 

based on a median estimate calculated from a set of equations, were close to experimental value for skin and 

stratum corneum permeation coefficients and blood-to-air partition coefficients. The highest variation in 

predicted results was found in the case of the skin partition coefficients (in particular for viable epidermis) 

and maximal flux. However, these variations may arise from the use of different solvents, chemical 

concentrations, application conditions and skin type in the training set used to build the QSPRs compared 

with those applied for the selected case study chemicals. 

 

b) On modelling refinement of skin, gastrointestinal and respiratory tracts 

 

The use of GI and skin sub-compartments in the PBTK model gives a better simulation of in vivo absorption 

of the cosmetic ingredients than simple model structures, as supported by statistical measures such as AICc, 

R2 and MSE. This is especially important if the time of peak concentration needs to be determined 

accurately. The difference in simulated concentration-time profiles is even more obvious in the case of 

repeated dosing, as shown in the caffeine example. The simple version of the PBTK model for inhalation, in 

turn, gives better results for styrene, isopropanol and ethanol in vivo blood concentrations. However, the 

refined PBTK model with 24 Weibel generations (diffusion/ convection sub-compartments) offers more 

simulated information (such as concentrations at particular stages of the respiratory tract) and therefore better 

estimates the exhaled concentrations.  

 

c) On in vitro – to – in vivo correlations of skin penetration, liver clearance and hepatotoxicity of 

caffeine 

 

- Simulated skin permeation of caffeine and coumarin using in vitro parameters was found ca. 6-9 and 

ca.1.5-2.5 times lower than the estimated in vivo permeation respectively. Both case studies indicate 

that in vitro absorption results, whenever used to indicate a safe limit for in vivo scenarios, should be 

multiplied by a factor of 10 as indicated in the traditional risk assessment approaches. This is 

important when in vitro experimental results are to be used to establish safe external exposure levels 

and margins of safety for a given substance. 
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- In vitro – to – in vivo correlation of liver clearance is more complex than correlating skin absorption 

parameters. On average in vitro clearance rates, calculated as a sum of Vmax/Km ratios of all formed 

metabolites, were higher than clearance rate optimised in vivo for all the compounds except for 

caffeine. Of course, different experimental protocols and Vmax and Km determinations might have 

affected these results.  

- The multi-scale modelling approach (PBTK+VCBA models) revealed almost no effect of caffeine 

after oral and dermal absorption (up to 5.33 mg/kg BW what equals ca. 2 times NOAEL dose 

extrapolated for 75 kg- male subject) on the viability of liver (HepaRG) cells regardless of the 

absorption route (oral and dermal absorption). In vitro experiments revealed a slightly higher 

sensitivity of HepaRG to caffeine when compared to HepG2. Critical liver concentrations that 

caused less than 10% of the remaining cell viability were for HepaRG: more than 60mM (single 

exposure) and 2.3 mM (after 3rd and 4th exposure) of caffeine that would require a caffeine external 

dose of more than 1000mg.  

 

d) On route-to-route extrapolations 

 

The oral-to-dermal extrapolations for coumarin, hydroquinone, caffeine, ethanol and isopropanol revealed 

that AUC in blood is the most sensitive parameter and therefore it was used to determine dermal thresholds. 

Under defined exposure conditions, these thresholds are higher than oral NOAEL values (oral NOAEL doses 

are protective) for coumarin and ethanol but lower for hydroquinone, caffeine and isopropanol. 

Hydroquinone, which appears to be the most toxic compound among other cosmetic ingredients, requires 

dermal thresholds 9 times lower than its safe oral NOAEL value. However, quite extreme exposure 

conditions were considered in this work (including exposed skin area and duration of exposure).   

 

Dermal-to- inhalation extrapolation of methyl iodide in rat and human indicated the Cmax in blood to be the 

most sensitive parameter and therefore it was used to determine dermal thresholds. Inhalation thresholds 

under assumed exposure are 45 (rat) and 800 (human) times lower than dermal results (concentration of 

solutions, exposed skin area and duration of exposure were the same for rat and human). However, a 

different absolute amount of chemical was applied: 7.68 mg onto the rat skin and 2.55 mg onto the human 

skin (over 4 h) at equally same inhaled concentration of 10 ppm (over 2 h). The inhaled concentration was 

1000 lower than the one applied on skin but skin area was only of 25 cm2.    

 

e) On ethanol case studies 

 

- The refined PBTK model for oral absorption has been successfully applied in simulating 

concentration–time profiles of ethanol, and its two metabolites, ethyl sulfate (EtS) and ethyl 

glucuronide (EtG), in blood and urine (dose of ethanol: 4 and 8 units). In contrast to previous 
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literature modelling approaches, this model gives more simulated information with a smaller number 

(4) of kinetic parameters that need tuning with respect to in vivo data.  I proposed different formation 

kinetics of EtS and EtG in the liver (to better simulate their in vivo serum concentrations) and used 

PBTK modelling to estimate the urine concentrations for the first time. Finally, I linked the PBTK 

model simulations with the Euclidean-based strategy to help back extrapolate the time of ethanol 

consumption for new data. At its current stage, the model is not intended to be a standalone tool to 

predict the exact time of ethanol ingestion based on a limited number of serum samples with known 

EtG and EtS concentrations. However, in a forensic weight of evidence approach the model can 

provide further evidence, together with evaluation of increasing or decreasing EtG/EtS ratios over 

time, to estimate the time of alcohol ingestion.   

- Simulations of the dermal absorption of ethanol from different hand rubs (that differ in ethanol 

absolute amount and its concentration) showed that there were differences in skin permeation of 

ethanol that resulted not only from different ethanol absolute doses – therefore to meet these 

differences, the PBTK model absorption parameters cannot be assumed constant. I showed that 

varying the stratum corneum/ vehicle partition coefficient (PCSC) would be enough and its values 

ranged from from 3 (4 mL 55% sol.) to 8 (20 mL 85% sol.). The difficulty of simulating 

acetaldehyde concentrations and ethanol elimination phase further confirmed previous conclusions 

about inter-individual and dose-dependent differences in ethanol metabolism. 

 

f) On toxicodynamic studies of nicotine and caffeine 

 

A joint PBTK-TD model for humans, calibrated and validated by using various published nicotine 

blood/plasma concentrations (single and repeated dosing) was applied to estimate and compare several daily 

exposure scenarios: cigarette smoking, oral and dermal absorption, and their effects on acute increase in 

heart rate at rest and during exercise. Frequent cigarette smoking shows high AUC and Cmax in the blood, and 

nicotine-rich dermal patches produce high AUC and Cmax in the liver. The resulting toxicokinetics in blood 

after smoking of 3 cigarettes per day was found comparable to the use of a single 7mg-dermal patch and 5  

2mg-lozenges every 2 hours whereas smoking of 8 cigarettes per day was found comparable to a single use 

of 14-mg dermal patch or 10 2-mg lozenges every hour. However, the effects of smoking on heart rate are 

definitely higher than any of the investigated methods for nicotine therapy. Maximal heart rate while 

smoking was estimated to be ca. 1.35 times higher than a base-line value during a cycling exercise and ca. 

1.17 times higher at rest. Multi-route exposure to nicotine has not been investigated in this study and would 

require further experiments. 

 

In different studies, caffeine was reported to have no effect (or slightly increasing) or decreasing effect on 

heart rate during exercise and at rest. Only during recovery after exercise was caffeine observed to increase 

heart rate. Since it is probably impact of exercise itself on increased heart rate, the exponent in the sigmoid 
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model was modified for the exercise condition to better fit the pharmacological response. However, the 

fitting was performed with respect to experimental data of (Damirchi et al., 2009) resulting in a value of 0.4, 

so its applicability may include only a given intensity of exercise – 30-min running at a constant relative load 

(60% VO2 max- see (Damirchi et al., 2009)) of lean men. The cardiovascular mechanisms that affect blood 

pressure are not entirely understood. Some studies have reported that MAP, SBP and DBP increase during 

exercise, whereas others have found no relevant effects. At rest, most of the studies indicate an increase in 

blood pressure due to caffeine. Due to variability in experimental results and an unclear distinction between 

caffeine effects at rest and during exercise the same sigmoid model was applied to predict BP in both cases 

(difference was only in base-line values). Not all of the model simulations produced a satisfactory match to 

mean experimental values. The simulation of blood pressure seems more difficult than heart rate; probably 

because the inter-individual variability is much higher and also effects of other phenomena (like stress or 

fitness) have a significant effect on the measured values. Clearly, more biological information should be 

included in the toxicodynamic model (perhaps with a decision-tree based algorithm to select an effect 

equation adjusted to given physiological and experimental conditions) to make it more robust and reliable. 

AUC in the blood after four 4-h-dermal applications of caffeine (4.563 mg/mL over 150 cm2, with open hair 

follicles) was found slightly higher than oral intake of instant coffee (62 mg of caffeine in a cup per day).  

Milder but long-lasting increases of heart rate following dermal absorptions were simulated. However, these 

findings need to be supported by experimental results, before firm conclusions can be drawn concerning the 

physiological effects of the caffeine-containing products.  
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APPENDIX 1 

 

Sensitivity Analysis of the ethanol case study 

 

Effect of the following parameters was measured on concentrations of ethanol, EtS and EtG in the serum: 

Vmax, Km,  Vrev, Krev, KformEtS,  KformEtG, CLREth,  Dt, kaSI, kastm,  kmax, kmin, CLREtS, CLREtG. The median 

estimated population values were used and examined on average man (BW= 75 kg, height =181 cm, age= 

24) and woman (BW= 64 kg, height= 170 cm, age= 22) based on 18 subjects that took part in the ethanol 

drinking experiment.  The parameters (P) were varied by P ± P.50% for the Monte Carlo simulations 

(Figures: A1.1-16), whereas, in case of local Sensitivity Analysis each parameter value was perturbed as 

max(10-8,P).(1+10-8) –the default setting in the function -and the parameters were scaled by the mean of the 

simulated serum concentrations (Tables: A1.1-3). 

Local Sensitivity Analysis 

Local sensitivity analysis identified the following parameters, that were evaluated individually in a very 

small region close to their nominal value, to be top sensitive (based on sum of L1, L2): for ethanol: Vmax, 

CLREth and kastm; for EtS: Dt, CLREth, Vmax; for EtG: Vmax, kastm and CLREth. 

 

Table A1.1 Summary of local Sensitivity Analysis for ethanol concentrations (most sensitive parameters) 
Parameter 4 units man 4 units woman 8 units man 8 units woman 

 L1 L2 L1 L2 L1 L2 L1 L2 
Vmax [mg/h] 0.28 0.062 0.005 7.3.10-4 2.0.10-2 3.6.10-3 8.1.10-3 9.4.10-4 
kastm [1/h] 0.17 0.043 0.018 3.1.10-3 1.5.10-2 3.3.10-3 6.2.10-3 7.5.10-4 

Dt [L/h] 0.12 0.023 0.058 7.3.10-3 9.8.10-3 1.8.10-3 7.9.10-3 9.4.10-4 

CLReth 0.22 0.06 0.006 8.1.10-4 1.5.10-2 2.8.10-3 3.4.10-4 4.0.10-5 

 



���

Table A1.2 Summary of local Sensitivity Analysis for EtS concentrations (most sensitive parameters) 
Parameter 4 units man 4 units woman 8 units man 8 units woman 

 L1 L2 L1 L2 L1 L2 L1 L2 
Vmax [mg/h] 25.03 3.02 6.49 2.41 20.71 3.08 26.17 3.04 
kastm [1/h] 15.14 1.84 18.15 3.72 11.39 2.03 18.38 2.31 

Dt [L/h] 17.21 2.053 56.06 6.80 10.01 1.44 21.21 2.51 

CLREth 49.87 5.94 7.22 2.87 9.43 1.78 0.87 0.18 

CLREtS 1.46 0.27 22.49 4.78 1.17 1.36 1.54 0.64 

KformETS 2.33 0.26 1.94 0.22 0.67 0.07 0.66 0.07 

 

Table A1.3 Summary of local Sensitivity Analysis for EtG concentrations (most sensitive parameters) 
Parameter 4 units man 4 units woman 8 units man 8 units woman 

 L1 L2 L1 L2 L1 L2 L1 L2 
Vmax [mg/h] 4.15 0.52 0.57 0.17 2.77 0.54 3.26 0.38 
kastm [1/h] 7.54 0.94 0.29 -0.015 0.56 -0.84 1.83 0.28 

Dt [L/h] 2.65 0.33 0.95 7.92 0.27 0.23 0.29 -2.41 

CLREtH 2.16 0.36 0.21 -0.47 3.01 0.67 0.25 0.04 

CLREtG 0.37 0.05 0.04 -0.27 0.01 -0.08 0.08 0.01 

KformEtG 0.87 0.097 0.09 0.78 0.03 0.21 0.25 0.03 

 

 

High effect of drinking rate on resulting ethanol concentrations in serum was caused mostly due to 

higher/lower amount and rate of ethanol reaching the stomach (drinking time was unchanged 60 min in all 

the instances) with mean 0.4 L/h for 4 units and 0.5 L/h for 8 units. This effect was also clear for EtS and 

EtG. 

 

Fig A1.1. Effect of drinking rate (Dt) on serum concentrations of ethanol for: 4 units average man, 4 units 

average woman, 8 units average man, 8 units average woman (from left). 
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Fig A1.2. Effect of ethanol drinking rate Dt on serum concentrations of EtG for: 4 units average man, 4 units 

average woman, 8 units average man, 8 units average woman (from left). 

 

Fig A1.3. Effect of ethanol drinking rate (Dt) on serum concentrations of EtS for: 4 units average man, 4 

units average woman, 8 units average man, 8 units average woman (from left). 

 

Fig A1.4. Effect of stomach absorption rate (kastm) on serum concentrations of ethanol for: 4 units average 

man, 4 units average woman, 8 units average man, 8 units average woman (from left). 
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Stomach absorption rate of ethanol was evaluated in the range 2:6 1/h (with a mean of 41/h) for both 4 and 8 

units of ethanol. Its effect, however, was higher for 8 units of ethanol in terms of ethanol concentrations in 

serum and almost the same for the two metabolites. 

 

 

Fig A1.5. Effect of ethanol absorption rate from stomach (kastm) on serum concentrations of EtS for: 4 units 

average man, 4 units average woman, 8 units average man, 8 units average woman (from left). 

 

Fig A1.6. Effect of ethanol absorption rate from stomach (kastm) on serum concentrations of EtG for: 4 units 

average man, 4 units average woman, 8 units average man, 8 units average woman (from left). 

 

Ethanol renal clearance with median values of 20.BMI for men (4 units), 4.BMI (4 units women), 1.BMI (8 

units men) and 0.1.BMI (8 units women) showed high impact on ethanol levels in the serum and slightly 

lower on EtS and EtG levels. 
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Fig A1.7. Effect of ethanol renal clearance on serum concentrations of ethanol for: 4 units average man, 4 

units average woman, 8 units average man, 8 units average woman (from left). 

 

Fig A1.8. Effect of ethanol renal clearance (CLREth) on serum concentrations of EtS for: 4 units average 

man, 4 units average woman, 8 units average man, 8 units average woman (from left). 

Fig A1.9. Effect of ethanol renal clearance from stomach (CLREth) on serum concentrations of EtG for: 4 

units average man, 4 units average woman, 8 units average man, 8 units average woman (from left). 
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Ethanol metabolism rate to acetaldehyde (Vmax) with the average value of 10.BMI mg/h showed the highest 

changes in the resulting simulations for ethanol only. In case of metabolites, the results were not altered a lot. 

 

Fig A1.10. Effect of ethanol metabolism rate to acetaldehyde (Vmax) on serum concentrations of ethanol for: 

4 units average man, 4 units average woman, 8 units average man, 8 units average woman (from left). 

 

Fig A1.11. Effect of ethanol metabolism rate to acetaldehyde (Vmax) on serum concentrations of EtS for: 4 

units average man, 4 units average woman, 8 units average man, 8 units average woman (from left). 

Fig A1.12. Effect of ethanol metabolism rate to acetaldehyde (Vmax) on serum concentrations of EtG for: 4 

units average man, 4 units average woman, 8 units average man, 8 units average woman (from left). 
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Formation rates of EtS and EtG produced the highest variation of simulated concentrations. Lower effect was 

observed in cases of their renal clearance values. What proves that using a population average value, instead 

of fitted individual rates, is sufficient.  

 

Fig A1.13. Effect of EtS formation rate (KformETS) on serum concentrations of EtS for: 4 units average man, 4 

units average woman, 8 units average man, 8 units average woman (from left). 

 

Fig A1.14. Effect of EtS renal clearance (CLREtS) on serum concentrations of EtS for: 4 units average man, 4 

units average woman, 8 units average man, 8 units average woman (from left). 

Fig A1.15. Effect of EtG formation rate (Kform,ETG) on serum concentrations of EtG for: 4 units average man, 

4 units average woman, 8 units average man, 8 units average woman (from left). 
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Fig A1.16. Effect of EtG renal clearance (CLRETG) on serum concentrations of EtG for: 4 units average man, 

4 units average woman, 8 units average man, 8 units average woman (from left). 


