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Abstract

The development of innovative technologies in the ocean
energy sector has introduced new challenges in modeling design
relevant offshore conditions as part of ongoing efforts to optimize
structures and devices. These challenges are approached in this
thesis through the development and application of numerical
and experimental methods. Many of these methods and
findings are applicable in the design of offshore structures
in general. However, a particular focus has been put on a
previously unsolved problem in ocean engineering: The shape
optimal design of bottom mounted structures subjected to
combined wave-current loading. In engineering practice, the
problem is specifically encountered in the design of tidal turbine
foundations.

In the process of analyzing and solving this problem,
several advancements in Computational Fluid Dynamics are
presented. These include new simulation techniques that
allow for ocean modeling considering wave-current interaction,
a reduced modeling approach that significantly decreases
computational costs, an automated optimization framework that
allows for efficient design space exploration, and a benchmark
validation problem that is readily reproducible. In addition, a
new experimental approach to generating stable wave-current
laboratory conditions is introduced, which can be efficiently
implemented into flumes operating with a current pump and a
horizontal wave maker.

Furthermore, the verified and validated methods are applied
to investigations of the intricacies of wave-current flows and
their implications to loads on offshore structures. These
investigations reveal several key findings regarding load increase
as a result of the interaction between waves and currents, ideal
shape characteristics for design relevant offshore conditions, and
measures to control horizontal and vertical loads on offshore
structures.

Finally, the methods and findings are collectively applied
to the development of a design procedure for a new generation
of gravity base foundations. Substantial improvements of the
design’s hydrodynamic performance are revealed, compared to
previous prototype structures. Overall, the newly developed
foundation concept demonstrates the capabilities of the
introduced methods as a powerful tool in the design process of
offshore structures.
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Zusammenfassung

Die Entwicklung innovativer Strukturen zur Nutzung
von Meeresenergie stellt Ingenieure vor immer neue Heraus-
forderungen. Von zentraler Bedeutung ist dabei die sorgfältige
Modellierung von Offshore-Bedingungen als Basis der Analyse
und Optimierung von Strukturen und Anlagen. In dieser Arbeit
werden numerische und experimentelle Methoden entwickelt, die
diesen Anforderungen gerecht werden sollen. Die Methoden und
Erkenntnisse können auf eine Vielzahl praxisrelevanter Aufgaben
beim Entwurf von Offshore-Bauten angewendet werden. Ein
besonderer Fokus dieser Arbeit liegt auf der Formoptimierung
von Fundamenten für Gezeitenturbinen unter Strömungs- und
Wellenbelastung.

Im Rahmen der Arbeit werden zahlreiche Neuerungen im
Bereich Computational Fluid Dynamics vorgestellt. Diese
umfassen neue Simulationsmethoden zur Modellierung der
Wellen-Strömungs-Interaktion, reduzierte Modellierungsansätze
zur Verringerung von Rechenzeiten, ein automatisiertes
Optimierungsverfahren zur Untersuchung des Entwurfsraums
und die Definition eines reproduzierbaren Benchmark-
Validierungsproblems. Außerdem wird ein neuer experimenteller
Versuchsaufbau vorgestellt, der sowohl eine stabile Erzeugung
von Wellen-Strömungs-Bedingungen ermöglicht, als auch eine
einfache Installation in bestehenden Labors gewährleistet.

Die verifzierten und validierten Methoden werden zur
Erforschung grundlegender Vorgänge in Wellen-Strömungs
Bedingungen und deren Auswirkung auf Offshore-Lasten
angewendet. Hieraus lassen sich Erkenntnisse über Lastzunahmen
durch die Interaktion zwischen Wellen und Strömungen ableiten.
Die lastabhängigen Formeigenschaften werden beschrieben und
klassifiziert und Maßnahmen zur Beeinflussung von horizontalen
und vertikalen Strukturlasten aufgezeigt.

Als Anwendung werden die Methoden und Erkenntnisse zur
Entwicklung eines Entwurfsverfahrens einer neuen Generation
von Schwergewichtsfundamenten herangezogen. Verglichen
mit bislang errichteten Prototypen weist die neue Struktur
erhebliche Verbesserungen der hydrodynamischen Eigenschaften
auf. Insgesamt demonstriert die Entwicklung der neuen Struktur
die Leistungsfähigkeit der vorgestellten Methoden beim Entwurf
von Offshorebauten. Die gewonnen Erkenntnisse dienen der
Entwicklung und Verbesserung zukunftsweisender Technologien
im Bereich der Meeresenergie.
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Ūw1 Mean horizontal wave velocity

Uwcii Wave-current interaction velocity vector

V Structure volume

Vi Voronoi weighting vector

vi Design variables vector

vli Design variables lower bound

vui Design variables upper bound

w Structure width

Wi Kriging model weights

x, z Fixed coordinate system with origin at the mean sea level; for the
numerical simulations x = 0 is defined at the domain inlet
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Chapter 1

Introduction and Motivation

In the past decades, the types of developed and installed offshore
structures has greatly diversified. Until the early 1990s, a major focus
in ocean engineering was directed towards oil and gas applications.
With the design of the world’s first offshore wind farm completed near
Vindeby, Denmark in 1991 (Breton and Moe, 2009) offshore structures
for the renewable energy sector steadily gained in importance. At the
turn of the century, offshore devices designed to extract energy from
the oceans entered a pre-commercial phase. Testing of full scale tidal
turbine prototypes in Kvalsund, Norway and Lynmouth, England began
in 2003 (Faez Hassan et al., 2012). At the same time, the world’s first
offshore wave energy converter was grid connected in Nissum Bredning,
Denmark (Kofoed et al., 2006). A number of devices have since passed
proof of concept studies that demonstrated their capabilities and
potential. This has led to a new phase in the development of the
technologies, which aims at further improving existing devices in order
to establish large scale commercial offshore parks. As part of this
phase, optimization based on numerical and experimental modeling has
started to play a central role in the search of solutions to new design
challenges in offshore engineering. This thesis undertakes the analysis,
development, and validation of these models while applying them to
offshore engineering related optimization tasks.
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To some extend, knowledge and experience gained in decades of
research and development in the offshore oil and gas industry could be
applied in the early design stages of new ocean engineering technologies.
However, these young technologies introduced a variety of previously
not encountered design challenges, motivating the exploration of new
research topics. Particularly when this research aims at optimizing a
technology, the unique characteristics and specifications of individual
design problems need to be considered, in order to unveil the full
optimization potential. In the presented thesis, the design problem
is the shape optimization of tidal turbine gravity base foundations.
Furthermore, many of the findings and conclusions drawn from
the research are applicable to a much broader application range.
Particularly, this pertains to tasks involving efficient numerical and
experimental modeling of waves, currents and wave-current interaction,
load analysis and optimization of offshore structures, and the validation
of force computation and shape optimization in ocean conditions.

In addition to investigating these fundamental aspects of ocean
engineering, the research aims at providing a practical contribution to
the development and establishment of new generation tidal turbines.
The principal functionality of this technology is to convert kinetic energy
of streaming water into electrical energy. This is typically achieved by
placing fully submerged turbines in regions of the oceans consisting
of high tidal velocities. The great advantages of using tidal currents
as a source of energy are the long term predictability of the expected
energy extraction, and the low influence of daily weather conditions
on power generation. In these regards, tidal turbines hold a unique
status in the renewable energy sector. The technology was tested
thoroughly in recent years, with a number of successful deployments of
first generation tidal turbine prototypes that operated at a capacity of
around 300 kW, while some second generation designs dispatched over
1 MW of power (Faez Hassan et al., 2012). During this design phase,
wide spread research efforts were undertaken in order to support the
development of the technology.

A large part of this research has focused on topics related to energy
resource assessment and turbine design. As pointed out by Blunden
and Bahaj (2007), tidal stream resource assessments have been carried
out at least since the 1970s, including publications by Heronomus et al.
(1974) and Lissamen and Radkey (1979). As the development of the
turbines advanced, various private consultants also carried out desktop
studies assessing tidal resources, as noted and referenced by Grabbe
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et al. (2009). In addition, numerical models were developed to aid in
the selection of suitable sites for power extraction (e.g. Evans, 1987;
Garrett and Cummins, 2004, 2005; Karsten et al., 2008; Blanchfield
et al., 2008; Blunden, 2009; Yang et al., 2013). Simultaneously, a great
number of experimental and numerical research projects were carried
out targeting various aspects of tidal turbine development. Among
others, these studies include research focusing on the following turbine
related topics:

• Hydrodynamic blade design (e.g. Batten et al., 2006, 2008; Bahaj
et al., 2007)

• Tidal turbine wakes (e.g. Turnock et al., 2011; Batten et al., 2013;
Masters et al., 2013; Tedds et al., 2014)

• Fatigue loads (e.g. McCann, 2007; Milne et al., 2011)

• Blade materials (e.g. Uzawa et al., 2008; Davies et al., 2013)

• Turbine array interactions (e.g. O’Doherty et al., 2009; Vennell,
2012; Funke et al., 2014)

• Turbine noise emissions (e.g. Wang et al., 2007; Halvorsen et al.,
2011)

While the list of literature related to tidal resources and turbine
design is quite exhaustive, very little research has been presented
regarding tidal turbine support structures. The lack of research in this
particular area is somewhat surprising, considering that in offshore
wind farm projects the foundation costs make up between 15 % and
40 % of the total costs (Sun et al., 2012). Similarly, the realization of
profitable tidal turbine parks relies heavily on innovative and efficient
foundation solutions, which take into account the unique environment
encountered at tidal turbine sites. In particular, this environment
involves offshore conditions with high tidal velocities, reducing the
time windows during which an installation of the structures is practical.
Another unique characteristic of sites suitable for an efficient operation
of tidal turbines are the properties and conditions of the sea floor. As a
result of high flow velocities, there is usually very little, if any sediment
(Owen, 2007). The rocky substrate that is consequently encountered
complicates the installation of foundations that enter the sea floor.
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(a) Gravity base (b) Pile foundation (c) Flexible mooring

Figure 1.1: Classification of typical tidal turbine foundation types.

Some foundation solutions that take into account these special
conditions have very recently been researched and published. Among
these, one focus has been on pile foundations such as monopiles, tripods,
and jacket foundations. These foundations consist of a single or multiple
piles that have to be drilled into the sea floor (Fig. 1.1b). During initial
pile installations for tidal turbine prototypes, significant difficulties
arose with seakeeping of the installation vessels. This problem was
addressed through the development of the so called Dive Drill, a drilling
template that is lowered to the sea floor and connected to the ship
through an umbilical handling system, allowing for some motion of the
vessel during installation (Spagnoli and Weixler, 2013). Pile foundations
are particularly advantageous in terms of the load analysis during the
design process, because the geometric simplicity of the structure allows
for a computation of forces using simple and well documented methods.
The drilling noise emissions during installation and the relatively high
material costs for the steel piles are considered to be the main draw
backs of this foundation technology.

Alternatively, tidal turbines can be secured using flexible mooring
in combination with floater sections (Fig. 1.1c). Research on this
foundation type was recently carried out by Sanchez (2013), including
the introduction of an experimental-based methodology to analyze
tethered systems. The basic concept of this foundation type is to
induce a buoyant lift force on the turbine through floater bodies, while
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anchoring the structure to the sea floor using mooring lines. As a result
of this setup, material costs are reduced and there are no limitations
concerning the water depth. However, Sanchez also concluded that
during operation of the devices high stresses in the mooring lines occur,
requiring frequent substitution and therefore higher maintenance costs.

Finally, a Gravity Base Foundation (GBF) can be utilized to
support tidal turbines (Fig. 1.1a). The functional principle of this
foundation concept is to transfer all structural forces to the sea floor
exclusively through friction between the foundation base and the
substrate. Drilling or mooring procedures during installation are thus
avoided. Instead, the integrity of the structure is safeguarded through
the weight of the foundation. Concrete is often chosen as material for
the foundation to supply the required weight. This choice reduces
the material costs significantly, compared to steel structures. As
analyzed by Vølund (2005), the material costs for concrete gravity
base foundations are approximately half of the costs of a comparable
steel monopile. It is therefore of little surprise that according to the
European Marine Energy Centre (EMEC), 63 % of the 58 tidal turbine
devices under development in 2012 utilized GBFs, while pile foundations
and foundations with flexible mooring only constituted 14 % and 23 %,
respectively (Sanchez, 2013).

The design of these GBFs for tidal turbines has largely been
carried out based on engineering intuition and previous experience
from the offshore wind sector. Detailed research concerning favorable
concrete foundation shapes to reduce loads in the expected marine
environment was thus far lacking. This is likely due to the fact that an
analysis of a complex geometry in a combined wave-current environment
requires the application and enhancement of highly complex modeling
techniques. However, if such methods are unveiled and utilized, there
is large potential to optimize the massive bluff bodies used as GBFs,
such that the load on the structure is reduced. This allows for the
utilization of smaller and lighter foundations, which results in lower
material, transportation, and installation costs. Considering the large
contribution of these costs to the overall tidal turbine expenses, the
development of methods for shape optimal design of GBFs has the
potential of triggering significant advancements of the technology.

The development and application of these methods is presented in
this thesis. In Chapter 2, a Numerical Wave-Current Tank (NWCT) is
introduced that allows for reliable simulation of wave-current offshore
conditions using Computational Fluid Dynamics (CFD). Included in the
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chapter is the description and verification of a novel methodology that
allows for the generation of combined wave-current scenarios under
consideration of the interaction between the wave and the current
field. This method is applied to load simulations of bottom mounted
structures in Chapter 3. A particular focus is set on demonstrating
the importance of analyzing wave-current flows in a single simulation,
and identifying the difference to a simplified superposition of results
from individual wave and current simulations. Furthermore, the
NWCT is applied to determine the loading on a prototype GBF for
a tidal turbine installed near Jindo Island, South Korea. Following,
a new reduced modeling approach for efficient offshore wave-current
CFD simulation is derived and tested in Chapter 4. The purpose
of the model is to reduce computational requirements for offshore
CFD simulations of fully submerged structures, thereby enabling
cost-effective optimization studies. Such studies are then carried out
in Chapter 5, which introduces an optimization framework that is used
to determine optimal shape characteristics of GBFs in waves, currents,
and combined wave-current scenarios.

In addition to numerical considerations, this thesis introduces and
applies experimental techniques developed for testing of structures
in wave-current environments. A newly designed and evaluated
experimental modeling approach to generate stable wave-current
flow conditions is described in Chapter 6. The experimental setup is
applied to an elaborate experimental investigation of bottom mounted
structure shapes in Chapter 7, in order to validate the attained
optimization results. At the same time, the study establishes a simple
benchmark for testing of related numerical and experimental models.
Finally, the introduced models and confirmed findings are collectively
applied to the design of a new and improved GBF for tidal turbines
in Chapter 8. It is shown that the new design results in significantly
reduced critical loads on the structure, compared to the initially
analyzed prototype structure.

Overall, this thesis provides a comprehensive framework for the
development of a new generation of efficient tidal turbine GBFs.
The numerical and experimental methods derived for this purpose
are suitable to address related shape optimization tasks of offshore
structures. Thereby, this research is meant to support solving some of
the new challenges introduced by the development of renewable energy
technologies in offshore engineering.



Chapter 2

Numerical Wave-Current
Modeling

2.1 Introduction and Overview

Throughout ocean engineering, offshore structure design has frequently
been carried out using cylindrical supports that have found applications
in the construction of tension-leg platforms and monopile structures.
Environmental forces on these support members of prismatic shape
can efficiently be calculated using simplified semi-empirical equations,
such as the well known Morison equation introduced by Morison et al.
(1950). However, these methods presume that geometry specific shape
parameters are available for the structure of interest. These parameters
are typically determined experimentally and have, for example, been
summarized by Sarpkaya (2010) and Barltrop et al. (1991) for a variety
of simple shapes.

In addition to pile-structures, complex three dimensional geometries
have started to gain importance in the ocean energy sector. GBFs
for tidal turbines are one example of such structures, which are
subjected to a complex flow field. These support structures consist of
a three dimensional bluff body, for which shape parameters used in
semi-empirical approaches are often not documented. Furthermore,
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it is usually not economical to determine these shape parameters
experimentally in the early design stages of an offshore project, because
the design may still be subject to fundamental alterations. Experiments
are typically conducted in a much later phase of the project, when
the general design concept has been established. However, even at
the outset of an offshore project, engineers rely heavily on accurate
environmental force estimations when making the first fundamental
design choices. This calls for an efficient and economical methodology
capable of capturing realistic offshore conditions that can be evaluated
in combination with complex geometries.

Particularly in the early stages of a project, numerical methods
based on CFD are powerful tools to gain access to complicated flow
fields. A description of a modeling strategy to carry out CFD-based
offshore simulations in a Numerical Wave-Current Tank (NWCT) is
presented in this chapter. The numerical tank combines the solution of
water wave problems introduced by Fenton (1988) with the multiphase
Volume of Fluid (VOF) method established by Hirt and Nichols (1981).
The methodology allows for the simulation of offshore environments
based on the numerical solution of the Unsteady Reynolds-averaged
Navier-Stokes (URANS) equations. Numerical wave tanks have become
a popular tool for offshore engineering applications. However, the
simulations are often carried out without justification of the individual
model choices and without an awareness of the consequences of these
choices. In this chapter, the different components of the numerical
tank are selected and evaluated carefully, with a particular focus on
choosing the most suitable configuration to capture design relevant
marine environments encountered by offshore structures.

In many cases, the design of offshore structures is governed by
severe loads resulting from the combination of a site specific maximum
current and an extreme wave scenario. This gives rise to a phenomenon
referred to as wave-current interaction, which leads to a modification
of the overall fluid kinematics. Capturing the interaction process is
particularly difficult when the flow becomes rotational, as is the case
when simulating non-uniform ocean currents. Under such conditions,
some fundamental assumptions underlying established wave theories
commonly used for offshore applications are violated. In this chapter,
a novel methodology is presented that overcomes this problem by
capturing the interaction within a CFD simulation, allowing for an
extension of commonly utilized numerical wave tanks to incorporate a
non-uniform current.
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In order to evaluate the capabilities of the NWCT to accurately
model realistic conditions throughout the water column, the proposed
methodology is verified with respect to fluid particle kinematics
developing in the computational domain. Overall, the aim is to
evaluate the proposed methodology and to assess its potential to be
used in the design process of offshore structures.

Part of the work presented in this chapter has been published in
the International Journal of Offshore and Polar Engineering (Markus
et al., 2013b) and in the Proceedings of the twenty-second International
Conference of Offshore and Polar Engineering (Markus et al., 2012). It
is presented here with explicit written consent from the publishers.

2.2 Governing Equations

The basic principle of the NWCT is to describe fluid particle kinematics
by simulating a physical flow field based on the numerical solution
of the Navier-Stokes equations. The complexity of the transient fluid
flow encountered at offshore sites calls for a methodology that is
capable of efficiently describing high Reynolds numbers turbulent flows.
Large Eddy Simulation (LES) is increasingly finding application in
industrial problems. However, the method still requires considerable
computational resources. In order to capture the velocity fluctuations
throughout the regions of wave development, an LES simulation requires
a fine mesh resolution. This is particularly problematic in open water
flows, where a large computational domain is typically necessary in
order to eliminate the influence of the various boundaries. Alternatively,
a time averaged solution of the turbulent fluid problem based on
the Reynolds-averaged Navier-Stokes (RANS) equations significantly
reduces required computer resources. However, a steady solution of the
Navier-Stokes equations is inadequate to describe the unsteady flow
field generated by ocean waves. The transient characteristic of the flow
can be captured by retaining the rate of change of the fluid properties in
the RANS equations, which is referred to as unsteady RANS (URANS).
The URANS equations comprise of the following averaged continuity
equation and averaged system of momentum equations:

∂Ui
∂xi

= 0 (2.1)
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∂Ui
∂t

+ ∂

∂xj
(UiUj) = −1

ρ

∂P

∂xi
+ ν

∂2Ui
∂x2

j

− ∂

∂xj
(u′iu′j) + gi (2.2)

where Ui and u′i are the mean and fluctuating velocity components,
respectively, P is the mean pressure, ρ is the density of the fluid, ν is the
kinematic viscosity and gi is the gravitational acceleration. The URANS
approach is particularly suitable for numerical offshore simulations, as it
captures the transient behavior of the flow at manageable computational
costs.

2.3 Turbulence Model

When modeling realistic offshore environments, the investigated
flow fields are typically highly turbulent. These conditions require
a physically meaningful modeling of the Reynolds stresses u′iu′j of
Eq. 2.2. In many applications, it is common practice to model the
Reynolds stresses of highly turbulent flows using the k-ε model initially
introduced by Launder and Spalding (1974). This method performs
well in many physical fluid problems, particularly in the free stream
regions of the flow. Problems arise in the near wall regions, where
the model definition leads to an unphysical development of turbulent
viscosity that needs to be damped out. Wilcox (1988) introduced
an alternative approach based on the turbulence frequency ω. The
definition of the turbulence parameters in the k-ω model is such that
wall damping functions can be avoided. However, problems arise in the
free stream, where k and ω tend towards zero, resulting in an undefined
turbulent viscosity. The particular application of a numerical wave
tank is sensitive to both regions: the free stream, where a physical
wave motion should be captured, and the near wall regions, where the
pressure on the structure is relevant. In order to account for these
conditions, a combination of both models is preferable, as proposed
by Menter (1993). The k-ω SST model blends the k-ε model applied
to the free stream with the k-ω model used in the near wall regions,
thus capitalizing on the advantages of both models and making it
particularly useful for a numerical simulation of offshore environments.

The transport equations for the turbulent kinetic energy k and the
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specific dissipation ω are defined by Menter as follows:

∂ρk

∂t
+ ∂ρUjk

∂xj
= Pk − β∗ρωk + ∂

∂xj

[
(µ+ σkµt)

∂k

∂xj

]
(2.3a)

Pk = µt
∂Ui
∂xj

(
∂Ui
∂xj

+ ∂Uj
∂xi

)
− 2

3ρkδij
∂Ui
∂xj

(2.3b)

∂ρω

∂t
+ ∂ρUjω

∂xj
= γPω − βρω2 + 2ρ(1− Fb)σω2

1
ω

∂k

∂xj

∂ω

∂xj

+ ∂

∂xj

[
(µ+ σωµt)

∂ω

∂xj

]
(2.4a)

Pω = ρ
∂Ui
∂xj

(
∂Ui
∂xj

+ ∂Uj
∂xi

)
− 2

3ρωδij
∂Ui
∂xj

(2.4b)

where µ denotes the dynamic viscosity of the fluid and µt is the
coefficient of turbulent viscosity. Fb in Eq. 2.4 is equal to one in the
near wall region and equal to zero in the free stream. The function takes
on intermediate values in the wake region, ensuring a smooth transition.
The model constants applied in the near wall region correspond to those
customary applied in the k-ω model (σk = 0.5, σω = 0.5, β = 0.075,
β∗ = 0.09, γ = 0.5532) while in the free stream region the constants are
defined in accordance with the k-ε model (σk = 1.0, σω = σω2 = 0.856,
β = 0.0828, β∗ = 0.09, γ = 0.4403).

2.4 Free Surface Model

Gravity waves are characterized by orbital fluid particle paths and a
fluctuating free surface profile. Such a fluctuation of a free surface is not
explicit in the URANS equations, requiring further modeling steps to
simulate the vertical velocity oscillations throughout the water column.
Methods that focus on capturing the free surface can be classified into
two distinct general categories, based on the utilized frame of reference:

• interface-tracking techniques

• interface-capturing techniques
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Interface-tracking techniques follow the surface elevation using a
Lagrangian moving mesh, which is boundary fitted and updated as
the free surface evolves. Methods that fall into this category include
the Height Function Method and Line Segment Method, described
in detail by Nichols and Hirt (1971, 1973), Hirt et al. (1975), and
Nichols (1975). The methods have small storage requirements and
typically render low calculation times. However, as pointed out by
Hirt and Nichols (1981), the major disadvantage of interface-tracking
techniques is the difficulty to represent intersecting surfaces or surfaces
that fold. These scenarios may occur when analyzing more complex
wave phenomena.

As an alternative, interface-capturing techniques have been
developed, which are based on an Eulerian stationary mesh that
extends beyond the free surface. The surface is captured indirectly by
defining different regions for the water and air phase of the domain,
and by identifying the interface between these regions. Among the
earliest developments in this field is the Marker and Cell (MAC)
method introduced by Harlow and Welch (1965) and later extended
by Harlow et al. (1976) and Chen et al. (1997). The basic idea of the
method is to spread massless marker particles over the water phase of
the domain, which are specified to move with the fluid velocity at their
location. The free surface is identified at the interface between regions
with and without particles. The method allows for a representation
of intersecting and folding surfaces, and has been used in various
applications (e.g. Christensen and Deigaard, 2001; Popinet and Zaleski,
2002; Bidoae et al., 2003). However, the introduction of marker
particles into the simulation inevitably increases computational storage
requirements, which may be impractical when analyzing large domain
offshore applications.

The Level Set Method (LSM) introduced by Osher and Sethian
(1988) is an alternative Eulerian approach to capturing the free surface,
which is more efficient in terms of the required computational storage.
As a result, the method has been used for the evaluation of various
applications in the offshore engineering sector (e.g. Zhang et al., 2012;
Kamath et al., 2013; Iafrati et al., 2014). The basic idea of the LSM
is to define a transport equation in the form of a weighted distance
function. When this function is evaluated, the sign of non-zero distance
values determines whether each point is in the air or water phase of
the domain, while a zero value, the so called zero level set, defines
the free surface. A detailed description of the LSM can be found in
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Sethian (1999). The principal drawback of the level set method is
that it inherently does not satisfy conservation of mass. Therefore,
highly accurate schemes for the solution of the level set equation or
alternatively, re-initialization schemes are necessary, as described by
Salih and Moulic (2013).

An interface-capturing technique that is inherently mass conserving,
while also requiring relatively little computational storage compared
to the MAC method, is the VOF method introduced by Hirt and
Nichols (1981). Since its introduction, the method has been widely
researched leading to an abundance of further developments (e.g. Rider
and Kothe, 1998; Rudman, 1998; Gueyffier et al., 1999; Welch and
Wilson, 2000; Pilliod Jr and Puckett, 2004; Garrioch and Baliga, 2006).
The VOF method is well established as part of CFD simulations in
offshore engineering applications and was also chosen as a free surface
model for the NWCT described in this thesis. The underlying concept
of the VOF method is to describe the different fluid regions in terms
of a scalar quantity α, defining the phase at each point of the domain.
This is achieved by introducing an additional transport equation that
is solved as part of the CFD problem:

∂α

∂t
+ Ui

∂α

∂xi
= 0 (2.5)

In the NWCT, α is set equal to one in areas containing the water
phase and equal to zero in those containing the air phase. Regions
where 0 < α < 1 contain the free surface of the fluid flow. Because
the method follows regions, rather than surfaces, difficulties regarding
intersecting or folding surfaces are avoided (Hirt and Nichols, 1981).
Therefore, VOF based free surface capturing of complex wave scenarios,
including a simulation of breaking waves, is generally possible. It
should be noted that an accurate resolution of the free surface requires
local grid refinement in the free surface region, when utilizing mesh
based numerical methods to solve the VOF-CFD problem (Ferziger
and Perić, 2002). Mesh refinement also avoids numerical problems of
attaining mass conservation which, depending on the formulation, may
arise when the free surface containing cells are too coarse.

A variety of further methods have been developed to model
free surface flows, but the aforementioned approaches are the most
commonly utilized methods in ocean engineering related research and
are implemented in a variety of commercial and open source software
packets.
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2.5 Offshore Conditions Model

2.5.1 Modeling Strategies
Incorporating offshore conditions into CFD computations has been
successfully approached using various modeling strategies that allow
for a simulation of waves. As described by Saripilli et al. (2014), the
different approaches can be categorized into three general groups:

• inlet mesh displacement methods

• internal wave generation methods

• inlet velocity boundary field methods

The first method closely follows the general concept of physical
wave-makers utilized in laboratory testing. Typical marine laboratory
facilities consist of a flap or plunger type wave maker, which is set into
motion in order to generate the desired offshore conditions. Similarly,
a mesh displacement model can be used as part of CFD simulations
in order to generate fluid motion in the inlet region of the domain.
This approach was, for example, utilized in numerical studies carried
out by Kim et al. (2001), Lal and Elangovan (2008), Finnegan et al.
(2013), and Anbarsooz et al. (2013). Mesh displacement methods
as a means to generate wave conditions are particularly suitable
for validation studies, because they allow for a close modeling of
comparative laboratory conditions. However, the displacement model
results in an overall increase of the computational costs compared to a
fixed mesh approach and is therefore seldom used to model full-scale
conditions.

An alternative approach was developed by Larsen and Dancy
(1983) and Lin and Liu (1999) based on an internal wave generation
method that uses a mass source of the continuity equations inside
the computational domain to generate wave motion. The method
was further developed based on Boussinesq type equations in research
documented by Lee and Suh (1998) and Lee et al. (2001). Internal
wave generation models have been developed for the simulation of
various wave conditions, including linear and nonlinear chromatic
waves, irregular waves, and solitary waves. Examples of related research
include Lin and Karunarathna (2007), Choi and Yoon (2009), Hafsia
et al. (2009), and Ha et al. (2013).
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Finally, wave conditions can be simulated using inlet velocity
field methods, by specifying the wave kinematics directly as a time
varying boundary field at a stationary inlet boundary of the domain.
The velocity field is typically derived from potential theory and
specified as a Dirichlet boundary condition at the inlet boundary.
This method was first utilized by Lin and Liu (1998) as part
of a two-dimensional numerical wave tank, and later adapted in
three-dimensional simulations carried out by Li and Fleming (2001)
as well as Apsley and Hu (2003). The method has since been applied
extensively to model a great variety of flow problems, as documented
by Wu et al. (2008), Li and Lin (2010), Zhao et al. (2010), and Chen
(2013), to name a few. One advantage of the approach lies in the
possibility to define the wave conditions directly in the wave equations
in terms of the wave height and period, which avoids a translation
of the offshore data to a flap or piston motion, as required by mesh
displacement methods. Because inlet velocity boundary field methods
do not require mesh-motion to generate the wave conditions, the
methods are also more efficient in terms of computational costs. In
addition, the definition of the wave as part of the boundary conditions
allows for a segregated approach, using separate and exchangeable
components for wave generation and the fluid computation. It
allows for a definition of the wave field without having to alter the
fundamental fluid dynamics equations, as required by internal wave
generation methods. For these reasons, the approach is also chosen as
part of this thesis, as described in detail in Section 2.5.2. A novel CFD
modeling strategy that extends the capabilities of Numerical Wave
Tanks to incorporate an underlying non-uniform current, is introduced
in Section 2.5.3.

2.5.2 Wave Model
Several theories have been developed to describe non-linear ocean waves.
The most popular approach for practical offshore applications is the
solution of the wave problem developed as a power series, as introduced
by Stokes (1847). Although a broad spectrum of different wave heights
and lengths is covered by this approach, the theory breaks down in
shallow waters, as analyzed by Fenton (1979). Furthermore, in offshore
applications, a solution is frequently not attained for intermediate water
depths, if the wave height is near the breaking limit. These cases are
often caused by extreme scenarios and are therefore design relevant.
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As an alternative, Korteweg and de Vries (1895) derived a theory based
on a Jacobian elliptical function, referred to as Cnoidal theory. Fenton
(1979) was able to derive a fifth order solution that can be used to
model shallow water waves, but noted that Cnoidal theory also tends
to break down for high waves.

Instead of following a purely analytical approach for solving the
boundary value problem of a non-linear wave, Dean (1965) introduced
a numerical procedure known as stream function theory. It allows for a
simultaneous calculation of the non-linear equations, instead of solving
the problem successively based on a previously calculated lower order
theory. The method has performed well in comparison to laboratory
wave studies, as analyzed by Le Mehaute et al. (1968) and extended by
Dean (1974). Therein, the stream function approach gave an overall
better fit to measured data than the predicted results from Stokes and
Cnoidal theory.

Rienecker and Fenton (1981) further extended the approach of
Dean’s stream function model. Rather than using Dean’s least square
error method to solve the non-linear equations, Newton’s method is
used to solve the system, making the calculation numerically more
efficient. The approach is commonly referred to as the Fenton model
and will subsequently be denoted as such. The range of application of
the Fenton model is broader than that of both the Stokes and Cnoidal
theory (Demirbilek and Vincent, 2002), allowing for the generation
of a wide spectrum of realistic offshore conditions. This was verified
in a previous study carried out by Markus (2009), which specifically
analyzed the theory in regard to its applicability for extreme conditions
typically encountered at offshore sites. Using the Fenton model, it
was possible to attain results for extreme wave scenarios close to the
breaking limit, where the fifth order Stokes model had previously broken
down. Because these conditions are frequently design relevant, the
Fenton model was deemed to be most suitable for the wave scenarios
analyzed as part of in this thesis.

After the initial introduction of the Fenton model in 1981, it was
further developed by Fenton (1985, 1988), as well as Fenton and McKee
(1990). The description of the methodology in this thesis is limited to
an overview of the fundamental model equations, while the complete
derivation of the wave theory is found in the listed references. The
Fenton model assumes an incompressible potential flow. This allows for
a formulation of the wave problem in the form of Laplace’s equation,
written in terms of the stream function ψ, whose contour lines describe
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Figure 2.1: Coordinate system definition and NWCT domain
specifications with simulated wave stream line visualization.

the streamlines in the flow:

∇2ψ = ∂2ψ

∂x2 + ∂2ψ

∂z2 = 0 (2.6)

It is assumed that the wave is traveling in the x-direction, while the
z-coordinate is defined at the still water level, pointing upwards, as
shown in Fig. 2.1. A solution of the wave problem is attained by solving
Eq. 2.6 together with appropriate boundary conditions. An application
of the boundary conditions can be simplified through a coordinate
transformation from the fixed reference frame (x, z) to a moving frame
(x̂, ẑ), which propagates with the wave at celerity cw:

x̂ = x− cwt (2.7a)
ẑ = z (2.7b)

This transformation removes the time-dependency of the problem
and allows for a definition of the boundary conditions solely in terms
of spatial derivatives. The boundary conditions applied as part of the
wave model can be summarized as follows:

• bottom boundary condition, assuming that the sea floor located
at water depth d, defined as the distance from the mean sea level
to the sea floor, is impermeable:

∂ψ

∂ẑ
= 0 at ẑ = −d (2.8a)
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• kinematic boundary condition, assuming that particles located on
the surface η of a wave traveling with celerity cw remain on the
surface at all times:(

∂ψ

∂ẑ
− cw

)
∂η

∂x̂
+ ∂ψ

∂x̂
= 0 at ẑ = η (2.8b)

• dynamic boundary condition, assuming a constant atmospheric
pressure pa on the surface of the wave:

1
2

[(
∂ψ

∂ẑ
− cw

)2
+
(
∂ψ

∂x̂

)2
]

+ gη = pa at ẑ = η (2.8c)

Fenton’s solution method to solve the boundary-value problem
defined by Eqs. 2.6 and 2.8 uses a Fourier series approximation of ψ of
order N , in terms of the wave number kw:

ψ = −Ūw1 (ẑ + d) +
√

g

kw
3

N∑
j=1

Bj
sinh(jkw(d+ ẑ))

cosh(jkwd) cos(jkwx̂) (2.9)

Here Ūw1 is defined as the mean value of the horizontal fluid velocity
for a constant value of ẑ taken over one wavelength, while Bj are the
dimensionless Fourier coefficients. The governing Eq. 2.9 is combined
into a system of nonlinear equations together with the boundary
conditions defined in Eq. 2.8, as well as a set of simple equations
defining relationships between the known parameters (e.g. wave height
H, wave period T , water depth d, etc.). Thereby, the boundary
conditions are evaluated at N points equidistantly distributed over
half the wave length. Fenton proposed solving the system of equations
iteratively in steps of wave height using Netwon’s method, based on an
initial solution derived from linear wave theory.

The horizontal wave velocity Uw1 and vertical velocity Uw3 of the
wave velocity vector Uwi can then be determined directly from Laplace’s
equation (Eq. 2.6) using the following relationships:

Uw1 (x̂, ẑ) = ∂ψ

∂ẑ
= −Ūw1 +

√
g

kw

N∑
j=1

jBj
cosh(jkw(d+ ẑ))

cosh(jkwd) cos(jkwx̂)

(2.10a)
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Uw3 (x̂, ẑ) = −∂ψ
∂x̂

=
√

g

kw

N∑
j=1

jBj
sinh(jkw(d+ ẑ))

cosh(jkwd) sin(jkwx̂)

(2.10b)
Finally, the surface elevation η can be calculated by interpolating

the Fourier series that passes through ηm, which are the elevation
results computed as part of the solution procedure at the N points
over half the wave length.

η(x̂) = 1
kw

N∑
j=1

Fj cos(jkwx̂) (2.11a)

Fj = 2
N

(
1
2η0 +

N−1∑
m=1

ηm cos
(jmπ
N

)
+ 1

2ηN cos(jπ)
)

(2.11b)

In order to specify the wave solutions given in Eqs. 2.10 and 2.11
as a boundary condition at the stationary inlet of the CFD domain, a
back-transformation from the moving frame (x̂, ẑ) to the fixed frame
(x, z) is required, using Eq. 2.7. This leads to the following solution of
the wave problem, which can be used as part of a boundary condition
at an arbitrary constant inlet x-coordinate:

Uw1 (z, t) = −Ūw1 +
√

g

kw

N∑
j=1

jBj
cosh(jkw(d+ z))

cosh(jkwd) cos(jkw(x− cwt))

(2.12a)

Uw3 (z, t) =
√

g

kw

N∑
j=1

jBj
sinh(jkw(d+ z))

cosh(jkwd) sin(jkw(x− cwt)) (2.12b)

η(t) = 1
kw

N∑
j=1

Fj cos(jkw(x− cwt)) (2.13)

The velocities perpendicular to the direction of wave propagation (Uw2 )
are considered to be constant and equal to zero.

2.5.3 Wave-Current Model
In order to fully analyze design relevant offshore conditions, an
investigation of a maximum wave scenario in combination with an
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extreme current scenario is often necessary. This is particularly
true in regard to tidal stream generators, where large currents and
extreme waves frequently coexist. Modeling the fluid flow under
these conditions is not a trivial task due to the assumption of
an irrotational flow underlying virtually all wave theories used in
offshore engineering practice, including the stream function approach
described in Section 2.5.2. Therein, the assumption of irrotationality
is made in the derivation of the Laplace form given in Eq. 2.6. When
modeling combined wave-current problems, this assumption is typically
considered to be fulfilled in the simplest case of a uniform current,
for which the flow is assumed to remain irrotational. However, the
introduction of a depth varying current gives rise to a shear flow, in
which the fluid encounters rotational particle motion. For instance,
tidal flows are typically represented by a depth varying exponential
velocity profile U ci of the following form:

U c1 (z, t) = Us

(
d+ z

d+ η(t)

)βc

(2.14)

where Us, βc, and d denote the site specific surface velocity, current
exponent, and undisturbed water depth, respectively. The resulting
rotational shear flow is characterized by high velocity gradients in the
lower regions of the water column, which is particularly relevant when
analyzing offshore support structures.

Extensive research has been carried out to analyze rotational
wave-current interaction in order to allow for the incorporation of
non-uniform currents. For waves on a current with an exponential
distribution of vorticity, Abdullah (1949) was able to derive the
dispersion relation and the ensuing wave kinematics. Furthermore,
Dalrymple (1977) obtained a numerical solution of a nonlinear
wave traveling on a current satisfying 1/7 power law vorticity. For
an arbitrary distribution of vorticity, Thomas (1990) analyzed the
interaction between currents and non-linear waves. More recently, Liu
et al. (2012) investigated the interaction between a non-uniform shear
current and waves based on the homotopy analysis method. Clearly, a
thorough theoretical basis has been established to gain insight into the
behavior of wave-current flows. However, at this point these theories
are not commonly utilized for offshore applications, for which offshore
engineering standards still primarily suggest established irrotational
wave theories. An alternative approach is therefore introduced in
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Figure 2.2: Schematic overview of the wave-current model.

this thesis, as summarized in Fig. 2.2. The idea is to utilize the
established and thoroughly tested irrotational Fenton model introduced
in Section 2.5.2 as a boundary condition for the fluid problem, and
to capture the Wave-Current Interaction (WCI) as part of the CFD
simulation.

Much like the approach followed in the case of the wave model,
the wave-current offshore conditions are again introduced into the
CFD model following the inlet boundary field method described in
Section 2.5.1. However, rather than specifying a field that incorporates
the wave-current interaction solution, a simple linear superposition
of the wave and current equations is applied as a boundary model.
In this thesis this translates to a superposition of Eqs. 2.12 and 2.14,
resulting in the following wave-current velocity equations Uw+c

i , which
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are specified as an inlet boundary condition U inli :

Uw+c
1 (z, t) = −Ūw1 +

√
g

kw

N∑
j=1

jBj
cosh(jkw(d+ z))

cosh(jkwd) cos(jkw(x− cwt))

+ Us

(
d+ z

d+ η(t)

)βc

(2.15a)

Uw+c
3 (z, t) =

√
g

kw

N∑
j=1

jBj
sinh(jkw(d+ z))

cosh(jkwd) sin(jkw(x− cwt))

(2.15b)
The interaction between the wave and the current is then resolved

as part of the CFD computation, without any further modeling steps.
The result is an altered velocity field Uwcii in the CFD domain that
incorporates the change in velocity U∆

i due to the interaction between
the wave and the current. The advantage of this approach is that it
allows for a simple combination of widely used and well established
irrotational wave-models with an arbitrary current distribution, while
still fully capturing the viscous effects of the flow problem. The
introduced method of modeling combined wave-current scenarios is
verified in Section 2.8.

The approach of using sophisticated CFD models in order to correct
simplified boundary conditions was also followed by Chen (2013), who
defined three-dimensional irregular storm waves based on linear wave
theory at the boundary, to then capture the non-linear characteristic
of the extreme waves in the CFD model. The methodology allowed for
successful simulations of irregular, strongly non-linear wave events.

2.6 Initial and Boundary Conditions

In order to solve the introduced model equations, it is necessary to
define initial internal field conditions for Ui, P , α, k and ω, as well
as boundary conditions at the inlet, outlet, bottom, top, and side
boundaries of the CFD domain. These conditions are described in this
section. A summary of the boundary conditions is given in Fig. 2.3.
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Figure 2.3: Summary of boundary conditions. The superscript inl

refers to the Dirichlet conditions specified for the inlet wave, current,
or wave-current boundary. U ini and Uouti correspond to velocity vectors
pointing in and out of the domain, respectively. The SIDE boundary
conditions are problem dependent, and documented in Section 2.6.6.

2.6.1 Initial Conditions
A uniform and constant distribution of the initial pressure field P
and initial turbulence fields k and ω is specified. In the case of the
pressure distribution, a zero-field is initially assumed. For k and ω
the initial turbulence values can be approximated based on measured
turbulence intensities and characteristic length scales using simplified
forms from the literature (e.g. Versteeg and Malalasekera, 2007). The
scalar field α is initially defined depending on the location of the cell
node z-coordintes with respect to the still water level:

α = 1 ∀ z ≤ η(t = 0) (2.16a)

α = 0 ∀ z > η(t = 0) (2.16b)

In the case of a pure wave simulation, the velocity vector Ui is
initiated as a zero vector throughout the domain. For pure current
and combined wave-current scenarios, Eq. 2.14 is used to define the U1
component of the velocity field for all nodes with a z-coordinate below
the still water level. The U1 velocity component of nodes above the
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still water level as well as the U2 and U3 velocity components of all
nodes in the domain is initially set equal to zero.

2.6.2 Inlet Boundary
The velocity boundary at the inlet of the domain is modeled using
a Dirichlet boundary condition for Ui corresponding to the modeled
offshore conditions. Depending on the scenario of interest (pure wave,
pure current, or combined wave-current), the inlet boundary field U inli

takes on the following forms:

U inli =


Uwi for pure wave scenarios
U ci for pure current scenarios
Uwi + U ci for combined wave-current scenarios

(2.17)

Using the wave solution given in Eq. 2.12, the wave vector Uwi is defined
as follows:

Uwi =

Uw1 (z, t)
0

Uw3 (z, t)

 ∀ z ≤ η(t) (2.18a)

Uwi =

0
0
0

 ∀ z > η(t) (2.18b)

Similarly, the current vector U ci is defined using Eq. 2.14:

U ci =

U c1 (z, t)
0
0

 ∀ z ≤ η(t) (2.19a)

U ci =

0
0
0

 ∀ z > η(t) (2.19b)

If desired, it would also be possible to include a non-zero velocity
boundary condition in the air phase region of the inlet boundary (at
z > η(t)) for each scenario, to incorporate a wind profile into the
simulation.

As described in Section 2.6.1, the still water level is used to define
the initial conditions of the phase field α. If the fully developed
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Figure 2.4: Incremental wave stepping with 3 build-up waves shown
exemplarily for a 4 m target wave with 7 s period in 35 m water depth.

wave solution of Eq. 2.12 is specified as a boundary condition,
phase-discrepancies between the inlet boundary and adjacent cell
regions may occur at the onset of the simulation. To avoid such
discrepancies, and possibly instabilities in the numerical calculation of
the flow problem, a gradual buildup of the wave field is initiated. This
is achieved by applying a wave stepping procedure over a specified
time frame. As part of this procedure, the wave height is increased at
each time step and the nonlinear wave-problem is recomputed, starting
from the still water level and ending at the target wave height. The
result is a smooth wave buildup as shown in Fig. 2.4, which allows for
a stable generation of the specified wave conditions.

The boundary condition for the pressure P at the inlet is defined
in the form of a Neumann boundary condition:

∂P

∂ni

∣∣∣∣
inl

= 0 (2.20)

where ni is the cell face normal vector. This specification for the
pressure boundary avoids inconsistencies with the defined velocity
boundary condition (Hirsch, 2007). In the Navier-Stokes equations,
velocity and pressure fields are coupled. A non zero pressure
gradient at the inlet boundary could therefore result in an increase or
decrease of the velocity field, inconsistent with the specified velocity
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boundary condition, which in turn may lead to numerical instabilities.
Furthermore, specifying Dirichlet boundary conditions for both the
velocity and the pressure would over-constrain the problem. These
problems are avoided when using the specified combination of a
Dirichlet velocity condition with a Neumann pressure condition at the
inlet boundary.

The boundary conditions for k and ω are defined in the form of
Dirichlet boundary conditions using simplified forms from the literature
(e.g. Versteeg and Malalasekera, 2007), in the same manner as the
definition of the initial conditions for these turbulence parameter.

2.6.3 Outlet Boundary
It is assumed that the outlet boundary of the domain is positioned
at a location where the flow is approximately unidirectional and
fully developed. Under such conditions, it is customary in CFD
practice to specify a zero gradient velocity boundary condition together
with a Dirichlet pressure boundary (e.g. Jasak, 1996; Versteeg and
Malalasekera, 2007). This outflow boundary condition has been the
source of some discussion in the literature. Concerns regarding its
mathematical intricacies have been raised by Gresho (1991). However,
the work acknowledges the success of the boundary condition in CFD
simulations and its advantages in terms of computational efficiency. As
recently pointed out by Tu et al. (2007), these open boundary conditions
continue to be preferable due to their simplicity and efficiency. The
outlet boundary conditions for k and ω are specified using a zero
gradient condition, as recommended by Versteeg and Malalasekera
(2007). A zero gradient outlet condition is also applied for α.

To reduce wave reflections, the outlet boundary is preceded by
a numerical damping zone in the NWCT. Here, mesh stretching
is utilized in order to damp the wave numerically, thus reducing
outlet reflections at low computational costs. It should be noted
that reflections are not particularly crucial for the scenarios analyzed
in this thesis. When modeling extreme waves for the design of offshore
structures, the simulation is completed after a single target wave has
surpassed the structure. Therefore, an outlet distance equal to the
wavelength multiplied by the number of preceding buildup waves is
sufficient to ensure boundary independent results. Wave reflections
begin influencing results in long term simulations, which may, for
example, be of interest when analyzing irregular sea states. Under
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such conditions, a variety of different approaches have been developed
to reduce reflections from the outlet boundary. For instance, the
development of open boundary conditions has been pursuit by several
researchers, including but not limited to Orlanski (1976), Engquist and
Majda (1977), Chapman (1985), and Poinsot and Lelef (1992). These
conditions allow for the developing kinematics in the domain to pass
through the outlet without influencing the interior solution. A review of
general literature on the topic is given by Givoli (1991, 2004). Another
option is the introduction of an artificial damping zone, also referred
to as a sponge layer, in the outlet region of the domain (e.g. Israeli
and Orszag, 1981; Larsen and Dancy, 1983). Active wave absorption
in the form of a piston-like Neumann condition is also conceivable, as
described by Clément (1996). When analyzing load cases influenced by
outlet reflections, such methods may be used to improve the efficiency
and quality of the computation. Because the research presented in this
thesis focuses on the simulation of individual extreme scenarios, the
details of different damping strategies are not further analyzed.

2.6.4 Bottom Boundary and other Wall Boundaries
The bottom boundary condition and all other structure boundaries
defined in the domain have to fulfill the characteristics of the modeled
wall boundary, namely the zero velocity (no slip) and impermeability
conditions of the boundary.

For low-Reynolds flows and for highly refined wall boundaries this
can be achieved by simply introducing a zero velocity Dirichlet condition
for Ui in combination with a zero gradient Neumann condition for P
(Breuer, 2002). The turbulence parameters k and ω as well as the
phase parameter α at the bottom boundary are also specified in the
form of a zero gradient condition. However, the flows encountered in
ocean engineering practice are typically of a high Reynolds number.
For such flows, it is customary to apply wall functions that relate
the turbulence parameters k and ω to the local wall shear stress and
mean velocity (Versteeg and Malalasekera, 2007). A variety of different
wall functions for turbulent flow simulations have been developed (e.g.
Schumann, 1975; Werner and Wengle, 1993; Wilcox, 1998; Moin, 2002).
When modeling high-Reynolds flows in the NWCT, the wall function
formulation according to Launder and Spalding (1974) is utilized. It
defines the logarithmic mean velocity profile in the vicinity of the wall
as a function of the turbulent kinetic energy k:
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UiC
1/4
µ

√
k

u2
τ

= 1
κwall

ln

(
E
C

1/4
µ ywall

√
k

ν

)
(2.21)

where uτ is the friction velocity and ywall is the wall distance. The
model constants are defined as Cµ = 0.09, κwall = 0.42 and E = 9.8.
When analyzing wall bounded turbulent flows, Salas et al. (1999) found
that the wall function formulation of Launder and Spalding (1974)
outperforms approaches based on the universal law of the wall. The
model has thus found wide application in the computation of industrial
flow problems.

2.6.5 Top Boundary
At the top boundary, an inlet/outlet back flow boundary condition is
specified for Ui, k, ω, and α. Here, a zero gradient condition is applied
to the variable if the velocity vector at the boundary points out of
the domain. If the velocity vector points into the domain, an inflow
condition is established in the form of a Dirichlet condition. For the
inflow condition, the velocity and turbulence values are set equal to
zero to model the entrainment of an inactive fluid from the surrounding
environment, under the assumption that the top boundary is located
sufficiently far from the wave surface profile. Likewise, α is also defined
as zero for the inflow condition, implying an entrainment of the air
phase at the top boundary. The top boundary condition for P is set
equal to zero gradient.

2.6.6 Side Boundary
The boundary conditions for the sides of the domain are problem
dependent. For simulations in a two-dimensional NWCT, the boundary
conditions for all variables are set equal to zero gradient on the
side boundaries. These boundary conditions can also be applied for
three-dimensional flow problems, when modeling full scale offshore
conditions. Alternatively, cyclic boundary conditions may be applied,
enforcing equivalent values of the variables on corresponding cell phases
of the front and back side of the domain. Regarding the avoidance of
boundary effects on a structure defined in the center of the domain,
cyclic boundary conditions may allow for a smaller domain width
compared to an application of zero gradient conditions. When carrying
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out validation studies comparing results from NWCT-simulations to
experimental tests, the physical dimensions of the flume or basin are
typically also used for the dimensioning of the CFD domain. In these
cases, a physical wall boundary is usually defined on the sides of the
domain, according to the description given in Section 2.6.6.

2.7 Solution Schemes and Software Description

The introduced models chosen specifically for the simulation of offshore
conditions are combined into the NWCT. The fundamental system
of equations consists of the continuity equation (Eq. 2.1), the three
momentum equations (Eq. 2.2), the two turbulence model equations
(Eqs. 2.3 and 2.4), and the phase transport equation (Eq. 2.5), with
the unknown variables P , Ui, k, ω, and α. The system of partial
differential equations is solved numerically using the Finite Volume
(FV) method. As part of this discretization scheme, the individual
terms of the equations are evaluated as fluxes at the surface of the
individual cells. The flux entering one volume is equal to that leaving
the adjacent volume, independent of the number of faces enclosing
the control volume. This inherently satisfies conservation of mass and
allows for a simple implementation of arbitrary polyhedral elements
and mixed meshes. The discretized problem is solved using the initial
conditions and boundary conditions described in Section 2.6, including
the introduced wave and current models (Eq. 2.17). The schemes
utilized in the solution process of the simulations consist of higher-order
upwind differencing schemes. As part of the wave and wave-current
simulations, first order implicit Euler time integration is carried out.

The results presented in this thesis are computed using the open
source software package OpenFOAM version 2.1. The program
consists of a parallel computing URANS code that utilizes the Pressure
Implicit with Splitting of Operators (PISO) method in the solution
process (Issa, 1986), a segregated approach for which operations on
pressure and velocity are carried out decoupled at each iterative
solution step. Phase-fraction based interface capturing is used as part
of the incorporated VOF method with the addition of an artificial
compression term at the surface interface, as introduced by Rusche
(2002).

In addition, the in-house control and monitoring script Load
Analysis Tool for Offshore Structures (LATOS) was developed and
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applied. LATOS is a script language based software that is programmed
around the functionalities of OpenFOAM. Incorporated into LATOS
is a boundary field generator for offshore conditions, a reduced
modeling method (Chapter 4), and an interface to a MATLAB based
optimization framework (Chapter 5).

2.8 Model Verification

In order to apply the introduced NWCT to a realistic analysis
of offshore structures, it is crucial to accurately capture the flow
kinematics in regions of interest in the defined numerical domain.
Therefore, a detailed analysis of the development of fluid particle
motion is carried out. In particular, the aim is to verify the newly
proposed approach of modeling combined wave-current flows using the
methodology introduced in Section 2.5.3.

2.8.1 Test Case Description
For the verification test case, a wave-current simulation with a uniform
current profile is used to analyze the capability of the NWCT. The
scenario is selected because the assumption of an irrotational flow field
for the calculation of an analytical reference solution is plausible for
such conditions.

The parameters used to define the wave conditions are summarized
in Tab. 2.1a. Based on these values, the boundary conditions for
the velocity and phase fields are calculated. In addition, boundary
conditions for the turbulence parameters are defined based on recorded
data from offshore sites. A turbulent kinetic energy of 0.0864 m2

/s2 is
specified at the inlet while the turbulence frequency is set to 0.21467 1/s.
This corresponds to a turbulence intensity of 6 % and a turbulent length
scale of 2.5 m. A sensitivity study was carried out in order to analyze
the influence of the turbulence boundary data. It was found that an
accurate simulation of the velocity field is not particularly sensitive to
the choice of the turbulence frequency at the boundary. A variation
of ω corresponding to turbulent length scales ranging from 0.1 m to
20 m resulted in a difference of 2 % or less in peak values. In addition,
the sensitivity of the results to the selected k value was analyzed. A
distortion of the velocity profile was observed for specified inlet values
corresponding to a turbulence intensity of 10 % and higher. This is
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Table 2.1: Verification study test case specifications.
(a) Boundary condition data

Parameter Value
current velocity 2 m/s
current exp. βc 0
water depth d 35 m
wave height H 4 m
wave period T 7 s
wave build-up 14 s

(b) Domain and mesh data

Parameter Value
domain length 700 m
domain height 55 m
free surface mesh size 0.3 m
water region mesh size 0.5 m
air region mesh size 1.8 m
number of cells 100, 000

likely the result of additional dissipation caused by the increase in
turbulence.

The FV discretization of the computational domain is carried out
using a Cartesian mesh. Tab. 2.1b summarizes the most relevant mesh
parameters. A relatively long domain length is selected in order to
analyze the development of the wave as it travels through the tank.
Because the chosen offshore scenarios lead to a wave length of about
100 m, the length of the domain was selected such that a comparison of
fluid kinematics after multiple wave lengths is possible. Applications
of the NWCT to the simulation of an offshore structure under extreme
load scenarios can be carried out using a significantly shorter domain
length. For a wave of wavelength 100 m simulated in conjunction
with two preceding build-up waves, an outlet distance of 200 m from
the structure would be adequate to guarantee reflection independent
results.

The computational mesh is optimized with consideration of the
significance of different domain regions. Cells located in regions of
a constant water phase are defined with a maximum edge length of
0.5 m, with mesh refinement towards the bottom and the air boundaries.
The motion of the fluid kinematics in cells of constant air phase has
no particular significance in this application, apart from acting as a
buffer zone allowing for a fluctuation of the sea level. Therefore, the
mesh is coarsened in the regions close to the top boundary of the
domain. It should be noted that the mesh set up is defined for offshore
environments with characteristics comparable to those presented in
Tab. 2.1a. When modeling significantly smaller waves, the mesh should
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be refined accordingly in order to capture the relevant fluctuations.
For the analyzed offshore environments, it is assumed that the wave

is constant in the third spatial direction. This is consistent with offshore
engineering practice, where site specific data is usually not available to
generate a three-dimensional wave field. For the presented verification
test case, it is therefore sufficient to carry out a two-dimensional
simulation.

For waves traveling on a current that is uniform over the water
depth, a theoretical solution of the flow problem can be calculated by
solving the irrotational Fenton model, as explained by Fenton (1988).
Using this reference solution, the simulated fluid motion in the NWCT
is verified.

2.8.2 Test Case Results

The simulated results probed at three depths throughout the water
column are compared to the theoretical Fenton wave solution in Figs. 2.5
and 2.6. The profiles attained as part of the CFD simulation closely
match the predicted theoretical results. In addition, the accuracy of the
NWCT is assessed in Tab. 2.2, which gives the simulated and theoretical
maximum and minimum velocity values. In the lower regions of the
water column, peak velocities deviate by a maximum value of 0.0136 m/s,
while in the upper regions, the largest calculated difference is 0.0283 m/s.
Considering the magnitude of the peak and trough velocities, the results
are remarkably close to the theoretical prediction.

It can be shown that the adjustment of the wave-current velocity
field takes place within a relatively short distance from the domain inlet.
Fig. 2.7 shows the distribution of the horizontal velocity component
of the developed flow field over the first 200 m of the numerical tank.
Within half a wave length, the simulated distribution matches the
predicted theoretical results. The two profiles coincide as the wave
travels deeper into the domain.

In addition to the evaluation of results two wave lengths from the
inlet, the particle kinematics was also analyzed at an inlet distance
of three and four wave lengths. It was found that the results are
consistent with those attained further upstream in the numerical tank.
Even after four wave lengths (400 m from the inlet boundary), the fluid
motion does not deviate significantly from the kinematics attained in
the upstream region of the tank.
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Figure 2.5: Comparison of horizontal velocities at various water depths
measured at a distance of 203.5 m from the inlet (2 wave lengths).
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Figure 2.6: Comparison of vertical velocities at various water depths
measured at a distance of 203.5 m from the inlet (2 wave lengths).
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Table 2.2: Validation of fluid particle kinematics at a distance of
203.5 m from the inlet (2 wave lengths).

z Extremum t Theoretical Simulated ∆
[m] [s] [m/s] [m/s] [m/s]

-10

hor. max 42.00 2.8714 2.8652 0.0062
ver. max 40.25 0.7903 0.7714 0.0189
hor. min 45.50 1.1397 1.1680 -0.0283
ver. min 43.75 -0.7903 -0.7729 -0.0174

-20

hor. max 42.00 2.5195 2.5109 0.0086
ver. max 40.25 0.3774 0.3669 0.0105
hor. min 45.50 1.4838 1.5044 -0.0206
ver. min 43.75 -0.3774 -0.3687 -0.0087

-30

hor. max 42.00 2.3719 2.3629 0.0090
ver. max 40.25 0.1115 0.1077 0.0038
hor. min 45.50 1.6293 1.6429 -0.0136
ver. min 43.75 -0.1115 -0.1078 -0.0037

In order to verify that the calculated increase in fluid particle
velocities can truly be contributed to the interaction between the wave
and the current, an additional test was carried out. The same wave was
again simulated in combination with a uniform current. However, in
this simulation, the inlet boundary condition was not defined as a linear
superposition of the fluid velocities of the wave and the current. Instead,
the interaction was already incorporated into the inflow condition, based
on the theoretical solution calculated with the Fenton model. In this
case, it was found that the wave travels through the domain without
an increase in horizontal or vertical fluid velocities. Therefore, it is
reasonable to conclude that when a linear superposition of velocities is
used as an inlet condition, the change in fluid kinematics occurring in
the tank can truly be contributed to the interaction between the wave
and the current.
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Figure 2.7: Horizontal velocity comparison of the developed flow field
at z = −30 m and t = 42 s over a distance of 200 m from the inlet.

2.9 Conclusions and Summary

The aim of this chapter was to establish a NWCT that can be used to
simulate realistic marine environments. Various models were carefully
chosen and combined into a methodology specifically configured to
simulate offshore conditions. The methodology utilizes CFD to calculate
a numerical solution of the unsteady RANS equations in combination
with a two equation turbulence model and the VOF method. The
inlet boundary data is calculated using the Fenton model to generate a
non-linear wave field. This allows for a multiphase simulation with a
free surface wave profile.

A methodology was introduced that extends the numerical wave
tank to incorporate a current profile of arbitrary distribution. This
is achieved by gradually projecting the wave solution onto an initial
current profile at the inlet boundary of the computational domain. The
interaction between the wave and the current is then captured within
the CFD simulation.

The method was verified in a test case simulation that compared
wave-current velocity kinematics computed with the NWCT to a
theoretical reference solution. A good agreement of the results was
attained with regards to the distribution and peak values of horizontal
and vertical velocities. Overall, it was shown that the presented
approach is suitable to assist in an efficient analysis of structures
subjected to complex offshore conditions, as carried out in Chapter 3.



Chapter 3

Load Analysis

3.1 Introduction and Overview

The NWCT introduced in Chapter 2 can generally be applied to
simulations of various offshore structures. In this chapter, the method
is utilized to investigate support structures of tidal turbines. In recent
years, a number of tidal turbine prototypes and pre-commercial devices
have been successfully developed and tested. In order to push the
technology into a commercial phase, elaborate research projects have
focused on the optimization of the devices and advancements in the
methods used in the development. Many of these projects have relied
on sophisticated numerical methods to carry out extensive studies
of complex flow problems. This has led to considerable progress in
turbine design, in particular regarding the blades and the generator
efficiency. For instance, McCann et al. (2008) carried out a numerical
investigation of the power performance of tidal stream devices, taking
into account the turbulent characteristics of the flow. A numerical
analysis of the wake of horizontal axis turbines was conducted by Gant
and Stallard (2008) in order to gain insight into the influence of device
proximity on the net power output. Furthermore, Ruopp and Ruprecht
(2011) introduced an automated blade optimization technique based
on a genetic optimization algorithm, allowing for improvements of the
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overall blade design.
While diverse studies of the turbine design have been carried

out and published, research concerning design relevant loading on
the structures is still very limited. This is particularly problematic
when designing the support structure of an offshore device because an
accurate consideration of extreme load scenarios is indispensable to
ensure the stability of the overall structure. Such load scenarios have
been investigated thoroughly with regard to offshore wind structures.
Examples include numerical investigations of wave induced loading on
offshore substructures carried out by Chella et al. (2012) as well as
Bredmose and Jacobsen (2011). These investigations primarily focused
on the effect of wave loading, which is reasonable considering that
most offshore wind parks are located in areas with moderate current
velocities. However, in the case of tidal turbines, the extreme wave
scenario is combined with a maximum current scenario in the definition
of extreme loads. This approach accounts for the possibility of extreme
weather conditions with large waves occurring at the time of maximum
tidal velocities. This load combination typically involves a tidal flow
for which fluid velocities exceed 3 m/s. Under these conditions, the drag
forces resulting from the current begin to have a significant impact, in
addition to the wave induced loads on the structure.

In engineering practice, wave and current loads are still often
regarded separately and the resulting fields are superimposed to
estimate the combined loading. This allows for the implementation
of simplified methods, such as the calculation of wave loads based
on potential theory. However, this approach neglects the interaction
phenomenon between the wave and the current. The influence of
this simplification on the accuracy of the computed overall loads
on the structure is questionable, but has not been investigated and
documented thoroughly. In order to address this topic, combined
wave-current offshore conditions are analyzed in this chapter. The
aim is to investigate to what extend the wave-current conditions
influence the total loads on tidal turbine foundations, compared
to a linear superposition of a pure wave and pure current scenario.
The numerical methods introduced in Chapter 2 are used in order
to carry out the investigation. This allows for the treatment of
complex three-dimensional structures, which is particularly relevant
when analyzing structures for which form parameters are not readily
available.

In a first step, the fluid kinematics of combined wave-current flows
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and the ensuing implications for force computations are analyzed.
Following, the numerical methods are applied to a two-dimensional
study of hydrodynamic wave and current loads on various geometries.
Finally, the methodology is applied to the project SeaTurtle, a tidal
turbine prototype constructed off the coast of South Korea’s Jindo
Island.

Part of the work presented in this chapter has been published in
Ocean Engineering (Markus et al., 2013c). It is presented here with
explicit written consent from the publisher.

3.2 Assessment of Wave-Current Fluid
Kinematics

The methodology proposed in Section 2.5.3 to capture wave-current
kinematics using the NWCT is utilized in order to analyze realistic
offshore conditions encountered in regions suitable for tidal turbines. A
test scenario is defined consisting of a 4 m high wave with a period of
7 s superimposed with an exponential current distribution with Us and
βc equal to 2 m/s and 0.11, respectively. The boundary conditions for
the turbulence parameters are defined analogue to the specifications
of Section 2.8.1, based on recorded data from offshore sites. The
simulation is carried out for a water depth of 35 m using the domain
discretization summarized in Tab. 2.1b on page 31.

The calculated velocity profiles are plotted in Fig. 3.1a. Given are
the linearly superimposed current and wave velocity fields as well as
the computed WCI-solution determined as part of the CFD-simulation.
The difference in fluid kinematics in the near surface region of the
water column is relatively small. Here, the calculated difference in
peak velocities is less than 2.5 %. However, when analyzing the results
attained near the sea floor, a more significant difference in particle
kinematics becomes apparent. In this region, a linear superposition
of the wave and current velocities leads to an underestimation of the
maximum horizontal velocities of up to 6 %.

The described maximum wave velocities are of particular interest
when modeling geometries and wave conditions for which the drag force
is dominant. However, the contribution of the maximum wave loads on
tidal turbines is largely caused by inertia forces. These forces can be
defined in terms of the local fluid accelerations, as for example discussed
by Sarpkaya (2010) and Sumer and Fredsøe (2006). A comparison
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Figure 3.1: Comparison of fluid kinematic between results simulated
considering WCI (black curves) and linearly superimposed results
without WCI (grey curves).
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of the calculated local accelerations with and without wave-current
interaction is given in Fig. 3.1b. Here, wave-current interaction results
in an increase in peak accelerations ranging from approximately 5 %
near the free surface to over 35 % near the sea floor. Once again, the
deviation is particularly high in the lower regions of the water column.
This phenomena is a result of the depth varying wave velocity field.
Compared to the near surface regions, the wave motion is significantly
smaller in the near sea floor region, which in turn leads to a larger
influence of the current field and an increased change in fluid particle
kinematics. The significant increase in particle acceleration in the
near sea floor region suggests that an increase in the total forces
on bottom mounted structures is to be expected when considering
combined wave-current loading compared to a linear superposition of
the individual load cases.

3.3 Load Analysis of Basic Shapes

The established hypothesis regarding an increase in structural loading
due to wave-current interaction is verified in this section. A test case is
presented that includes a two-dimensional study of different geometries
subjected to a pure wave, pure current, and combined wave-current
scenario. Based on simulations carried out using the NWCT, the
structural loads are determined directly from the CFD pressure and
velocity fields computed with the NWCT. The total force Fi acting on
the structure is defined in terms of a pressure force contribution and a
viscous force contribution as an integral over the structure surface area
As:

Ftot =
∫
As

Pni dAs +
∫
As

τwall dAs (3.1a)

=
∫
As

Pni dAs +
∫
As

µ

(
∂Uwall
∂ywall

)
ywall=0

dAs (3.1b)

where τwall is the wall shear stress according to Pope (2000) and Uwall
is the flow velocity parallel to the wall. When modeling turbulent flows,
the effective viscosity µeff rather than the fluid viscosity µ is used in
the computation of the viscous force term, in order to consider the
influence of the modeled turbulent viscosity µt on the overall forces:
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µeff = µ+ µt (3.2)

Using this adjustment, the discretized form of Eq. 3.1 is written as
a sum over the number of boundary cell nodes N of the structure:

Ftot =
N∑
j=1

PniAs,j +
N∑
j=1

µeff

(
∂Uwall
∂ywall

)
ywall=0

As,j (3.3)

with As,j denoting the face surface area of the structure adjacent
boundary cells.

3.3.1 Test Case Setup
The structural load analysis incorporates an investigation of three
geometries as defined in Tab. 3.1. The two-dimensional shapes are
chosen to resemble a wide range of plausible alternatives for tidal
turbine GBFs with distinct representative flow patterns. An equivalent
cross-sectional area A with horizontal surface normal perpendicular
to the flow direction is specified for each shape. This implies that
all structures would consist of an identical horizontal load resistance
due to frictional force activated between the base of the foundation
and the sea floor. In addition, the same height h is selected for all
geometries in order to ensure that each structure is subjected to the
same undisturbed flow environment. The base width w of the structures
is adjusted to fulfill the requirement of equivalent cross-sectional areas.
The previously analyzed offshore scenario of Section 3.2 is used as a
load case for the force investigation. In addition, a pure wave and pure
current scenario is defined, as given in Tab. 3.2.

As part of the FV discretization, a hexa-dominated mesh with
refinement at the wall boundaries is generated for each geometry. The
high velocities resulting from the real-size offshore scenario motivate
the use of wall functions at the structure boundaries in order to allow
for manageable computational costs. The use of wall functions requires
the generation of a mesh resulting in a dimension-less wall distance
y+ in the range 30 < y+ < 300, which ensures that the first row of
cell centers is positioned within the log-law layer of the boundary flow.
The requirement is satisfied in the shape study by refining the mesh
to a wall distance of 2 · 10−3 m. Overall, the computational domain



3.3. Load Analysis of Basic Shapes 43

is defined with a total length of 650 m and a height of 55 m. The
structures are positioned approximately 150 m from the inlet. Each
discretization consists of approximately 200,000 cells of which 99.2 %
are of hexahedral shape and the remaining 0.8 % of triangular shape.

Table 3.1: Geometry parameters

Shape Section
Area

Height Width

A [m2] h [m] w [m]

w

hA
200.00 10.00 20.00

h

w

A 200.00 10.00 40.00

w

A h
200.00 10.00 25.46

Table 3.2: Load case parameters

Load Water Wave Wave Surface Velocity
Case Depth Period Height Velocity Exponent

d [m] T [s] H [m] Us [m/s] βc [-]
wave 35 7 4.00 - -
current 35 - - 2.00 0.11
wave & current 35 7 4.00 2.00 0.11
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3.3.2 Test Case Results

The NWCT is utilized to simulate pure current, pure wave, and
combined wave-current loading using the setup of Section 3.3.1.

Fig. 3.2 shows the calculated maximum horizontal loads attained
for each individual structure. Generally, a smooth redirection of the
flow field and a small dead water zone behind the shape are considered
to have a favorable impact on the drag forces on a structure, when
considering pure current load cases. It is therefore of no surprise that
the highest loads for the pure current scenario are attained for the
rectangular shape, while the loading is significantly smaller for the
triangular and elliptical geometries.

In contrast to the pure current load states, the inertia driven
maximum wave loads on the individual structures are less intuitive.
While the rectangular shape for this particular load case also results
in the largest forces, the smallest wave loads are actually attained
for the triangular shape. The results suggest that the maximum
horizontal wave loads are mainly driven by the surface orientation and
the distribution of the horizontal cross-sectional length (or area in a
three-dimensional-case) over the height of the structure. A reduction
of the object area (or volume in a three-dimensional case) in the upper
regions of the water column seems to result in a decrease in the overall
inertia forces. This is plausible considering that the wave induced forces
exhibit larger accelerations at the top of the water column compared
to the lower regions.

Independent of the shape of the structure, the combined
wave-current simulation results in a significant increase of the
overall forces compared to a linear superposition of the pure wave and
pure current load case. The effect is clearly observed in Fig. 3.3, which
shows the linear superposition of the individual wave and current
results normalized with respect to the corresponding wave-current
solution. As can be seen, the wave-current simulation results in an
increase of the maximum horizontal forces ranging from 25 % to 28 %.
This clearly supports the hypothesis of Section 3.2, which suggests that
the change in fluid particle kinematics due to wave-current interaction
should lead to a considerable increase in the hydrodynamic forces on
a structure situated on the sea floor. A comparison of the velocity
contour plots resulting from the combined wave-current scenarios is
given in Fig. 3.4.

In addition to the consideration of resultant horizontal forces, a
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10 2 3 4

velocity Ui [m/s]

(a) Rectangular shape

(b) Triangular shape

(c) Elliptical shape

Figure 3.4: Comparison of velocity contours and velocity vector
distributions for the wave-current simulations.
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detailed load distribution of the forces over the height of each structure
at the time of maximum loading is given in Fig. 3.5. The distributions
are attained by piecewise summing up the pressure and the viscous
stress over height-increments of each structure. The load curves show
a significant difference between a linear superposition of the wave and
current forces (solid grey lines) and the WCI solution (solid black lines).
For the rectangular structure, the WCI scenario results in an increase
in loading over the entire height of the structure. This increase is
also encountered throughout large parts of the triangular and elliptical
structures. An interesting observation is made for the top 20 % of
the elliptical structure load curve. As can be seen, the curve of the
linearly superimposed results coincides approximately with the WCI
curve in this region. The point at which both curves begin to deviate
is approximately at the height of the flow separation point for the
WCI and pure current scenario. Therefore, in the case of the analyzed
elliptical structure, the difference of WCI loads compared to a linear
superposition appears to be significantly smaller in the attached flow
region of the structure.

The load history over one period at 1/3 and 2/3 of the structure
height is given for each structure in Fig. 3.6. The previously analyzed
peak loads correspond to the time of maximum loading at 3/4 of the
period. An absolute increase in loading of the WCI scenario (black
curves) compared to a linear superposition (grey curves) occurs at both
the peak and trough of each load curve. For the analyzed scenarios the
orientation of the current is constant in time and in the direction of
wave propagation. As a consequence, larger absolute peak values are
attained for the WCI and combined wave-current results, because at
the time of trough loading the wave results in forces that are directed
in the opposite direction as those resulting from the current. The only
exceptions are the load curves corresponding to 2/3 of the height of
the elliptical structure (dashed lines in Fig. 3.6c). At this height, the
current results in a negative load component for the elliptical structure.
As a consequence, larger absolute trough values are attained in the load
history. It should however be noted that this region of the structure
has a relatively small contribution to the overall loads so that for the
whole structure, the peak load is once again more critical in terms of
absolute horizontal loading.
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Figure 3.6: Pointwise load history at 1/3 h and 2/3 h over one period
of loading.
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3.4 Load Analysis of Prototype SeaTurtle

Building on the findings of the load analysis of two-dimensional basic
foundation shapes, the NWCT is applied as part of the structural
analysis for a prototype tidal turbine built near Jindo Island, South
Korea. An analysis of the support structure is carried out by
investigating the extreme load condition, which is defined as the
combination of a maximum wave and current field traveling in the
same direction. Particular focus is put on investigating the combined
wave-current scenarios in comparison to a separate simulation of the
wave and current fields.

3.4.1 Project Description
The SeaTurtle project describes a tidal park to be constructed near
the South Jeolla Province of South Korea in the Yellow Sea. In a first
step, a prototype structure was commissioned by the project owner
RENETEC, consisting of a 110 kW tidal turbine developed by VOITH
Hydro. The support structure was designed by Ed. Züblin AG and
analyzed as part of this thesis. A numerical investigation of the support
structure was carried out by applying the NWCT in order to gain insight
into the structural loads under combined wave-current impact. The
results are presented in this section. A GBF was selected for the project,
taking into account the rocky substrate of the offshore site. Under
these conditions, ramming methods were declared unsuitable and the
more elaborate drilling procedures were feared to cause stabilization
problems of the offshore vessel at high current velocities, as discussed
by Markus et al. (2011).

The foundation was designed in a ramp-like shape, allowing for a
redirection of the current flow field while reducing wave induced inertia
loads in the upper regions of the foundation. Fig. 3.7 shows the GBF
and the tidal turbine designed as part of the SeaTurtle project. The
dimensions of the support structure are given in Fig. 3.8.

Site specific offshore data was acquired using an Acoustic Doppler
Current Profiler (ADCP). Based on this data, velocity distributions,
turbulence levels, and the boundary layer shape were determined, as
described in detail by Daus et al. (2011). A maximum wave scenario
was derived from 50-year wave conditions and a maximum current
scenario was provided in order to define the critical load conditions.
Based on the data, three load cases are defined, as shown in Tab. 3.3.
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Figure 3.7: Prototype support structure and 110 kW tidal turbine
[RENETEC, Voith Hydro].
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Figure 3.8: SeaTurtle support structure. All dimensions are in meters.

Table 3.3: Load case parameters project SeaTurtle

Load Water Wave Wave Surface Velocity
Case Depth Period Height Velocity Exponent

d [m] T [s] H [m] Us [m/s] βc [-]
wave 35 7 6.80 - -
current 35 - - 3.80 0.11
wave & current 35 7 6.80 3.80 0.11
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Furthermore, the collected data provided insight into the stream
directions encountered at the offshore site. It was determined that
a maximum deviation of 55◦ from the main flow direction should be
taken into account. Two scenarios are therefore considered: zero degree
flow conditions for which the flow fields are aligned with the lengthwise
axis of the structure and a 55◦ misalignment of the flow direction from
the structure axis.

3.4.2 Discretization

Taking advantage of the flexibilities of the FV method regarding the
type of polyhedral elements used in the computational domain, a
hybrid mesh model is used for the SeaTurtle simulations, consisting of
a structured outer domain and an unstructured inner domain. In the
outer region, the structured hexahedral mesh consists of a Cartesian
grid with refinement in the near surface region and mesh coarsening at
the domain outlet. Arbitrary structures can efficiently be included in
the unstructured inner domain using a hex core, tetrahedral mesh with
prism layers at the wall boundaries. The two domains are connected
using pyramidal elements. A schematic overview of the hybrid mesh
model is given in Fig. 3.9.

Fig. 3.10 shows part of the mesh that incorporates the three-
dimensional SeaTurtle foundation. Prism layers are used to refine
the structure boundaries in order to ensure y+ values in the range
30 < y+ < 300. The overall domain size is 470 m x 140 m x 50 m
and includes approximately 5 million cells. A mesh study was carried
out in order to verify the hybrid mesh model. For this purpose, a
high quality block structured mesh consisting of over 10 million cells
was generated for both the 0◦ and 55◦ structure orientation. Pure

1

2

Figure 3.9: Hybrid mesh model. Region 1: Structured hexahedral
mesh. Region 2: Unstructured, hex core, tetrahedral mesh.
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Figure 3.10: Hybrid mesh consisting of a cartesian block structured
outer domain and unstructured inner domain.

current simulations carried out for the 0◦ angle of attack resulted
in drag force deviations of 2.5 % between the structured and hybrid
mesh. For the 55◦ flow direction, a deviation of 3.5 % was determined.
These deviations are considered acceptable for practical engineering
applications. It should also be noted that the structured mesh used
for the pure current simulation consisted of a coarse mesh in the outer
regions of the domain. For a wave analysis, these regions would have to
be refined in order to accurately capture the wave kinematics, resulting
in a further increase in the number of cells and computation cost. This
is particularly problematic considering that a dynamic wave analysis
requires a computation of multiple wave periods. Therefore, even highly
parallelized simulations would result in unreasonable computational
costs when utilizing the structured mesh. In comparison, the hybrid
mesh model is deemed to be highly efficient, taking into consideration
comparatively low mesh generation and computation times as well as
satisfactory results attained in the mesh study.
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3.4.3 Load Investigation
The NWCT is applied to a three-dimensional, dynamic analysis of the
SeaTurtle support structure. CFD velocity contour results are shown for
the combined wave-current scenario in Fig. 3.11. All results presented in
this section are related to the ramp shaped support structure. Although
the ramped foundation and concrete cylinder were simulated together,
the loading of the cylinder was analyzed separately, and is not addressed
in this thesis. Resulting peak loads for the previously introduced load
cases are summarized in Fig. 3.12 for both flow field directions. As
expected, drag loads resulting from the pure current scenario increase
significantly when the flow field deviates from the zero degree flow
direction, due to the large dead water zone developing behind the
structure. Interestingly, the inertia loads resulting from the pure wave
scenario are of similar magnitude for both flow directions. This further
supports the hypothesis that the peak wave loads of structures located
on the sea floor are sensitive to the volume distribution in the vertical
direction (which is identical for both flow directions), while a change
in the projected area seems to have a minor influence on the maximum
inertia loads.

A rotation of the flow field by 55◦ also results in a reaction force
component perpendicular to the flow direction for the pure current
simulation. The magnitude of this force is approximately 17 % of the
total horizontal load. In contrast, the pure wave load scenario results
in horizontal loads perpendicular to the flow field equal to only 2 % of
the total horizontal load, when the flow direction is altered. This leads
to the conclusion that both direction and magnitude of the maximum
wave induced horizontal loads do not seem to be influenced significantly
by a deviation of the flow field.

Fig. 3.13 compares the peak load attained in the combined
wave-current simulation with a linear superposition of the pure wave
and pure current loads. As can be seen, the combined computation
results in significantly higher loads for both flow directions. The
peak load increase is of a similar magnitude as the results presented
as part of the two-dimensional study in Section 3.3.2. Overall, the
results raise awareness of the error that may result from a simplified
approach of investigating extreme load cases on tidal turbines, by
superimposing separately computed wave and current loads. In the
analyzed SeaTurtle project, such a procedure would have resulted in
an underestimation of the extreme loads by over 30 %.
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Figure 3.11: SeaTurtle simulation velocity contour plots.
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Figure 3.12: SeaTurtle maximum horizontal loads for both flow
directions resulting from the three load cases.
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Figure 3.13: SeaTurtle linear superposition of the pure wave and pure
current load case normalized with respect to the according combined
wave-current result.
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3.4.4 Shape Investigation
In addition to the peak load investigation of the structure, the
hydrodynamic properties of the foundation shape are analyzed. In
order to gain insight into the influence of the structural shape on the
load contributions, dimensionless shape parameters are computed for
the individual load cases. The dimensions of the analyzed structure
are much smaller than the wave length of the considered load cases.
Under such conditions, a widely used approach to estimate drag and
inertia loads is the utilization of the semi-empirical Morison equation
(Morison et al., 1950):

F1(t) = 0.5 ρCdAp U1(t) |U1(t)|+ ρCm V
∂U1

∂t
(3.4)

where Ap represents the projected cross-sectional area of the body
with horizontal surface normal parallel to the flow direction and V
is the water volume displaced by the body. Cd and Cm are the drag
and inertia coefficients, respectively. The force and velocity values at
discrete time intervals are obtained from the flow simulations. For
stability reasons, explicit and partially explicit time marching schemes
are typically applied with time steps below one millisecond, particularly
when using a fine mesh resolution and high velocity magnitudes. As
a consequence, a reasonably accurate solution of the velocity time
derivative can be computed from the discrete CFD velocity results.
Using the force and velocity data as well as the geometric constants
Ap and V , a least square approximation is carried out over one wave
period in order to compute the dimensionless shape parameters Cd
and Cm. The approach has been widely used in experimental studies
and was found to provide reliable shape parameters (Venugopal et al.,
2009).

Tab. 3.4 lists the computed foundation shape parameters. It should
be noted that the Cd value for the pure wave scenario is disregarded
because the drag contribution for this particular scenario is negligible.
Analyzing the columns of the table, it can be seen that the shape
parameters for all scenarios decrease when the wave and the current
are simulated together, compared to the individual load cases. For
rectangular cylinders this phenomenon was also observed by Vengatesan
et al. (1999), who experimentally investigated combined wave-current
loads for two different cylinder aspect ratios. The increase in the
loading on the structures is thus a phenomenon predominantly caused
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Table 3.4: Foundation shape parameters

Cd Cm

Load Case 0◦ 55◦ 0◦ 55◦

wave - - 1.23 1.32
current 0.50 0.74 - -
wave & current 0.42 0.65 1.05 1.12

by the change in the physical flow field, while the results suggest that
the altered load case has a favorable impact on the shape parameters.

A comparison of the CFD force development with forces calculated
using the Morison equation is shown in Fig. 3.14. The Morison results
are based on the shape parameters and particle kinematics computed
with the NWCT. An overall good agreement is attained for the wave
and WCI load cases subjected to both the 0◦ and 55◦ load direction.
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Figure 3.14: Comparison of CFD results with forces calculated with
the Morison equation using the Cd and Cm values given in Tab. 3.4.
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3.5 Conclusions and Summary

The aim of this chapter was to analyze extreme load scenarios subjected
to tidal turbine foundations. Of particular interest was the investigation
of how a combined consideration of waves and currents affects the overall
loading on the structures, compared to a linear superposition of the
individual load cases.

The NWCT was used to compare the fluid kinematics of the
combined wave-current problem with a linear superposition of
the individual load cases. When applied to realistic offshore
conditions encountered at sites suitable for tidal turbines, the
wave-current simulation resulted in a significant increase in local
particle accelerations in the lower regions of the water column
(approximately 30 %). Following, a structural load analysis was carried
out in order to determine how the forces on a structure are influenced
by the altered flow field. In a first step, a two-dimensional study
of three basic shapes was presented. The results of the combined
simulation showed a significant load increase compared to a linear
superposition of wave and current loads, ranging from 25 % to 28 %.

Finally, the NWCT was applied as part of the project SeaTurtle,
which involved the design of a prototype GBF for a tidal turbine. A
pure wave, a pure current and a combined wave-current load case were
analyzed for two different flow directions. Once again, significantly
higher wave-current loads were attained than those computed as a
linear superposition of the pure wave and pure current load case. An
investigation of the structure shape parameters showed a decrease
of the calculated Cd and Cm values when the wave and the current
were simulated together. This suggests that the load increase is a
phenomenon that is largely a result of the altered physical flow field.
Furthermore, the simulations indicate that the inertia loads of structures
located on the sea floor are mainly influenced by the volume distribution
of the structure in the vertical direction, rather than the projected area
encountered by the flow.

Overall, the presented study demonstrated the capabilities of the
NWCT to simulate wave-current load scenarios. It allowed for a detailed
investigation of the offshore conditions encountered by tidal turbines.
The major conclusion drawn from the study is that a physically accurate
simulation of combined wave-current conditions results in drastically
higher structural forces than a linear superposition of pure wave and
pure current scenarios.





Chapter 4

Reduced Modeling

4.1 Introduction and Overview

The simulations carried out in Chapter 3 demonstrated the capabilities
of the numerical methods implemented into the NWCT. A wide range
of valuable information can be drawn from the results and directly
applied in the design of offshore structures. Taking advantage of modern
computational resources, the presented simulations were carried out
within a reasonable amount of time. However, the computational times
may become quite restrictive in parameter studies and optimization
procedures that require multiple CFD simulations of various structure
variations.

For such design tasks, simplified methods can be applied that are
computationally more efficient. For instance, Batten et al. (2006)
investigated the hydrodynamics of tidal turbines using Blade Element
Momentum (BEM) theory and a linear vorticity stream function panel
method. Furthermore, Whelan et al. (2009) introduced a correction for
a blade element code, taking into account the free surface and blockage
when modeling tidal turbines. Bai et al. (2013) coupled the blade
element method with a three-dimensional Navier-Stokes code in order
to analyze the relationship between power extraction and the turbine
array layout. In addition to the pure current scenarios investigated
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in the aforementioned studies, Whelan et al. (2007) analyzed the
interaction of a linear, regular wave train with the rotor array using
BEM theory. Batten et al. (2006) considered combined wave-current
loads on tidal turbine blades, applying the quasi-static BEM theory
in combination with an added mass force modeling. In this work, the
fluid velocities of the wave were derived from linear wave theory and
added to a uniform stream velocity.

Hydrodynamic optimization problems involving waves have been
approached by Birk (2009) making use of linear potential theory,
thereby drastically reducing the computational costs in comparison to
Navier-Stokes codes. Kandasamy et al. (2011) introduced a multifidelity
optimization strategy, performing several potential flow computations
of a catamaran hull followed by an evaluation of the optimized shape
using a URANS model. However, potential flow codes can only be
applied reliably if the viscous effects do not have a significant influence
on the results. This is not generally the case for applications involving
combined wave-current flows.

There is a large discrepancy between elaborate free surface CFD
methods as implemented into the NWCT, and less extensive approaches
such as the BEM model or the potential theory approach. VOF
based CFD methods provide in-depth flow field information at the cost
of high computational times. Conversely, the simplified approaches
are computationally efficient, but exclude viscous effects, thereby
rendering limited and sometimes insufficient information of the flow
field. In order to close the gap between these approaches, a novel
reduced modeling strategy in the form of a Virtual Free Surface (VFS)
model is introduced in this chapter, which is designed to capture
the general flow characteristics of the NWCT at significantly lower
computational costs. The VFS method is based on a Navier-Stokes
approach including viscosity and turbulence, but excluding elaborate
free surface considerations. The method has been developed to allow
for efficient optimization studies that focus on an analysis of fully
submerged structures and flow field studies of regions that are not
in contact with the free surface. As examples, offshore tidal turbine
development, pipeline analysis, and scour protection studies can be
named.

In this chapter, the VFS model is outlined in detail, including
a theoretical overview, an assessment of the methodology, and a
model correction method for pressure field sensitive applications.
A wave-current interaction model is introduced, which allows for a
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modeling of non-uniform currents in combination with waves. The
models are verified as part of an elaborate design study of a GBF for
tidal turbines. Overall, the aim is to establish a novel methodology for
efficient wave-current CFD simulations of fully submerged structures,
which can be applied to a variety of applications ranging from blade
evaluations to structural force analysis.

Part of the work presented in this chapter has been published in
Coastal Engineering (Markus et al., 2014a) and in the Proceedings
of the thirty-second International Conference on Ocean, Offshore and
Arctic Engineering (Markus et al., 2013a). It is presented here with
explicit written consent from the publishers.

4.2 Virtual Free Surface (VFS) Model

4.2.1 Model Description

The basic idea of the VFS model is to reduce the multiphase VOF
model included in the NWCT to a single phase URANS model, while
maintaining the offshore flow characteristics. This is achieved by
replacing the physical free surface with a virtual free surface boundary
condition. To do so, the NWCT domain given in Fig. 2.1 on page 17 is
reduced to incorporate only the water region, by limiting the vertical
dimension of the computational domain to the virtual free surface
height hvfs, specified at a z-coordinate that is below the wave trough
throughout the simulation. In the process, the top boundary is replaced
by a VFS boundary (Fig. 4.1). All other boundaries, including the
sides of the domain, are treated as described in Section 2.6, apart from
the phase field α, which is eliminated from the model.

The characteristics of the current and wave are retained in the
reduced model by introducing a Dirichlet velocity field at the VFS
boundary corresponding to the current and wave solutions of Eqs. 2.14
and 2.15 at z = −hvfs. Contrary to the inlet boundary condition,
the x-coordinate in the wave formulation of Eqs. 2.12 and 2.15 is not
constant at the VFS, but corresponds to the x-coordinates of the VFS
boundary cell nodes. Overall, the VFS velocity boundary field Uvfsi is
defined in the following form:



66 Chapter 4 Reduced Modeling

hvfs

BOTTOM

virtual free surface

mean sea level

O
U

T
LETIN

LE
T

VFS BOUNDARY

Ui = U inl
i

∂P/∂ni = 0

ω = ωinl

∂Ui/∂ni = 0
P = 0
∂k/∂ni = 0
∂ω/∂ni = 0

Ui = 0 ∂P/∂ni = 0
∂k/∂ni = 0 ∂ω/∂ni = 0

Ui = U vfs
i ∂P/∂ni = 0

k = kinl

k = kvfs ω = ωvfs

U vfs
i

U inl
i

z
x

Figure 4.1: VFS model. Top: The background contour shows the
physical phase distribution eliminated by the VFS modeling approach.
Arrows correspond to specified velocity boundary fields at the inlet
(superscript inl) and VFS (superscript vfs). Bottom: VFS boundary
conditions. The SIDE boundary conditions are problem dependent and
documented in Section 2.6.6.

Uvfsi =


Uwi (z = −hvfs) for pure wave scenarios
U ci (z = −hvfs) for pure current scenarios
Uwcii (z = −hvfs) for combined wave-current scenarios

(4.1)
For a wave traveling on a uniform current, the combined wave-current
boundary field Uwcii can be determined directly from the Fenton
wave model. Incorporating a non-uniform current into the VFS wave
simulation under consideration of WCI requires a number of further
modeling steps, as described in Section 4.4.
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Analogue to the inlet treatment described in Section 2.6.2, the
boundary condition for P at the VFS is defined in the form of a
Neumann condition, while boundary conditions for k and ω are specified
using Dirichlet boundary conditions (Fig. 4.1).

A final simplification is carried out as part of the VFS-NWCT, by
eliminating the gravitational source term gi in Eq. 2.2 on page 10. In the
VOF-CFD computation, this term dictates the hydrostatic component
of the pressure solution. For wave and wave-current simulations,
this component fluctuates together with the modeled free surface.
Because the free surface fluctuations are eliminated in theVFS model,
the hydrostatic pressure field throughout the VFS model domain is
constant in time and known a priori. The gravitational source term
is therefore not included in the model equations and the hydrostatic
pressure component is simply added to the total pressure solution in a
post-processing step.

4.2.2 Model Assessment

The behavior of the VFS model is analyzed in this section. A test wave
scenario is defined consisting of a wave with H = 4 m, T = 7 s, and
d = 45 m. In addition, a wave-current scenario is analyzed, for which
the specified wave is combined with a uniform current (Us = 2 m/s
and βc = 0 ). For both scenarios, the boundary field Ui at the inlet
and VFS boundary is defined using the Fenton nonlinear wave model.
A two-dimensional wave is assumed with a constant zero velocity
perpendicular to the wave field.

The accuracy of the velocity solution computed with the VFS model
at mid-height of the domain approximately one wave length from the
inlet is analyzed in Fig. 4.2. For both the pure wave and wave-current
scenario the initial VFS model solution (labeled VFS unadjusted),
match well with the theoretical reference solution determined using
non-linear wave theory. The accurate velocity distribution computed
with the VFS model is a result of the zero gradient pressure boundary
condition at the VFS boundary that is consistent with the specified
Dirichlet velocity boundary condition. However, the pressure boundary
condition does not reflect the fluctuating pressure gradient of the
wave field. As a result of this modeling choice, the initial VFS
model pressure solution (labeled VFS unadjusted) deviates from the
theoretical pressure solution, as shown in Fig. 4.3.
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Figure 4.2: VFS model velocity results at mid-height of the domain
approx. 1 wave length from the inlet vs. theoretical reference solutions.
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Figure 4.3: VFS model pressure results at mid-height of the domain
approx. 1 wave length from the inlet vs. theoretical reference solutions.
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For certain applications the computation of a realistic velocity
distribution is sufficient. One example is the thrust estimation of
a tidal turbine using an actuator disk, an application that was, for
example, further investigated by Arnold in Markus et al. (2014a). In
such cases, the VFS may be applied without further adjustment steps.
However, when structural forces are of interest, the computation of an
accurate pressure solution is crucial. Idelsohn et al. (1999) described
an approach that prescribed an analytical solution of a wave pressure
field as a Dirichlet boundary condition on a reference free surface.
This procedure was further discussed and successfully applied to ship
hydrodynamics by García and Oñate (2003). However, the approach
requires a pressure solution, which is not always available. This is
particularly true in the case of waves in combination with a non-uniform
current, a scenario typically defined in terms of the velocities. In order
to maintain a Dirichlet velocity boundary field at U inli and Uvfsi , a
pressure field correction method to the VFS model is introduced in the
following section.

4.3 Correction Method

4.3.1 Basic Concept
The correction method focuses on adjusting the VFS model for
applications for which the pressure solution dictates the accuracy of the
computation. In particular, this concerns structural load calculations
with a significant inertia force contribution. This force component
results from wave loading in ocean engineering applications. The
peak forces during extreme wave loading occur approximately at
the instance at which the wave accelerations are maximum and the
wave velocities are approximately equal to zero in the vicinity of the
structure. At this instance, the contribution of the wave induced wall
shear stresses τwall computed from the velocity field Uwall in Eq. 3.1
on page 41, are negligible. The correction model takes advantage of
this characteristic.

The fundamental idea is to adjust the velocity boundary field at
the inlet and VFS boundary so that a correct pressure solution is
attained. This is possible because velocity and pressure are coupled
in CFD simulations. The adjustment of the velocity field is carried
out using a multiplicative correction factor λ that is applied to the
entire velocity boundary field. The overall influence of multiplying the
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field by a factor is minor in boundary regions consisting of low or zero
velocities. This implies that the alteration is of minor consequence
regarding the ensuing viscous forces at time instances resulting in peak
forces, because here the wave velocities are at a minimum. Therefore, if
the modeled VFS pressure field is corrected, reasonably accurate peak
loads on the structure are attained, despite the alterations of the wave
velocities. The derivation of λ is formulated in the following section.

4.3.2 Mathematical Formulation
In order to adjust the velocity field such that the desired pressure
solution is attained, the relationship between velocity and pressure
is required. An analytical solution for this relationship under
consideration of all intricacies of the flow is not available, but an
approximation can be derived from the momentum equation (Eq. 2.2).
Considering that the wave problem of interest is dominated by inertial
effects, it is assumed that the rate of change in the momentum
equation is dominant compared to the convective and the diffusive
terms. Neglecting these terms results in the following approximation
for the pressure-velocity relationship:

∂Ui
∂t

= −1
ρ

∂P

∂xi
(4.2)

Multiplying both sides of Equation 4.2 by a scalar constant λ leads to
the following relationship under the assumption that λ is constant in
time and space:

λ
∂Ui
∂t

= −λ
ρ

∂P

∂xi
(4.3a)

∂λUi
∂t

= −1
ρ

∂λP

∂xi
(4.3b)

Eq. 4.3b implies that an adjusted pressure value

P̃ = λP (4.4)
corresponds to an adjusted velocity vector

Ũi = λUi (4.5)
After rearranging Eq. 4.4 to make λ the subject of the formula and
substituting into Eq. 4.5, the following formulation is attained:
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Ũi = λUi = P̃

P
Ui (4.6)

Eq. 4.6 indicates how the velocity vector Ui has to be altered using the
correction factor λ in order to attain the adjusted velocity vector Ũi
that corresponds to the adjusted pressure value P̃ .

4.3.3 Model Implementation
The formulation given in Eq. 4.6 is used in order to adjust the velocity
boundary fields U inli and Uvfsi such that a corrected pressure solution
is attained with the VFS model. This requires a solution for P̃ , which
is determined using a VOF based NWCT simulation during which the
pressure field in the VOF domain is probed at the location z = −hvfs.
The correction factor λ is then derived by computing the ratio of the
wave trough pressure values P vofp and P vfsp determined at z = −hvfs
with the VOF model and VFS model, respectively:

λ =
P vofp

P vfsp

(4.7)

Because it is assumed that λ is constant in time and space, it
may be used to adjust the entire velocity boundary field at the inlet
and VFS boundary when analyzing pure wave scenarios. When a
current is incorporating into the VFS model, λ is only applied to the
wave boundary fields U inl,wi and Uvfs,wi , because the current boundary
fields U inl,ci and Uvfs,ci satisfy the zero gradient condition and should
therefore not be altered:

Ũ inli = U inl,ci + λU inl,wi (4.8a)

Ũvfsi = Uvfs,ci + λUvfs,wi (4.8b)

Excluding the current velocities in the adjustment operation is further
necessary because the current results in a drag force component on
the structure that is heavily dependent on the true velocity field. A
derivation of a combined wave-current VFS boundary field including
an arbitrary current profile is described in Section 4.4.

Because Eq. 4.2 is only an estimation of the pressure-velocity
relationship, the procedure is applied iteratively until the pressure
solution is within the desired tolerance δ, as outlined in Fig. 4.4. It
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may seem contradictory that a VOF simulation is required as part
of the correction method in order to determine the correct pressure
values P̃ . However, this VOF computation can be carried out in an
empty channel, under the assumption that the VFS velocity field is not
influenced by a structure modeled in the domain. Computationally,
this is significantly more efficient than a VOF simulation of the problem
involving a structure with wall refinement. Furthermore, the reference
VOF simulation is generally carried out in a two-dimensional framework,
while the correction parameter can afterwards be used for efficient
three-dimensional VFS simulations of structures subjected to a wave
constant in the y-direction. The advantages of the method in terms
of computational costs are however felt most strongly in optimization
problems, where a variety of structures are subjected to the same wave
field. Here, results from a single VOF boundary adjustment simulation
can be used to analyze a multitude of different shape variations.

4.3.4 Model Assessment
The correction method is applied to generate an adjusted boundary
field for the pure wave and combined wave-current scenarios analyzed
in Section 4.2.2. The development of the difference | 1− λ | computed
during each boundary adjustment iteration is shown in Fig. 4.5. A
perfect match between the computed VFS and VOF trough pressure
values is reached when λ = 1 and the difference becomes zero. After
the first iteration the difference is reduced to approximately 0.02 for
both the wave and wave-current scenario. A second correction iteration
reduces the difference further, to approximately 0.0003 . Various test
simulations were carried out for a great variety of different wave and
wave-current scenarios. For all tested cases the difference reduced to
below 0.001 within two correction iterations. The rapid decline of
the deviation indicates that the estimation of the velocity-pressure
relationship of Eq. 4.2, used in the derivation of λ, is quite accurate.
The resulting adjusted pressure field at the mid-height of the channel
approximately one wave length from the inlet are given in Fig. 4.3
(labeled VFS adjusted). A good agreement between the adjusted VFS
pressure solution and the theoretical reference solution is attained
for both the pure wave and combined wave-current solution. The
corresponding adjusted velocity solution is shown in Fig. 4.2.
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Figure 4.5: Correction factor development for the simulated pure wave
and combined wave-current scenarios.

4.4 VFS Wave-Current Model

In Section 4.2.2, an example of a combined wave-current simulation
was given that considered a uniform current, constant over the
water depth. Under these conditions, a solutions of the combined
wave-current problem can be computed using standard irrotational
wave theories such as the Fenton model. The problem is significantly
more complex when considering a shear flow in combination with
a wave. As described in Section 2.5.3, it is possible to resolve the
interaction between the wave and the current as part of a VOF
simulation, after linearly superimposing the wave and current field at
the inlet of the computational domain. However, in the VFS model the
flow field can not develop freely, but is subject to the VFS boundary
condition throughout the domain. A correct WCI solution is thus only
attained in the VFS domain if the WCI solution is incorporated into
the boundary condition. A derivation of the WCI boundary condition
for waves propagating on an arbitrary non-uniform current is presented
in this section.
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4.4.1 Flow Kinematics
In a first step, it is assumed that the correct WCI solution can be
expressed as the sum of the pure current solution and an altered wave
solution, which accounts for the change in the wave kinematics due to
the underlying current:

Uwcii = U ci + κi(z)Uwi (4.9)
where κi denotes a correction vector as a function of z. For simplicity,
the correction vector is assumed to be constant in time but varying
over the height of the domain, taking into account the varying wave to
current velocity ratio throughout the water depth. Rearrangement of
Eq. 4.9 yields the following expression:

κi(z) = Uwcii − U ci
Uwi

(4.10)

Abiding to the wave field assumption of a constant zero velocity
boundary field in the y-direction made throughout this thesis, κ2
is assumed to be zero. Due to the assumption of a correction vector
κi constant in time, it is again sufficient to compute the correction
vector using the peak velocity values Uwp,i, and Uwcip,i . However, because
the degree of interaction varies over the water depth, the velocities are
attained as a function of z, rather than at a single point coordinate:

κi(z) =
Uwcip,i (z)− U ci (z)

Uwp,i(z)
(4.11)

The WCI velocity solution of Eq. 4.11 can once again be computed
at discrete points over the height of the channel using a VOF based
NWCT computation, while the corresponding pure wave and pure
current solutions are derived directly from the Fenton model. Based
on these values, κi can be computed for each discrete probe location.
It may be desirable to define κi in the form of a continuous function,
in order to attain a formulation that is independent of the point
coordinates. For this purpose, a polynomial function vector pκ,i is
defined:

pκ,i(z̃) = pκ,1z̃
m + pκ,2z̃

m−1 + ...+ pκ,mz̃ + pκ,m+1 (4.12a)

z̃ = z

d
(4.12b)
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To avoid bad conditioning of the polynomial, the coordinate z̃ is
used, which is normalized with the water depth to the range 0 to
−1, corresponding to the mean sea level and sea floor, respectively.
The coefficients pi,m are found by fitting Eq. 4.12 to the N discrete κi
values in a least squares sense, by minimizing the residual vector Ri:

R2
i =

N∑
j=1

[
κi,j −

(
pκ,1z̃

m
j + pκ,2z̃

m−1
j + ...+ pκ,mz̃j + pκ,m+1

)]2 (4.13)

Numerical test simulations showed that a polynomial of degree
m = 10 gives a good fit to the data of interest, without any noteworthy
oscillations of the resulting curve. The number of discrete κi values N
is governed by the mesh resolution and corresponds to the number of
cell nodes along the z-coordinate. The nodes in the immediate vicinity
of the bottom wall are disregarded in the polynomial fit, due to the
discrepancy of the zero value velocity bottom boundary condition in the
CFD model and the slip boundary condition in the wave solution, which
results in large deviations between the two models and oscillations of
the polynomial function. The discrepancy between the slip bottom
boundary condition in the wave model and the no slip condition in
the CFD simulation is a modeling choice that is of minor consequence
because the horizontal velocities computed in the near bottom region
are very small. Therefore, numerical instabilities at the boundary
typically do not ensue. Disregarding the near bottom values in the
polynomial fit is also uncritical, because velocities in the near wall
region are close to zero and thus the multiplicative correction in these
regions is of minor consequence.

The methodology is applied to a wave-current field with H = 4 m,
T = 7 s, d = 45 m, Us = 2 m/s and βc = 0.11 . The discrete κi
values computed using the VOF based WCI solution and the Fenton
wave solution are given in Fig. 4.6, together with the corresponding
polynomial fit. In addition, Fig. 4.7 shows the peak velocities over
the water column before and after κi is applied, in comparison with
the reference VOF-WCI solution. A good agreement of the velocity
distribution is observed when utilizing the wave-current correction
procedure. As before, the procedure relies on a VOF simulation in
the derivation of the correction vector. However, once again only one
two-dimensional, empty channel computation is necessary to adjust
the boundary fields.
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Figure 4.6: WCI correction factor distributions for a wave-current
scenario with H = 4 m, T = 7 s, d = 45 m, Us = 2 m/s and βc = 0.11 .
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Figure 4.7: Velocities before and after applying κi for a wave-current
scenario with H = 4 m, T = 7 s, d = 45 m, Us = 2 m/s and βc = 0.11 .
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4.4.2 Wave Length
Before the adjusted WCI velocities can be used as inlet and VFS
boundary conditions for wave-current VFS simulations, the wave length
L of the adjusted wave-current field needs to be determined. At this
point, the wave solution Uwi of Eq. 4.9 still incorporates the wave
length of the pure wave scenario, which is altered by applying κi during
the correction procedure. When utilizing L of the pure wave scenario
in the computation of wave-current boundary conditions, numerical
instabilities in the form of velocity and pressure oscillations occur in the
CFD simulation. This is illustrated in Fig. 4.8a, which shows pressure
spheres plotted throughout the domain for the previously analyzed
wave-current scenario propagated 1.5 wave lengths into the channel.
The radius of the spheres is scaled with respect to the corresponding
pressure value, implying that sphere-free areas indicate zero-pressure
regions. The zero-pressure Dirichlet boundary condition is satisfied
at the outlet, but pressure fluctuations result in an incorrect non-zero
pressure field in regions of the domain that have not been reached
by the wave field. In addition, the pressure values in the domain are
highly skewed, resulting in under and overshoots of peak and trough
pressures, respectively. The solution for the same wave-current scenario
when defined using the correct wave length is shown in Fig. 4.8b. A

P [kPa]
14.3

−31.9

(a) Initial wave length L = 103 m

P [kPa]

−21.8

20.6

(b) Corrected wave length L = 98 m

Figure 4.8: Pressure comparison for a wave-current field propagated
1.5 wave lengths into the domain.
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zero-pressure field is attained in regions of the domain that have not
been infiltrated by the wave field. Also, physically accurate, near
symmetric peak and trough pressure values are computed.

By comparing results of the wave-current scenario simulated using
various wave lengths, it can be shown that there is a relationship
between the magnitude of unphysical pressure fluctuations, and
the degree of wave length overestimation or underestimation.
Overestimating the wave length L by L∆ will result in the near
outlet fluctuations plotted in Fig. 4.9a. This also holds true if the
wave length is underestimated, although the pressure fluctuations are
in antiphase to those attained with an overestimated wave length.
The magnitude of the fluctuation may be quantified by computing
the standard deviation of the pressure. The plot given in Fig. 4.9b is
attained if the standard deviation σP for the analyzed wave lengths is
weighted with a factor ζ equal to 1 or −1, depending on the phase of
the fluctuations:

σP = ζ

√
E [P 2]− (E [P ])2 with ζ =

{
1 for in phase fluctuation
−1 for antiphase fluctuation

(4.14)
As demonstrated in Fig. 4.9b, there is a linear relationship between
the weighted standard deviation and the chosen wave length. This
relationship may be used in order to numerically compute the wave
length of the corrected wave-current velocity field, by carrying out
two empty channel VFS simulations with different initial guesses for
L. Based on the weighted standard deviation results, the correct
wave length, with a standard deviation equal to zero, can easily be
interpolated.

After the wave length L corresponding to the κi-corrected
wave-current field is determined, Eq. 4.9 can be applied to generate
stable VFS wave-current boundary conditions. The velocity results
for a simulation of the analyzed wave-current conditions is given in
Fig. 4.10. Throughout the water column the results match well with a
reference solution computed using the VOF model. For pressure field
sensitive application the pressure correction methodology outlined in
Fig. 4.4 is applied by simply defining the corrected WCI boundary
conditions as initial fields for U inli and Uvfsi , rather than computing
them with the Fenton model.
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Figure 4.9: Pressure development and weighted standard deviation
over one period at mid-height of the domain in the near outlet region.
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Figure 4.10: VFS-WCI velocity results (grey curves) vs. VOF reference
solution (black curves) at a distance of 1 wave length from the inlet.
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4.5 Model Verification

In order to test and verify the VFS-NWCT, a design study is carried
out that focuses on the sensitivity of maximum horizontal forces to
geometry variation of a structure located on the sea floor. As shown
in Fig. 4.11a, this geometry is parameterized by the point coordinates
pi,j , where the index i refers to the point number and j indexes the
dimensions of the point in terms of the local structure coordinate
system (x′, z′). In this coordinate system, the x′-coordinate origin
(with index j = 1) is defined at the center of the structure, and the
z′-coordinate origin (with index j = 3) at the sea bottom. The shape
is varied using the inclination angle φ as the only design variable. The
location of point p1,j is fixed and p2,1 = p4,1. In addition, a vertical
symmetry axis is defined passing through p1,j . Finally, constraints are
introduced into the study that enforce an identical structural height
h = 4 m and an equivalent in-plane cross-sectional area A = 32 m2

for all geometry variations. This leads to the angle dependent point
coordinates defined in Tab. 4.1 in terms of the inclination length r.
The shape evolution is shown in Fig. 4.11b. In the study, φ is varied in
1◦ increments from 1◦ to 26◦. The virtual free surface height hvfs is
defined 1 m below the physical wave trough.

The load cases analyzed in the VFS verification study are defined
in Tab. 4.2. In a first step, simulations are carried out incorporating
the pure wave scenarios of Tab. 4.2a at d = 45 m. The resulting
horizontal wave loads for each φ-variation are shown in Fig. 4.12a with
the maximum and average VFS deviations from the VOF reference
solution given in Tab. 4.3a. A very good match is attained particularly
for the smaller wave heights. Load case H1 results in a maximum
deviation of 1.8 % between the VOF and VFS results. A larger deviation
is observed for higher waves, although the maximum recorded deviation
for load case H3 is still below 5 %. The increase in the deviations for
larger wave heights may be explained by local flow field considerations.
In the vicinity of a bottom mounted structure, significant alterations of
the wave velocity field develop, compared to an undisturbed wave field
(Grilli et al., 2003). As the wave height is increased, the penetration
depth of the wave increases, resulting in a smaller minimum distance
between the structure and the sea elevation during one wave cycle. As
a consequence, the altered near structure flow field begins to influence
the surface velocity field. This influence is not captured by the VFS
model, resulting in a deviations increase from the reference solution.
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Figure 4.11: Geometry specifications of the design study structure.

Table 4.1: Test case point coordinates

point x′-coordinate point z′-coordinate
p1,1 0 p1,3 h
p2,1 = −p3,1 −r cosφ p2,3 = p3,3 h− r sinφ
p4,1 = −p5,1 −r cosφ p4,3 = p5,3 0

r =
h cosφ−

√
(h cosφ)2 −A cosφ sinφ

cosφ sinφ

Table 4.2: Load case data.

(a) Wave

case H [m] T [s]
H1 4.0 7.0
H2 7.0 9.5
H3 10.0 11.0

(b) Current

case Us [m/s] βc [-]
C1 2.0 0.11
C2 4.0 0.11
C3 6.0 0.11
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Table 4.3: Maximum and average horizontal force deviations.

(a) Const. depth, varying wave

case depth max. ave.
[m] [%] [%]

H1 45 1.8 0.6
H2 45 3.2 2.4
H3 45 4.3 2.4

(b) Const. wave, varying depth

case depth max. ave.
[m] [%] [%]

H1 55 1.5 0.7
H1 45 1.8 0.6
H1 35 5.1 3.4

(c) Const. current, varying wave

case depth max. ave.
[m] [%] [%]

H1C1 45 4.0 1.9
H2C1 45 5.9 2.9
H3C1 45 7.3 3.3

(d) Const. wave, varying current

case depth max. ave.
[m] [%] [%]

H1C1 45 4.0 1.9
H1C2 45 15.4 6.5
H1C3 45 21.5 8.9

In addition, load case H1 is analyzed at different water depths (35 m,
45 m, and 55 m). The resulting forces are plotted in Fig. 4.12b with
the deviations from the VOF reference solution recorded in Tab. 4.3b.
Excellent agreement is attained for water depths of 55 m and 45 m
with a maximum deviation of 1.5 % and 1.8 %, respectively. As the
water depth is reduced to 35 m, the maximum deviations increase to
5.1 %. This can be contributed to the increased influence of the bottom
boundary and the structure on the overall wave field, which violates
the assumption of an undisturbed VFS wave profile.

In addition to the pure wave tests, the VFS model is applied to two
sets of wave-current interaction scenarios, defined by combining the
wave load cases of Tab. 4.2a with the current load cases of Tab. 4.2b.
The first set comprises of the H1 wave load case in combination with
the three current load cases. Additionally, the load cases in a second
set are defined using the current load case C1 in combination with the
three wave load cases. The resulting maximum force values are given
in Fig. 4.13 with model deviations documented in Tabs. 4.3c and 4.3d.
The deviations increase as the magnitude of the velocities of the wave
or current field is increased. This is once again due to the alterations
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Figure 4.12: Pure wave load case VFS model verification using VOF
reference solutions.
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of the flow field caused by the structure. The presence of the structure
in the channel results in a vertical velocity component and a vertical
nonzero pressure gradient as the flow is redirected over the obstacle,
causing an upwelling of the surface elevation over the structure. At
higher current velocities, both vertical velocity and the nonzero pressure
gradient at the structure propagate further towards the top and begin
to stand in conflict with the zero gradient pressure boundary condition
specified at the VFS boundary. The consequences of these conditions
are particularly prominent in load case H1C3. This load case has the
highest current velocity and a maximum percentage deviation of 21.5 %
between the VFS and VOF model. However, even under such extreme
conditions, the qualitative distribution of the horizontal forces shown
in Fig. 4.13b gives a good indication of the shape of the force function.
This is particularly beneficial for the application of the VFS model in
design studies or optimization problems.

Finally, the results of the wave length model introduced in
Section 4.4.2 are analyzed. In terms of the maximum horizontal loads
on a structure, the time derivative of the flow field velocities (local
derivative) is a highly dominant factor when analyzing pure wave cases.
In these cases, the spatial derivative, governed by the wave length, is of
minor importance. However, the contribution of the spatial derivative
is more significant in combined wave-current scenarios. Therefore, it
is desirable to predict the wave length accurately for these scenarios.
As shown in Tab. 4.4, the maximum deviation between the wave
lengths computed for the VFS boundary conditions and the VOF
reference solution is less than 5 % for all tested scenarios. This is quite
remarkable considering the complexity of the wave-current flow, which
is simulated in the VFS model using adjusted boundary condition
based on a simple polynomial correction function.

Table 4.4: Wave length comparison

case VOF [m] VFS [m] ∆ [%]
H1C3 136.0 138.7 2.0
H1C2 133.0 132.5 0.4
H1C1 105.5 100.4 4.8
H2C1 169.0 169.3 0.2
H3C1 204.5 212.3 3.8
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4.6 Model Performance

Eliminating the physical free surface from the overall approach has
several advantages with regard to a reduction of the computational
costs. First of all, additional numerical solution steps necessary in order
to solve the free surface model equations are not required. Furthermore,
sidestepping the free surface treatment has the advantage of avoiding
mesh refinement in the free surface region of the computational
domain. Such a refinement is necessary in order to maintain the
accuracy of the free surface methods. Insufficient mesh refinement
may lead to inaccuracies in the computation of the free surface
location, free surface normal vector, local curvature, and free surface
tension forces. In addition to the discretization in space, the transient
characteristic of wave and wave-current problems requires an adequate
time discretization. In this regard, the spatial discretization of the
free surface region has an influence on the chosen time step size, as
excessive spatial refinement lowers the stability limit of explicit or
partially explicit time-marching schemes. The stability limit is further
affected by the physical characteristics of the wave-current problem, for
which the maximum velocities occur in the free surface region. Mesh
refinement in combination with large velocities requires the utilization
of small time steps in order to attain stable solutions with explicit or
partially explicit codes. The avoidance of free surface refinement in
the VFS model approach therefore also allows for the utilization of a
coarser time discretization. Overall, these considerations result in a
significant reduction in computational costs.

The quantitative gain in efficiency depends on many factors, such
as the utilized time integration schemes, the stability of the numerical
schemes, the degree of free surface refinement, and the magnitude of
the velocity boundary conditions. Therefore, a general rule concerning
the gain in efficiency cannot be established. However, the performed
verification studies give a good indication of the efficiency benefits of
the reduced modeling technique.

In the design study carried out in Section 4.5, the maximum Courant
Number was set to 1.0 when the reference VOF model was used. Under
this condition, all VOF simulations for the studied geometries and
boundary conditions ran stable, while an increase of the Courant
Number resulted in numerical instabilities. When utilizing the VFS
model, stable simulations can be carried out at much higher Courant
Numbers. Here, the time step is mainly limited by a reasonable time



4.7. Conclusions and Summary 91

discretization of the wave period, ensuring that the general behavior of
the velocity fluctuations is captured. This was guaranteed by setting
the time step to 0.1 s. For the highest velocity wave case analyzed in the
study, this time step resulted in a Courant Number of approximately 7,
without encountering numerical instabilities. For this particular case,
the computation cost of the VOF model is approximately 15 times
higher than that of the VFS simulation.

This efficiency gain was even exceeded in simulations carried out by
Arnold (Markus et al., 2014a), who used the VFS model in simulations
carried out with the software Ansys CFX. The solver implemented
into the program is based on a fully implicit, parallel solution of the
URANS equations. Using the fully implicit stable method, the number
of time steps could be reduced to 40 per wave period for the VFS
simulations. In comparison, 100 time steps per wave period were
required in corresponding VOF simulations in order to reduce the
numerical damping of the waves to an acceptable level. Overall, the
increased time step and the avoidance of mesh refinement in the free
surface region, lead to a reduction of the computational costs by a
factor of approximately 40, when using the VFS model in combination
with the fully implicit method.

4.7 Conclusions and Summary

In order to reduce the computational costs of wave and current CFD
simulations, a single phase Virtual Free Surface model was introduced
that allows for an efficient simulation of fully submerged structures.
As part of the method, a VFS boundary is defined that simulates the
wave field in the form of velocity boundary conditions, thereby avoiding
the necessity of capturing the surface, as is customary in traditional
free surface approaches. The approach has a number of advantages in
terms of computational efficiency:

• Surface refinement to accurately capture the waves becomes
obsolete, thereby reducing the number of cells in the domain.

• The comparatively coarse mesh in regions of the highest wave
velocities and current velocities allows for the utilization of larger
time steps while still fulfilling the stability limit of explicit or
partially explicit time-marching schemes.
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• A discretization of an air phase in the domain can be avoided
altogether, further reducing the number of cells.

For velocity field sensitive applications involving waves and uniform
currents, the VFS velocity boundary field may be used directly as part
of the simulation. However, it was shown that the application of the
VFS boundary conditions gives rise to pressure field deviations. For
pressure field sensitive applications and for simulations involving a
depth varying current, further modeling steps were introduced. These
can be outlined as follows (italic text refers to information that is only
relevant when modeling waves with a depth varying current):

1. A free surface CFD simulation is carried out using a predefined
inlet wave boundary field. For wave-current simulations, the
boundary field is initially generated by linearly superimposing
the wave and current solution. During simulation, pressure and
velocity values are probed in the domain.

2. For combined wave-current flows, the WCI correction vector κi
is computed based on the probed velocity values.

3. A horizontal VFS boundary is introduced in the vicinity of the
free surface and a VFS wave velocity boundary field is generated.

4. The VFS model is applied consecutively while probing the
pressure values. The results are used together with the free
surface reference pressure to define the correction factor λ.

5. For combined wave-current flows, the VFS wave length is
computed by iteratively applying the VFS model and monitoring
the near outlet pressure fluctuations.

6. The final boundary field is computed based on the calculated
correction parameters.

The VFS model was successfully tested in an extensive verification
study. It was shown that in empty channel simulations the developing
velocity field of the VFS model closely follows the theoretical solution.
After following the outlined correction procedure for pressure sensitive
applications, a good match of the pressure field was also attained. In
addition, the VFS model was verified with regard to the forces on
a bottom mounted structure. Results from VOF based simulations
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served as a reference solution. A wide range of pure wave and combined
wave-current scenarios were included in the investigation. The following
key conclusions were drawn from the verification simulations:

• A good agreement between the models was achieved for pure
wave simulations, with deviations ranging from 1.5 % to 5.1 %.
Larger deviations occurred in the combined wave-current force
computations. This is a result of changes in the wave-current
field in the vicinity of the boundary, not taken into account by
the VFS model.

• In all studies, an excellent match of the general trends resulting
from geometry and flow condition variations was captured with
the VFS model.

• In terms of efficiency, the VFS simulations were observed to be
roughly 1-2 orders of magnitude faster than the VOF reference
calculations.

Overall, the VFS model allows for an efficient analysis of the effect
of flow field and geometry alterations as part of elaborate parameter
and optimization studies of fully submerged structures.





Chapter 5

Shape Optimization

5.1 Introduction and Overview

The VFS method introduced in Chapter 4 allows for efficient CFD
simulation of offshore environments. This allows for a time-effective
analysis of shape optimization problems, which would involve highly
restrictive computational times using a VOF based approach. In this
chapter, the method is applied as part of a thorough shape optimization
study of GBFs subjected to wave and current conditions. The aim is to
provide insight into how bottom mounted bluff bodies should ideally be
shaped to render minimum forces under the unique loading encountered
at offshore sites. This highly complex and previously unsolved design
problem was introduced by the development of tidal turbines, which
heavily rely on innovative support structure designs to allow for an
economical implementation of the devices.

A great wealth of knowledge in the field of optimal shape design has
been collected in automotive engineering and aeronautics. However,
these fields almost exclusively consider time invariant inflow conditions,
while a physical phenomena comparable to ocean wave motion is
not encountered. The closest topic related to the design problem at
hand is the shape optimization of ship hulls in marine environments.
It is a field with a strong research background for which the full
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spectrum of optimization methods has been and continues to be
utilized. This concerns both zero order and gradient based methods,
as outlined in this section. A detailed account of the classification and
fundamental description of optimization techniques in general is found
in the literature (e.g. Vanderplaats, 1984; Mohammadi et al., 2001;
Thévenin and Janiga, 2008; Griva et al., 2009; Hazra, 2009).

Early automated hull shape optimization based on CFD simulations
dates back to publications by Wyatt and Chang (1994), Janson and
Larsson (1996), Tahara and Himeno (1998) and Campana et al.
(1999), to name a few. Ever since, a great variety of approaches
have been followed to improve ship hulls. Gradient based approaches
using steepest decent, conjugate gradient, and sequential quadratic
programming schemes were for instance utilized by Peri et al. (2001) and
Tahara et al. (2004). More recently, adjoint-based shape optimization
was applied to ship hull design as documented in Stück and Rung
(2011) and Rung et al. (2012). In addition, zero order approaches of all
varieties have been applied to hull design. These include evolutionary
strategies (e.g. Grigoropoulos and Chalkias, 2010; Zakerdoost et al.,
2013), genetic algorithms (e.g. Dejhalla et al., 2002; Tahara et al.,
2008), particle swarm optimization (e.g. Pinto et al., 2007; Hart and
Vlahopoulos, 2010), neural networks (e.g. Besnard et al., 2007; Chen
and Ye, 2009), and simulated annealing (e.g. Kosmas and Vlachos,
2012). Furthermore, response surface modeling based on Kriging has
been utilized in combination with CFD simulations to allow for an
efficient exploration of the design space (e.g. Kim et al., 2011; Tahara
et al., 2011).

Ship hull optimization and GBF design share some general
similarities regarding the characteristics of the considered marine
loading and the objective of the problem. However, there are several
fundamental differences that greatly influence the overall optimization
approach:

• The objective in optimal hull design is often tied to an economical
context, with the aim to minimize drag during cruising speed,
rather than during extreme weather conditions. Contrary, the
forces on GBFs during average operating conditions are typically
of minor relevance, while the design of the structures is dictated
mainly by extreme load cases.

• Every ship serves a specific functionality, which typically relates
to the transportation of goods or people. The constraints imposed
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during hull design are directly tied to this functionality. In the
case of GBFs, the functionality and the resulting constraints are
entirely different, leading to a new optimization problem.

• The steady flow simulated in hull optimization studies typically
represents the ship motion relative to the still water, rather than
a current flow subjected to a still structure. The fundamental
difference lies in the shape of the fluid velocity profile, which is
constant over depth in the case of ship motion, and incorporates
a boundary layer flow when considering a current profile.

• For the same offshore conditions, the kinematics at the water
surface differ considerably from the flow motion encountered near
the sea floor. As shown in Section 3.2, this is particularly true
regarding the interaction between the wave and the current, which
is depth dependent. Consequently, the same offshore conditions
result in different flow environments for a ship on the surface
compared to a structure on the sea floor

• An entirely contrasting objective is followed regarding the role of
the vertical forces on the body. In ship design, floatability needs
to be maintained in the optimization process. Conversely, the
shape of a GBF should ideally initiate a downward force on the
structure during loading.

• In the design of ship hulls, the first CFD based optimization
studies drew from a great wealth of prior knowledge and
experience, resulting from decades of experimental testing and
ship building. These provided a good initial design for the shape
to be optimized. In the case of GBFs for tidal turbines such
prior knowledge is largely lacking.

As a result of these differences, the findings from many years of ship
hull optimization can not directly be applied to GBF design. The lack
of previous knowledge in the field requires a fundamental treatment
of the design problem and a conceptually adapted optimization
approach under consideration of the unique conditions. Generally,
the VFS model could be utilized in combination with any of the
aforementioned optimization methods. However, the characteristics
of the specific optimization problem renders some approaches more
suitable than others. As analyzed by Tahara et al. (2011), industrial
marine optimization problems are typically nonlinear, multimodal,
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and nonconvex. In the case of GBFs, this is a result of the complex
flow environment and jumps in flow separation points in combination
with altering reattachment zones. This characteristic is particularly
problematic with regards to local optimization schemes such as gradient
based methods, because the predicted optimum may in fact be a local
minimum. This is particularly problematic because the problem at
hand is in the early stages of optimization, for which the knowledge
of favorable GBF shapes in the vicinity of the global optimum does
not exist. A possible solution is the utilization of multistart local
optimization methods, at the cost of a decreased efficiency. This is
particularly restrictive when using CFD, which is computationally
expensive even if reduced modeling techniques are applied.

These difficulties motivate using one of the aforementioned zero
order approaches, which are global optimization techniques. The
specific choice is dictated by the problem at hand. Because the GBF
optimization problem is largely uninvestigated, the goal is to attain an
unbiased representation of the design space, in addition to the global
optimum. This allows for an analysis of the physical intricacies of the
problem and a general characterization of shape variations with respect
to the objective. Particularly suitable for this task is the utilization
of meta models in the from of Kriging surfaces that approximate the
design space based on discrete simulation results. These surfaces allow
for a thorough investigation of the design space and provide valuable
information that can directly be used to choose hydrodynamically
efficient foundation shapes under consideration of the expected offshore
environment. The results also give a sound basis to apply higher order
methods to the optimization problem in the future.

The optimization framework is introduced in the following section.
In addition, the method is applied to a shape investigation of bottom
mounted structures subjected to waves, currents, and combined
wave-current scenarios. Both horizontal and vertical forces are taken
into consideration.

Part of the work presented in this chapter has been published in
the International Journal of Offshore and Polar Engineering (Markus
et al., 2015c), in the Proceedings of the tenth European Wave and
Tidal Energy conference (Markus and Bletzinger, 2013), and in the
Proceedings of the twenty-fourth International Conference of Offshore
and Polar Engineering (Markus et al., 2014b). It is presented here with
explicit written consent from the publishers.



5.2. Optimization Framework 99

5.2 Optimization Framework

The framework used to investigate the GBF optimization problem
is introduced in Fig. 5.1. In a first step, the shape to be analyzed
is parameterized in terms of the selected number of design variables
nd. In this thesis, the parametrizitaion generally contains a geometric
variable that is defined as a function of the area/volume of the structure
(for example, in the design study of Section 4.5 this variable is the
inclination length r defined in Tab. 4.1). This variable ensures that the
area/volume equality constrained specified in all presented optimization
problems is preserved.

Following, the point set qi,j is generated, which consists of n initial
points of dimension nd, element of the nd-dimensional experimental
design Q:

qi,j =
[
qi,1, qi,2, ... , qi,nd

]
∈ Q with i = 1, ... , n (5.1)

Here, Q is limited to the lower and upper side constraints qlj and quj ,
which are applied to qi,j :

qlj =
(
ql1, q

l
2, ... , q

l
nd

)
(5.2a)

quj =
(
qu1 , q

u
2 , ... , q

u
nd

)
(5.2b)

qlj ≤ qi,j ≤ quj (5.2c)

The selection of the point set qi,j is carried out with a space-filling
experimental design using the Monte Carlo method (Crombecq and
Dhaene, 2010). Initially, Q consists of the two corner points quj and qlj .
Following, the Monte-Carlo method is used to generate a random set of
nd-dimensional candidates, following a uniform probability distribution.
Each candidate qcj is ranked according to the minimum distance between
the point and all other points in Q (intersite distance) and their
minimum projected distance on all axes of the design space (projected
distance) using the following distance function:

dist(qcj , qi,j) =(n+ 1)
1

nd
−1

2 minqi,j∈Q

√√√√ nd∑
j=1

∣∣qi,j − qcj ∣∣2
+ n+ 1

2 minqi,j∈Q min
1≤j≤nd

∣∣qi,j − qcj ∣∣ (5.3)
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Start

it = 0

End
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no

Weighted Monte Carlo method

VFS-NWCT

LOLA-Voronoi method

yes

no

Ordinary Kriging model

Global Search method

NRMSD < δ

it← 0

Parameterize geometry

Generate initial point set qi,j

Compute objective values oi

Generate objective model Okg

Determine global minimum

Generate new point set q∗
i,j

it← it+ 1

Figure 5.1: Optimization framework
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Here, the first term of the equation consists of the minimum intersite
distance, while the second term is written in terms of the minimum
projected distance. The fractional multipliers ensure that each term is
given equal weights based on their scales. According to the distance
ranking, the best candidate is selected to be added to Q, which will
have the most favorable space-filling characteristics in terms of the
intersite and projected distance to all previously selected points. The
procedure is repeated until the n initial points of the point set qi,j are
generated.

After the initial experimental design Q is determined, the
VFS-NWCT is applied to compute the discrete objective function
values oi corresponding to the point set qi,j :

oi =
(
o1, o2, ... , on)T (5.4)

In this thesis, the objective O is defined as either the horizontal or
vertical peak force on the structure.

Based on the computed objective function values, an objective
Kriging approximation model Okg is build. The basic concept is to use
interpolation in order to derive an estimation of the objective function
using a regression of the computed samples. In order to determine this
regression, the experimental semivariogram γe according to Cressie
(1992) is computed, which gives the relationship between the variance
and the distance he between the sample points qi,j :

γe(he) = 1
2 |N(he)|

∑
(i,j)∈N(he)

|oi − oj |2 (5.5)

Here, he is an approximation distance defined with a certain tolerance.
All point combinations in Q separated by a distance he are combined
into the subset N(he). The total number of points in the subset is
equal to |N(he)|. In order to allow for a spatial prediction formulation
that is a continuous function of all feasible distances hm, a model
semivariogram γm in the form of an analytical function is fitted to γe.
For the optimization studies carried out in this thesis both exponential
(e = 1) and gaussian (e = 2) models are utilized to define γm:

γm(hm) = c0 + c1

(
1− exp

(
− h2

m

ce2

))
(5.6)

The model constants c0, c1, and c2 represent the semivariogram
intercept (nugget), the semivariance as hm goes to infinity, and the
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data point correlation scalar, respectively. Appropriate values for these
constants can be computed by applying the weighted least squares
technique presented by Cressie (1985).

The continuous ordinary Kriging model Okg as a function of an
arbitrary point coordinate qpj ∈ Q is computed as a weighted sum over
all simulated point set results oi:

Okg(qpj ) =
n∑
i=1

Wi(qpj ) oi (5.7)

The weights Wi are determined based on the analytical function γm
by solving the following system of linear equations:

W1
...
Wn



γm (|q1,j − q1,j |) · · · γm (|q1,j − qn,j |)

...
. . .

...
γm (|qn,j − q1,j |) · · · γm (|qn,j − qn,j |)

1 · · · 1

+


λs
...
λs
0



=


γm
(∣∣q1,j − qpj

∣∣)
...

γm
(∣∣qn,j − qpj ∣∣)

1


(5.8)

This system of equations incorporates the condition that the sum of
the weights is equal to one. The slack variable λs ensures that the
introduction of this condition does not lead to an overconstrained
system. Good references with further information on Kriging include
Lam (1983), Clayton and Andre (1997), Stein (1999), and Davis and
Sampson (2002).

The initial Kriging model can be further refined by computing
additional discrete objective values for successively selected new point
sets. The selection of new points is carried out using the adaptive
LOLA-Voronoi sampling algorithm, as proposed by Crombecq et al.
(2009b). The method is a hybrid sampling strategy that combines
an exploration-based Monte Carlo Voronoi approximation with an
exploitation-based Local Linear Approximation (LOLA) sampling
algorithm.

The Voronoi approximation gives a measure of the sampling density
of the previously analyzed point set qi,j . Each point in the set is
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assigned a so called Voronoi cell. This cell defines the region of the
design space that is closer to the individual point than to all other
points in qi,j . It can efficiently be computed using a Monte Carlo
approach. A large set of ns randomly distributed sample points ps is
generated and each sample is assigned to the point in qi,j that is the
closest. The Voronoi weighting vector Vi is then defined as:

Vi =

V1
...
Vn

 = 1
ns

|N(ps → q1,j)|
...

|N(ps → qn,j)|

 (5.9)

where |N(ps → qi,j)| is the number of points in the subset containing
the sample points ps assigned to a specific point qi,j . The vector Vi
weights each previously selected point in Q according to the density of
sample points in that region.

The LOLA component of the hybrid sampling technique ranks the
computed samples based on the local linearity of the objective function,
emphasizing points that are in regions of high non-linearity. This
approach stems from the fact that function values for points in regions
with a nearly linear behavior can more easily be predicted based on
neighboring points than those in non-linear regions. Simultaneously,
this ranking favors points in regions of local extrema, thereby enforcing
a refinement of the point grid in high-interest regions. The degree
of non-linearity at a point qi,j is quantified based on local gradient
approximations gnbi at a set of neighborhood points qnbi,j ∈ Q. The
gradients are computed by applying a least squares regression in
the neighborhood of qi,j . The computation of the gradients and the
selection of an ideal set of neighborhood points is analyzed in detail
by Crombecq et al. (2011). Finally, the LOLA weighting vector Li for
each point in Q is defined as a measure of the difference of the true
objective value and a local linear approximation based on the estimated
neighborhood points gradients:

Li =

L1
...
Ln

 =


∑nnb

i=1
∣∣onbi − (o1 + gnbi (qnbi,j − q1,j)

)∣∣
...∑nnb

i=1
∣∣onbi − (on + gnbi (qnbi,j − qn,j)

)∣∣
 (5.10)

where nnb is the number of points in each neighborhood and onbi are the
neighboring point objective values. The final LOLA-Voronoi weighting
vector LVi is defined as a combination of Li and Vi:
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LVi = 1
2Vi + 1

2
∑n
i=1 Li

Li (5.11)

The normalization of Li is carried out in order to scale the weights
to the range [0, 1], while the entries of Vi are already scaled to this
range. Following, a new candidate point set q∗i,j is defined by selecting
the desired number of new points n∗ in the vicinity of the highest
ranked points qi,j , based on the LOLA-Voronoi weights. The exact new
locations are determined by generating a large random sample point
set in the Voronoi cells of each selected point qi,j , and by adding the
sample point farthest away from qi,j and its neighbors to q∗i,j . Further
information regarding the intricacies of the LOLA-Voronoi sampling
strategy has been documented by Aurenhammer (1991), Crombecq
et al. (2009a, 2011), and Singh et al. (2013).

After each refinement iteration, the objective values o∗i for the
newly specified point set q∗i,j are determined using the VFS-NWCT.
The results are combined with all previously analyzed points to generate
a new Kriging model. The procedure is repeated iteratively until a
convergence criterion is fulfilled. This criterion is defined in this thesis
as the Normalized Root-Mean-Square Deviation (NRMSD) between
the Kriging model Oit−1

kg of the previous iteration, and the new Kriging
model Oitkg of the current iteration:

RMSD =

√√√√∫ vu
1

vl
1

∫ vu
2

vl
2
...
∫ vu

nd

vl
nd

(
Oitkg −O

it−1
kg

)2dv1 dv2 ...dvnd∏nd

i=1
(
vui − vli

) (5.12a)

NRMSD = RMSD

max
(
Oitkg

)
−min

(
Oitkg

) (5.12b)

where vi is the vector of design variables with lower and upper bounds
vli and vui , respectively. If each new point set q∗i,j is sufficiently large,
the NRMSD gives a good indication of the Kriging model convergence
in the regions of interest. In this thesis, the overall Kriging model is
deemed sufficiently refined when NRMSD drops below 2 %. At this
point, the Kriging model refinement loop is terminated and the final
Kriging model is returned for further analysis.

As a final step of the optimization framework, the global minimum of
the function is determined. Because the Kriging model can be expressed
in the form of an analytical function in terms of the design variables, the
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optimum can be computed efficiently using a number of optimization
algorithms. In this thesis, the Global Search method described by Ugray
et al. (2007) is utilized. The method consists of a global phase and a
local phase. In the global phase, a population based meta-heuristic
scatter search algorithm (Glover, 1999) is utilized to generate a set
of starting points in the objective function domain. Following, these
starting points are used in the local phase to determine local minima
of the constrained non-linear objective function by applying Successive
Quadratic Programming (SQP). A thorough description of SQP has,
for instance, been documented by Edgar et al. (2001), Bonnans et al.
(2003), and Sun and Yuan (2006). Finally, the full set of local minima
provides the global minimum of the optimization problem.

In this thesis, the optimization framework was executed in a
software environment consisting of the VFS-NWCT implemented
into the in-house code LATOS, in combination with the Sequential
Experimental Design (SED) and Surrogate Modeling (SUMO) Matlab
toolboxes developed in the Department of Information Technology of
Ghent University. Further information regarding these toolboxes can
be found in Crombecq et al. (2009a,b), Crombecq and Dhaene (2010),
and Gorissen et al. (2010).

5.3 Horizontal Force Analysis

The optimization framework is applied to an in-depth analysis of
optimal shapes for GBFs. A fundamental insight into the problem
is gained in this chapter by carrying out a series of two-dimensional
design studies incorporating basic shape configurations. This allows for
an efficient analysis of the physical properties underlying the problem,
before the framework is applied to the design of a three-dimensional
tidal-turbine foundation in Chapter 8.

The two-dimensional design studies of this chapter are carried out
in two stages. First, the optimization problem is defined in terms
of one Design Variable (DV) only. Using this simple configuration,
a variety of different load cases are analyzed in order to investigate
potential dependencies of the optimal shape on the magnitude of loading.
Following, the problem is extended to a multiple DVs optimization
problem analyzed under a few selected conditions. Here, the focus is put
on investigating a broader design space to gain a deeper understanding
of optimal shape characteristics. In this section, this two-stage approach
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is followed with the objective to minimize the horizontal loads on the
structure, before it is again applied in the analysis of vertical forces in
Section 5.4.

5.3.1 Single-Variable Optimization
The geometry parametrization carried out as part of the single DV
optimization problem is an extension of the parametrization used in
the verification study of Section 4.5. The configuration of the body is
adjusted towards a more realistic foundation shape by introducing a
central base of width b at the top of the geometry, representing the
mounting point for connection to an offshore energy device (Fig. 5.2a).
The inclination angle φ is selected as the only DV of the problem. As
before, the area of the structure is enforced to remain constant, by
defining the geometric variable r as a function of A. The structure
point coordinates pi,j as a function of φ and r are defined in Tab. 5.1
and shown in Fig. 5.2a. The geometric constants of the structure are
defined as h = 3 m, b = 2 m, and A = 24 m2. The resulting shape
evolution for selected angles φ is given in Fig. 5.2b. In this study, φ is
subject to lower and upper side constraints of 1◦ and 26◦, respectively.
The consideration of a one-dimensional design space allows for a fine
spatial resolution for qi,j using relatively few sample points. In this
particular study, the selection of 26 sample points is already sufficient
to reduce the maximum neighbor distance to 1◦. As a result, the
optimization framework of Fig. 5.1 can be applied without initiating
the LOLA-Voronoi refinement loop.

The spatial discretization of the CFD problem is carried out using
an unstructured, hex-dominant mesh with local refinement in the
vicinity of the structure. Three prism layers are defined in the near
wall region of the structures, with a first row wall distance of 1.5 mm.
In the simulations, this results in a dimensionless wall distance y+ of
approximately 100 , which is within the range of application of wall
functions. A refinement and integration down to the linear sublayer
was avoided because the structure is composed of sharp edges resulting
in distinct separation points. The domain length is equal to 1300 m
and the domain height varies from 39 m to 42 m, corresponding to the
wave height dependent VFS height. Overall, each mesh consists of
approximately 85, 000 cells with 98.5 % hexahedra. The remaining
1.5 % comprise of polyhedral and prism cells. In the optimization study,
the set of current and wave conditions defined in Tab. 4.2 on page 85



5.3. Horizontal Force Analysis 107

p5,j

φ

x′

z′

φ

r r
b

p1,j p2,j

p4,j

p6,j

p3,j

h
h

(a) Geometry parameterization

φ = 15◦φ = 0◦ φ = 26.6◦

b = 2 m

A = 24 m2

h
=

3
m

h
=

3
m

(b) Shape evolution

Figure 5.2: Geometry specifications for the 1 DV horizontal force study.

Table 5.1: Point coordinates

point x′-coordinate point z′-coordinate

p1,1 = −p2,1 − 1
2b p1,3 = p2,3 h

p3,1 = −p4,1 − 1
2b− r cosφ p3,3 = p4,3 h− r sinφ

p5,1 = −p6,1 − 1
2b− r cosφ p5,3 = p6,3 0

r = h cosφ−
√

(h cosφ)2−(A−bh) cosφ sinφ
cosφ sinφ
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are used as boundary conditions for the CFD simulations. The water
depth is set to d = 45 m.

In a first step, the results from the three current load cases are
analyzed. Fig. 5.3a shows the discrete objective values and the
corresponding Kriging curves for each load case. All three curves
initially decrease as φ is gradually increased starting from 0◦ until a
minimum of the horizontal forces is reached at around 18◦. Higher
values of φ result in an increase of the objective. This behavior can be
explained by analyzing the velocity contour plots shown in Fig. 5.4.
For angles between 1◦ and 18◦, the flow separates at the leading edge,
triggering a large dead water zone above and beyond the structure
that is particularly large for small inclination angles (Fig. 5.4a and
Fig. 5.4b). For φ = 18◦ and higher, flow re-attachment occurs on
the leading edge before the flow separates again at the peak of the
structure. The flow remains attached to the entire leading edge for
φ = 26◦ (Fig. 5.4d). The optimum with regards to horizontal forces
is reached when a near symmetric flow pattern on the leading and
trailing edge of the structure develops (Fig. 5.4c). At this point,
the pressures on the leading and trailing edge of the structure are
approximately equal in magnitude, while producing force resultants of
opposing x′-directions. The observed behavior and the location of the
objective minimum are largely independent of the current magnitude
for the analyzed range of flow conditions, as shown in Fig. 5.3b. When
normalized with respect to the maximum forces of each load curve, the
profiles collapse onto nearly the same line. This finding is particularly
valuable for design practice, because the optimal configuration with
regards to horizontal current forces is not limited to an individual flow
scenario.

The results of the wave load case optimization runs are shown
in Fig. 5.5a. Here, the peak forces during wave loading are defined
as the problem objective. In accordance with the predictions of the
Section 3.3.2 shape investigations, the optimization study confirms that
a redistribution of structure area towards the sea floor has a favorable
effect on the horizontal forces. As a result, the optimum is attained
for the largest feasible value of φ. As with the current load case, the
normalized shape of the wave force objective function and the resulting
optimal configuration are largely independent of the analyzed range of
conditions (Fig. 5.5b).

In addition to the analyzed individual wave and current scenarios,
two sets of WCI load cases are considered by combining the individual
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Figure 5.3: Current horizontal force optimization results. Markers
indicate CFD results. Kriging approximations are shown with lines.
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Figure 5.4: Velocity contour plots of the C1 current simulations.
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Figure 5.5: Wave horizontal force optimization results. Markers indicate
CFD results. Kriging approximations are shown with lines.



112 Chapter 5 Shape Optimization

load cases given in Tab. 4.2 on page 85. The first set comprises of
the H1 wave load case in combination with the three current load
cases. Additionally, the load cases in a second set are defined using the
current load case C1 in combination with the three wave load cases.
All simulations are carried out under consideration of the interaction
between the wave and the current. The results for the analyzed load
cases are given in Fig. 5.6a. As can be seen, the general development of
the forces as a function of φ as well as the optimum highly depend on
the contribution of the wave and current scenarios. This can be seen
more clearly when normalizing the wave-current forces with respect
to the maximum load computed for each case, as shown in Fig. 5.6b
together with pure wave and pure current curves. For load cases in
which the wave or current is dominant, the resulting WCI force curve
resembles the individual force curve of the dominating field. For load
case H3C1 this results in a normalized objective function approximation
close to the pure wave solution while the force curve of load case H1C3
is closer to the pure current solution. When the contribution of the
wave and the current is of similar magnitude (load case H1C1), an
intermediate solution is attained. The shape optimum of the combined
scenarios varies within a range between the optima computed for the
individual load cases.

These observations are particularly important for design practice of
offshore structures in waves and currents. The physical characteristic
of forces resulting from drag dominated current loads and inertia
dominated wave loads are fundamentally different. As shown, this may
result in dissimilar individual optima for the current and wave load
cases, while yet another optimum is attained for a combined scenario.
Consequently, an optimal design for extreme wave-current loads cannot
be derived from the individual scenarios, but requires the consideration
of the WCI scenario.
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Figure 5.6: Wave-current horizontal force optimization results. Markers
indicate CFD results. Kriging approximations are shown with lines.
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5.3.2 Multiple Variables Optimization

The GBF optimization task is extended to a multidimensional DV
problem in order to unveil further shape optimization potential of the
structure. This is achieved by introducing nd point coordinates along
the leading and trailing edge of the geometry defined in Fig. 5.7a and
Tab. 5.2. These point coordinates are equidistantly spaced in x′ and are
varied in y′ through vi. A general description of the geometry for an
arbitrary DV number nd is given in Tab. 5.2. In order to visualize the
objective functions in a three-dimensional frame work, the investigation
carried out in this section is limited to nd = 2. Nevertheless, this allows
for a wide spectrum of geometry variations, as for example shown
in Fig. 5.7b. The step towards a multidimensional design problem
significantly increases the number of CFD simulations required to
attain a good approximation of the objective function. Consequently,
the full optimization framework of Fig. 5.1 is utilized including the
LOLA-Voronoi model refinement loop. The side constraints for the
selection of the point set qi,j during the initial Monte Carlo simulation
and the subsequent LOLA-Voronoi point selection steps are set to
quj = h and qlj = hp. Here, hp is the height of the base plate on
the lower section of the structure, which is set equal to 0.5 m in this
example. For the sake of comparison, all other geometry constants
are defined analogue to the specifications of Section 5.3.1 (A = 24 m2,
h = 3 m, b = 2 m).

After demonstrating in Section 5.3.1 that the shape optimum for
the pure wave and pure current scenario is independent of the load
case magnitude for the range of interest, the investigation in the two
DVs study is limited to load cases C1 and H1. The optimization
procedure leads to the objective function approximations shown in
Figs. 5.8a and 5.9a. While the current Kriging model consists of
various regions with high non-linearities and local minima, the response
surface for the wave scenario is near-linear with a distinct optimum.
These characteristics are also reflected in the optimization run point
selection history shown in Figs. 5.8b and 5.9b. After an initial 40
sample point set is generated using the weighted Monte Carlo method,
subsequent LOLA-Voronio refinement steps result in 15 new samples
generated at each iteration. In the current load case investigation,
there is a clear tendency towards favoring certain regions of the design
space, as a result of varying weights resulting from the ranking of the
LOLA component of the sampling technique. Conversely, the degree
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(a) Geometry parameterization (nd = 2)

vi = [2.1 1.2] m vi = [1.4 1.0] mvi = [2.7 2.0] m

b = 2 m

A = 24 m2

hp = 0.5 m

h
=

3
m

h
=

3
m

(b) Shape evolution (nd = 2)

Figure 5.7: Geometry specification for the 2 DVs horizontal force study.

Table 5.2: Point coordinates

point x′ point z′

p1,1 = −p2,1 − b
2 p1,3 = p2,3 h

p3,1 = −p4,1 − b
2 −

1r
nd+1 p3,3 = p4,3 v1

p5,1 = −p6,1 − b
2 −

2r
nd+1 p5,3 = p6,3 v2

...
...

...
...

p2nd+1,1 = −p2nd+2,1 − b
2 −

nd r
nd+1 p2nd+1,3 = −p2nd+2,3 vnd

p2nd+3,1 = −p2nd+4,1 − b
2 − r p2nd+3,3 = −p2nd+4,3 hp

p2nd+5,1 = −p2nd+6,1 − b
2 − r p2nd+5,3 = −p2nd+6,3 0

r = (nd + 1)(A− b h)
(
h+ hp + 2

∑nd

i=1 vi
)−1
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Figure 5.8: Current load case horizontal force optimization with 2 DVs.
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Figure 5.9: Wave load case horizontal force optimization with 2 DVs.
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of non-linearity varies significantly less for the wave load case. As
a result, the space filling characteristic of the Voronoi component is
predominant, with a more evenly distributed point selection at each
iteration. In addition, the shape of the wave objective function can
be approximated using significantly fewer refinement steps. A single
iteration was sufficient to reduce the NRMSD of the wave load case
model to below 2 %, while in the case of the current load case, the
convergence criterion was not met until the fifth iteration.

The optimal shapes for current and wave loading are shown in
Fig. 5.10, with the corresponding maximum pressure distributions.
Again, significantly different characteristic shapes are attained. While
the current optimum tends towards an ellipsoid shape, the structure
most suitable for reduced wave loading once again consists of the
largest near sea floor area distribution permitted by the constraints.
One final conclusion is drawn from the DV investigation with regards to
design practice of the structure. The chosen constraints permit shape
variations for which v2 > v1, resulting in a peak at the outer top sections
of the structure. Somewhat surprisingly, relatively low objective values
are attained in parts of this particular design space region for the
current load case, particularly around v2 = 2.3 m. However, the global
optimum for both the wave and current load case are within the reduced
design space for which vi ≥ vi+1. This characteristic is taken advantage
of in the elaborate three-dimensional foundation design of Chapter 8.
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(a) Current opt. subjected to C1
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(b) Wave opt. subjected to C1
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(c) Current opt. subjected to H1

2.50

1.25

U [m/s]

0.00

P - ρg (-z) [kPa]

-0.90-0.35
+0.87+1.20

+0.60
-0.09

-2.80

-1.30

P - ρg (-z) [kPa] P - ρg (-z) [kPa]

P - ρg (-z) [kPa]

+1.02 -0.56

+0.62

+0.23

-1.12

-0.66
-0.68

V
O

N
 
E

I
N

E
M

 
A

U
T

O
D

E
S

K
-
S

C
H

U
L

U
N

G
S

P
R

O
D

U
K

T
 
E

R
S

T
E

L
L

T

VON EINEM AUTODESK-SCHULUNGSPRODUKT ERSTELLT

V
O

N
 
E

I
N

E
M

 
A

U
T

O
D

E
S

K
-
S

C
H

U
L

U
N

G
S

P
R

O
D

U
K

T
 
E

R
S

T
E

L
L

T

VON EINEM AUTODESK-SCHULUNGSPRODUKT ERSTELLT

(d) Wave opt. subjected to H1

Figure 5.10: Pressure distributions for the 2 DVs horiz. force optima.
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5.4 Vertical Force Analysis

In the development of offshore support structures, the horizontal force
analyzed in the previous section is often a design determining factor.
This is particularly true for piled structures, which are commonly used
in the offshore wind sector. For current loads acting on these structures,
fluid induced vertical forces can typically be neglected. However, when
a bottom mounted bluff body is subjected to a flow field, considerable
vertical forces develop. This phenomena is of particular relevance in
the design of GBFs, which solely rely on the gravitational force to
counteract the lift force.

For offshore foundation design, research on optimization with
regards to lift has not been as extensive compared to other fields, such
as aeronautics and the automotive industry. Here, the consideration
of lift forces in optimal design is an ongoing subject of high interest.
Recent publications focusing on this subject include works by Moens
and Wervaecke (2013) as well as Marklund (2013). Two distinct
concepts are followed in these publications: While the design of an
airplane relies on secondary components (wings) to induce lift forces,
the automotive sector targets the primary structure by taking advantage
of the under-body flow of the car body to influence lift forces. The
former approach was adapted to the design process of gravity base
offshore structures by Owen and Bryden (2005) and more recently by
Harding and Bryden (2012). These works propose the attachment of
hydrofoils to tidal turbine support structures, to induce a downward
force during current loading. When the direction of the tidal flow
reverses, the hydrofoils rotate in order to function properly for both
current directions. Alternatively, a stationary system is proposed in
this section, which reduces lift forces by adopting the under-body flow
concept to the design process of gravity base foundations.

In a first step, a modeling strategy is introduced that considers
the pressure field development on the bottom of the structure during
loading. Following, the lift forces on the geometry of Section 5.3.1 are
analyzed. Based on the resulting findings, the structure is optimized
with regards to lift by introducing a diffuser at the base of the structure.
The diffuser is configured using both single variable and two variables
optimization. In addition to the steady current considerations typically
presented in the literature, this section also investigates the lift force
performance of the structure with respect to wave and wave-current
loading.
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5.4.1 Foundation Base Modeling

Typically, GBFs are freely placed on the sea floor or on a previously
constructed base layer. In either case, a pressure field will arise between
the bottom of the structure and the contact surface, a phenomena which
is time dependent in the case of wave loading. The distribution and
magnitude of this pressure field is highly dependent on the properties
of the two contact surfaces. If both surfaces are idealized as perfectly
smooth and impermeable (0 % porosity), no water and hence no pressure
will occur between the surfaces. The other extreme presents itself when
gaps occur between the surfaces or the ground is extremely permeable,
in which case the porosity is close to 100 %. In offshore construction,
an intermediate scenario between these two extreme cases will occur,
although it is often not possible to accurately define the state of the
contact surfaces or to foresee property changes during the lifespan
of the structure. Consequently, both extremes are considered in this
thesis.

The numerical modeling for the sealed condition is straight forward
and simply attained by connecting the structure boundaries directly to
the bottom boundary. However, the other extreme representing 100 %
permeability is less intuitive and requires some model assumptions.
Bishop (1981) determined that a small continuous gap between the
bottom mounted structure and the floor has a similar effect as a highly
porous bottom. This approach was also employed by Schmitz (1987) in
order to investigate the hydrodynamics of foundations both analytically
and experimentally. This modeling techniques is incorporated into the
CFD environment, through the introduction of FV cells on the bottom
of the structure, which are connected to the outer flow domain. Various
gap sizes were analyzed ranging from 10 mm to 50 mm, in accordance
to the investigations carried out by Schmitz (1987). Analogue to that
study, it was found that the ensuing forces for a number of different
load cases are not particularly sensitive to the gap size, within the given
range. Finally, a gap size of 10 mm was chosen for the numerical study,
incorporating 4 cell layers between the foundation and the bottom
boundary.

The foundation base modeling approach is applied to the structure
defined in Fig. 5.2, which was investigated in terms of the horizontal
forces in Section 5.3.1. For the sealed bottom condition, the forces
are attained directly from the previous simulations. In addition,
computations are carried out for the gap scenario, where φ is once
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Figure 5.11: Force comparison of a sealed foundation base vs. a
continuous gap on the foundation bottom.
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(a) Sealed structure velocity contour (left) and pressure distribution (right).
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(b) Gap structure velocity contour (left) and pressure distribution (right).

Figure 5.12: Current load case comparison of a sealed foundation base
vs. a continuous gap on the foundation bottom for φ = 15◦.

again varied from 1◦ to 26◦ in 1◦ increments. The resulting forces for
current scenario C1 with a shape exponent of 0.11 at 45 m water depth
are shown in Fig. 5.11a. It follows that the horizontal forces are largely
unaffected by the gap on the bottom of the structure. On the contrary,
certain geometric configuration induce significant deviations for the
vertical loads acting on the structures. The source of this behavior is
demonstrated by comparing Fig. 5.12a with Fig. 5.12b, which give the
velocity contours and pressure distributions for φ = 15◦ of the current
load case. The velocity field surrounding the sealed and gap structure
and the ensuing dead water region are largely identical. Consequently,
a similar pressure distribution on the top and sides of the structure
can be observed. However, the gap induces a pressure balancing across
the bottom of the structure, which is observed to be linear. Depending
on the pressure boundary values of the leading and trailing opening
of the gap, the net force acting on the body is directed upward or
downward. In the special case, where the gap boundary values are
equal in magnitude and opposite in sign, the net bottom force becomes
zero. In this design study, this occurs for geometries with angles φ = 8◦
and φ = 20.5◦.

Regardless of the structure shape or bottom configuration,
the vertical forces are dominant compared to the horizontal force
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(a) Sealed structure
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(b) Gap structure

Figure 5.13: Maximum wave load pressure comparison of a sealed
foundation base vs. a continuous gap on the bottom for φ = 15◦.

contribution, in the current load case. Furthermore, a striking
observation can be made regarding the development of the load curves.
The lowest horizontal loads occur for shape configurations that show
the largest vertical forces on the structure. Such an opposing trend in
the force distribution is particularly critical in optimal shape design,
when aiming to reduce the total forces.

The force computations for the gap structures were repeated for
wave load case H1 at d = 45 m and compared to the sealed results. The
maximum horizontal and vertical forces that occurred during the wave
cycle are given in Fig. 5.11b. Once again, the horizontal forces are
largely unaffected by the introduction of a gap beneath the structure.
However, the difference in the maximum vertical forces is even more
pronounced compared to the previously analyzed current load case.
The significant load reduction for an open bottom structure computed
in the CFD model is in agreement with experimental studies carried
out by Chakrabarti and Naftzger (1976). The difference in vertical
loading is again a result of pressure forces acting on the base of the
structure when a gap is present, as demonstrated in the comparison of
the pressure fields for φ = 15◦ given in Fig. 5.13a and Fig. 5.13b.

Finally, the effect of WCI is analyzes using the combined H1C1 load
case applied to both the sealed bottom structure and the configuration
with the small gap. The results for both configurations are plotted in
Fig. 5.14. Once again, the vertical loads are significantly higher for the
sealed scenario (Fig. 5.14a) than for the gap configuration (Fig. 5.14b).
In addition, an entirely different load behavior is attained for the two
structure configurations, when comparing the combined H1C1 WCI
results to a linear superposition of the individually simulated wave and
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(a) Sealed structure bottom
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Figure 5.14: Force comparison of combined WCI load scenario H1C1
to a linear superposition of the results from load cases H1 and C1.
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(b) Gap structure

Figure 5.15: H1C1 WCI pressure distributions. Shaded green regions
indicate difference ∆ to a linear superpostion of H1 and C1 pressures.

current load cases. For the sealed configuration, the combined WCI
simulation results in larger horizontal and vertical forces compared
to a linear superposition, as a result of the change in fluid particle
kinematics assessed in Section 3.2. However, in the case of the gap
structure bottom, the vertical forces are actually lower when considering
WCI, compared to a linear superposition. This somewhat surprising
behavior is a result of the previously analyzed depth varying change in
fluid particle kinematics due to WCI (Fig. 3.1 on page 40). Because the
change is more pronounced in the lower regions of the water column, the
change of the WCI pressure distribution is also larger on the bottom of
the structure than on the top. This effect is visualized in Fig. 5.15. The
figure gives the combined wave-current pressure solution, with green
regions indicating the difference ∆ to the linearly superimposed results.
For the analyzed load case, the larger pressure change on the bottom
of the structure has a favorable effect on the lift forces, compared to a
linear wave and current force superposition.

All analyzed offshore conditions showed large deviations in the
vertical force solutions between the sealed and gap configuration.
These deviations are particularly alarming for offshore engineering
applications, if changes of conditions at the foundation base are
expected to occur over the life span of the structures. Particularly
when an initially porous contact surface between the structure and
the sea floor is eventually sealed off due to sedimentary deposition or
marine growth, a large vertical force increase occurs in all offshore
environments.
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5.4.2 Single Variable Optimization

The presented vertical force shape evaluation study demonstrated a
design situation for which opposing trends for horizontal and vertical
forces during current loading occur. A number of options are available
to handle such a behavior of the force functions when aiming to
optimize the structure. One possibility is to define the total force
as the objective function to be minimized, rather than an individual
force component, thereby reducing the overall loading on the structure.
Alternatively, a weighted approach is conceivable, for which individual
weights are assigned to the force components, thereby allowing for a
prioritization. However, the presented study also revealed a highly
unbalanced ratio of relatively small horizontal forces to large vertical
forces. This characteristic is unaffected by both the minimization of the
overall loads as well as the weighted approach. Therefore, a different
concept is pursuit in this thesis. The idea is to configure the top shape
of the structure such that it is particularly suitable in terms of the
horizontal forces, and to control the vertical loading by introducing a
flow diffuser at the bottom of the structure. The principle of operation
for a diffuser is to accelerate the flow on the bottom of the structure,
thereby creating a low pressure area and a down-force that counteracts
the up-forces induced by the flow on the top of the structure. This flow
acceleration is typically achieved by gradually altering the cross-section
in the diffuser section.

The introduction of a diffuser to a gravity base foundation gives rise
to a number of additional geometric parameters. The adjusted diffuser
parametrization is given in Fig. 5.16a and Tab. 5.3. The diffuser flow
rate is adjusted using the average flow height a and central diffuser
height c. The geometric variable used to enforce the area constraint
for the selected angle φ is referred to as r1 in this section. In addition,
a second variable r2 is introduced. This variable defines an adjustable
central base width, which increases the central section area by the
amount that is lost in the diffuser region. The idea of introducing
this second variable is to ensure that the selected inclination angle
φ remains unaltered as different diffuser configurations are analyzed.
The parameter hd represents the diffuser inlet and outlet height and is
defined as a function of the other parameters, while b is the minimum
central base width when a = 0 m. For the diffuser optimization study,
the inclination angle φ is kept constant at 15◦. Once again the total
height, minimum central base width, and area of the structure are



5.4. Vertical Force Analysis 127

x′

z′

φφ

r2
r1r1

p3,j

p5,j

p4,j

p6,j

ca

p1,j p2,j

p7,j p8,j

h

hd

h

(a) Geometry parameterization

c = 0.20 mc = 0.50 m
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a = 0.5 m
c = 0.35 m
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h
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3
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m

(b) Shape evolution (a = 0.5)

Figure 5.16: Geometry specifications for the vertical force study.

Table 5.3: Point coordinates

point x′ point z′

p1,1 = −p2,1 − 1
2r2 p1,3 = p2,3 h

p3,1 = −p4,1 − 1
2r2 − r1 cosφ p3,3 = p4,3 h− r1 sinφ

p5,1 = −p6,1 − 1
2r2 − r1 cosφ p5,3 = p6,3 hd

p7,1 = −p8,1 − 1
2r2 p7,3 = p8,3 c

r1 = h cosφ−
√

(h cosφ)2−(A−bh) cosφ sinφ
cosφ sinφ

r2 = b+ 2a
h−a

( 1
2b+ r1 cosφ

)
hd = a−c

r1 cosφ

(
1
2r2 +

√
1
4r2 + (r1 cosφ)2 + r1r2 cosφ

)
+ a
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defined as 3 m, 2 m, and 24 m2, respectively. The resulting shape
evolution for varying central diffuser heights c and constant central
flow height a = 0.5 m is given in Fig. 5.16b.

In a first step, the effect of the diffuser on the vertical loads is
analyzed in a single DV optimization approach. The focus of this
study is set on investigating various offshore conditions, including
combined wave-current loading. The aim is to determine possible load
case dependencies in the optimal design, before introducing further
design variables. For this purpose, c is defined as the design variable
of the optimization problem, while a is kept constant at 0.5 m. With
φ = 15◦, this results in a constant central base width r2 = 3.83 m and
inclination length r1 = 3.69 m for all single DV configurations. The
side constraints for c are set to qu = a = 0.5 m and ql = 0.01 m.

The consideration of a relatively small, one-dimensional design space
allows for an initial point set resolution that is refined to the point
that no additional refinement iterations in the optimization framework
are necessary. Here, c is varied in 5 cm increments from the lower
to the upper bound. The diffuser structure is subjected to the three
current load cases defined in Tab. 4.2b on page 85. The water depth
and velocity exponent are kept constant at 45 m and 0.11 , respectively.

The CFD results for the analyzed point set and the resulting Kriging
models for the lift force minimization objective are summarized in
Fig. 5.17. The vertical loads on the structure decrease significantly
as c is increased from 0.01 m to approximately 0.35 m. The force
decrease is a result of the fluid velocity increase beneath the structure,
as visualized for the computed optimum one DV diffuser subjected
to current C1 in Fig. 5.18. Only a small dead water eddy forms in
front of the diffuser inlet, allowing for a large discharge through the
diffuser. Past the optimum, the entrance eddy increases and a larger
portion of the flow is redirected over the structure, thus decreasing
the efficiency of the diffuser. Overall, the diffuser has the potential of
decreasing the lift forces on the structure during current loading to
the extend that a vertical downward force is attained. This results in
a significantly improved design compared to the previously analyzed
structure without a diffuser, as shown in Fig. 5.20 for the φ = 15◦
structure.

For a better comparison of the diffuser performance for variations
in the current velocity, the results of the three current load cases are
transformed into a dimensionless form, by normalizing each load curve
with respect to its maximum force (Fig. 5.17b). The figure reveals
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Figure 5.17: Current vertical force optimization results. Markers
indicate CFD results. Kriging approximations are shown with lines.
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Figure 5.18: Current load case velocity contour (left) and pressure
distribution (right) of the one DV optimal diffuser (c = 0.34 m).
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Figure 5.19: Wave pressure of the one DV optimal diffuser (c = 0.34 m).

that the normalized objective function models collapse onto nearly the
same curve. This implies that the performance of the diffuser and its
optimal configuration are largely independent of the current velocity
for the analyzed range.

In addition, the diffuser is investigated with respect to its
performance during wave loading. Again, all three wave load cases
defined in Tab. 4.2a on page 85 are considered. The results are
summarized in Fig. 5.21. The vertical load curves attained for the
various load cases are nearly horizontal, indicating that the wave loads
are largely unaffected by variation in c when a is kept constant. For
the analyzed wave load cases, the pressure profile distribution at the
bottom of the structure is nearly constant, as shown in Fig. 5.19. In
terms of the vertical wave force magnitudes, the diffuser structure
ranks between the sealed and gap-base structures analyzed in the
previous section (Fig. 5.20).

Finally, the diffuser structure is assessed when subjected to the WCI
load condition H1C1. The results from the combined wave-current
simulations are summarized in Fig. 5.22, together with a linear
superposition of the individual H1 wave and C1 current solutions.
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Figure 5.20: Vertical force comparison for the φ = 15◦ structure without
diffuser and with the optimal one DV diffuser configuration.
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Figure 5.21: Wave vertical force objective function models. Markers
indicate CFD results. Kriging approximations are shown with lines.
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Figure 5.23: WCI pressure of the one DV optimal diffuser. Green
regions indicate difference ∆ to a linear superpostion of H1 and C1.
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Much like the results attained for the gap structure in Section 5.4.1,
the diffuser lift force performance is better in combined wave-current
conditions than a linear superposition of the individual scenarios would
suggest. Again, this behavior is a result of a more pronounced near
sea floor change in wave kinematics due to the current. As a result,
a lager pressure change ∆ between the WCI solution and linearly
superimposed results is attained on the bottom of the structure,
compared to the top (Fig. 5.23). In the combined load case, the diffuser
initiated downwards current force counteracts the wave lift forces. As a
result, the overall WCI vertical loads are much reduced at the optimal
one DV diffuser configuration, particularly in comparison to the sealed
condition, as shown in Fig. 5.20. For the analyzed load scenarios, the
pure wave load case becomes the critical load condition in terms of the
lift forces. This change comes along with an enormous reduction of the
vertical forces compared to the structure without a diffuser, for which
the wave-current scenario marks the critical lift force condition.

5.4.3 Multiple Variables Optimization
The diffuser optimization study is extended to a two DVs problem by
additionally defining the mean flow height a as a design variable rather
than a constant. This provides the possibility of increasing the efficiency
of the diffuser beyond the optimum attained in the single DV study.
The mean flow height side constraints are defined as 0.01 m ≤ a ≤ 1 m.
In addition, the design space is limited to regions where c ≤ a, ensuring
a smooth flow redirection beneath the structure, and to hd ≤ p3,3,
safeguarding the integrity of the structure. The resulting design space
border lines are plotted in Figs. 5.24 and 5.25.

The two DVs diffuser is analyzed for the H1 and C1 load cases
defined in Tab. 4.2 on page 85. Because a relatively small design space
is considered, the optimization framework is initiated using a point
set qi,j consisting of only 20 samples. Each LOLA-Voronoi refinement
iteration adds an additional 10 points to the set. Overall, five refinement
iterations were required to reduce the NRMSD of the highly non-linear
current load case Kriging model to below 2 %, while one iteration was
sufficient in the case of the wave load case. The resulting models are
plotted together with the according point selection history in Figs. 5.24
and 5.25.

The quality of the two DVs Kriging models is assessed in Fig. 5.26
by comparing the results with the previously computed high resolution
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Figure 5.24: Current load case vertical force optimization with 2 DVs.
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Figure 5.25: Wave load case vertical force optimization with 2 DVs.
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Figure 5.27: Vertical force comparison for the φ = 15◦ structure without
diffuser and with the optimal one and two DVs diffuser configurations.
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one DV Kriging models and the corresponding CFD objective values.
For this purpose, the two DV models are cut along the plane A-A
for which a = 0.5 m, as shown in Figs. 5.24a and 5.25a. A very good
agreement is achieved for the wave load case, due to the nearly planar
objective function that can be modeled accurately with relatively few
sample points. For the current load case, the models agree well in the
region of the local minimum, as a result of the additional sample point
selection in that region. Further away from the minimum, where less
sample points are used in the two DVs model, a slight divergence from
the more refined one DV model is noticeable. The global minimum
for the current load case is reached when the mean flow height is close
to its maximum value (a = 0.98 m). At this point, the fluid discharge
through the diffuser is maximum.

Due to the defined geometric dependencies, an increase in a
results in a simultaneous increase in r2, and therefore a broadening
of the structure. This elongation of the central diffuser section is
disadvantageous with respect to the inertia wave loading, because it
results in a larger area distribution in the top region of the structure.
Overall, the two DV study thus results in a structure that is further
optimized with regards to the current loading, at the cost of larger
wave loads compared to the optimal one DV diffuser (Fig. 5.27).
Therefore, the choice of an efficient diffuser in the design process of a
GBF depends on the contribution of the wave and current loads at
the specific site. The presented procedure is an example of how CFD
modeling, as part of the introduced optimization framework, can aid
the designer in making this choice.

5.5 Conclusions and Summary

In this chapter, the VFS modeling technique was successfully applied as
part of an extensive investigation of forces acting on offshore GBFs. The
CFD based reduced modeling approach allowed for an analysis of a great
variety of structures and boundary conditions. Overall, the presented
data is the result of more than 900 simulations, efficiently carried out in
an automated fashion using the LATOS software environment, taking
into account 11 load cases and over 250 geometry variations.

By applying the introduced Kriging based optimization framework
to the design of GBFs, it was possible to gain insight into previously
unknown shape sensitivities to complex offshore conditions as well as
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the physical aspects dictating the overall characteristics of the design
space. A number of key conclusions regarding optimal shape design of
GBFs are drawn from the systematic analysis carried out as part of
this chapter. With regards to horizontal loading, these are summarized
as follows:

• In current conditions, optimal shape design is dictated by
the ensuing dead water zones engulfing the body. Reduced
horizontal loads are attained for shapes with small separation
zones. Alternatively, matching separation patterns on the leading
and trailing edge of symmetric bodies also result in strongly
reduced horizontal loads.

• In inertia dominated wave conditions, the loading on the structure
is dictated by the cross-sectional area distribution throughout
the water column. Favorable are structures with a maximum
distribution in the near sea floor regions.

• As a result of the different physical characteristics of current and
wave loads, the optimal design for each scenario may differ. Yet
another solution is plausible for combined wave-current loading.
Therefore, the optimal shape for an offshore GBF is strongly
dependent on the marine environment expected at the site.

• Combined wave-current conditions should be analyzed as part of a
single simulation incorporating the interaction between both flow
fields. A linear superposition of separately computed wave and
current loads may result in large deviations from the combined
wave-current solution.

• The optimal shapes in waves and currents are independent of
the magnitude of each load case, within the analyzed range
of conditions. However, an optimal design for combined
wave-current conditions strongly depends on the contribution
and magnitude of each condition.

In addition to the horizontal load analysis, vertical forces on GBFs
were analyzed. The following key conclusions are drawn from the
investigation:

• Significant vertical loads on bottom mounted bluff bodies develop
when subjected to a current. In extreme cases, these loads are up
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to one order in magnitude higher than the computed horizontal
loads.

• In terms of wave loading, the magnitude of the vertical loads
highly depends on the characteristics of the body-ground contact
surface and the possibility of the wave pressure field to propagate
beneath the structure. A severe vertical load increase during
wave loading should be expected if at any time during the device
lifespan the bottom of the structure becomes sealed.

A targeted reduction of the lift forces was proposed and analyzed, by
introducing an under-body flow through a diffuser on the bottom of
GBFs. This concept is a robust alternative to reducing lift forces by
mounting movable hydrofoils on the foundation top. The diffuser study
findings can be summarized as follows:

• The diffuser can be configured such that the vertical loads are
reduced to the extend that a net downward force on the structure
is generated.

• This downwards current force also acts favorable in combined
wave-current conditions. As a consequence, the pure wave
load case may become the critical lift force scenario. It should
be noted that this is not a general rule, but is dependent on
the contributions of the wave and current loads. Therefore, a
combined wave-current simulation should not be omitted.

• For wave loading the structure should ideally be configured with
a maximum amount of the volume located near the ground, while
allowing the wave pressure to develop freely beneath the structure.

• For the analyzed load combination it was found that WCI has a
favorable influence on the vertical loading of the diffuser structure,
compared to a linear superpostion of wave and current loads.

It was demonstrated how the proposed global optimization
framework can be utilized in order to explore the design space
and determine an optimal structure configuration for the desired
objective. The possibility of unveiling further optimization potentials
by considering multiple design variables was exploited. For current load
cases, the complexity of the design space requires significantly more
CFD simulations in order to attain a good Kriging approximation than
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is necessary to attain an equally good wave load case Kriging model.
The latter model is typically quite smooth and lacking large gradient
changes or inflection points, allowing for a good approximation of the
design space using relatively few sample points.

Overall, the optimization procedure led to a systematic improvement
of the structure. The findings and knowledge gained in this chapter are
directly used as a basis for the elaborate, three-dimensional optimal
shape design of a new generation of tidal turbine GBFs in Chapter 8. In
order to confirm the validity of the methods used do attain the design
proposal, and the legitimacy of the general conclusions drawn from
this chapter, an extensive experimental validation study is presented
in the following chapters.



Chapter 6

Experimental Wave-Current
Modeling

6.1 Introduction and Overview

The numerical simulations carried out as part of this thesis are
validated and complimented through experimental modeling of bottom
mounted structures in waves and currents. In order to carry out
these experimental studies, a new experimental wave-current modeling
approach was developed, which is described in this chapter. The
experimental studies as well as the evaluation and documentation
of the results were carried out in cooperation with Morten Møller
Jakobsen from Aalborg University (Denmark).

A number of experimental setups have been developed in order
to model waves in combination with a current. In the design of a
structure or device subjected to wave-current conditions, one approach
is to utilize a wave towing tank. Previous experimental studies following
this concept have for example been carried out by Barltrop et al. (2007),
Galloway et al. (2010), as well as Faudot and Dahlhaug (2012). These
experiments aimed at modeling tidal turbine behavior in wave-current
conditions. Towing tank experiments do not require the generation of
a current as part of the experimental setup. However, as discussed by
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Myers and Galloway (2011), the free stream turbulence levels from the
current are zero when carrying out a towing tank experiment, because
the water in the free stream is only subjected to the wave motion.
Furthermore, the boundary layer of the current is not represented in
this approach, which is particularly problematic in the case of bottom
mounted structures. Therefore, the physical characteristics of the flow
are only partially considered in towing tank experiments.

The alternative is to utilize a recirculating water channel in
combination with a wave maker. This approach was followed by
de Jesus Henriques et al. (2013). In the suggested setup, the water is
directed through a flow straightener at the inlet of the channel. Prior
to entering the working section, the water flow passes under a hinged
wave paddle located on the water surface. Using an electrical motor,
the paddle generates waves by oscillating vertically. The resulting
wave-current field generated with this setup agrees well with theoretical
reference solutions, motivating a number of tidal turbines studies that
were carried out on its basis. One significant trade-off with this type of
wave-current flume is the reduced capability of wave generation, which
limits the usability within coastal engineering.

This is likely part of the reason why a majority of flumes still consist
of a vertical wave paddle with the current typically entering the channel
in front of the paddle, or below the paddle. Under such conditions,
the current will have a strong circulatory motion in the inlet region,
particularly when the inlet pipe is oriented vertically. As assessed by
Nowell and Jumars (1987), these circulations propagate through the
flume for about 20 times the inlet diameter. This distance is usually
beyond the test section and thus the flow field will not consist of a
simple boundary layer in the vicinity of testing.

Several approaches have been developed to unify and straighten
flows in pure current flumes. At present, this is usually achieved
by passing the flow through a wire mesh screen and a honeycomb
(Kulkarni et al., 2011). Flow distribution control using screens is well
established and was analyzed in detail by Laws and Livesey (1978),
including calculations that can be used to predict the effects of the
screen on the flow field. Although screens can be used effectively to
either suppress or generate turbulence in the flow, their functionality in
essence is limited to flows that are already well developed, as pointed
out by Nowell and Jumars (1987). The dissipation of large-scale motion
in a flume is achieved more effectively using honeycombs. Here, the
flow is passed through an assembly of horizontal ducts in order to



6.2. Wave-Current Filter 143

break down large-scale motion. The characteristics of honeycombs and
the optimal geometric dimensions to reduce turbulence in a flow were
analyzed and documented by Mikhailova et al. (1994). Scheiman and
Brooks (1981) analyzed both screens and honeycombs and concluded
that a combination of the two setups is the most effective approach
to reduce turbulence in a flow. This setup is specifically designed
and optimized for pure current scenarios, while it is not intended to
function in combination with waves. The closed chamber walls of a
honeycomb serve to break down the vertical motion, which would also
affect wave induced vertical velocities. This motivates the introduction
of alternative experimental methods that are specifically geared towards
wave-current scenarios.

In this chapter, a physical flow filter is introduced that serves the
purpose of diffusing undesirable velocity fluctuations in the current
flow, while simultaneously allowing for the passage of waves. The filter
consists of net tubes that permit fluid motion in both horizontal and
vertical direction. The setup consists of vertically placed tubes to diffuse
large-scale turbulence from the current, as well as horizontally oriented
sections that act as a flow straightener. A detailed description of the
filter layout and experimental setup used to test the filter is given in the
succeeding sections. Following, the results of an elaborate test series
are documented, which describe the characteristics of different filter
configurations in waves and currents. It is shown that the setup allows
for the generation of stable and well formed wave-current conditions.
The filtering technique is a low cost approach to enhancing recirculating
wave-current flumes consisting of vertical wave paddles, allowing for
laboratory testing of devices and sea floor conditions in wave-current
environments.

Part of the work presented in this chapter has been published in
Coastal Engineering (Markus et al., 2015b). It is presented here with
explicit written consent from the publisher.

6.2 Wave-Current Filter

The basic concept of the filter setup is to diffuse turbulence in the
flow field, while permitting a vertical flow through the setup. This is
achieved by utilizing perforated net tubes. The flow is directed through
an arrangement of vertical tubes that function similar to a flow screen.
In this filter section, the water can move freely in the vertical direction.
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In addition, horizontally oriented tubes can be added to the setup to
act as a flow straightener. These function similar to a honeycomb, with
the distinct difference that a flow through the tube walls in the vertical
direction is possible.

Prefabricated tube blocks, typically used in drainage systems
and waste-water treatment plants, allow for a simple and quick
assembly of the filter setup. In this study, the BIO-BLOK R© 80 HD G
produced by EXPO-NET Danmark A/S was used. The tubes are
made of polyethylene and are welded together to form square blocks
of dimensions 0.54 m x 0.54 m x 0.55 m. The individual tubes have
an inner diameter of 5.5 cm and the tube walls consist of a 0.2 cm
thick mesh with a mesh size equal to 0.8 cm x 0.8 cm. This leads to
a horizontal free flow area through the tubes equal to approximately
70 %, a vertical free flow area through the tube walls of approximately
40 %, and an overall void percentage of 95 %. The individual blocks
are lightweight (approximately 60 kg/m3) and can be combined and cut
easily to fit into the designated flume section.

For the experimental study, the filter blocks were cut in half and
combined to span across the width of the flume. In the vertical direction,
the blocks were stacked to a height of approximately 1 m. A total of four
such segments were built: two segments, referred to as ‘h’, consisting of
tubes pointing in flow direction (Fig. 6.1a), and two segments, referred
to as ‘v’, with a vertical tube orientation (Fig. 6.1b). The four segments
were combined to form different filter configurations (1v0h, 1v1h, 1v2h,
and 2v2h), which were tested individually in order to determine an
optimal setup configuration. The different arrangements are given in
Tab. 6.1. An example of the installed filter for configuration 2v2h is
shown in Fig. 6.2.

Table 6.1: Tested filter arrangements and corresponding filter widths.

1v0h 1v1h 1v2h 2v2h

27.5 cm 54.5 cm 81.5 cm 109.0 cm
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Figure 6.1: Dimensions of each horizontal and vertical filter segment.

(a) Front view (b) Top view

Figure 6.2: Flow filter setup 2v2h installed in the flume inlet region.
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6.3 Experimental Filter Setup

A detailed analysis of the introduced filtering concept was carried out
in the Aalborg University (Denmark) wave-current flume. The flume
consists of a piston wave maker as well as a recirculating water pump
that drives a current from the outlet to the inlet through pipes located
below the flume floor. A layout of the flume is given in Fig. 6.3. The
flume bottom is horizontal in the test section and slopes towards the
wave paddle at an inclination angle of approximately 3◦. In order to
absorb the main part of the incident energy from waves at the outlet,
an adjustable absorption beach was used, covered by porous absorption
material. The water depth for all conducted tests was 0.35 m in the test
section, corresponding to 0.70 m at the location of the wave paddle.

The overall aim of the study was to characterize the effects of
the filter on the ensuing flow field. For this purpose, eight resistance
type wave gauges were installed in the flume, in order to measure the
surface elevation and carry out a reflection analysis. Four of these
wave gauges were situated between the wave paddle and the flow filter,
while the remaining four wave gauges were installed in the test section
between the flow filter and the absorption beach. In addition, a Nortek
Acoustic Doppler Velocimeter (ADV) was installed in the test section.
The sampling volume is a cylinder of 6 mm diameter and 5 mm height,
measured 5 cm below the sensor head. The device was pre-calibrated by
the manufacturer and its overall functionality was confirmed by carrying
out comparative velocity measurements with a propeller current meter.
Because the ADV measures acoustic signals reflected by particles in the
flow, a seeding material (Potters hollow microspheres) is added to the
water. By adding this compound, a signal to noise ratio higher than
20 dB was ensured throughout the duration of the experiments. This
ratio adheres to the manufacturer’s suggested 15 dB minimum. Using
the ADV, three-dimensional flow velocities were measured 0.15 m below
the water surface at a sampling rate of 25 Hz. The ADV recordings
were also used to compute the turbulence intensity in the test section,
an approach analyzed thoroughly by García et al. (2005) and previously
applied successfully in various experiments, such as those carried out by
Hendriks et al. (2006) and Chamorro et al. (2013). Studies by Chanson
et al. (2007) and Khorsandi et al. (2012) have shown that the data
should be post-processed to remove unphysical noise, as discussed in
the subsequent section. The precise wave gauge and ADV locations as
well as the filter positioning in the flume are given in Figs. 6.3 and 6.4.
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(b) Test section side view

Figure 6.4: Test section detail of the recirculating wave flume. All
measurements are in meters.

6.4 Filter Analysis

6.4.1 Current Scenario
In a first step, the effect of the flow filter on velocity fluctuations and
turbulence intensity in a pure current scenario is demonstrated. Three
current velocities are analyzed in a water depth of 0.35 m, as given
in Tab. 6.2. The flow velocities for each current are measured over
a period of 3 minutes using the ADV positioned in the test section.
Examples of recorded test data for selected filter configurations are
shown in Fig. 6.5.

In order to evaluate the characteristics of each flow field, the mean
velocities U are compared to the velocity fluctuations U ′. The latter is
defined as the Root Mean Square (RMS) of the recorded velocity data.
From these values, the turbulence intensity I can be computed based
on the following definition:

I = U ′

U
(6.1)

Although ADV velocity recordings are a popular approach to
determine experimental flow conditions, the recorded data may contain
spurious peaks due to Doppler signal aliasing or air bubbles, as assessed
by Voulgaris and Trowbridge (1998). These unphysical spikes in the
data set are recorded together with the physical turbulence components
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Figure 6.5: Comparison of horizontal velocity time series before and
after flow filter installation.
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Table 6.2: Turbulence intensity for each configuration.

case velocity unfilt. 1v0h 1v1h 1v2h 2v2h
[m/s] [%] [%] [%] [%] [%]

C1 0.11 7.1 3.7 3.4 2.8 2.7
C2 0.22 8.5 2.6 2.2 2.1 2.0
C3 0.36 8.1 2.6 2.7 2.1 2.3

of the flow, thereby distorting the true flow characteristics. In order to
avoid incorporating these unphysical components in the computation
of the turbulence intensity, a despiking algorithm is applied to the data
set to remove the ADV spike noise. Phase-space threshold despiking is
applied, as introduced by Goring and Nikora (2002) and modified by
Wahl (2003). The basic concept of the method is to take advantage
of the characteristic of good ADV data to be tightly clustered within
an ellipsoid in three-dimensional phase space, defined by the velocity
recordings as well as approximations of their first and second derivatives.
In an iterative procedure, those points outside of the ellipsoid are
eliminated, thereby despiking the data set. As discussed by Mori et al.
(2007), the approach is very efficient and has the advantage of not
relying on empirical coefficients.

The horizontal and vertical RMS velocity fluctuations u′ and v′

from the despiked ADV data recorded in the test section are plotted
in Figs. 6.6a and 6.6b, respectively. The Reynolds stresses, turbulence
kinetic energy, and turbulence intensity are all defined as a function
of these velocity fluctuations, giving a measure of the flow turbulence.
Overall, the filter setups have a similar effect on both the horizontal
and vertical fluctuations, resulting in a significant reduction compared
to the unfiltered configuration. This reduction is further assessed based
on the turbulence intensities plotted in Fig. 6.6c and documented in
Tab. 6.2. The relatively high intensities ranging from 7 % to 9 % in the
case of the unfiltered flow, decrease dramatically even when only one
filter section is positioned in the flume. Introducing additional filter
sections further reduces the turbulence intensity, although the reduction
is relatively small in comparison. In the case of higher flow velocities,
all combinations of tested filters result in a turbulence intensity of 2 %
to 4 %, which amounts to a reduction of approximately 70 % when
compared to the unfiltered result.
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Figure 6.6: Current velocity field filtering effect for each configuration.
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(a) Unfiltered (b) Filter 2v2h

Figure 6.7: Visualization of the C1 flow fields using dye injection.

The findings are further supported by injecting red dye into the
flume through a narrow tube and recording the flow with an underwater
camera. Care was taken, that equal amounts of dye were injected into
the test section for each recording. The resulting images for the
unfiltered and filtered 2v2h setup are compared in Fig. 6.7 for the C1
current case at a distance of approximately 25 cm from the dye-inlet.
The noticeable spread of the dye filament in Fig. 6.7a is evidently a
result of high turbulence in the flow. By introducing the flow filter, the
flow becomes significantly more steady, allowing for a visualization of
smaller eddies due to a more concentrated dye propagation in Fig. 6.7b.
Overall, the tests show that an introduction of the flow filter into the
setup results in a significant decrease in turbulence intensity and a
unification of the flow field.

6.4.2 Wave Scenario
The porosity of the flow filter allows for fluid motion in both horizontal
and vertical direction. This characteristic of the device permits the
penetration of waves through the filter and into the test section of the
flume. As the wave passes through the filter, the wave field is influenced
by the filter in the form of wave deflections as well as wave dissipation,
resulting in a loss of wave energy. The degree of dissipation as well as
its sensitivity to varying wave heights and wave periods is assessed in
this section.
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Data from a comprehensive parameter study is presented,
incorporating 9 wave heights (ranging from 0.044 m to 0.171 m)
and 3 wave periods (ranging from 1.00 s to 1.75 s) at a water depth
of 0.35 m. The results for the various filter setups are summarized in
Fig. 6.9. The given reference wave heights Href corresponds to the
unfiltered, averaged wave heights measured in the test section.

Each curve given in Fig. 6.9 shows the relation between the measured
wave height and the reference for all tested filters. As shown, the
introduction of the first filter section results in a significant drop of the
measured wave heights. As additional filter sections are introduced,
the wave heights decreases further. The amount of wave damping for
configuration 1v0h ranges from 20 % to 35 % while for the largest filter
setup (2v2h) the damping range amounts to 40 % to 70 %. The degree
of damping is both dependent on the wave height and wave period.
This is demonstrated in Fig. 6.8, which gives damping curves for the
different setups as a function of the wave period for a 0.10 m wave.
The amount of wave damping is particularly pronounced at small wave
periods and reduces steadily as the wave period is increased. This
suggests that for the analyzed range of waves, the setup acts as a low
pass filter, with a near linear damping ratio with respect to the wave
period.
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Figure 6.8: Amount of damping for H = 0.1 m at various periods.



154 Chapter 6 Experimental Wave-Current Modeling

unfilt. 1v0h 1v1h 1v2h 2v2h
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

w
av

e 
he

ig
ht

 [m
]

 

 

H
ref

 = 0.044m H
ref

 = 0.091m H
ref

 = 0.132m

unfilt. 1v0h 1v1h 1v2h 2v2h
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

w
av

e 
he

ig
ht

 [m
]

unfilt. 1v0h 1v1h 1v2h 2v2h

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

w
av

e 
he

ig
ht

 d
am

pi
ng

 [−
]

(a) Wave Period T = 1.00 s

unfilt. 1v0h 1v1h 1v2h 2v2h
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

w
av

e 
he

ig
ht

 [m
]

 

 

H
ref

 = 0.048m H
ref

 = 0.103m H
ref

 = 0.159m

unfilt. 1v0h 1v1h 1v2h 2v2h
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

w
av

e 
he

ig
ht

 [m
]

unfilt. 1v0h 1v1h 1v2h 2v2h

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

w
av

e 
he

ig
ht

 d
am

pi
ng

 [−
]

(b) Wave Period T = 1.25 s
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(c) Wave Period T = 1.50 s

Figure 6.9: Wave height comparison at different wave periods.
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Table 6.3: Coefficients for damping estimation.

filter aD [-] bD [-] cD [-] dD [-]
1v0h 7.33 -14.10 -3.23 4.88
1v1h 13.89 -49.24 -6.70 24.53
1v2h 18.67 -73.89 -9.20 37.99
2v2h 22.76 -102.40 -11.05 53.31
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Figure 6.10: Polynomial fit for filter setup 1v1h.

Based on the collected data, a damping estimation equation in the
form of a polynomial function was derived, as given in Eq. 6.2. The
polynomial coefficients aD ... dD for each filter setup are documented in
Tab. 6.3. An an example, the fitted surface for filter set up 1v1h is shown
in Fig. 6.10. Using the polynomial equation and the corresponding
coefficients, the degree of damping D can be estimated.

D(H,T ) = aDHT+bDH2T+cDHT 2+dDH2T 2 ∀

{
H ∈ [0.04, 0.2]m
T ∈ [1.0, 2.0] s

(6.2)
The source of damping of the wave field was further analyzed by

Jakobsen in Markus et al. (2015b). For each modeled wave scenario, the
reflection, absorbsion, and transmission coefficients were determined
using wave gauges positioned both in front and behind the filter
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(Fig. 6.3). It was found, that the wave energy loss is highly dominated
by absorbsion within the filter, while the measured reflections are small
in comparison, with a maximum reflection coefficient of approximately
0.2. The low reflective properties of the filter ensure that the incoming
waves from the wave maker remain largely undisturbed. Therefore, the
generation of a stable wave field is warranted even when carrying out
long term testing.

In addition to analyzing the damping effect on the wave heights
for each filter configuration, the wave profiles are verified after passage
through the filters. In general, it was found that independent of the
filter setup, the specified wave periods were preserved throughout all
tests. Fig. 6.11 shows a comparison of waves with a large bandwidth
of varying wave heights and wave periods for the largest filter setup.
Each wave profile was derived by averaging the shape over three wave
periods of the recorded wave-gauge data. The average shape of the
wave is then compared to Dean’s Stream Function theory (Dean, 1965)
to determine if there are any significant bound components created by
the filter. It becomes apparent that the shape of the waves very much
resembles the expected distributions. Overall it can thus be concluded
that when taking into account the damping effects of the filter, realistic
wave conditions are retained using the filter.
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Figure 6.11: Measured and computed wave elevation over one period
for various wave conditions passed through the 2v2h filter.
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6.4.3 Wave-Current Scenario
After verifying the characteristics of the flow filter for pure wave and
pure current flows in the previous sections, the two scenarios can be
combined at will to generate stable wave-current flow conditions. To
assess the quality of the ensuing flow field, ADV velocity recordings
are analyzed in this section for the smallest (1v0h) and largest (2v2h)
filter setup, and compared to the unfiltered results.

The scenario chosen for the comparison consists of a 0.055 m high
wave of period 1.5 s in combination with a 0.11 m/s current. Fig. 6.12a
shows the horizontal velocity field over a time span of 15 s for the
unfiltered flow. As can be seen, the variation of wave peaks and troughs
is relatively high, as a result of the fluctuations in the underlying current.
For the given scenario, this results in a Relative Standard Deviation
(RSD) of the wave heights equal to 12.6 %.

After installing one vertical filter section, the fluctuation of the
current and the resulting variations in wave peaks and troughs are
reduced significantly, as seen in Fig. 6.12b. For this setup, the wave
height RSD reduces to 2.1 %. This value can be reduced further
by installing further filter sections, as demonstrated in Fig. 6.12c.
As expected, the difference in results for the two filter setups is
relatively small, as a result of the similar current turbulence intensities
documented in Fig. 6.6c.

Overall, the recorded wave-current data shows the capability of
the filter setup to reduce current-induced fluctuations and to render
stable wave-current flow fields, thus allowing for a reliable experimental
analysis of offshore structures subjected to such combined conditions.
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(b) Filter 1v0h (wave height RSD = 2.1%)
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(c) Filter 2v2h (wave height RSD = 1.9%)

Figure 6.12: ADV velocity recordings for a 0.055 m wave of period 1.5
s with a 0.11 m/s current measured 0.15 m below the mean water level.
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6.5 Conclusions and Summary

This chapter addressed challenges frequently encountered when
performing combined wave-current laboratory testing, in preparation
for the experimental validation study documented in Chapter 7. In
particular, these challenges concern undesirable velocity fluctuations in
current flows generated by a recirculating water pump, in combination
with waves generated by a vertical paddle wave maker. The novel
physical flow filtering approach introduced in this study handles this
problem by dissipating turbulence in the flow field, while permitting
the generated wave motion to pass through the filter setup. The key
to this approach is the utilization of perforated tubes that allow for
water passage in both the horizontal and vertical flow direction.

Various filter configurations were analyzed, with different
arrangements of vertical and horizontal tube sections. The analysis
involved elaborate testing in pure current, pure wave, and combined
wave-current conditions. It was shown that even the smallest tested
filter width (27.5 cm) results in a significant decrease of turbulence in
the current flow, reducing fluctuations by approximately 70 %. The
incorporation of additional filter segments up to a total filter width
of 109 cm allowed for a further reduction of the turbulence intensity.
Overall, it was possible to reduce the turbulence in a pure current flow
from approximately 8 % in the unfiltered scenario down to 2 % for the
maximum filter width.

The properties of the filter with regards to its effect on wave flows
were quantified in a series of dissipation tests. It was found that the
largest tested filter setup results in a wave height damping ranging from
40 % to 70 % depending on wave height and period, when compared
to the unfiltered scenario. The amount of dissipation is significantly
lower for smaller filter configuration, amounting to approximately
15 % to 20 %. A reflection analysis of the wave field showed that the
source of damping is mainly due to dissipation within the filter, while
the wave reflections from the filter are relatively small in comparison.
Consequently, only small alterations of the wave field between the
wave paddle and the filter setup ensue. This characteristic of the
filter accounts for the high quality of the measured wave profiles in
the test section. Taking into account the damping effects of the filter,
these profiles closely match computed theoretical reference solutions.
Furthermore, the wave periods remain entirely unaltered by the filter
setup. The overall amount of wave energy dissipation can be estimated
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using a polynomial expression derived as a function of the wave height
and period.

Finally, the effectiveness of the filter setup in combined wave-current
flows was demonstrated. Current induced fluctuations are largely
dissipated by the filter, allowing for the generation of stable
wave-current flow conditions. Whereas disturbances in the unfiltered
current field result in a relative wave height standard deviation of over
12 %, the deviation in the filtered scenario reduce to below 2 %.

The filter system can easily be adjusted to and installed in
an existing flume setup using lightweight prefabricated net tube
blocks. Therefore, the introduced flow filter is a highly efficient
approach to enhancing recirculating wave-current flumes. Overall, the
physical filter setup can be effectively applied to laboratory studies of
offshore engineering applications involving combined wave-current flow
conditions, as presented in the following chapter.



Chapter 7

Experimental Validation

7.1 Introduction and Overview

In this chapter, the experimental wave-current modeling approach
of Chapter 6 is applied as part of an elaborate experimental
shape-optimization study. The study serves two purposes: First of all,
the aim is to validate the numerical methods introduced in this thesis
and to substantiate the predictions regarding the physical implications
of wave and current flows subjected to offshore structures. Secondly,
the presented research of this chapter serves as a new benchmark for
related numerical and experimental studies.

For the purpose of testing new and established methods, a great
variety of benchmark studies have previously been proposed and
analyzed. Numerical and experimental results for a number of
fundamental flow problems were documented by Freitas (1995). These
include the two-dimensional flow over a backward-facing step and the
three-dimensional flow in a shear-driven cubical cavity. Concerning
flows around a structure, the cylinder is arguably the best documented
reference problem, including studies at various flow conditions,
orientations, and aspect ratios (e.g. Roshko, 1961; Dennis and Chang,
1970; Nakamura and Ohya, 1984; Graham, 1993; Norberg, 1993;
Vengatesan et al., 2000; Venugopal et al., 2009; Bayraktar et al., 2012).



162 Chapter 7 Experimental Validation

For computational wind engineering applications, the Silsoe cube, a
6 m cube exposed to a physical wind field, has been studied vigorously
both experimentally and numerically (e.g. Hölscher and Niemann,
1998; Richards et al., 2001; Haupt et al., 2011). For the purpose of
code refinements and validation of aeroelastic problems, NASA carried
out a program that established the NACA 0012 airfoil benchmark,
which has been the subject of various experimental investigations (e.g.
McCroskey, 1987; Seidell and Bennett, 1991) and numerical studies (e.g.
Paparone and Tognaccini, 2003; Eleni et al., 2012). Fluid Structure
Interaction codes are frequently verified based on the so-called “Turek
benchmark”, consisting of an elastic object in an incompressible flow
(Turek and Hron, 2006; Turek et al., 2010). For free surface methods,
a dam-break flow (Ozmen-Cagatay and Kocaman, 2011), breaking
wave impact (Guilcher et al., 2012) and sloshing in tanks (Liu and Lin,
2008) serve as popular validation problems.

The aforementioned studies serve as an example of the multitude
of different benchmark tests that provide excellent information for
validation and verification of different fluid related solution methods
and modeling aspects. However, only few studies have been carried
out that specifically target optimization problems, where the primary
concern is to capture the differences between the individual optimization
runs and to attain a precise optimal solution. Even fewer studies focus
specifically on shape optimization in ocean engineering related topics,
which typically involve not only steady current flows but also dynamic
wave loading. Those studies concerned with ocean engineering related
applications have mainly targeted the shape optimization of ship hulls
(e.g. Percival et al., 2001; Campana et al., 2006; Tahara et al., 2011).
As part of these studies, the results of the numerical optimization runs
were validated by carrying out a few selected experimental reference
tests. Although the approach was very successful, the complexity of the
analyzed problems renders these studies not ideally suited as general
benchmark problems for the validation of codes and methods. This
pertains particularly to the complex three-dimensional hull geometries
that require a significant discretization effort when utilizing mesh
based numerical methods. Furthermore, the solution of the ensuing
three-dimensional flow problem involves substantial computational
costs. Complex optimization problems often also suffer from being
highly non-convex, which may be problematic when testing certain
optimization approaches.

This chapter addresses the need for a simple optimization benchmark
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problem that can efficiently be applied as part of fluid related validation
and verification studies. Specifically, it targets the analysis of force
sensitivities of an object subjected to a steady current flow field, a
dynamic wave flow field, as well as a combination of both load scenarios.
The key to the study is to reduce the complexities of the geometries and
flow fields to a bare minimum and to focus in detail on the optimization
aspect of the problem. This is achieved by introducing a simple, bottom
mounted, polygonal structure that is varied in one design variable
only. Furthermore, the experimental validation tests are specifically
designed to render a two-dimensional flow field around a total of 5 test
geometries. This allows for highly efficient two-dimensional simulations
and an analysis of multiple shape variations in a reasonable amount
of time. The chapter provides not only an experimental reference
solution, but also analyzes the validity of the NWCT as a powerful tool
for shape optimization studies of structures. Both the experimental
and numerical setup are described in detail in order to allow for and
encourage future comparative validation and verification studies. A
detailed description of the measured and simulated boundary conditions
is given, including turbulence data for the considered flow conditions.
Following, results for peak horizontal loads on the geometries as well
as selected load time series are presented and analyzed. Objective
function approximations are compared, showing the capabilities of
numerical methods to predict changes in loading as a result of shape
variations. Furthermore, data is provided to validate wave-current
interaction studies. Finally, the study is extended to a consideration
of three-dimensional flow scenarios, as a reference for computationally
demanding three-dimensional validation studies. Overall, the presented
work gives a comprehensive description of a reproducible benchmark
problem for shape optimization, embracing a brought spectrum of
different flow conditions, motivated by structural design requirements
in ocean engineering.

The laboratory tests documented in this thesis were carried out in
cooperation with Francesco Ferri from Aalborg University (Denmark).
Part of the work presented in this chapter has been published in
Computers & Fluids (Markus et al., 2015a). It is presented here with
explicit written consent from the publisher.
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7.2 Benchmark geometry specification

The body to be analyzed in the benchmark study is a bottom mounted,
fully submerged structure that is varied in one design variable only.
Much like the geometries analyzed in Section 5.3.1, the benchmark
geometry consists of a simple polygonal shape, parameterized as a
function of the inclination angle φ as the only DV (Fig. 7.1a). The
geometry point coordinates are given in Tab. 7.1. Once again, the
parameter r serves as a geometric variable enforcing a constant structure
area for all geometry variations. The analyzed geometry is subject to
the following geometry specifications:

• cross sectional area A = 250 cm2

• base width b = 5 cm

• structure height h = 10 cm

• gap size s = 0.5 cm

• inclination angle 0◦ ≤ φ ≤ 26.57◦

Based on these specifications, the shape evolution given in Fig. 7.1b
ensues. The gap size s has practical implications, as part of the
experimental setup described in Section 7.3. The base section of height
s below the body does not hold any significance concerning the loads
exerted on the structure. Forces recorded in this study pertain solely
to the geometry enclosed by points p1,j through p6,j .

The benchmark is specifically designed to allow for a validation
based on two-dimensional simulations. This is made possible by
restraining the flow to only pass above the geometries in the
experimental study, as described in detail in Section 7.3. For
comparison, three-dimensional results are also included in this chapter
(Section 7.5.5). For the three-dimensional cases, the width of the
structures perpendicular to the x′-z′ plane is equal to 20 cm.

As part of the numerical benchmark studies, the angle φ of the
parameterized geometries is varied from φ = 0◦ to φ = 25.67◦ in 2◦
increments. In addition, results for experimental reference studies are
given for a total of five shape variations, as documented in Tab. 7.2.
Overall, the introduced geometric parameterization establishes a single
DV optimization problem. The horizontal force acting on the structure
is defined as the optimization problem objective to be minimized.
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Figure 7.1: Benchmark geometry specifications.

Table 7.1: Benchmark point coordinates

point x′-coordinate point z′-coordinate

p1,1 = −p2,1 − 1
2b p1,3 = p2,3 s+ h

p3,1 = −p4,1 − 1
2b− r cosφ p3,3 = p4,3 s+ h− r sinφ

p5,1 = −p6,1 − 1
2b− r cosφ p5,3 = p6,3 s

r(φ = 0) = 1
2 (Ah − b)

r(φ > 0) = h cosφ−
√

(h cosφ)2−(A−bh) cosφ sinφ
cosφ sinφ
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Table 7.2: Discrete benchmark point coordinates

geometry angle p1,1 p1,3 p3,1 p3,3 p5,1 p5,3
ID φ −p2,1 p2,3 −p4,1 p4,3 −p6,1 p6,3

[◦] [cm] [cm] [cm] [cm] [cm] [cm]

1 0 -2.5 10.5 -12.5 10.5 -12.5 0.5
2 12.34 -2.5 10.5 -13.9 8.0 -13.9 0.5
3 20.56 -2.5 10.5 -15.8 5.5 -15.8 0.5
4 25.11 -2.5 10.5 -18.5 3.0 -18.5 0.5
5 26.57 -2.5 10.5 -22.5 0.5 -22.5 0.5

For the purpose of validating the methods, all simulations are
carried out at model scale. However, the results also have some
practical implications for full scale devices. Scaling of the results
is however restricted to certain limitations. First of all, it should be
noted that Froude number scaling is per se not particularly sensible for
the scenarios involving a current, as these flows are not gravity driven.
At the same time, Reynolds scaling of realistic full scale conditions is
typically unattainable in a laboratory environment. However, some
general guidelines were established by McCombes et al. (2010) for tank
testing practice of marine energy devices, including recommendations
for scaling. According to these guidelines, length scale factors of up
to 1:100 are reasonable for tidal energy converters in extreme loading.
For the presented study this implies a maximum up-scaling of the
models to a structure height of 10 m, in a maximum water depth of
35 m. Many tidal turbine structures, including the prototype analyzed
in Section 3.4, satisfy these limitations.

7.3 Experimental Benchmark Setup

7.3.1 Flume
The experimental investigations for the introduced benchmark study
were carried out in the Aalborg University (Denmark) wave-current
flume. Both the sides and bottom of the flume test section were covered
with aluminum plates, thereby establishing a smooth wall boundary.
In order to reduce the energy reflected from the downstream wall of
the flume, an energy absorbing beach is used. The beach is upwards
sloping and made of porous material of various characteristic lengths.
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(a) Test section top view
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(b) Section detail A-A

Figure 7.3: Test section detail of the experimental benchmark setup.
All measurements are in meters.

The water depth for all conducted tests was 0.35 m in the test section,
corresponding to 0.70 m at the location of the wave paddle.

The complete benchmark study was carried out using the 2v2h
flow filter setup of Chapter 6, thus significantly reducing unwanted
turbulence induced by the recirculating water pump. The filter
positioning in the flume during the benchmark testing and the location
of the test section is given in Fig. 7.2. The filter remained in the flume
for all conducted tests, including the pure wave experiments.

7.3.2 Load Measurement
The benchmark study required a robust load measuring device sensitive
enough to accurately measure the forces acting on the test structures.
A broad bandwidth of forces was to be covered ranging from 0.1 N to
16 N, as well as relatively small force deviations between the different
test configurations. The range was predetermined based on numerical
simulations. The requirements were satisfied by designing a measuring
unit specifically configured for the needs of this study. The resulting
device is shown in Fig. 7.4. The bottom of the device is mounted in a
pit located in the floor of the test section, while the models are fixed
atop the device, as shown in Fig. 7.3b. The measuring device consists
of two strain gauges located at the bottom and two load cells positioned
at the top. The configuration of the sensors allows for the recording of
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(b) Dimensions

Figure 7.4: Designed measuring device. Dimensions are given in mm.
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Figure 7.5: Measuring device calibration curves of measured vs.
theoretical forces using linear and neural network calibration functions.

moments at the strain gauge locations as well as forces at the locations
of the load cells. In addition, the positioning of the load cells allows
for the computation of the moment at the top of the device.

Based on these measurements, the forces and moment acting on the
models are determined. This can be achieved using simple mechanics in
combination with linear calibration functions applied to the individual
strain gauge and load cell measurements. However, initial calibration
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tests showed significant deviations between theoretical and computed
loads, particularly when applying large forces. These deviations
are a result of deformations in the measuring unit that are not
accounted for in the linear calibration model. As a consequence, an
alternative calibration approach is chosen, in the form of an artificial
Neural Network (NN). A feedforward-type network is used in this
study (Rumelhart et al., 1995; Vogl et al., 1988), for which the four
device measurements are defined as input layers. Tangent-sigmoid
transfer functions are applied in the hidden layer, with a total of
ten assigned neurons. In the output layer, linear transfer functions
are utilized. Three target values are assigned in the output layer for
each four-dimensional input vector. The target values correspond
to the horizontal force, vertical force, and moment at the interface
between the measuring device and the structures. Training of the
network is carried out using the Levenberg-Marquardt algorithm, an
efficient approach with good performance, as demonstrated by Tan and
Van Cauwenberghe (1999). Further information on NN architecture is
documented in previous works published by Flood and Kartam (1994),
Hassoun (1995), and Rojas (1996), to name a few. The results of the
NN device calibration are shown in Fig. 7.5, in comparison to the
initial approach using linear calibration functions. A root-mean-square
error improvement from 0.935 for the linear approach to 0.999 in the
case of the NN calibration is achieved.

7.3.3 Models
Five geometries are analyzed in the experimental study, according
to the coordinate definitions given in Tab. 7.2. The model designs
for geometry 2 and geometry 4 are shown in Figs. 7.6a and 7.6b,
respectively. All models consist of an aluminum plate that spans over
the front, top, and back of each geometry, supported by coated wooden
side walls. All wetted surfaces are smooth. The inner section of each
model is hollow, allowing for a connection to the measuring unit in
the flume as shown in Fig. 7.3b. A 5 mm gap between the models
and the flume floor ensures that all forces acting on the body are fully
transferred into the measuring unit, without frictional losses.

In addition, side panels were constructed for each model, as shown
in Figs. 7.6c and 7.6d. These panels are of the same materials and cross
sectional area (in flow direction) as the models. Installed in the flume,
the panels span from the 0.2 m wide models to the flume walls on both
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(a) Geometry 2 (b) Geometry 4

(c) Side panel example (geometry 5) (d) Flume configuration (geometry 4)

Figure 7.6: Examples of selected benchmark models and side panels.

sides (Fig. 7.6d), with a 2 mm gap between the model walls and side
panel walls. The side panels serve the purpose of enforcing a flow field
that is assumed to be constant along the width of the model in the
center of the flume, thereby allowing for two-dimensional validation
studies. For the sake of comparison, all tests were repeated without
the side panels, allowing for the development of a three-dimensional
flow field around the structures.

7.3.4 Flow Measurement
In addition to the installed load sensors, the flume was equipped
with measuring devices to record the kinematics of the flow field. Four
resistance type wave gauges were installed in the test section, to measure
the surface elevation in the vicinity of the models. The wave gauges
were calibrated assuming a linear relationship between voltage and
displacement, an assumption that was verified for the full range of wave
heights analyzed in this study. In addition, the Nortek ADV previously
described in Section 6.3 was installed in the test section. Using the
ADV, three-dimensional flow velocities and turbulence intensities were
measured again at a sampling rate of 25 Hz. The precise wave gauge



172 Chapter 7 Experimental Validation

and ADV locations during model testing are given in Fig. 7.3a. Prior
to carrying out the model tests, flow field recordings in the test section
were carried out. During these tests, the ADV was located adjacent to
wave gauge 2.

7.4 Numerical setup

Numerical validation simulations are carried out at model scale using
the NWCT introduced in Chapter 2. The computational mesh required
in the solution process is generated using a hex-dominated mesh
(approximately 99 % hexahedra cells and 1 % polyhedra cells) with
local refinement in the vicinity of the structures and two prism layers
at the geometry walls. The maximum mesh size in the x-z plane of the
domain is equal to 1 cm. In order to accurately capture the boundary
layer at the geometry walls, the meshes are generated with a first cell
node wall distance of 0.2 mm. For the analyzed flow conditions, this
yields an average dimensionless wall distance y+ of approximately 0.5.
The domain dimensions and number of cells for the two-dimensional
and three-dimensional meshes generated as part of the benchmark
study are given in Tab. 7.3.

As described in section Section 7.3.3, the models in the experimental
study are mounted 5 mm from the flume bottom, therefore allowing for
a water flow within the shell-like geometries. Nevertheless, the inside of
the models in the numerical benchmark are not discretized for the sake
of simplicity and to reduce computational costs. This simplification
is done based on analytical and experimental studies of submerged
open-bottom structures carried out by Chakrabarti and Naftzger
(1976) and Garrison and Snider (1970). These studies concluded that
the pressure during wave loading inside the structure is uniform if
the opening between the bottom and the edge of the shell is small.
Therefore, the horizontal loads acting on an open and sealed axially

Table 7.3: Computational domain specifications.

case domain domain domain model-inlet number
length [m] height [m] width [m] distance [m] of cells

2D 13.50 0.55 - 3.50 100,000
3D 13.50 0.55 1.20 3.50 10,000,000
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Figure 7.7: 2D Comparison of sealed and open bottom geometry 1
subjected to a 12 cm wave of 1.9 s period at 35 cm water depth.

symmetric structure will be approximately the same. This phenomenon
is verified for the benchmark study by comparing a two-dimensional
wave simulation of geometry 1 with a test simulation carried out for
the corresponding open bottom structure. Figs. 7.7a and 7.7b show the
resulting pressure fields for both scenarios at peak loading. Although a
large pressure difference occurs between the leading and trailing edge
in both scenarios, the pressure distribution inside the open structure is
approximately uniform, confirming the observations of previous studies.
Furthermore, the pressure field outside the sealed and open body agree
completely. As a consequence, largely equivalent horizontal forces
develop on the structures during wave loading (Fig. 7.7c). Therefore, it
is reasonable to carry out the numerical benchmark simulations using
the simplified sealed model.
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7.5 Benchmark Results

7.5.1 Flow kinematics

The flow conditions considered in the optimization benchmark include
both current and wave flows, as well as the combination of both
scenarios. Overall, three current velocities and three wave heights are
modeled both physically and experimentally, as defined in Tab. 7.4.
Here, the velocity Us corresponds to the current surface velocity and
Ua denotes the depth averaged current velocity. The water depth d for
all cases is equal to 0.35 m. In addition to the individual conditions, the
H1 wave load case is combined with every current load case, rendering 3
combined wave-current scenarios. The scenarios are chosen specifically
to cover a broad bandwidth of conditions. The maximum flow velocity
C3 was limited by the pump capacity in the flume, while the highest
wave H3 was selected such that no wave breaking occurs as the wave
passes the structure. In addition, the minimum conditions (C1 and H1)
and intermediate conditions (C2 and H2) were selected to confirm the
observed trends from the numerical simulations of Section 5.3.1, which
suggested that for each scenario (current or wave), the normalized
horizontal load curves collapse onto a single line, independent of the
flow velocity or wave height.

The current properties in the laboratory wave-current flume are
assessed based on 60 s measurements taken with the ADV at various
heights throughout the water column in the test section prior to
installing the models. The recorded horizontal velocities are shown in
Fig. 7.8a. The turbulence properties of the flow were also determined
in order to provide the necessary information for boundary conditions
of numerical turbulence models.

Table 7.4: Benchmark load case data.

(a) Current

ID Us [m/s] Ua [m/s]
C1 0.119 0.116
C2 0.232 0.225
C3 0.386 0.380

(b) Wave

ID H [m] T [s]
H1 0.040 1.90
H2 0.082 1.90
H3 0.120 1.90
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Figure 7.8: Experimental (subscript exp) and numerical (subscript num)
current velocities and turbulence intensities over the water column.
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In the numerical model, a constant velocity profile of magnitude
Ua according to Tab. 7.4a is specified at the inlet boundary. The
boundary conditions for the turbulence model are specified using the
continuous exponential function given in Eq. 7.1, which was fitted to
the discrete ADV recordings. Because the distribution of the measured
turbulence intensities is largely velocity independent for the considered
current load cases, the same intensity function was utilized for all
current conditions. A turbulence length scale l = 0.05 m is used in the
numerical model. This distance corresponds to the tube diameter of the
physical flow filter through which the water passes in the experimental
wave-current flume.

I(z) = 0.096e−28.38(z+0.35) + 0.0126e0.0208(z+0.35) ∀ z ∈ [−0.35, 0] m
(7.1)

Empty channel simulations of the numerical setup for the three
current conditions resulted in the horizontal velocity and turbulence
intensity profiles shown in Figs. 7.8a and 7.8b. The profiles were
computed 3.5 m from the domain inlet, the central position of the
geometries analyzed in subsequent sections. Overall, the numerical
results agree well with the experimental measurements. Distinct
deviations occur only in the immediate vicinity of the bottom boundary.
Here, the numerical model underestimates the magnitude of the velocity
gradients, which also results in lower turbulence intensities in the near
wall region. This behavior was also observed in previous studies, in
which wind tunnel tests were compared to numerical simulations (e.g.
Meroney et al., 2002; Andre et al., 2014). The deviations are a result
of the near wall turbulence modeling. However, in this study the effect
is limited to the first 1.5 cm near the bottom boundary, while a good
agreement is reached throughout the remainder of the water column.

In addition, ADV measurements were also taken for the three
wave conditions at z = −0.30 m, corresponding to the location of
the geometry height midpoint. The resulting horizontal velocities
over one period are given in Fig. 7.9a. Each profile is computed
by averaging the velocities over nine wave periods of recorded ADV
data. In addition, the figure shows the standard deviation σexp of the
averaged velocities, marked by the gray surfaces. The numerical wave
simulations are carried out using the NWCT described in Chapter 2.
The inlet turbulence boundary conditions are specified such that a low
inlet turbulence intensity ensues, with k = 10−5 m2

/s2 and ω = 0.1 1/s.
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Figure 7.9: Experimental (subscript exp) wave velocities averaged over
9 periods with standard deviation σexp and comparison to numerical
results (subscript num) at z = −0.30 m.
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This is done because the oscillatory wave motion is largely free of
wave-induced vorticity in the far field of the flow (Lighthill, 1986). In
Fig. 7.9b, the CFD results are compared to the experimental profiles,
showing a good agreement of the profiles.

Finally, combined wave-current kinematics is assessed. ADV
recordings of the laboratory conditions averaged over nine wave periods
with the corresponding standard deviations are shown in Fig. 7.10a for
the H1 wave scenario in combination with the three current scenarios.
In the wave-current scenario, the turbulence in the flow is mainly a
result of the underlying current, while the far field turbulence from the
wave motion is negligible in comparison. Therefore, the turbulence
parameters for the numerical simulations are defined analogue to the
pure current conditions using Eq. 7.1. The corresponding numerical
results are shown in Fig. 7.10b. The wave-current flow velocities agree
well with the experimental data.

7.5.2 Two-Dimensional Current Forces
After establishing that the simulated numerical flow fields and the
experimental flow conditions are in close agreement, the shape
optimization benchmark is presented. In a first step, the horizontal
loading on the structures for the three current load cases is analyzed
for the two-dimensional flow scenario. As part of the experimental
test series, each current load case is repeated 12 times for every tested
geometry. Based on this data, the mean force and standard deviation
for each geometry and load case is computed. In order to compare
the results with numerical two-dimensional simulations, the horizontal
forces measured in the experiment are divided by the geometry width
(0.2 m), perpendicular to the flow direction. The resulting forces for
the five geometries are shown in Fig. 7.11a, with error bars indicating
the experimental standard deviations. For each experimental current
load case, cubic spline curves are drawn through the five discrete force
results. In the case of the numerical results shown in the figure, the
benchmark geometry is varied in two degree increments of the design
variable φ, resulting in a total of 15 shape variations subjected to
each two-dimensional load scenario. The magnitude of the computed
numerical results is in close agreement with the experimental loads.
For an increase in the current velocity, both the numerical and
experimental models show an approximately quadratic relationship
between the force magnitude and the horizontal forces, as predicted by
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Figure 7.10: Experimental (subscript exp) wave-current velocities
averaged over 9 periods with standard deviation σexp and comparison
to numerical results (subscript num) at z = −0.30 m.
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Table 7.5: 2D forces F1 for the 3 current scenarios.

geometry experimental [N/m] numerical [N/m]
ID C1 C2 C3 C1 C2 C3
1 1.45 6.14 14.39 1.50 5.97 17.30
2 0.47 1.87 3.69 0.49 1.78 5.04
3 1.02 2.84 8.07 0.60 2.16 6.31
4 1.04 2.77 8.05 0.84 2.94 7.10
5 1.14 3.30 9.53 0.90 3.26 8.35

the drag equation (Batchelor, 1968). A summary of the computed and
measured benchmark forces is given in Tab. 7.5.

With regards to optimizing a structure, the shape of the objective
function (in this case the horizontal force) and the optimization
potential of the given problem are of particular interest. In order
to analyze this aspect more thoroughly, the objective functions are
normalized by dividing each load curve F1 by its maximum value
Fmax1 . The curves corresponding to the resulting normalized objective
functions are shown in Fig. 7.11b. The numerical prediction of the
objective improvement between geometry 1 and geometry 2 matches
the experimental results remarkably well. The subsequent objective
increase is also captured in both approaches. A steeper increase in the
forces is measured in the experimental study between geometries 2
and 3, compared to the corresponding numerical results. This may
be contributed to sudden changes of the flow separation point and
reattachment zone on the leading edge of the body, which are influenced
by both the near wall turbulence model performance in the numerical
simulations, as well as geometry imperfections in the experimental
tests. However, the overall shape of the objective functions match well
and the same objective minimum is predicted.

The overall agreement of the results allows for an in depth hybrid
analysis, taking advantage of the strengths of both the numerical
and experimental modeling approaches. This is demonstrated in an
investigation of the reasons behind the lower horizontal forces attained
for geometry 2 when compared to geometry 4. The experimental
geometry 2 flow field is visualized in Figs. 7.12a and 7.12b, which show
recordings from an underwater camera of red dye injections through a
narrow tube positioned at the flume bottom in front of the structure.
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(d) Pressure plot [kPa]

Figure 7.12: Geometry 2 experimental flow field visualization and
numerical velocity and pressure fields for the 2D flow scenario C1.
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(d) Pressure plot [kPa]

Figure 7.13: Geometry 4 experimental flow field visualization and
numerical velocity and pressure fields for the 2D flow scenario C1.
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Particularly the back edge view shows a separated flow that does
not reattach on the trailing inclination of the body. In addition, the
corresponding numerical velocity contour plot given in Fig. 7.12c, shows
that the initial separation actually occurs on the leading edge and that
the body is enclosed in a large dead water zone. As a result, the pressure
field on the front and back side of the body is of opposite sign but similar
magnitude, as shown in Fig. 7.12d. Overall, this leads to relatively
small horizontal forces on the body. Although, a separated flow is
also encountered on the trailing inclination of geometry 4 (Fig. 7.13b),
the flow remains attached on the leading inclination of the structure
(Figs. 7.13a and 7.13c). This results in a larger difference between
pressures on the front and back side of the body (Fig. 7.13d) and
therefore larger horizontal forces on geometry 4 compared to geometry
2. Overall, the availability of both numerical and experimental results
allows for a thorough understanding of the physical flow field based on
substantial, validated data.

7.5.3 Two-Dimensional Wave Forces
Horizontal peak forces during wave loading are analyzed for the
previously defined wave load cases. The experimental peak loads for
each geometry and wave case are based on 6 successive test runs.
From each run, 3 wave periods are isolated after stable conditions are
reached. The average horizontal force computed from the resulting 18
peak values is given in Tab. 7.6 and is plotted in Fig. 7.14a, together
with the standard deviations indicated by error bars (due to relatively
small standard deviations, the bars diminish onto a single line for
most measurements). The results of each load case are connected by
cubic spline curves. The numerical results shown in the figure are
once again computed for a variation of the design variable φ in two
degree increments. The numerical results suggest that the angle φ and
the horizontal peak wave loads are linearly related in the case of the
tested benchmark. This behavior was also observed in the numerical
optimization simulations of Section 5.3.1. Furthermore, it was found
that a linear fit of the experimental wave data results in normalized
objective function approximations that match the numerical results
remarkably well (Fig. 7.14b). Both the numerical and experimental
tests predict an objective improvement of approximately 70 % going
from geometry 1 to geometry 5. In addition, both studies indicate that
the optimization potential is largely independent of the wave height
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Figure 7.14: Comparison of experimental (subscript exp) and numerical
(subscript num) 2D horizontal wave forces.
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Table 7.6: 2D peak forces F1 for the 3 wave scenarios.

geometry experimental [N/m] numerical [N/m]
ID H1 H2 H3 H1 H2 H3
1 23.43 52.86 80.45 19.28 39.79 59.73
2 18.81 40.65 60.64 16.66 34.57 50.39
3 18.44 39.30 59.79 14.84 30.38 44.02
4 16.11 36.10 55.11 13.89 28.09 40.77
5 15.12 34.95 51.44 13.55 27.37 39.76

for the tested range of conditions. Despite relatively small standard
deviations computed for the experimental wave load case, many factors
may introduce small errors as part of the physical modeling, including
limits in the manufacturing precision of the models, misalignment
during installation of the models, and small deviations in the flume
water depth. These factors may contribute to the small deviations of
the experimental force curves from a precise linear fit.

In addition to the maximum wave loads, the force development as
a function of the wave period is analyzed. As previously shown, the
magnitude of the total wave amplitudes differs between the experimental
and numerical results. However, when normalizing the results, it
becomes apparent that the general characteristics of the load time
series are in agreement. This is demonstrated in Fig. 7.15, which gives
a comparison of the simulated and measured wave forces over 2 periods
for geometries 1 and 3, subjected to the linear wave H1 and nonlinear
wave H3. The change from a symmetric peak to trough ratio in the
case of linear wave loading to a non-symmetric profile for higher waves
is captured by both the numerical and physical model. Also, both
models suggest that the wave profile shape is geometry dependent when
the structures are subjected to nonlinear waves. These results suggest
that the utilized numerical models are quite accurate when aiming
to capture the general characteristics of wave loads and the resulting
objective functions. This is of particularly great value when generally
searching for a design optimum, a task that does not require precise
force magnitudes so long as the computed objective function shape is
captured correctly.
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Figure 7.15: Time series comparison of experimental (subscript exp) and
numerical (subscript num) 2D horizontal forces over two wave periods.

7.5.4 Two-Dimensional Wave-Current Forces
The two-dimensional investigations are concluded by analyzing forces
resulting from combined wave-current conditions. For this purpose,
the H1 wave load case is combined with the three current load cases.
The smallest wave height was chosen deliberately, in order to attain
a more balanced ratio of force contributions from the wave and the
current. The aim of the study is to investigate the load characteristic
in conditions where the wave field changes as a result of the underlying
current. This change is significantly less pronounced when the waves
are overly dominant in comparison with the current, as would be the
case for the H2 and H3 wave heights in combination with the analyzed
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Figure 7.16: Comparison of combined wave-current conditions (HC)
vs. a linear superposition of pure wave and pure current forces (H+C).
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Table 7.7: 2D peak forces F1 for the 3 wave-current scenarios.

geometry experimental [N/m] numerical [N/m]
ID H1C1 H1C2 H1C3 H1C1 H1C2 H1C3
1 23.04 26.17 32.98 18.86 22.34 30.57
2 17.47 17.85 16.70 15.57 16.71 19.71
3 17.38 18.72 20.72 14.12 14.76 14.48
4 16.24 17.20 20.12 13.36 14.14 16.39
5 14.48 16.63 21.75 13.08 13.99 17.99

current conditions.
Analogue to the procedure outlined for the pure wave load case,

the experimental results are derived by isolating and averaging the
peak forces from the recorded load histories of multiple test runs. The
resulting peak loads are given in Tab. 7.7 and plotted in Fig. 7.16,
together with the corresponding numerical results. Also given in the
figure are load curves attained by a linear superposition of the pure
current and pure wave results. As demonstrated in Section 3.3.2,
the forces on a structure in wave-current conditions may deviate
significantly from a linear superposition of pure wave and pure current
forces. This trend is also observed in the benchmark study for both the
numerical and experimental tests. It should be noted that the decrease
of the combined wave-current forces compared to a linear superposition
is not a general tendency. In certain critical conditions (such as those
analyzed in Section 3.3.2), combined wave-current simulations rendered
an increase of the forces by approximately 30%.

A normalized approximation of the objective functions for the
combined wave-current scenarios is shown in Fig. 7.17. In addition, the
normalized mean pure wave (Hm) and pure current (Cm) results are
given, which are computed by averaging the normalized results of the
three wave and three current scenarios. Depending on the magnitude
of the current in relation to the wave height, the shape of the combined
scenario curves and the corresponding optimization potential take after
the individual wave or current curves, as captured by the experimental
tests and numerical simulations. This confirms earlier observations of
combined wave-current loads analyzed in the optimization studies of
Section 5.3.1, where the same conclusion was reached.
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Figure 7.17: Normalized horizontal wave-current forces in comparison
with pure mean current results (Cm) and pure mean wave results (Hm).
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7.5.5 Three-Dimensional Forces

Finally, forces resulting from three-dimensional flow fields for the pure
current and pure wave scenarios are compared. In the experimental
study, the side panels are removed resulting in a fluid flow above and on
the sides of the models. These flow fields are simulated by remodeling
the flume cross section in the numerical domain. The resulting mesh
properties are given in Tab. 7.3. Because the computational costs of the
three-dimensional simulations are significantly higher than those of the
two-dimensional cases, only the geometries tested in the experiment are
evaluated numerically, while intermediate configurations are omitted.

The resulting current forces are compared in Fig. 7.18 and given
in Tab. 7.8. A good agreement of the normalized horizontal forces
is attained for current velocities C2 and C3. For the C1 current
case, some deviations occur. It should be noted that at this flow
velocity in the three-dimensional scenario the mean forces on the
structure are extremely low (approximately 0.1 N) with relative
standard deviations of up to 20 %. These small forces approach the
limits of accurately measurable loads with the utilized measuring
device. Nevertheless, the numerically and experimentally predicted
overall trends once again match quite well. A central difference arises
between the two-dimensional and three-dimensional cases in terms
of the overall optimization potential. While for the two-dimensional
current scenario a maximum force difference between the geometries of
over 70 % was predicted, this value reduces to approximately 50 % for
the three-dimensional scenarios. This behavior is captured by both the
numerical and experimental model.

The three-dimensional wave load case results are given in Fig. 7.19

Table 7.8: 3D forces F1 for the 3 current scenarios.

geometry experimental [N] numerical [N]
ID C1 C2 C3 C1 C2 C3
1 0.175 0.593 1.571 0.214 0.786 2.280
2 0.101 0.340 0.901 0.131 0.463 1.373
3 0.096 0.314 0.838 0.128 0.377 1.163
4 0.120 0.318 0.875 0.128 0.439 1.130
5 0.095 0.314 0.892 0.121 0.408 1.208
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Figure 7.18: Comparison of experimental (subscript exp) and numerical
(subscript num) 3D horizontal current forces.
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Figure 7.19: Comparison of experimental (subscript exp) and numerical
(subscript num) 3D horizontal wave forces.
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and Tab. 7.9. A linear fit through the experimental data once again
results in normalized objective function approximations that closely
resemble the predictions of the numerical models. Similar to the pure
current load case the optimization potential for the three-dimensional
wave scenario (≈35 % maximum force difference between tested
structures) is smaller compared to the corresponding 2D scenario
(≈45 % maximum force difference between tested structures), as
predicted by both the numerical and experimental model.

The possibilities of gaining in depth information from a hybrid
numerical and experimental modeling approach are demonstrated by
analyzing the current flow fields developing around geometries 2 and 4.
Recordings of the experimental dye injections into the flume are shown
in Figs. 7.20a, 7.20b, 7.21a, and 7.21b. While in the case of geometry 2
a large portion of the flow in front of the structure is redirected to
the sides of the model, a larger vertical movement of the flow field is
observed for geometry 4. More clearly, this behavior is indicated by the
numerical velocity contours shown in Figs. 7.20c and 7.21c. Here, the
blue regions indicate dead water zones with low velocity magnitudes.
These regions are particularly pronounced on the sides of geometry 2,
as a result of velocity circulations developing in these regions. In the
case of geometry 4, the regions of circulating fluid motion are much
more pronounced on the trailing inclination on the top of the geometry.
These considerations may be of particular importance when analyzing
an array of turbines mounted to GBFs. In such a case, turbulent
eddies projected from the foundations into subsequent rotor axes may
be undesirable, while a foundation design resulting in predominantly
horizontal flow redirection may be preferable.

Table 7.9: 3D horizontal forces F1 for the 3 wave scenarios.

geometry experimental [N] numerical [N]
ID H1 H2 H3 H1 H2 H3
1 3.422 7.460 11.831 2.506 5.029 7.325
2 2.936 6.462 9.916 2.280 4.503 6.444
3 2.780 6.069 9.409 2.147 4.194 5.933
4 2.431 5.698 8.775 2.054 3.977 5.599
5 2.447 5.932 9.348 2.016 3.891 5.484
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(a) Dye pattern front

(b) Dye pattern back

(c) Velocity contour

Figure 7.20: Geometry 2 experimental flow fields (top and middle) and
numerical velocity contour (bottom) for the 3D current scenario C1.
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(a) Dye pattern front

(b) Dye pattern back

(c) Velocity contour

Figure 7.21: Geometry 4 experimental flow fields (top and middle) and
numerical velocity contour (bottom) for the 3D current scenario C1.
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7.6 Conclusions and Summary

The presented optimization benchmark is a result of an elaborate
experimental and numerical investigation, including data from over
450 experimental test runs and more than 200 numerical simulations.
Based on this data set, a great variety of different test scenarios was
presented that allowed for a widespread validation of the numerical
methods presented in this thesis with respect to the following topics:

• Open channel flow kinematics of waves, currents, and combined
wave-current conditions.

• Maximum horizontal forces on bottom mounted structures
resulting from the specified conditions.

• Characteristics of the horizontal force time series during dynamic
wave loading.

• Objective function characteristics of horizontal forces as a function
of shape variation.

• Forces from interacting wave-current flows in comparison to pure
wave and pure current conditions.

• Differences in loading of structures subjected to two-dimensional
and three-dimensional flow fields

A number of valuable conclusion are drawn for the results. It was
shown that the NWCT flow fields closely resemble the measured data
from the experiment in terms of particle kinematics and turbulence
properties in wave and current conditions. Furthermore, the magnitude
of the horizontal forces on the benchmark geometries, subjected to
the various flow conditions, are generally of the same order as the
experimental results. In the case of the two-dimensional current
scenarios the results match particularly well, with differences of as
little as 4 % between experimental and numerical results. However, the
quantitative difference of the individual forces reached values of up to
40 % in some scenarios, such as the three-dimensional wave conditions.

The root cause of these differences is versatile and can be contributed
to the modeling choices made both experimentally and numerically.
Moreover, the contribution of individual imperfections to the overall
discrepancy may vary between models and load cases. For instance, the
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edges of the experimental models have a slight round-off, while they are
perfectly sharp in the numerical models. Depending on the inclination
angle and the ensuing separation and reattachment points, the impact
of this model discrepancy can vary significantly between the models
and the flow conditions. From the numerical side, additional modeling
errors contribute to the discrepancies of the results, although these
errors are fundamentally different in nature. In the experimental model
a physically correct environment is naturally given and sources of errors
are a result of imperfections in manufacturing and measurement. For
the numerical model the opposite holds true: the simple geometry can
be generated precisely, while modeling errors ensue in the representation
of the physical environment. These errors are a result of the space and
time discretization as well as the modeling of turbulence. Overall, the
different error contributions highly motivate the utilization of a hybrid
numerical-experimental modeling approach.

Regarding optimization, the magnitude of the attained forces is of
secondary significance, so long as the general shape of the objective
functions and the predicted optima are modeled correctly. With regards
to these criteria, it was shown that the quality of results computed with
the NWCT is remarkably high, and that the predicted optimization
potentials are captured well for all scenarios. Furthermore, a great
many of the analyzed general trends observed in the numerical models
were also captured as part of the experimental study. Particularly this
applies to the shape of force time series during wave loading, the overall
combined wave-current forces compared to the addition of pure wave
and pure current forces, and the differences in the objective function
shapes for two-dimensional and three-dimensional flow conditions.

These results strongly motivate a hybrid numerical and experimental
modeling approach. It was shown that the NWCT is a powerful tool that
can efficiently and accurately be utilized as part of shape optimization
studies to explore the design space and to carry out a sound pre-selection
of optimized structures. When combined with experimental modeling of
a few chosen designs, a great wealth of information is attained, allowing
for a detailed analysis of the optimization problem and offering the
possibility to attain innovative and reliable solutions.

Overall, the experimental benchmark demonstrated the validity of
the introduced numerical modeling strategies for shape optimization of
offshore structures. The findings give a sound foundation for optimal
design of innovative structures, as demonstrated in the following
chapter.





Chapter 8

Advanced Foundation Design

8.1 Introduction and Overview

The GBF prototype analyzed in Section 3.4 withstood all environmental
forces encountered during the test period of the SeaTurtle project.
Overall, the project was very successful and delivered valuable
information for future development. In terms of the GBF, this
particularly concerns the weight of the structure and the implications
it holds for installation. The support structure and turbine combined
to an overall weight of approximately 800 t, which approached the
capacity limit of the crane vessel utilized for installation. Although
vessels with higher capacities exist, their availability is typically
significantly lower, while the costs are considerably higher. In order to
avoid these additional expenses as well as possible vessel shortages,
the aim was to design a GBF that would have the same weight as the
prototype structure, but could withstand the loads of higher capacity
next generation turbines. The compulsory increase in loading from
these turbines can be counterbalanced by reducing the forces on the
foundation through shape optimization.

For this purpose, the validated numerical methods of this thesis
are collectively applied to the design of an advanced GBF for tidal
turbines. The previously analyzed SeaTurtle project forms the basis
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for comparison of the new design. Drawing from the experiences
of this prototype project, as well as the knowledge gained from the
performed basic shape studies, a new geometry is proposed in the
form of a Point Symmetric Diffuser (PSD) foundation. This structure
is parameterized using a number of design variables that allow for a
site specific shape optimization by means of the VFS-NWCT, with
the objective of reducing the design relevant horizontal and vertical
peak loads. The final optimized structure is analyzed using high
fidelity VOF-CFD simulations, carried out analogue to those performed
as part of the prototype analysis. The comparison of the results
reveals a significantly improved hydrodynamic performance of the
newly proposed PSD foundation.

8.2 Foundation Description

The prototype foundation of Section 3.4 performs relatively well in
0◦ flow conditions, for which the direction of the flow field is aligned
with the main foundation axis. However, the critical load case for the
construction site of interest was defined as a combined wave-current
scenario with a flow field deviation of 55◦. For this scenario, the loads
on the prototype structure are approximately 25 % higher than those
computed for the corresponding 0◦ scenario. The large effect of flow
field deviations on the loading of the prototype structure led to the
design choice of a new foundation shape with a point symmetric base
area. For this configuration, the overall loading on the structure is
largely independent of the flow field direction. A polygonal rather
than a round base shape was chosen, in order to avoid the necessity of
high-cost formwork with curved surfaces. The polygon was defined as
a nonagon, which allows for an arrangement of three supports, evenly
distributed along the nine foundation corner points. This tripod support
configuration is a further critical design enhancement. It forebodes
instability problems that may be encountered when a structure with
more supports is installed at a site with an uneven sea floor. The tripod
support configuration may also reduce the amount of cost intensive sea
floor preparation prior to the installation of the structure.

As demonstrated in Chapter 5, the derivation of load reducing
foundation shapes is highly dependent on the contribution of the
wave and current loads at a particular site. For this reason, the
PSD foundatoin is defined in terms of four adjustable shape variables
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Figure 8.1: Foundation top geometry specifications and example shape
variations used for offshore condition specific shape optimization.
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Figure 8.2: Foundation bottom geometry specifications and example
shape variations used for offshore condition specific shape optimization.
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v1, ... , v4, as defined in Figs. 8.1 and 8.2 with respect to the z′
coordinate system axes. Using these variables, a site specific optimal
solution can be found based on the design relevant load conditions.
This pertains to both the foundation top shape, adjusted with variables
v1 and v2, and the foundation bottom shape, adjusted with variables
v3 and v4. As vi is modified, the geometric variables r1 and r2 are
adjusted such that the predefined volume of the structure is preserved,
analogue to the approach followed in the two-dimensional studies of
Secs. 5.3 and 5.4. The idea is to begin by determining a favorable
shape for horizontal loading through an adjustment of variables v1 and
v2, while specifying a sufficiently large foundation base plate height
hp for later incorporation of the diffuser. For current dominated sites,
the optimal structure for minimal horizontal loading will resemble
the shape given in Fig. 8.1b, while in wave dominated conditions a
shape similar to the one shown in Fig. 8.1d is favorable. Once a
satisfactory top shape has been determined, the structure is further
optimized with respect to the vertical loading on the structure by means
of reducing hp and introducing a diffuser on the foundation bottom
with inlet and outlet height hd (Fig. 8.2a). Through the adjustment
of the variables v3 and v4, the shape of the diffuser can once again
be individualized under consideration of the site specific conditions.
Following, the tripod supports and the cylinder transition piece for
connection to the turbine are added to the structure. When adding
the supports, parameter r2 is once again adjusted in order to preserve
the volume constraint under consideration of the supports, which
are in the form of circular cylinders. Finally, the loading on the end
configuration is determined numerically, experimentally, or ideally using
a hybrid numerical-experimental approach. Overall, the introduced
PSD foundation concept allows for a straightforward, targeted, and
efficient design process that leads to an optimal configuration for any
given tidal turbine site. This design process is demonstrated in the
following section by determining the optimal PSD configuration for the
prototype site of the SeaTurtle project.

8.3 Optimization

In order to quantify the performance of the PSD foundation, the
structure is configured under consideration of the critical offshore
conditions measured as part of the SeaTurtle project (Tab. 3.3 on
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page 52) and assessed in comparison to the prototype structure. For
this purpose, V and h of the PSD foundation are set equal to 311.125 m3

and 3 m, respectively. These specifications are consistent with the
dimensions of the prototype foundation. In addition, b is defined as
3.5 m.

Building on the findings of Chapter 5, the top shape of the
foundation is configured such that the horizontal loads are minimized,
while the bottom shape is optimized separately with respect to
the vertical loading on the structure. The partitioned approach
of separately optimizing the structure with respect to horizontal
and vertical forces is plausible because of the perceptions of the 2D
optimization studies. These studies showed that the introduction of
the diffuser for vertical load control does not significantly alter the
horizontal loads on the structure, and vice versa.

First, the foundation is defined according to Fig. 8.1a, with
hp = 1.5 m and the constraint hp ≤ vi ≤ h. In addition, the design
space is limited to v2 ≤ v1, based on the findings of Section 5.3.2,
which showed that the global optimum is within this subdomain
for a comparable geometry specification. Using the optimization
framework of Fig. 5.1 on page 100, an initial Monte Carlo point set of
20 shape variations is generated. Subsequently, the reduced modeling
VFS-NWCT of Chapter 4 is used for CFD analysis of each shape
subjected to the combined wave-current scenario, the critical load case
for the given site. Based on the results, a Kriging objective function
approximation is generated and refined in 9 LOLA-Voronoi iterations,
after which the convergence criterion NRMSD < 2 % was met. The
global minimum of the final Kriging model occurs at [v1 v2] = [2.3 2.0]
m, resulting in the foundation top shape given in Fig. 8.1c.

After specifying the top shape parameters, the optimization
procedure is repeated for the bottom shape using the parameterization
of Fig. 8.2a, with hd = 1.2 m and hp = 0.3 m. The constraints for
v3 and v4 are set to 0.1 m ≤ vi ≤ hd and v4 ≤ v3. The simulations
of Section 5.4 showed that the vertical wave loads are very similar
for all diffuser shapes, so long as at least a small gap beneath the
structure remains. This gap is guaranteed by the specified lower
constraint. Therefore, the optimization of the diffuser shape with the
objective of minimizing lift is carried out based on the pure current
load case, which is highly dependent on the design variables. Once
again, the initial point set consists of 20 shapes. The Kriging model
converged after 7 LOLA-Voronoi refinement iterations, resulting in the
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Figure 8.3: Diffuser vertical force Kriging objective function
approximation. Dots indicate CFD results.

objective function approximation given in Fig. 8.3. In this case, the
function shape does not consist of a pronounced optimum, but rather a
region for which significant downwards forces of similar magnitude are
attained. This region approximately spans across 0.25 m ≤ v3 ≤ 0.8 m
and 0.2 m ≤ v4 ≤ 0.4 m. Within this range, the diffuser configuration
is chosen based on practical implications. In order to avoid an overly
reduced foundation to sea floor distance that may with time be blocked
by debris, the bottom shape is defined with [v3 v4] = [0.5 0.35] m. The
resulting structure is shown in Fig. 8.2c.

8.4 Assessment

The final optimized PSD foundation is assessed in detail using the high
fidelity VOF based NWCT introduced in Chapter 2. The aim is to
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compare the performance of the new design with the initial prototype
foundation shape shown in Fig. 8.4a. As part of this analysis, three
evenly spaced cylindrical supports with a diameter of 2 m are added
to the PSD foundation geometry. In addition, a 5 m high cylindrical
connection piece with a radius of 2.5 m is included on top of the
foundation, analogue to the design of the prototype structure. The
resulting structure is shown in Fig. 8.4b. The PSD foundation is
analyzed numerically for the pure wave, pure current, and combined
wave-current conditions defined as part of the SeaTurtle project. For
these simulations, the boundary conditions and domain dimensions are
defined in accordance with the specifications of Section 3.4.

The computed peak loads are summarized in Fig. 8.5, together
with the previously determined prototype results. With respect to the
horizontal loads, the new design out-performs the prototype structure
for all three load cases. This holds true even in comparison to the
prototype subjected to the 0◦ flow field direction. The critical load
case for the prototype design comprised of the wave-current scenario at
a 55◦ flow misalignment, for which loads of approximately 350 kN were
determined. For the same load case, the direction invariant horizontal
loads on the PSD foundation are reduced by over 30 %.

In addition, the new foundation is assessed with respect to the
vertical loads on the structure, which are also summarized in Fig. 8.5.
For the sake of better comparison, the results are given without the
mean hydrostatic force Fmhs, which is constant and shape invariant.
The added supports block part of the underflow and increase the
resistance beneath the structure, thereby reducing the efficiency of the
diffuser. In the simulation, the worst case scenario is considered, where

(a) Prototype foundation (b) PSD foundation

Figure 8.4: GBF shape comparison with equal volumes and heights.
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a support is blocking the diffuser central section. This effect is shown
in the pressure plots of Fig. 8.6, which exhibit counteracting pressure
distributions in the immediate vicinity of the supports. Nevertheless, for
the pure current scenario a net downwards force is attained, amounting
to approximately −55 kN. The highest lift force ensues for the combined
wave-current scenario. Remarkably, the magnitude of this forces is
33 % lower than the maximum horizontal force computed for the PSD
foundation. A comparative study of various offshore wind foundation
types carried out by Zaaijer (2003) identified the lift force as the
dominant load contribution for GBFs. Evidently, the diffuser reduces
lift to the extend that it is no longer the critical load contribution.

Finally, the overturning moment Mot on the structure is analyzed.
This moment is highly influenced by the turbine loads, which vary
depending on the size of the device. Therefore, the focus of this analysis
is not on the magnitude of Mot, but rather on the time of occurrence
of peak loads within the wave cycle during wave and wave-current
loading. The moment is computed about the outer edge of the back
supports, which is located 4.75 m from the foundation center when
the front support is facing the flow field. Once again, the results are
presented without the mean hydrostatic component Mmhs.

The load curves over one wave period are given in Figs. 8.7a and
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Figure 8.7: Simulated PSD foundation forces and overturning moment
over one wave period computed with the NWCT.
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8.7b for the pure wave scenario and combined wave-current scenario,
respectively. The peak moments occur shortly after the peak vertical
loads in the pure wave scenario, for the analyzed foundation dimensions.
When the current is incorporated into the wave simulation, the time
of the peak moments is shifted towards the peak horizontal loads.
This shift is a consequence of differences in the degree by which the
horizontal and vertical forces increase when the wave is combined with
the current. While in the case of the horizontal forces the increase is
greater than 100 %, a comparatively smaller increase is observed for the
vertical forces, amounting to approximately 60 %. The smaller increase
of the vertical forces can directly be contributed to the effect of the
diffuser.

8.5 Conclusions and Summary

This chapter provided two major contributions to the overall framework
of this thesis. First of all, the newly developed PSD foundation
establishes an innovative GBF concept, consisting of the following
key features:

• A clear framework for a targeted design process.

• An adaptive procedure adjustable to site specific conditions.

• Optimized solutions for horizontal and vertical load minimization.

• A hydrodynamic performance invariant of flow field directions.

• A stable and robust tripod support configuration.

• A lack of curved surfaces for simple formwork designs.

Secondly, the chapter demonstrated the capabilities of the numerical
methods of this thesis as a powerful tool for the design of offshore
structures. By applying the validated CFD optimization procedure, the
critical horizontal loads on the initial prototype design were reduced
by over 30 %, while the vertical loads were reduced to a sub-critical
range. In addition, the methods allowed for a detailed analysis of flow
field characteristics and load time series. Overall, this has resulted in a
sound development of a new generation tidal turbine GBF shape.



Chapter 9

Conclusions and Outlook

The overall aim of this thesis was to approach and solve new
challenges that have arisen as part of recent developments in the ocean
energy sector. In particular, this concerns the modeling of complex
wave-current flows and the analysis of the implications these flows hold
for the design of offshore structures. This challenge was addressed
through contributions that cover three main aspects:

• Development of numerical and experimental methods for analysis
and optimization of offshore structures in waves and currents
(Chapters 2, 4, and 6).

• Research on the physical intricacies of wave and current loads on
offshore structures based on numerical and experimental modeling
(Chapters 3, 5, and 7).

• Application of the methods and findings to the development of an
advanced design process for tidal turbine gravity base foundations
(Chapter 8).

The first aspect included the extension of CFD based wave modeling
to incorporate a current flow. A VOF based NWCT was introduced that
allows for the simulation of combined wave-current conditions, taking
into account the interaction between the wave and the current field.
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Particularly noteworthy is the possibility to combine the wave with
a depth varying current using the NWCT, a task that is complicated
by the rotational characteristic of the ensuing boundary layer flow.
The overall methodology is particularly suitable for the assessment of
distinct load cases and individual structure configurations, while it is
limited by the relatively high computational costs of free surface CFD
simulations.

In order to allow for efficient CFD wave-current modeling as part
of optimization problems and extensive parameter studies, a reduced
modeling methodology was developed. This method reduces the NWCT
to a single phase model by replacing the physical free surface of the flow
with what is referred to as a virtual free surface boundary condition.
The VFS model has been developed in such a way that the general
capabilities of the free surface approach are retained, including viscous
wave-current modeling involving depth varying currents. Using the
single phase VFS-NWCT, such simulations can be carried out at
significantly lower computational costs, compared to the VOF based
approach. The comparative efficiency gain was documented to be
between one and tow orders of magnitude.

In addition to the development of numerical methods, an
experimental modeling approach for stable generation of laboratory
wave-current conditions was introduced. This method uses a physical
flow filter that dissipates unsteady fluctuations from pump driven
current flows, while allowing for wave motion to pass through the setup.
The dissipative and reflective properties of the filter were analyzed
and documented to help determine the ideal configuration needed to
generate desired flow conditions. Furthermore, the lite-weight and cost
effective filter design allows for efficient installation in any wave-current
flume that operates with a current pump and a horizontal piston wave
maker.

The research carried out as part of the second main aspect of this
thesis applied the methods developed during the exploration of the
first aspect to an analysis of wave-current flows and the ensuing forces
on offshore structures. One of the major conclusions drawn from this
research is that the results of a combined wave-current analysis may
differ significantly from a linear superposition of the individual load
cases. The latter approach is still frequently chosen in design practice
because it allows for the utilization of simpler and computationally
cheaper methods. However, this thesis demonstrated that depending on
the contribution of the wave and current field, this simplified approach
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can underestimate the peak loading on the structure by over 30 %. This
large discrepancy strongly motivates the utilization of the introduced
combined wave-current simulation methods in the design process of
offshore structures.

Furthermore, the new methods were applied as part of shape
optimization studies of bottom mounted structures with the objective to
reduce horizontal and vertical forces. For this purpose, an optimization
framework was introduced, which incorporates the reduced modeling
VFS-NWCT in combination with response surface modeling based on
Kriging. Several key findings were drawn from the application of the
framework to investigations of optimal shape characteristics. It was
found that the smallest peak wave loads are attained for shapes with a
maximum near sea floor volume distribution, while the current loads are
dictated by the distribution of dead water zones and separation points.
As a result, optimal shapes for current and wave loads are typically
different, while yet another solution is plausible for the combined
scenario. Consequently, optimal shape design of offshore structures in
waves-current flows is site dependent and requires the utilization of
methods that accurately capture the combined flow field. Additionally,
the importance of taking into account the vertical forces on the structure
was demonstrated, which usually exceed the horizontal loads if no
counteractive measures are taken. It was shown that the introduction
of a diffuser beneath the body is an effective approach to reduce the
vertical loads as far as initiating a downwards force on the structure.

In addition to the numerical tests, experimental shape optimization
studies were carried out using the new wave-current filter setup. These
experiments confirmed and substantiated the numerical optimization
approach and established a benchmark for validation and verification
of related models and methods. In terms of optimization, it was found
that the numerically and experimentally determined objective function
predictions are in close agreement. This holds true for wave, current,
and wave-current loading. In addition, both modeling approaches
rendered matching tendencies concerning wave-current load predictions,
and changes in objective function values for two-dimensional vs.
three-dimensional flows. While an excellent agreement of the load
sensitivities was observed, the quantitative differences in the individual
load results were substantial in some cases. This behavior motivates a
hybrid modeling approach in which a pre-selection of favorable shapes
is carried out based on the introduced numerical methods, followed
by an application of the developed experimental methods for detailed
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analysis and load quantification of a few selected shapes.
Finally, the third main aspect covered in this thesis was the

development of a novel approach to GBF design through a collective
application of the developed methods and accumulated findings. The
developed PSD foundation concept consists of a point symmetric
structure that can be configured to render an optimal hydrodynamic
performance under consideration of the design relevant wave-current
conditions at a given site. As part of the procedure, the horizontal
loading on the structure is minimized using two design variables that
control the top shape of the structure, followed by an adjustment
of two diffuser shape variables to reduce the vertical loading. This
procedure was followed to configure the PSD foundation for the critical
loads at an offshore site for tidal turbines. A numerical analysis of
the newly developed foundation revealed a reduction of the horizontal
loads by over 30 %, compared to the previous prototype design. In
addition, the vertical loads were reduced even further, below the
magnitude of the horizontal component. Special features of the design
are a stable tripod support configuration and the absence of curved
surfaces for the main body, which reduces costs for fabrication and
installation. The newly developed design process for advanced GBFs
concludes the scope of this thesis.

Based on the presented research, further development of the
introduced methods and modeling aspects is conceivable as part of
future research. One possibility is an extension of the introduced
optimization framework. The presented optimization studies provide
a good understanding of the offshore condition dependent design
space characteristics. This knowledge allows for a specification of
high quality initial designs, which may be improved further using
additional optimization steps. This could for example be achieved by
incorporating the vertex morphing method (Hojjat et al., 2014) into
the optimization framework.

Another offshore foundation design related topic that may be of
interest in the future is the investigation of scour. The research of
this thesis was largely based on experiences from previous prototype
projects, in particular the SeaTurtle project carried out in South Korea.
At the project site near Jindo Island, the foundation was installed on
solid rock, where scour held no significance. In fact, most sites suitable
for harvesting tidal energy share this characteristic of being relatively
sediment free, as a result of the high tidal flow velocities (Owen, 2007).
However, should the PSD foundation be considered for an application
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involving a sandy substrate, scour protection studies should be carried
out with a particular focus on the influence of the diffuser.

The effect of marine growth on tidal turbine foundations is another
topic of interest for future research. Some work on the subject has
been carried out with regards to offshore foundations in general (e.g.
Wolfram et al., 1985; Schoefs, 2002; Schoefs et al., 2004) or specifically
geared towards offshore wind turbine supports (e.g. Shi et al., 2012).
However, the findings are not generally transferable to tidal turbine
GBFs, because marine growth is dependent on site conditions such
as the current velocities. These velocities are much higher at tidal
turbine sites than those encountered at sites of most other offshore
structures. Therefore, valuable information could be drawn from an
analysis of how roughness and thickness of marine growth affects the
hydrodynamic performance of tidal turbine foundations, once long term
marine growth data from tidal turbine sites becomes available.

As mentioned in the introduction of this thesis, numerous studies
have already been carried out in order to analyze and optimize tidal
turbines. In addition, this thesis now provides a thorough treatment
of tidal turbine GBFs. With this information available, the logical
next step is to combine the turbine and the support structure in the
modeling process, in order to investigate their interaction. As part
of such studies, the consideration of an irregular sea state may be of
interest. Such conditions are of minor relevance for the foundation
design, which is mainly dictated by extreme individual events. However,
daily flow conditions including irregular waves are of high interest in the
design and configuration of the turbines. Therefore, it may be valuable
to extend the methods of this thesis to incorporate irregular sea states
for combined turbine-foundation studies. Such an extension pertains
to the NWCT of Chapter 2, the VFS reduced modeling approach of
Chapter 4, and the experimental filtering method of Chapter 6.

The presented work sets a solid foundation for future developments.
It is hoped to provide inspiration for continued research on numerical
and experimental modeling of offshore structures. As shown throughout
this thesis, the development and application of these models bears
enormous potential to unveil substantial technological advancements
in the ocean energy sector. In the end, this may be the key to crucial
breakthroughs in the development of innovative technologies.
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