Incremental object learning and robust tracking of multiple objects from RGB-D point set data
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Abstract
In this paper, we propose a novel model-free approach for tracking multiple objects from RGB-D point set data. This study aims to achieve the robust tracking of arbitrary objects against dynamic interaction cases in real-time. In order to represent an object without prior knowledge, the probability density of each object is represented by Gaussian mixture models (GMM) with a tempo-spatial topological graph (TSTG). A flexible object model is incrementally updated in the proposed tracking framework, where each RGB-D point is identified to be involved in each object at each time step. Furthermore, the proposed method allows the creation of robust temporal associations among multiple updated objects during split, complete occlusion, partial occlusion, and multiple contacts dynamic interaction cases. The performance of the method was examined in terms of the tracking accuracy and computational efficiency by various experiments, achieving over 97% accuracy with five frames per second computation time. The limitations of the method were also empirically investigated in terms of the size of the points and the movement speed of objects.

Copyright © 2013 Published by Elsevier Inc. All rights reserved.

1. Introduction

Identifying and tracking multiple moving objects from visual information is an ongoing challenge in many autonomous systems. With the advent of RGB-D cameras and improvements to point cloud data processing technologies [33], the observed environment can be represented as point set data \( \mathcal{P} = \{p_1, \ldots, p_n\} \), wherein each point contains not only the RGB color but also 3-d position information, \( p_i \in \mathbb{R}^3 \). In particular, robust tracking of multiple objects from the RGB-D point data is necessary for service robots operating in human environments in order to reconstruct 3-d indoor environments [6], understand the semantic information of a human environment [6], and organize cluttered objects [7,21].

Especially in cases of learning complex actions manipulating multiple objects from human demonstrations [1,9,12,28], the tracking procedure presents difficult problems due to the lack of pre-knowledge of the objects and their movements. First, there are many flexibilities in the task. An object can be flexible and have articulated parts such as a human hand. The number of objects to track can also be flexible, because an object can newly appear in the scene or disappear from the scene. Second, dynamic movements of multiple objects cause various interaction cases between objects. Without object models, these situations distort the observed point data of each object, thus reducing the robustness of the tracking performance. For example, an element that was recognized as a single object can be separated into two individual objects, as in Fig. 1(a), and an object can be occluded by another object completely or partially, as in Fig. 1(b) and (c). In addition, multiple objects can be recognized as a single object when they are adjoining each other, as in Fig. 1(d).

The multiple object tracking problem of point set data involves identifying each point data, \( \mathcal{P} = \{p_1', \ldots, p'_t\} \), to each true object track, \( \mathcal{T} = \{\{p_1, t_1\}, \ldots, \{p_n, t_n\}\} \), at each time. In order to solve this problem without any prior knowledge, this paper proposes a framework of incremental object learning and tracking for multiple moving objects from RGB-D point set data, as illustrated in Fig. 2. In this framework, each object model is incrementally updated at each time from the identified point data, which are feedback results of the robust tracking process based on the previously constructed object model. This method aims to achieve the three following objectives: flexibility to represent arbitrary objects, robust tracking against interactions between multiple objects, and real-time implementation. In order to achieve flexibility, Gaussian mixture models (GMM) and its tempo-spatial topological graph are used to represent any object shapes and sizes, and their parameters are incrementally updated at each time. The problems of achieving robustness, as illustrated in Fig. 1, is tackled by GMM-based 3-d registration for estimating the movements of objects and the multi-frame tracking (MFT) method for constructing robust temporal associations of objects among multiple time frames. The real-time implementation and tracking performance of the proposed method is evaluated and analyzed with several
and orientation are estimated by a 3-d registration method. They used 6 types of Haar-like features and color features as a feature vector of an object. In order to represent a model of multiple objects, on the other hand, [21] suggested a graphical model to represent the appropriate features of multiple objects, such as supporting contacts, caging, and object geometry for placing the objects in another space.

2.2. Gaussian mixture models

Most approaches in the previous section have been introduced to represent arbitrary rigid objects from the data in several fixed scenes. One of the main objectives of this research is to represent not only rigid objects but also nonrigid or articulated objects in the dynamic situations in the presence of interacting multiple objects. In order to guarantee greater flexibility of the object model in those situations, the model should be flexible and incrementally updatable. We represent an arbitrary object based on a continuous probability density function of a discrete point set involved in the object. This representation is useful for manipulating the object models analytically owing to its functional expression. The most simple case is to design one d-dimensional multivariate Gaussian distribution consisting of a mean (\( \mu \in \mathbb{R}^d \)) and a covariance matrix (\( \Sigma \in \mathbb{R}^{d \times d} \)) from the d-dimensional feature data of an object. The probability density function of the point (\( x \in \mathbb{R}^d \)) belonging to the object can be represented as (1).

\[
\phi(x; \mu, \Sigma) = \frac{1}{\sqrt{(2\pi)^d |\Sigma|}} \exp \left( -\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu) \right).
\]

In particular, the Gaussian mixture model, which is a weighted summation of multiple Gaussians defined as (2), can represent any arbitrary shape of functions when the number of Gaussians (k) goes to infinity.

\[
p(x) = \sum_{i=1}^{k} w_i \phi(x; \mu_i, \Sigma_i), \quad \sum_{i=1}^{k} w_i = 1.
\]

Learning the unknown parameters, \( k, w, \mu, \) and \( \Sigma \), from the given data set has been investigated in many ways. One of the typical methods involves using the Expectation-Maximization (EM) algorithm [5,11] given the number of Gaussians (k). In recent years, a hierarchical GMM has been proposed to determine the number of Gaussians efficiently through a hierarchical clustering method [14]. On the other hand, if the assumption that the point set of an object \( \mathcal{P} = \{p_1, \ldots, p_{|\mathcal{P}|}\} \) is obtained using the same sampling distance, the corresponding GMM can be represented by evenly weighted n Gaussians centered at each point with the same spherical covariance matrix [20]. Although a parameter learning process is not needed in such a case, the model includes such massive point data that related algorithms are inefficient due to the expensive computation time.

For this reason, several GMM simplification methods have been suggested. The hierarchical clustering (HC) method [16] utilizes a component grouping algorithm that iterates the process of ‘refitting’ a Gaussian function to the local group and ‘regrouping’ points to minimize Kullback–Leibler (KL) divergence between the original GMM and the approximated GMM. Later, this was improved by using a Gaussian-matching clustering algorithm to maximize the cross-entropy approximation between two models [15]. The function approximation (FA) method [41], which used L2 distance measure to minimize the upper bound of the approximation error, showed better performance than [16] in terms of model approximation. [29] suggested a fast algorithm based on the Bregman k-means clustering method to reduce the KL-divergence between two models; they estimated the number of Gaussians, as also done...
in [14]. In addition, [3] presented a new measurement approach in the multi-class approximation case to maximize the discriminative quality of simplified models among different classes and minimize the similarity between models in the same class.

The similarity measure, which presents the degree to which two GMMs are equivalent, is a useful tool for handling GMMs. It can be a source of cost functions to optimize GMMs in many cases as well as a weight value of an association between two GMMs. Many distance measures between two continuous functions, \( g(x), f(x) \), originates from the density power divergence [4]. The most widely used variants for comparing probability density functions are the KL divergence (3) and the L2 distance (4).

\[
d_{KL}(g, f) = \int g(x) \log \frac{g(x)}{f(x)} dx.
\]

\[
d_{L2}(g, f) = \int (g(x) - f(x))^2 dx.
\]

These two measures have a trade-off relation between robustness and asymptotic efficiency [20]. In terms of comparing two probabilistic density functions, the robustness means that the distance is not likely affected by the global change of the functions, but it can reflect the local properties of the functions. The asymptotic efficiency has the opposite meaning. These properties of two measures show different behaviors in the distance of two functions with respect to the change of one function: the L2 distance has an exact global minimum with many local minima, but the KL distance has one minimum point that is biased by global effects. Therefore, the KL distance is appropriate for estimating the distance in the cases of two functions with a large difference, and the L2 distance can reflect more exact distance in the case of relatively close functions around the global minimum.\(^1\)

### 2.3. Robust tracking methods for a single target

The conventional tracking method of a single object uses a bayesian filtering method to stochastically estimate the current position of an object from the past observations with transition and measurement noise models. Many kinds of filtering methods have been developed according to the modeling of the target object [2]. Once it is possible to use the useful information of the dynamics of moving objects, the estimation can be achieved by Kalman-based filtering methods while particle filtering-based methods can be applied in the cases of tracking objects without dynamic models. In [25,42], particle filtering was performed to track a human body with a pre-defined skeleton model while any kind of object can be tracked using particle filtering with an on-line constructed model [39]. However, particle filtering can be applied to observed data only with outliers corresponding to the noise model. When the observed point data is obtained from multiple objects with arbitrary outliers, particle filtering should be applied after the observed data is segmented as a source for each target.

In particular, object tracking from 3-d point set data with many outliers can be achieved using 3-d registration methods which match the shapes of two point data sets by transforming a set of points to another in 3-d space. This is data-based optimization method that employs the assumption that there is one global minimum point of 3-d transformation parameters. The most well-known method is the Iterative Closest Point (ICP) algorithm, which has many variants [31]. In the case of tracking non-rigid objects such as the human body, an articulated ICP with a structure model was introduced in [10,22,23]. The structure model of the target object facilitates robust tracking in the presence of occlusions or outliers. In the case of tracking multiple arbitrary objects, where the structure models of objects are not available, the measurement of the target object should be refined from all detected points by rejecting occluded points or outliers. [18] used the ray-casting approach, where 2-d projections of the reference points to the observed points are used to detect the occlusions. On the other hand, for robust tracking with outliers, a GMM-based robust registration method was proposed in [19] without an outlier rejection process. [20] showed the robustness of the method compared with the conventional ICP method in a situation of considerable outliers and occlusions by introducing the robustness of the L2-distance.

### 2.4. Multi-frame tracking (MFT) for robust tracking multiple targets

In the case of tracking multiple objects, the objects at the previous time frames should be associated with those at the current time frame. Temporal data associations between time frames encompass the issues of a variable number of tracks, the initialization and termination of tracks, and false matching. Joint probabilistic data association filter (JPDAF) and multi-hypothesis tracking (MHT) methods are probabilistic approaches for the temporal matching of objects according to frames. They calculate the probability of each track for all possible matches with a probability density function around new points. Although JPDAF assumes a fixed number of tracks [35], MHT is extended to work with a variable number of tracks, and it has been used in many applications [26,24]. Although the probabilistic approach has been applied successfully in many tracking applications, it is associated with a number of intractable problems such as the assumption of a probability density function for all points, sensitivity of the tracking performance to the number of parameters of the model, and the computational complexity growing exponentially with the number of points. On the other hand, several deterministic approaches have been proposed to overcome the probabilistic approaches. The greedy optimal assignment (GOA) algorithm [40] was shown to enhance the performance of finding optimal associations to allow occlusions and for detection errors with a constant number of points. Shafique and Shah [36] proposed the multi-frame tracking (MFT) algorithm to improve the tracking performance by considering point information in multiple frames for a variable number of points.

MFT is an efficient and robust temporal data association method based on the noniterative greedy algorithm [40]. The maximum matching algorithm among multi-frame data allows correction of existing correspondences, which compensates occlusions and detection errors of targets. Fig. 3 summarizes the processes of the MFT method in [36]. In the first two time frames, there are three objects in the first frame (\( v_{11}, v_{12}, v_{13} \)) and in the second frame (\( v_{21}, v_{22}, v_{23} \)), respectively. Extension edges can then be connected to all objects between the two frames, as shown in Fig. 3(a). Based on the weight values at each edge, the maximum matching algorithm is performed to find optimal correspondences, as indicated by the bold arrows in Fig. 3(b). When objects in a new frame enter the graph, extension edges are generated from all objects in the existing k-frames, as shown in Fig. 3(c). These extended edges can share objects with existing correspondences, resulting in correction edges and false hypotheses after maximum matching. Fig. 3(d) shows the correction edge (\( v_{13} \rightarrow v_{22} \)) of the previous correspondence (\( v_{13} \rightarrow v_{21} \)) and the false hypothesis (\( v_{22} \rightarrow v_{33} \)) caused by the false correspondence (\( v_{13} \rightarrow v_{33} \)). Because the false correspondence is meaningless with the correction edge, it is removed in the correspondences, as shown in Fig. 3(e). After the deletion step, the remaining unconnected objects perform maximum matching between adjacent frames, as presented in Fig. 3(f). These processes allow corrections of existing correspondences between

---

1 In this research, L2 distance is used for evaluating the temporal associations between two GMMs, and KL divergence is used for evaluating spatial associations between two Gaussians. This is explained in chapter 4 in detail.
to each object at each time step, from the existing object recovered as newly detected objects after the occlusion process.

In order to tackle the three problems as stated above, the proposed robust multiple object tracking algorithm consists of three steps: measurement estimation, incremental object learning, and multiple object tracking, as shown in Fig. 4. Measurement estimation is the process of identifying a set of newly observed RGB-D points that is associated with each object. At each time step, the Maximum Weighted Likelihood (MwL) of each instance of point data is evaluated with predictive object models that are estimated from previous object models using GMM-based 3-d registration (GMM-Reg). An identified point data group within an object updates the corresponding object model incrementally. Each object is represented by a GMM from its point data using a GMM simplification method. Each Gaussian in the updated GMM is temporally associated with the previous GMM in an identical predictive object using the MFT algorithm at the Gaussian-level (MFT-G) in order to construct a temporal-spatial topological graph (TSTG) of the object.

Multiple object tracking is the process of constructing robust temporal associations between the updated object models. In cases where there exist new objects in the scene such as split, as in Fig. 1(a), and objects newly entering the scene, the updated object models are investigated and separated into individual new objects. In order to assign a track id $t_i$ to each object $O_i$ at each time step, the multi-frame tracking algorithm at the GMMs-level (MFT-GMM) determines the multi-object temporal association using a similarity measure between the GMMs of objects, thus resulting in $F$. This process can handle typical tracking problems of generating new tracks, deleting old tracks, and correcting false matches due to noise and occlusions.

The main contributions of the proposed method for robust tracking of multiple objects without prior knowledge are summarized as follows:

- The proposal of a flexible object model based on a GMM with a tempo-spatial topological graph (TSTG) and its incremental learning method to represent arbitrary objects.
- The robust identification of all observed point data to be involved in true individual objects by using robust 3D registration (GMM-Reg) and Maximum Weighted Likelihood (MwL) point matching.
- The development of robust temporal associations of multiple objects in multiple frames in the cases of various interactions between them.

In the following chapters, the details of the components in the proposed framework are described and their performance and limitations are evaluated with various experimental settings.

3. Problem statements and the framework of the proposed method

The main task of tracking multiple objects from RGB-D point set data is to identify each instance of point data at each time, $P = \{p_1, ..., p_n\}$, to each true object track, $F = \{\{p_{i1}, t_{i1}\}, ..., \{p_{it}, t_{it}\}\}$, in situations with the following three areas of difficulty. The first problem is the changeability of the object shape. In dynamic situations, a non-rigid object such as a human hand can change in terms of its shape and size, and adjoining multiple objects cause distortion of each type of detected object shape, as shown in the multiple contacts case in Fig. 1(d). The second difficulty is the separation of an object into several objects, as demonstrated in the cases of split and partial occlusion shown in Fig. 1(a) and (c). In both cases, the object is divided into two parts, and the two parts should be identified as individual objects in the split case. In contrast, they must be recognized as one object in the partial occlusion case. The third problem is the change in the number of objects. In the cases of the complete occlusion of a small object covered by a larger object and objects coming in and out of the scene, the number of detected objects varies.

In order to identify each point in newly observed point set data, $P = \{p_1, ..., p_n\}$, as its object to be involved, $E = \{\{p_{i1}, o_{i1}\}, ..., \{p_{it}, o_{it}\}\}$, it is necessary to estimate the predictive object at time $t$ that is represented by a GMM, $g_m|_{t}$, from the existing object

![Fig. 3. Processes of multi-frame tracking algorithm](image-url)
model at $t - 1$, $gmm_l^{t-1}$, needs to be transformed to estimate the predictive object at time $t$, $gmm_t^l$. Because there is no prior information of the object movements, in this research, the prediction process can be achieved by using the robust 3-d point set registration method with the assumption that there is no substantial shape change of an object between concatenated time frames.

The 3-d point set registration is defined as a process that finds the transformation parameter $\theta$ to minimize the distance or maximize the similarity between the point set of the transformed model, $T(P_m, \theta)$ and the point set of the scene $P_s$. In this study, we use GMM from the point set as an object to reduce the data size and thereby enhance the computational efficiency. GMM can be applied for ICP as a kernel function, as in [8,38]; [19] showed that ICP-based registration methods have the same effect of minimizing the KL-divergence between two GMMs of $T(P_m, \theta)$ and $P_s$. The KL-divergence of two GMMs of (3) is an efficient metric for comparing two point sets, but is not robust in the presence of outliers. [20] proposed a GMM-based registration method using the L2 distance of GMMs as a cost function between the transformed model and the scene. The L2 estimator is more robust against outliers than the KL-divergence estimator and the maximum likelihood estimator (MLE). Another advantage of the L2 distance is its closed-form expression for GMMs. The L2 distance of two GMMs can be expressed as (5) with the property of a Gaussian function of (1),

$$d_{L2}(g,f) = \int f^2(x)dx - 2\int f(x)g(x)dx + \int g^2(x)dx$$

$$= \sum_{i=1}^{m} \sum_{j=1}^{n} W_i^f W_j^g \phi(0|\mu_i^f - \mu_j^g, \Sigma_i^f + \Sigma_j^g)$$

$$- 2\sum_{i=1}^{m} \sum_{j=1}^{n} W_i^f W_j^g \phi(0|\mu_i^f - \mu_j^g, \Sigma_i^f + \Sigma_j^g)$$

$$+ \sum_{i=1}^{n} \sum_{j=1}^{m} W_i^g W_j^f \phi(0|\mu_i^g - \mu_j^f, \Sigma_i^g + \Sigma_j^f).$$

Fig. 4. Overview of the proposed tracking processes.

Fig. 5. 3D point set registration task.

Fig. 6. 3D point set registration results using KL-divergence of the two models.
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Fig. 6. 3D point set registration results using KL-divergence of the two models.
used rigid transformation, which is defined by the rotation matrix \( R \) and the translation vector \( t \). Let \( P \) denote a \( n \times d \) matrix of the \( d \)-dimensional point set \( \mathbf{x} \). The rigidly transformed model at time \( t \) can then be expressed as follows:

\[
P'_m = T(P_m^{-1} \hat{\mathbf{o}}) = P_m^{-1}R^T + t.
\]

The gradient of the cost function (5) can be derived by the chain rule \( \frac{\partial f}{\partial \theta} = \frac{\partial f}{\partial R} \frac{\partial R}{\partial \theta} \). The first derivative \( \frac{\partial f}{\partial R} \) is the partial derivative of the cost function with respect to each point. The derivatives of the first and the third terms of (5) are zero due to the rigid transformation.

The partial derivative of the cost function at each point is determined as follows:

\[
\frac{\partial F}{\partial \mu_d} = -2w_i \sum_{j=1}^m w_j \frac{\partial}{\partial \mu_d} \phi(0|\mu_d - \mu_j^*, \Sigma_j^* + \Sigma^*).
\]

(7)

The second derivative can be simply obtained by the linear form of (6). The gradient of the cost function can be expressed as

\[
\frac{\partial F}{\partial \mathbf{x}} = \frac{\partial F}{\partial \mathbf{P}} \mathbf{I}_m,
\]

\[
\frac{\partial F}{\partial \mathbf{x}} = \mathbf{1}_d^T \left( \frac{\partial F}{\partial \mathbf{P}} \frac{\partial \mathbf{P}}{\partial \mathbf{P}} \right) \mathbf{1}_d.
\]

where \( \mathbf{1}_m \) is a \( m \) dimensional column vector of all ones, and \( \otimes \) denotes element-wise multiplication. In order to optimize the transformation parameter, any gradient descent optimization algorithm can be used with the help of the gradient of (8). In this research, we used the limited-memory Broyden Fletcher Goldfarb Shannon (L-BFGS) minimization algorithm, which is based on a quasi-Newton algorithm for large-scale numerical optimization problems.\(^7\)

After the registration process, each predictive object at time \( t \), \( \text{gmm} \), can be estimated, as shown in Fig. 7(a) and (b). All of the observed points can then be evaluated in terms of the degree to which each is involved with \( \text{gmm} \) by comparing the likelihoods of the GMMs at each point. Here, \( o_i^j \) is the identification number of an object to which point \( p_i^j \) is related; it can be determined by the Maximum Likelihood Estimator (MLE) of GMMs as

\[
o_i^j = \arg \max_p \text{gmm} \left( p_i^j \right) = \arg \max_p \text{gmm} \left( p_i \right).
\]

(9)

where \( \text{gmm} \left( p \right) \) is the evaluated value of a GMM at point \( p \) according to (2). Although the MLE can evaluate and compare multiple GMMs at one point, it has an inherent problem when used to compare GMMs with different numbers of components. Due to the property

---

\(^5\) The computation time according to the number of Gaussians is discussed in chapter 5.2.

\(^6\) The details of the GMM-based 3-d registration method are explained in the literature [20]. The algorithm is briefly summarized in terms of its advantages in this research.

\(^7\) This is implemented in the vision-numerics library (vnl) in <http://vxl.sourceforge.net/>.
of the weights in GMM, \( \sum_{k} w_k = 1 \), GMM with more Gaussians has a lower evaluation value at the given point. This property results in biased evaluations of the points at the boundaries of two GMMs, which are more likely associated with GMM with smaller Gaussians. For this reason, we propose the Maximum weighted Likelihood (MwL) function of GMM by normalizing the number of components as shown below,

\[
\sigma_t^j = \arg \max_{\sigma_t} L(gmm_t^j|p_t^j) = \arg \max_{\sigma_t} \frac{n_t^j \times \text{gmean}[p_t]}{\sum_{\sigma_t} n_t^j},
\]

where \( n_t^j \) is the number of Gaussians in \( gmm_t^j \). Fig. 8 shows the result after MwL point-matching.

### 4.2. Incremental object learning

#### 4.2.1. Gaussian mixture models construction

The set of identified points that carries the same value of \( \sigma_t^j = k \) is clustered as one object \( O_t^j \), where \( n_t^j \) is the number of objects at time \( t \) and \( n_t^{o,k} \) is the number of points identified as the object \( k \) at time \( t \).

\[
\mathcal{O}_t = \{ O_t^1, \ldots, O_t^{n_t^o} \}, \quad O_t^k = \left\{ \{ p_t^1, k \}, \ldots, \{ p_t^{n_t^{o,k}}, k \} \right\}.
\]

Each point set of object \( O_t^j \) constructs a GMM that consists of the same number of Gaussians as the number of points with a constant diagonal covariance matrix determined by the sampling distance, \( \sigma_t \).

\[
p(x) = \sum_{i=1}^{n_t^{o,k}} w_t \phi(x|\mu_i, \Sigma_i), \quad w_t = \frac{1}{n_t^{o,k}}, \quad \mu_i = x, \quad \Sigma_i = \text{diag}(\sigma) \in \mathbb{R}^{d \times d}.
\]

The initially constructed GMM with a size of \( n_t^{o,k} \) is approximated by means of a simplification method. The method approximates a GMM with a given number of Gaussians that is proportional to the number of points involved with the object, which determines

---
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the trade-off between the computation time and the model approximation error.\(^9\)

**Fig. 9** shows the simplified GMMs of five objects in different point sizes. The point set of the objects (an apple, a banana, a cup, a bottle, and a juice pack) was captured by two Kinect cameras and were down-sampled with a distance of 0.005 m between each point, as depicted in the first column of **Fig. 9**(a)–(e). The point set generates an initial GMM with the same number of points \(n\) and a diagonal covariance matrix with \(\sigma = 0.005\). The initial GMM of an object was reduced to a mixture of \(m\) Gaussians \((m < n)\), according to the HC method\(^10\) with different reduction ratios \(m/n\) ranging from 0.01 to 0.5. The second to the sixth columns in **Fig. 9** express the GMM simplified by a set of 3-d ellipsoids with different transparent values according to the weighted value of the Gaussian. Each ellipsoid locates at the centroid of each Gaussian, and the 3-d size and the orientations are calculated from the eigenvalues and the corresponding eigenvectors of the covariance matrix of the Gaussian.

### 4.2.2. Multi-frame tracking in Gaussians (MFT-G)

In order to increase the robustness of the model, motion information of individual object is a very strong cue in separating objects [13,30]. For example, in the **split** and **partial occlusion** cases in **Fig. 1**(a) and (c), one object can be recognized as two separated objects. The movements of the separated components in an object can be used to distinguish these two cases by comparing their velocities. The velocity of each Gaussian can be generated in the temporal associations by tracking the history of the position of the Gaussian. Therefore, the Gaussians in the GMM must have not only spatial but also temporal relations among them.

The temporal associations can be developed by the MFT algorithm presented in chapter 2. In an object at each time frame \(t\), each Gaussian is a new node in the \(t\) frame of the graph of MFT as nodes \(v_{21}, v_{22}, \text{ and } v_{23}\) in **Fig. 3**(a). The only necessary parts to construct a MFT for Gaussians are the definition of the weight function between two Gaussians and the size of the time frame \(k\) to extend the new associations. \(k\) is determined by the given situations to consider the length of partial occlusion time. The weight function between two Gaussians, \(g_1 = (\mu_1, \Sigma_1)\) and \(g_2 = (\mu_2, \Sigma_2)\), is determined by using the L2 distance between them as follows.

\[
\text{weight}(g_1, g_2) = 1 - \frac{d_L(g_1, g_2)}{\max_{ij} d_L(g_i, g_j)}
\]

**Fig. 10.** The constructed GMM and topology from RGB-D data of a human hand.

Because the matching algorithm in MFT maximizes the sum of weight values in the matched associations, the L2 distance, that is 0 for the closeness Gaussians, is converted to a weight value between 0 and 1 by introducing the maximum value of the distance in the graph.

### 4.2.3. Tempo-spatial topological graph (TSTG) construction

In order to represent the spatial and temporal relations among the Gaussians in a GMM, the GMM constructs a topological graph where each node represents each Gaussian and the undirected edge between two nodes. In formal expression, the topological graph can be expressed as \(G = (V, E)\). The graph contains as many nodes as the number of Gaussians in the object, \(v_i \in V, 1 \leq i \leq m\). Each undirected edge of the graph, \(e_{ij} \in E, 1 \leq i < m, 1 < j \leq m\), represents the association between two Gaussians of \(v_i\) and \(v_j\). Each edge contains the weight value of the association. In order to reflect the spatial and temporal relations between two Gaussians, the weight value of an edge is determined as a convex combination of the differences of posi-

---

\(^9\) The ratio between the number of Gaussians and the number of points is tested and the performances of the two methods are investigated and compared through various experiments in chapter 5.1.

\(^10\) Considering two well-known simplification methods, FA [41] and HC [16], HC is more appropriate than FA in this research due to the difference in their computation times with similar approximation accuracy levels.
The position difference of two Gaussians is defined by the normalized KL distance in an object and converted into a weight of association between 0 and 1 as follows.

\[
w_{\text{pos}}(e_{ij}) = \frac{1}{C_0} \frac{d_{\text{KL}}(g_i; g_j)}{\max_{ij}(d_{\text{KL}}(g_i; g_j))}.
\]  
(15)

In the case of defining the relation between spatially distributed Gaussians, the KL distance is more appropriate than the L2 distance due to its global effect. The symmetrised KL distance (16) is used for the undirected edges.

\[
\text{symmetrised KL distance: } 2 d_{\text{KL}}(g_i; g_j) = d_{\text{KL}}(g_i; g_j) + d_{\text{KL}}(g_j; g_i).
\]

Table 1

<table>
<thead>
<tr>
<th>Task</th>
<th>Time [s]</th>
<th># Of frames</th>
<th>Average # of points with a sampling distance [m] of</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
</tr>
<tr>
<td>Translation in x</td>
<td>24.9027</td>
<td>794</td>
<td>1518.9567</td>
</tr>
<tr>
<td>Translation in y</td>
<td>20.8707</td>
<td>590</td>
<td>1377.9966</td>
</tr>
<tr>
<td>Translation in z</td>
<td>24.7281</td>
<td>698</td>
<td>1158.3763</td>
</tr>
<tr>
<td>Rotation in x</td>
<td>26.4981</td>
<td>756</td>
<td>1525.8542</td>
</tr>
<tr>
<td>Rotation in y</td>
<td>20.8379</td>
<td>568</td>
<td>1468.0352</td>
</tr>
<tr>
<td>Rotation in z</td>
<td>21.2505</td>
<td>600</td>
<td>1260.2286</td>
</tr>
</tbody>
</table>

Fig. 12. Six hand motions with a white box in the presence of multiple contacts.

Fig. 13. Averaged tracking accuracy and computation time results of the six hand motions translating and rotating a white box in the presence of multiple contacts.
Fig. 14. Illustrations of the tracking results in the sequence (from left to right) of the movement rotating in the z-direction. The first row show the original captured point set data. The second row illustrate Gaussian mixture models as a set of 3D ellipsoids with tempo-spatial topological graph. The tracking results of the proposed algorithm are depicted in the figures on the third row.

Fig. 15. Tracking accuracy results of 3-d GMM and 6-d GMM according to the increasing speed of objects.

(a) 3-d GMM  
(b) 6-d GMM

Fig. 16. The computation time according to the number of objects and points and the length of frames, k in MFT-GMM.
\begin{align}
    d_{KL}(g_1, g_2) &= d_{KL}(g_1 \| g_2) + d_{KL}(g_2 \| g_1), \\
    d_{KL}(g_1 \| g_2) &= \frac{1}{2} \left( \text{tr}(\Sigma_1^{-1} \Sigma_2) + (\mu_2 - \mu_1)^\top \Sigma_2^{-1} (\mu_2 - \mu_1) \\
    &\quad - \ln \left( \frac{\Sigma_1}{\Sigma_2} \right) - d \right).
\end{align}

The weight value for referring temporal properties of Gaussians is a normalized velocity difference between two Gaussians. Because each Gaussian already has a historical track from the MFT algorithm, the velocity can be calculated by the change of position vectors in a Gaussian as follows.

Fig. 17. Snapshots of the tracking multiple objects in the sequence (from left to right) of the movements. The first row of each figure show the original captured point set data. The second row illustrate Gaussian mixture models as a set of 3D ellipsoids with tempo-spatial topological graph. The tracking results of the proposed algorithm are depicted in the figures on the third row.

(a) Test of the *split* case and a fast moving object

(b) Test of the *complete occlusion* case

(c) test of the *partial occlusion* and *multiple contacts* cases
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\[ w_{\text{iso}}(e_{ij}) = 1 - \frac{d_{\text{iso}}(g_i, g_j)}{\max(d_{\text{iso}}(g_i, g_j))} \quad \text{where} \\
\]
\[ d_{\text{iso}}(g_i, g_j) = \left| \left( \mu_i^t - \mu_j^t \right)^{-1} - \left( \mu_i^{t-1} - \mu_j^{t-1} \right) \right|. \]

The fully connected topological graph with initial weight values of all edges needs to be simplified to construct a meaningful topology of the GMM. The weight value of each edge is tested with a threshold value, \( 0 < t_{\text{edge}} < 1 \), to erase the edge in the graph.

\[ w(e_{ij}) < t_{\text{edge}} \Rightarrow \text{erase} \ e_{ij} \ in \ E. \]

Fig. 10 shows an example of the constructed GMM and its topology graph of a human hand.

### 4.3. Multiple object tracking

There are two types of new objects: a separated part in the split case and an object newly entering into the scene (entering case). In order to generate new objects in these cases, topological graphs in the existing objects are investigated. Because the weight value of an edge represents the closeness of two Gaussians in terms of the spatial positions and temporal movements, the two individual objects are easily disconnected when they move in different ways, as in the split case, or they are positioned at a distance from each other in the entering case. On the other hand, even if there is partial occlusion of an object, the Gaussians are not easily disconnected when they have the same movement patterns. Therefore, the disconnected parts in the topological graph are generated as new objects in the split and entering cases.

Fig. 11(b) and (d) shows the sequential change of the topological graph in the separation and partial occlusion cases. In the separation case, the graph is separated into a moving part and a stationary part, as in Fig. 11(b) while the graph is still connected although there are occluded parts by the human hand.

The newly generated objects construct their own GMMs and make new tracks in the temporal associations with existing updated objects in MFT process. In order to apply MFT to multiple GMM-based objects, each node in the graph represents each object \( O \) and corresponding \( gmm(O) \). At time \( t \), the nodes in a new frame, such as \( P_{21}, P_{22}, \) and \( P_{23} \) in Fig. 3(a), are generated from the segmented object set \( \mathcal{C}_t \) of (11) while at the previous time frames \( t - d \), the matched nodes, are assigned as the identified objects from \( \mathcal{F}_{t-d} \) and corresponding GMMs. The weight function between the objects is characterized by the L2-distance of the GMMs, as in (5). Because the L2-distance presents a smaller number with greater closeness of the two GMMs, the weight function is defined by (19), and takes a value between 0 and 1.

\[ \text{weight}(O_1, O_2) = 1 - \frac{d_{\text{L2}}(gmm(O_1), gmm(O_2))}{\max(d_{\text{L2}}(gmm(O_1), gmm(O_2)))}. \]

### 5. Experiments and results

The purpose of the proposed method is to track multiple objects robustly and efficiently. These two properties are in a trade-off relationship, and several parameters in the algorithm are involved in this trade-off. For example, the ratio of the original point set and the sampled point set determines the extent of data and computation time reduction, but this reduction is accompanied by a loss of information used to represent the object. In this section, the control parameters and corresponding effects are investigated in terms of the tracking accuracy and the computational efficiency. We conducted several experiments to examine the following questions:

- According to the GMM representation method, how much does the constructed object model affect the tracking performance of multiple objects in situations of dynamic movements and multiple interactions?
- What is the limitation of the proposed tracking algorithm to be feasible for use in terms of the speed of objects and the number of objects?

The experiments involve tracking human hands and multiple objects on a table. The data is captured by a RGB-D camera (ASUS Xtion) established at a height of 90 cm on the table. The size of the workspace is \( 70 \times 70 \times 70 \) cm and the surface of the table is not included in the space. The computation device is an Intel i7 2.8 GHz CPU and RGB-D point set data, size of \( 640 \times 480 \), is captured at an average of 30 Hz frequency. The data is then transformed into 6-dimensional point data \( (x, y, z, r, g, b) \) with respect to the coordinate on the table, and data outside of the workspace is cut out. The data in the workspace is down-sampled with a given sampling distance by using VoxelGrid filter in [33], and the reduced data enter the proposed tracking process. In order to analyze the proposed algorithm, the control variables to represent the object model include sampling distance, simplification ratio, and a 3-d \((p = (x, y, z))\) or 6-d \((p = (x, y, z, r, g, b))\) GMM. The size of extension frames in MFT-GMM is also a control variable for the tracking algorithm, and the number of objects and the speed of movements are control variables of the object state. The performance of the tracking results is investigated in terms of tracking accuracy and computation time. In order to obtain ground truth data, each object has different color in the experiments, and the tracking accuracy here denotes the rate of the correctly segmented points to the total points for all frames.

\[ \text{accuracy}[\%] = \left( \frac{\sum_i \sum_{n_t} n_t \mid \text{color}(p_i) = \text{color}(a_i) }{\sum_i \sum_{n_t} n_t} \right) \times 100. \]

The computation time was measured by calculating computed frames per second (FPS) in all frames.

### 5.1. Performance of tracking multiple objects in dynamic movements

In this experiment, we want to measure how much the GMM representation affects the tracking accuracy and the computational efficiency. The experiments were run with multiple moving objects in the multiple contacts situation. Fig. 12 shows six movements of two hands translating and rotating a white object in three dimensions. Each action was repeated five times, and took around 25 s in total. Each instance of captured point set data was reduced by down-sampling with a constant sampling distance. This experiment was performed with four different sampling distances ranging from 0.01 to 0.025 because the size of the initial GMM, \( n \), is a substantial control parameter for the tracking accuracy and the computational efficiency. The initial GMM is then constructed with a diagonal covariance of the \( \sigma \) value, as in the corresponding sampling distance. Table 1 shows the details of the six experiments. Six cases were evaluated according to the changes in the values of \( n \) and \( m \) by controlling the down-sampling distance within a range of 0.01 m to 0.025 m and the simplification ratio within the range of 0.1 to 0.3, and the choice of using 3-d or 6-d GMM representation.

Fig. 13 shows the averaged tracking accuracies and computation times of the six tasks illustrated in Fig. 12. In order to find the optimal control parameters of the sampling distance and simplification ratio for each GMM representation, the requirement of the computable frames per second was set to a minimum of 5 FPS. In Fig. 13, the available parameter values of 3-d GMM are 0.025 m for the sampling distance, 0.025 m for the simplification ratio, and 0.01 m to 0.025 m for the down-sampling distance.
plling distance with any simplification ratio and 0.02 m for the sampling distance with a simplification ratio of less than 0.15. Among these values, the highest tracking accuracy with the computation time constraint can be obtained by the parameters of 0.02 m for the sampling distance and 0.15 for the simplification ratio, thus achieving average 91.13% accuracy. In the same way, the 6-d GMM representation has the optimal parameters of 0.02 m for the sampling distance and 0.15 for the simplification ratio, and these values achieve average 97.74% accuracy.

Fig. 14 shows selected snapshots of test data, rotation in the z-direction, with a sampling distance of 0.02 m and a simplification ratio of 0.15 for 6-d GMM. The figures in the first row are original RGB-D data. Initially, two hands and the white box are separated from each other as shown in the first columns of Fig. 14. The second to the fourth columns show the sequence of the test motions with multiple contacts between the three objects. The figures on the second row illustrate the GMM with TSTG of each object, and the final results of the proposed tracking algorithm are depicted in the figures in the third row.

5.2. Limitation of the tracking algorithm in terms of the movement speed

The objective of the second experiment is to find the limitation of the proposed method in terms of the movement speed of the object. Because it is not possible to change human movement accurately with different velocities, we performed the experiment by skipping frames alternately in the captured data of a original movement. The number of skipped frames in a series corresponds to the number of multiplication of the original speed. We used the data of the first experiment as the original speed, average 0.86 m/s for translation motion and average 2.11 rad/s for rotation motion, and calculated the tracking accuracy according to the control variables of the GMM representation with a fixed sampling distance of 0.02 m. The speed of movement was changed from two to ten times the original speed of movements.

Fig. 15 shows the tracking accuracy results of 3-d GMM and 6-d GMM according to the increasing speed of objects. We set the breaking point of the algorithm as 90% for 3-d GMM and 97% for 6-d GMM, because these are the values obtained from the first experiment. As the figures show, the both accuracies decrease as the speed increases, but 6-d GMM is more robust than 3-d GMM in terms of tracking fast moving objects. With 6-d GMM representation, the limitation speed of the moving objects can be considered five times than the original speed, that is 4.3 m/s for translation or 10.55 rad/s for rotation movement.

5.3. Limitation of the tracking algorithm in terms of the number of objects

The third experiment was performed to test another limitation of the algorithm in terms of the computation time according to the number of objects and the length of frames, k in MFT-GMM, to construct temporal associations. The search space of the extension graph in MFT-GMM, as in Fig. 3(c), increases according to the number of objects and the length of frames, which increases the computation time. In this experiment, a human incrementally carried new objects into the scene and the computation time was measured with fixed control variables for object representation (0.02 m sampling rate, 0.15 simplification ratio and 6-d GMM). The number of objects increased from one to eight, which caused the increase of the number of points from 20 to 650. The length of frames, k in MFT-GMM, varied from 30 to 150 (from one seconds to five seconds in 30 Hz) to track objects in the case of full occlusion as much as the same length of time. As Fig. 16 shows, the computation time becomes exponentially expensive according to the number of objects and points, and the larger length of frames requires more computation time as well. The real-time performance of the proposed algorithm depends on many combinations of the parameters, and the limitation of the algorithm can be determined by the given situation. For example of this experiment, with the breaking point of 5 FPS, the proposed algorithm shows the limitation of tracking around 400 points in nine objects with 30 of k.

5.4. Tracking multiple object in various interaction situations

Finally, the proposed algorithm was tested in a real situation of tracking multiple objects on a table including various interaction cases shown in Fig. 1. This test is not computationally analyzed but Fig. 17 shows snapshots of the results. The first task aims to test the separation case and tracking fast moving objects. As shown in Fig. 17(a), a human hand carries a small object into the scene, and then two hands play with the object by pushing it to each other. The second task involves the full occlusion case. Two hands pass over the two small objects alternatively, and hold each object for a while. Fig. 17(b) shows that the fully occluded objects are recovered as soon as they appeared again with constant id number of each object. The third task tests the partial occlusion and multiple contact cases. Even though a shadow of each hand divides an object into two elements, the object preserves its points. As shown in Fig. 17(c), there are error points in the case of multiple contact situation because two contacted objects (white boxes) have similar color information.

The values of the control variables are as follows: 6D GMM, 0.02 m sampling rate, 0.15 simplification ratio, 60 frames of MFT-GMM, 10 frames of MFT-G, and 0.98 of α.

6. Conclusion and further works

In this paper, we presented a novel tracking method for multiple moving objects from RGB-D point set data. In particular, this method adopted a Gaussian mixture models (GMM) to represent any arbitrary object without prior knowledge. The flexibility of the model-free approach suffers from the dynamic movements of the objects and interaction cases such as contact and occlusions among multiple objects. The proposed method enhanced the robustness of the tracking task by suggesting a framework of incremental object modeling and multiple object tracking methods. The object model was represented by a GMM with a temporal-spatial topological graph (TSTG) and each object model can be updated at every time step. In order to estimate new measurement of each object, a GMM-based robust registration method and Maximum weighted Likelihood point-matching process were proposed. A multi-frame tracking algorithm was used to make robust temporal associations among multiple objects and among Gaussians in an object. The performance of the proposed algorithm was tested and the relation between tracking accuracy and the computational efficiency was examined by various experiments. The results showed that this method successfully attains more than 97% tracking accuracy and 5 FPS computation time with 6-d GMM representation. The optimal parameters were a simplification ratio of 0.15 in the cases of about 400 points at every time frame, which is reduced by down-sampling with 0.02 m sampling distance from the original point data set.

Although the results showed the feasibility of the algorithm, there are some areas that can be supplemented in further work. First, in order to enhance robustness, the GMM-based object representation should be combined with several filtering methods using the history of each track. Second, the parameter values obtained by the experiments are not truly optimal because the size of the Gaussians could not reflect the shape information of each object. The
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true optimal parameter values should be automatically determined by and adapted to the observed data. This will be achieved in the future work by introducing hierarchical bayesian nonparametrics [37]. Third, this study only showed the results of the proposed algorithm, but the comparisons with other feature-based methods in terms of flexibility and robustness are also required in the future work. Fourth, one of the objectives of this study is a real-time implementation. Although the algorithm could perform with 5 FPS computation speed, the size of points are limited to 400. The algorithm will be designed by using Graphical Processors (GPU) and then tracking tasks will be extended to the larger workspace. These further studies will extend the method to be used for modeling and tracking articulated objects without prior knowledge. That is, a robot can learn new objects and related skills in an unstructured environment merely by observing a human demonstration.
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