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Abstract

Network mechanism design aims to achieve sys-
tem level goals such as efficiency or social welfare
maximization through resource allocation mechanisms
on networks, where individual users are selfish and
independent decision-makers. This paper focuses on
mechanisms for energy efficiency in uplink of multi-
carrier wireless systems and rate control in wireless
networks. The problem is modeled as strategic (nonco-
operative) game with a resource pricing scheme, where
the prices are imposed by a mechanism designer. The
users decide on their actions according to both own
preferences and given prices. The rules and incen-
tives of the mechanism are designed in such a way
that the system objective which is a combination of
social welfare and energy efficiency is maximized. A
weighting parameter in the objective function allows
to smoothly vary the emphasis from social welfare
to energy efficiency according to the preference of
the designer. The users are assumed initially to be
concerned only about their throughput. However, the
designer modifies their incentives using pricing so
that they become more energy-aware. A distributed
optimization framework is developed accordingly in
which users have general concave utilities (in terms
of throughput) that are unknown to the designer and
the energy-efficiency objective is expressed as a convex
function of user power levels. An iterative pricing
mechanism is obtained as a result, and illustrated
through simulations.

1. Introduction

In mechanism design, a designer imposes rules
on an underlying strategic (noncooperative) game in
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order to achieve certain desirable objectives such as
energy efficiency or social welfare maximization for
the users, who are the players of the underlying game.
Hence, mechanism design can be viewed as reverse
engineering of strategic games with the goal of achiev-
ing certain system level objectives. There has been
widespread interest in using mechanism design for
modeling, analyzing and solving problems in network
resource allocation that are decentralized in nature [1]–
[4]. However, majority of these works focus on social
welfare maximization.

Recently, researchers have become more aware of
environmental concerns and the need for energy effi-
cient protocols in all types networks. There has been
significant amount of work in the context of Ad-
hoc [5], [6] and sensor networks [7] to obtain energy
efficient protocols. In [8], a game theoretic model is
proposed for energy efficient power control by defining
utility of users as the ratio of throughput (goodput) and
power (with unit bit/J) for multi-carrier CDMA wire-
less systems. A repeated game model and the cooper-
ation induced due to repeated interaction is analyzed
in [9]. We note that most of the previous works on
game models for energy efficiency modify user utilities
by incorporating a power term into the user utility
function [8]–[10], assuming that users care for their
energy usage in uplink transmission. In contrast, we
consider here the alternative scenario and assume that
the users care only for getting maximum throughput,
but an external mechanism designer imposes prices
to the users such that their energy consumption is
decreased to improve overall energy efficiency of the
system. Thus, the designer encourages users to be more
energy conscious. In addition, we also consider user
utility dependence on higher layer parameters.

We model energy efficiency objective by subtracting
a general convex function of the power levels of
users from the social welfare (sum of utilities of all

Resource Allocation on Wireless Networks and Wireless Networks - Communication, Cooperation and Competition

978-1-61284-824-2/11/$26.00 ©2011 IEEE 389



users). This additional term is multiplied by a tuning
parameter which allows smoothly varying the emphasis
from the social welfare to the system energy efficiency.

As a way of improving energy efficiency, we make
use of pricing mechanisms (see e.g. [11] and refer-
ences therein) for single cell uplink transmission of
a multi-carrier wireless system. The users decide on
their individual power level and get a per unit price
depending on their own actions as well as those of all
other users. The underlying game of the mechanism
converges to a Nash equilibrium iteratively in a way
that the users respond to the prices set by the designer.
Here, the users are considered to be price taking since
they are not minimizing their cost anticipating the price
which is justified by their lack of global information.
The pricing mechanism framework in this paper builds
upon the results in [12].

The rest of the paper is organized as follows. The
next section presents the underlying model and as-
sumptions mechanism design framework. In Section 3,
pricing mechanisms for energy efficient multi-carrier
wireless systems are proposed. In a similar way energy
efficient pricing mechanisms are obtained for rate
control in wireless networks in Section 4. Simulation
setting is discussed and results are given in Section 5.
The paper concludes with a summary and description
of ongoing work in Section 6.

2. Model

At the center of the game and mechanism design
model is the designer D who influences N players,
denoted by the set A, and participating in a nonco-
operative game. Let us define an M -player strategic
game, G, where each player i ∈ A has a respective
decision variable xi such that

x = [x1, . . . , xM ] ∈ X ⊂ RM×N ,

where X is the decision space of all players. Let

x−i = [x1, . . . , xi−1, xi+1, . . . xM ] ∈ X−i ⊂ R(M−1)×N ,

be the profile of decision variable of players other
than ith player and X−i is the respective decision
space. This paper assumes vector decision variables
which represent the power level users take over each
carrier and a compact and convex decision space. Due
to the inherent coupling between the players due to
the interference in wireless systems, the decisions of
players directly affect each other’s performance as well
as the aggregate allocation of limited bandwidth. Each
user decides on the power level over the N carriers.
Therefore,

xi = [x
(1)
i , . . . , x

(N)
i ],

where x
(n)
i = h

(n)
i p

(n)
i denote the received power

level over carrier n as a product of uplink transmission
power p(n)i and channel loss 0 < h

(n)
i < 1 of player

i. If linear interference is assumed, then the signal-to-
interference-noise ratio (SINR) of the received signal
on channel n is

γ
(n)
i =

x
(n)
i

Ini
, (1)

where Ini =
∑
j 6=i x

(n)
j + σ is the interference experi-

enced by user i and σ is the background noise power.
The users have utility functions

Ui(x) :=
∑
n

Ui(γ
(n)
i (x)) : X → R, ∀i ∈ A.

In this paper, the utility functions are assumed to be
monotonically increasing, differentiable and concave
function of player SINR, and assumed to be unknown
to the designer.

The designer D devises a mechanism M , which
can be represented by the mapping M : X → RN ,
implemented by introducing incentives in the form
of rules and prices to players. The latter can be
formulated by adding it as a cost term such that the
player i has the cost function

Ji(x) = ci(x)− Ui(x). (2)

where ci(x) is the total payment imposed to the player
by the designer. In the case of pricing mechanisms,

ci(x) = xiPi(x), (3)

where Pi(x) is the per unit price.
The player objective is to obtain optimum power

levels as a best response to the action of other play-
ers by solving the following individual optimization
problem in the game

min
xi

Ji(xi, x−i), ∀ i (4)

under the given constraints of the strategic game, and
rules and prices imposed by the designer.

Similar to player preferences, the designer ob-
jective, can be formulated using a smooth objective
function V for the designer:

V (x, Ui(x), ci(x)) : X → R,

where ci(x) and Ui(x), i = 1, . . . , N are user-
specific pricing terms and player utilities, respectively.
Conventionally, achieving the global objective (e.g.
maximization of aggregate user utilities) requires in-
terference from the designer to the underlying game
in terms of designing payments as a cost of control.
The minimization of interference from the designer
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to the underlying game is modeled by adding a cost
of control term to the global objective. The resulting
global objective formulation is actually well-known in
optimal control theory and widely used in a variety of
contexts [14].

We consider here the global objective as the social
welfare minus a convex energy efficiency term, tuned
appropriately using the parameter φ. This unconven-
tional objective is given as

V (x) =
∑
i

Ui(x)− φR(x). (5)

where 0 ≤ φ ≤ 1 is the tuning parameter and R(x)
is any convex function on x that captures the cost
on energy usage. It is similar to cost of control in
other settings. Due to the convexity of the additional
term, we can see that the users sacrifice much on
their net utility if they transmit with higher power.
A specific example function is, R(x) =

∑
iRi(xi),

where Ri(xi) can be any convex function of xi. We
refer to efficient mechanisms here as those which max-
imize designer objective, i.e. they solve the problem
maxx V (x, Ui(x), ci(x)). Hence, the global objective
of the designer is to obtain efficient results that are
achieved indirectly by setting prices.

3. Pricing Mechanisms for Energy Effi-
cient Wireless Systems

In pricing mechanisms, the designer charges the
players for their resource usage and players take
actions in response to that. Pricing mechanisms are
applicable to many networked systems where an ex-
plicit allocation of resources brings a prohibitively
expensive overhead or simply not feasible, e.g. due
to participating players being selfish or located in a
distributed manner. The optimality conditions obtained
from (4) using the first derivative are given by,

dUi
dxni
− Pni = 0, ∀n, i, (6)

dUi

dγ
(n)
i

= P
(n)
i I

(n)
i , ∀ i ∈ A, n. (7)

The global objective of designer with individual user
power constraint is to solve the optimization,

max
x

∑
i

Ui(x)− φ
∑
i

Ri(xi)

such that ∑
n

x
(n)
i

h
(n)
i

≤ Pmax,

where Pmax is the maximum allowable power to indi-

vidual users. The constraint on the maximum allowable
power level will be set by the regulating authority
due to the limit on total interference. The designer,
apart from this requirement, is concerned about the
total energy consumption in the cell. The nature of
the designer, i.e, the extend to which she cares about
energy efficiency, is captured in the parameter φ. Thus,
the Lagrangian function of the designer problem can
be written as:

L = Ui(x) +
∑
j 6=i

Uj(x)− φ
∑
i

Ri(xi)

−
∑
i

λi(
∑
n

x
(n)
i

h
(n)
i

− Pmax), (8)

where λi’s are the Lagrangian multipliers.
This problem can be solved by convexification by

the transformation xi = esi as described in [13]. The
corresponding Karush-Kuhn-Tucker (KKT) conditions
are:
dUi

dx
(n)
i

+
∑
j 6=i

dUj(x)

dx
(n)
i

− φ dRi

dx
(n)
i

− λi

h
(n)
i

= 0,∀ i, n,

λi(
∑
n

x
(n)
i

h
(n)
i

− Pmax) = 0.

We next align the solution of both designer and user
problems, and obtain the price and action vectors
that solve all of them concurrently. By combining the
above KKT conditions and the conditions of user best
response from (6), we obtain the prices as:

P
(n)
i = φ

dRi

dx
(n)
i

−
∑
j 6=i

dUj(x)

dxni
+

λi

h
(n)
i

∀i, n (9)

Consider for demonstration purpose the energy cost
term as

Ri(xi) =

∑
n(p

(n)
i )2

2
=

1

2

∑
n

(x
(n)
i )2

(h
(n)
i )2

.

Notice that due to the weighting by channel coeffi-
cients, good channels are encouraged in this case while
bad ones are discouraged.

In this special case, the prices from (9) can be
written using (7) and definition of γnj as,

P
(n)
i =

∑
j 6=i

γnj P
n
j + φ

x
(n)
i

(h
(n)
i )2

+
λi

h
(n)
i

, ∀i, n. (10)

The above set of equations can also be written in
matrix form as,

A(n) · P (n) = B(n) · L(n), ∀n,
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where the matrices A(n) and B(n) are defined as

A(n) :=


1 −γ(n)2 · · · −γ(n)N

−γ(n)1 1 · · · −γ(n)N
...

. . .
...

−γ(n)1 −γ(n)2 · · · 1

 , (11)

B(n) :=


1

h
(n)
1

· · · 0 φ

(h
(n)
1 )2

· · · 0

0 · · · 0 0 · · · 0
...

. . .
...

...
0 · · · 1

h
(n)
N

0 · · · φ

(h
(n)
N )2


and L(n) = [λ1, . . . , λN , x

(n)
1 , . . . , x

(n)
N ]T .

Consider the example where users have their utility
as logarithmic of the received SINR, i.e.,

Ui(x) = αi
∑
n

log(γ
(n)
i (x))

where α is user preference vector unknown to the base
station. Then,

dUi
dxni

=
αi
xni

= P
(n)
i , (12)

and
dUj
dxni

=
−αj

(
∑
k 6=j x

(n)
j + σ)2

.

This example is used for the simulations as given in
Section 5.

3.1. Distributed Iterative Energy Efficient
Pricing Algorithm

We now define the pricing mechanism Me, where
the prices and user power levels (actions) for each car-
rier are obtained using iterative methods, by adopting
a greedy update scheme for both user power levels and
prices:

P (k + 1) = (A)(n)
−1
B(n) · L(k),∀n (13)

p
(n)
i (k + 1) = p

(n)
i (k)− κi

h
(n)
i

∂Ji

∂p
(n)
i

∀i ∈ A, (14)

λi(k+1) =


λi(k) + κD

(∑
n
x
(n)
i (k)

h
(n)
i

− Pmax
)
,

if
∑
n
x
(n)
i (k)

h
(n)
i

≥ Pmax
0, otherwise

(15)
Since the designer optimization problem can be con-
vexified and thus admits a unique solution, we can find

unique Lagrange multipliers (λ’s) which align it to the
user convex optimization problems.

The implementation of mechanism Me requires
minimum information overhead. The designer only
needs to observe the received power level vector x
and the individual SIRs, γ, of players both of which
are already available. The player i, in return only needs
to know the current price Pi to be able to compute the
(gradient) best response. Finally, the computation of
actual uplink power levels p can be carried from x
using the measured channel gains.

The algorithm which also shows the information
flow for the iterative method is given below in Al-
gorithm 1.

Algorithm 1: Iterative Energy Efficient Pricing
Mechanism Me

Input: Designer (base station): Maximum power
levels Pmax and the designer objective

Input: Players (users): Utilities Ui,∀i
Result: Optimum power levels p∗ and SIRs γ∗

1 Initial power levels p(0) and prices Pi(0) ;
2 repeat
3 begin Designer:
4 Observe player power levels p ;
5 Compute the matrices A(n) and B(n)

Update λ’s according to (15) ;
6 foreach Channel n do
7 Update prices P (n) according to (13).
8 end
9 Send each user i respective channel prices

P
(n)
i .

10 end
11 begin Players:
12 foreach Player i do
13 foreach Channel n do
14 Estimate marginal utility

∂Ui(x)/∂x
(n)
i ;

15 Compute power level p(n)i from
(14) ;

16 end
17 end
18 end
19 until end of iteration;

4. Pricing Mechanisms for Energy Effi-
ciency in Rate Control

We consider here the rate control in wireless net-
works [11] in which the utility function for each user
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is a separable function of their individual rates. This
is a case of additive resource sharing, in which share
the fixed resource C. The users are assumed to have
monotonically increasing, differentiable and concave
utility function of their rate Ui(xi), where xi is the
individual rate.

The designer objective is to solve the optimization,

max
x

∑
i

Ui(xi)− φ
∑
i

Ri(xi) such that
N∑
i=1

xi = C.

Then, the associated Lagrangian function and Karush-
Kuhn-Tucker conditions are given as

L(x) =
∑
i

Ui(xi)− φRi(xi) + λ(C −
∑
i

xi)

and

λ(C −
∑
i

xi) = 0. (16)

The optimality conditions assuming boundary solu-
tion are

U ′i(xi)− φR′i(xi) = λ ∀i (17)

and ∑
i

xi = C. (18)

The optimal λ∗ and rate levels x∗ can be obtained
by having an efficient mechanism Mr, which can be
implemented in an iterative way similar to one in
previous section.

5. Simulations

In this section, we conduct numerical simulations
which illustrate the convergence of the power levels
and Lagrange multiplier in the proposed energy ef-
ficient pricing mechanism. The users are assumed to
have utility function as Ui(x) = αi

∑
n log(γ

(n)
i ) and

value of tuning parameter φ = 0.8. The users update
their power levels according to (14) at each time step
k ≥ 1 with a step size of κ = 0.02. The designer,
on the other hand, updates the Lagrangian multipliers
λ’s and price vector P based on (13) and (15), where
Pmax = 0.9 and κD = 0.02. The background noise
parameter is σ = 0.5. The convergence of the mecha-
nism Me is depicted in Figures 1 and 2.

We could observe from the Figure 1 that the user
power levels converge within an ε limit due to the ap-
proximation in the Lagrange multipliers update. Also,
only the Lagrange multiplier corresponding to the user,
whose power level hit the boundary, has nonzero value,
as expected.
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Figure 1. The evolution of user power levels x in
pricing mechanismMe for a single carrier.
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Figure 2. The evolution of Lagrange multiplier λ in
pricing mechanismMe for a single carrier.

6. Conclusion

We have developed energy-efficient network mecha-
nisms for wireless networks where the individual users
are selfish and independent decision makers. For this,
we have used an unconventional designer objective
consisting of an aggregate utility minus a convex
function of the user actions representing cost of energy
usage. In our framework, the users need not report
their utility function to the designer, which avoids
high communication burden between the designer and
the users. First, we proposed energy-efficient pricing
mechanisms for power control in interference coupled
multi-carrier wireless systems. An iterative algorithm
is proposed to implement the pricing scheme devel-
oped. The results are extended for rate control in
wireless networks in which users have separable utility
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functions. The numerical studies show the convergence
of the power levels and Lagrange multipliers for the
pricing algorithm proposed.
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