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1. Introduction

1.1. Proteins

1.1.1. Proteins in nature and their functions

Proteins form the most versatile class of macromolecules in nature. They are made of 20 different α-L-amino acids as building blocks\(^1\text{-}^3\), which are pairwise covalently linked through amide bonds to form chains typically consisting of several hundred residues.\(^4\). In order to fulfill the required function, a polypeptide chain has to adopt a well defined 3-dimensional structure, the native state, which is stabilized by several non-covalent interactions. Physiological functions accomplished by proteins comprise the catalysis of reactions as enzymes, the transport and storage of metabolites or small molecules and the transmission of nerve impulses or other signals. Furthermore, proteins are building blocks for the cytoskeleton, act as molecular motors and provide immune protection.

The native, 3-dimensional structure of a protein is predetermined by its amino acid sequence,\(^5\) which in terms is encoded in the corresponding gene. A ribonucleotide transcript of this gene is used in protein synthesis on the ribosome. Upon leaving the ribosome through an exit channel, most of the proteins fold into a stable, well defined, native structure. However, around 40 % of all proteins lack a well defined structure or have unstructured regions and are considered to be intrinsically disordered.\(^6\text{-}^8\) In some cases, folding can be assisted by folding helpers like chaperones\(^9\) or isomerases\(^10\text{-}^11\) or influenced by interactions with the ribosome\(^12\text{-}^13\).

In competition to the folding process, mis-folding into aggregates or assembly into oligomers and fibrils can occur.\(^14\) Mis-folded proteins are involved in several severe diseases like Alzheimer’s disease, Parkinson’s disease, Bovine spongiform encephalopathy, AA-amyloidosis, etc.

A detailed characterization of proteins throughout the whole folding process is crucial for understanding the elementary principles of their biological functionality.
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The native structure of proteins is strongly related to molecular properties of the polypeptide chain. The amino acids share the same backbone chemical structure, but differ in their side chains. The relative spatial arrangement of the atoms of an amino acid in a polypeptide can be depicted by the two backbone dihedral angles $\phi$ and $\psi$ as well as by the angle $\omega$ of the peptide bond. The orientation of the side chain of a residue relative to the backbone is given by the $\chi_j$-angles (see Figure 1.1 A). Considering steric repulsion between different atoms, the dihedral angles $\phi$ and $\psi$ can only adopt certain combinations, which are indicated by the allowed regions in a Ramachandran-plot (see Figure 1.1 B). The partial double-bond character of the peptide bond between two consecutive amino acids prohibits fast rotation and allows only two stable conformation with $\omega \approx 0^\circ$ (cis) and $\omega \approx 180^\circ$ (trans), so that the backbone atoms $\text{C}_\alpha$, C, O, $\text{N}^{\alpha+1}$, $\text{H}^{\alpha+1}$ and $\text{C}_\alpha^{\alpha+1}$ are (approximately) situated in a plane. In native structures, around 5–7% of prolyl-prolyl bonds are in the cis-conformation, while the population of the cis-conformation for secondary amide bonds is below 0.5% in small unstructured peptides and below 0.1% in native structures. In summary, steric effects within the polypeptide chain strongly constrict the conformational space available to a
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A variety of attractive, non-covalent interactions between different chemical moieties of the polypeptide may be formed. Those comprise dipole-dipole-interactions (hydrogen bonds, Van der Waals interactions), coulomb-interactions (salt bridges) and in aqueous solution also hydrophobic interactions. Together with steric repulsion, these interactions between backbone or side chain groups determine the native structure. The exact shape of the energy landscape in $\phi$-$\psi$-space varies slightly with the nature of the side chains of two consecutive residues.\(^{20}\) In addition, the energy landscape is influenced by interactions spanning the distance of several residues along a polypeptide chain.\(^{21}\)

In 1951, Pauling observed that several structural patterns with a maximum number of satisfied backbone hydrogen bonds can be formed by the polypeptide chain. These secondary structure elements like $\alpha$-helices and $\beta$-strands can be identified by their $\phi$-$\psi$-angles in the Ramachandran-plot (see Figure 1.1 B). The secondary structure elements arrange in 3-dimensional super structure, the tertiary structure, stabilized by interactions between groups that may be far apart in sequence. Large proteins also possess a quaternary structure built up of several tertiary subunits. The first protein structure determined by X-ray diffraction was the one of Myoglobin in 1958.\(^{22}\) Since, structure determination at atomic resolution by X-ray crystallography\(^{23}\) or by solution nuclear magnetic resonance (NMR)\(^{24,25}\) has become routine and a multitude of structures have been solved up to date.

1.2. Protein folding and the native state

One of the most remarkable properties of proteins is the fact, that denatured (unfolded) proteins fold into their unique native structure when transferred to folding conditions.\(^{5}\) This gives evidence that, despite the large number of possible interactions, the native structure is defined solely by the amino acid sequence.

1.2.1. Protein stability

Despite their functional and structural diversity based on structural sensitivity to sequential changes\(^{26}\), the folded state of a protein needs to be stable against thermal fluctuation or external stress in a cellular environment. The stability of a protein is the result of a compensation between large stabilizing and large destabilizing energetic contribution from favorable or unfavorable interactions within the protein or between protein and solvent.\(^{27,28}\)
This leads to a rather small overall difference and thus to stabilization energies between \(-10\) and \(-60\, \text{kJ/mol}\). As a consequence, structure prediction from sequence, which is based on accurate calculation of stabilizing and destabilizing energies, remains challenging up to date. The thermodynamic stability of the folded state N of a protein relative to an unfolded state ensemble U is given by the following equation:

\[
\Delta G^0 = -RT \ln(K_{eq}), \quad \text{with } K_{eq} = \frac{[N]_{eq}}{[U]_{eq}}
\]  

and the change of the free energy difference is given by the Gibbs fundamental equation:

\[
d\Delta G^0 = \Delta V^0 dp - \Delta S^0 dT + \sum_i \Delta \mu_i^0 dn_i
\]  

\(\Delta V^0\) is the difference in volume, \(\Delta S^0\) the difference in entropy and \(\Delta \mu_i^0\) the difference in chemical potential each between U and N. The stability \(\Delta G^0\) can be changed by either varying the temperature \(T\), the solvent composition \(n_i\) or the pressure \(p\). The stability of a protein is generally determined from its thermal or denaturant induced unfolding transition. In particular, protein stability is defined relative to the unfolded state. While intra-molecular interactions in the folded state can be easily assessed through the crystal- or NMR-structure, the exact contributions from interactions within an unfolded polypeptide chain or between the unfolded chain and solvent molecules is unknown. Hydrogen bonds are believed to play a crucial role in this context, as the number of hydrogen bonds per residue formed between an unfolded polypeptide and solvent molecules is about the same as the number of intra-chain hydrogen bonds in folded structures. A better characterization of the unfolded state and interactions therein is therefore highly required.

1.2.2. Protein folding

In 1969 Levinthal stated his famous paradox for the folding time of a protein. Based on the assumption of a random search of all possible conformations he estimated folding to take an astronomical amount of time until the correct folded state could be reached, but folding times of milliseconds to seconds can be observed in experiments. Obviously, specific pathways are followed to ensure efficient folding. The existence of folding intermediates can optimize the search for native interactions and
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It was also shown, that an energetic bias in the unfolded state towards the native conformation can reduce folding times down to observed values. In order to solve the Levinthal’s paradox, several theories have been proposed about the concrete folding mechanism. Sequential folding proceeding through intermediates or through molten globule states, diffusional collision of preformed micro domains small enough to rapidly search all possible conformations, or condensation of the chain around a preformed structural nucleus in an apparent two state manner (nucleation-condensation) have been proposed as mechanisms.

Even though intermediate states were observed for some proteins, the folding of many other, especially small proteins was often interpreted to follow a two-state mechanism. However, careful analysis of folding kinetics gave evidence for transiently populated intermediates for many of these apparent two-state proteins. Recently, even very complex pathways with (several) on- and off-pathway intermediates or parallel folding pathways were experimentally resolved through hidden Markov analysis.

However, a unifying description of protein folding is still under investigation and the exact mechanism of protein folding remains a challenging to conceive.

1.2.3. The energy landscape of protein folding

The folding of many small proteins can be described by a two-state mechanism between U and N with folding rate \( k_f \) and unfolding rate \( k_u \).

\[
U \xrightleftharpoons[k_u]{k_f} N
\]  

(1.3)

Even though U consists of a multitude of different conformations it acts as one state if interconversion between different conformations is much faster than the folding or unfolding rate. A relation between the kinetic rate constants and the height of the free energy barrier \( \Delta G_f^0 \) separating the two states is given from transition state theory.

\[
k_{f/u} = k_0 \exp \left( -\frac{\Delta G_f^0}{RT} \right)
\]  

(1.4)

However, the pre-exponential factor \( k_0 \) is unknown for protein folding. Folding and unfolding rate can be determined from the re-equilibration kinetics after transferring denatured
protein back to folding conditions or by transferring folded protein to unfolding conditions. The stabilities determined from kinetic measurements and from unfolding transitions should be the same if the protein is well described by a two-state mechanism.

To further characterize the free energy barrier and the transition state changes of the conditions $x$ (i.e., temperature or pressure) can be applied. The relation between the change of the activation free energy $\Delta G^\circ_{i}^{\dagger}$ to the change of the equilibrium free energy $\Delta G^\circ_{i}$ can follow a linear relationship (rate equilibrium free energy relationship or REFER) with proportionality parameter $\alpha_x$.\(^{56}\)

$$\alpha_x = \frac{\partial \Delta G^\circ_{i}^{\dagger}}{\partial \Delta G^\circ_{i}} / \frac{\partial x}{\partial x}, \text{ with } 0 \leq \alpha_x \leq 1 \quad (1.5)$$

If $\alpha_x$ is close to 1, the transition state resembles the native state, whereas if $\alpha_x$ is close to 0, the transition state resembles the unfolded state in respect to the property probed by the disturbance ($\Delta V^\circ_{i}^{\dagger}$ for changes in $p$, $\Delta S^\circ_{i}^{\dagger}$ for changes in $T$, applying the Gibbs fundamental equation (1.2) to the transition state). In an analog approach, the presence of a side-chain interaction in the transition state can be tested by site-directed mutagenesis disturbing the interaction. The proportionality parameter determined in analogy to equation (1.5) is called $\phi_t$-value.\(^{57-60}\) A $\phi_t$-value of 1 indicates that the interaction is already formed in the transition state. However, as all changes are interpreted relative to the ground state (U), effects on this state can lead to misinterpretations. Especially, if the unfolded state has residual interactions the disturbance may also alter the unfolded state. A comprehensive analysis of kinetic data can reveal these effects, which were found to be present in quite a few proteins.\(^{61}\) This indicates for a complex nature of the unfolded state ensemble, with residual interactions and sensitivity to changes of temperature or denaturant.

### 1.3. The unfolded state

While the native structure can be studied by X-ray diffraction or solution NMR and has been major focus of research, the unfolded state is far less well characterized. However, the unfolded state plays a crucial role in the entire folding process. The unfolded state serves as the starting point the folding reaction. The energetic constitution in the unfolded state is the reference for the stability $\Delta G^\circ_{i}$ of the native structure.\(^{62}\) Furthermore, properties of the unfolded state influence folding speed and and can have implications for the mechanism of
folding. In recent years, interest has also focused on proteins lacking the native structure under physiological conditions, the so called intrinsically disordered protein (IDP)s. Characterizing the properties of this disordered state may help to understand how these proteins function, i.e. the role of the unfolded state in the mechanism of binding targets\textsuperscript{53} and the physiological benefit of disorder\textsuperscript{64,65}.

The unfolded state ensemble $U$ of a protein comprises a large number of different conformations which rapidly interconvert through temperature driven Brownian motion. It is populated under physiological conditions for IDPs and unstructured model peptides. Moreover, it can be populated by shifting the equilibrium (equation (1.2)) towards the unfolded state for example by adding denaturants like GdmCl and urea to the protein solution\textsuperscript{66,67} or through an increase in temperature. The denaturant induced unfolded state is often referred to as denatured state. The unfolded state is intrinsically difficult to characterize in experiments under folding conditions. Therefore, unstructured sequences derived from IDPs or unfolded repeat sequences serve as model systems for experimental studies.

The unfolded state can easily be identified by its signature in the circular dichroism (CD) spectrum of the protein in solution, which shows a strong negative band near 200 nm and either a slightly positive or negative shoulder at 220 nm.\textsuperscript{68–71} The unfolded ensemble is not identical under all these different conditions and presumably its properties also depend on the sequence of the protein. An adequate model description of the characteristics of the unfolded state, i.e. the conformations and dynamics, could improve the understanding of protein folding and function.

1.3.1. The random coil model

An approach to capture conformational properties of unfolded proteins is based on the application of polymer models. The \textit{freely jointed} or \textit{random flight} model, which is mathematically equivalent to the \textit{Gaussian chain} model is the conceptually most simple model for polymers.\textsuperscript{72,73} It describes the properties of a chain with $n$ infinitely small beads separated by bonds of length $l$. The joint at the beads are allowed to rotate freely with random distributions of the rotation angles and without memory of the rotation angles of the preceding joint. In the continuum approximation (for very large chains), the probability $p_{eq}(r)$ of finding the two ends of the chain at a distance $r$ from each other can be described by the
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Figure 1.2.: A: End-to-end distance distribution of a 3-dimensional random coil polymer with total length \( L = n l \); B: Simulation of a 3-dimensional random walk of a polymer of \( n = 30 \) segments (—) and of polymers with excluded volume modeled through solid spheres of diameter \( x \cdot l \) around the joints between the segments (—, —, —). Fits with equation (1.6) (—). Random coil polymers of \( n \) segments with excluded volume show end-to-end distance distributions similar to those of longer polymers with \( n'n' > nl \).

The following probability distribution function \(^{73}\):

\[
p_{eq}(r) \propto 4\pi r^2 \exp \left( -\frac{3r^2}{2\langle r^2 \rangle} \right)
\]  

(1.6)

For the Gaussian chain model, the root mean square end-to-end distance is related to the number of segments:

\[
\langle r^2 \rangle^{1/2} = l \cdot n^{1/2}
\]

(1.7)

and the radius of gyration \( r_G \) of the Gaussian chain is related to the mean square end-to-end distance: \(^{72,74}\)

\[
\langle r_G^2 \rangle = \langle r^2 \rangle / 6
\]

(1.8)

This relation is often used to compare results from experiments sensitive to \( \langle r^2 \rangle \) to results of experiments sensitive to the \( \langle r_G^2 \rangle \) or vice versa. The random coil model is widely used to model distance distributions in unfolded or intrinsically disordered proteins in experiments sensitive to intra-chain distances.\(^{75-95}\)

If the beads of the random coil polymer possess a finite size, the conformational space for placing the beads is restricted and the distance distribution \( p_{eq}(r) \) is shifted towards larger \( r \), but retains the shape described by equation (1.6) (see Figure 1.2 B). Therefore scaling
exponents $\nu$ different from the value $\nu = 1/2$ in equation (1.7) were introduced to describe the relation between the radius of gyration and the number of chain segments $n$ in order to allow a comparison between theory and experiment for these cases, where an analytical solution is no longer available.

$$r_G = \rho_0 \cdot n^\nu$$ (1.9)

Values for the scaling exponent are indicative for the nature of the polymer. An expanded coil (with excluded volume) leads to a value of or close to $\nu = 3/5$\textsuperscript{96,97}, a random coil to a value of $1/2$\textsuperscript{96,98} and a compact globule to a value of $1/3$\textsuperscript{99,100}. The GdmCl denatured state of different proteins was shown to follow a scaling law with $\nu = 2/3$. The interpretation of this finding was, that GdmCl unfolded proteins are random coils and that secondary structure is completely removed by the denaturant.\textsuperscript{101}

### 1.3.2. Characteristics of the ensemble of unfolded conformations

Radii of gyration measured by small angle X-ray scattering (SAXS)\textsuperscript{102} as well as hydrodynamic radii determined by NMR\textsuperscript{103} were shown to obey the scaling law of equation (1.9). Model ensembles of unfolded protein conformations generated by Monte Carlo sampling of the dihedral angles also obey the scaling law of equation (1.9) supporting the interpretation of random coil behavior of unfolded proteins.\textsuperscript{104} However, several observations strongly contradicted this interpretation. Acid or heat denatured proteins did not show random coil characteristics\textsuperscript{105} and also some proteins were found to act like outliers from the scaling law equation (1.9).\textsuperscript{106} Persisting structure\textsuperscript{107–109} or interactions\textsuperscript{110} were observed for many different unfolded or chemically denatured proteins. Also the observation, that persistent structure in the unfolded state may even show a topology similar to that of the native state\textsuperscript{111–119} has great implications not only for the lack of random coil behavior in the unfolded state, but also for folding speed\textsuperscript{118,119} as it gives evidence of an energetic bias towards the native state.

The paradigm of these contradicting results can be resolved in view of two key-publications from 2004. Fitzkee and Rose showed, that ensembles of conformations derived from a folded structure with only 8% of flexible residues and 92% of residues keeping their native secondary structure obey the scaling law of equation (1.9)\textsuperscript{120} reenforcing early warnings about drawing conclusions about random coil behavior solely from scaling laws.\textsuperscript{101,121} Additionally, Jha et al. were able to construct theoretical model ensembles for several unfolded
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proteins simultaneously showing random coil scaling of the radius of gyration and the presence of significant amounts of local backbone structure as observed by NMR. In the whole, conformational properties of unfolded proteins, like for instance residual structure, are not in contradiction with the scaling law of equation (1.9).

Several experimental technics have been established to obtain structural information on unfolded or disordered proteins. Applicable NMR techniques comprise the analysis of chemical shifts (CSs), residual dipolar couplings (RDCs), paramagnetic relaxation enhancement (PRE) and Spin relaxation. CSs give useful information on the local environment of nuclear spins (of $^1$H or $^{13}$C) for example in IDPs when compared to CSs of reference peptides or of denatured proteins. RDCs between two nuclear spins ($^1$H or $^{15}$N) can be detected if the proteins are oriented in a weak alignment medium (i.e., polyacrylamide gels or other) for regions of the protein lacking dynamic averaging. Therefore, RDCs report on local conformational order along the backbone. For the observation of transient contacts between parts of protein far apart in sequence, a spin label or extrinsic paramagnetic center can be brought into the polypeptide chain changing the relaxation of nuclear spins of the unfolded protein within a distance of 20–35 Å. SAXS can detect the radius of gyration $r_G$ of particles in a mono-disperse solution through Guinier analysis. In case of unfolded or (partly) disordered proteins the scattering intensity is a linear combination of the scattering intensities of all present radii of gyration and can be obtained by help of atomistic models of the protein. Fluorescence studies based on fluorescence resonance energy transfer (FRET) require the incorporation of two label molecules into the protein. The energy transfer rate is sensitive to distances between 10–100 Å dependent on the choice of labels and can therefore be used to determine distance distributions ($p_{eq}(r)$) or average distances ($\langle r^2 \rangle$) in unfolded proteins as will be discussed in detail in section 1.5.2.

Residue specific, high resolution, structural information can be obtained by combing these experimental methods with Monte Carlo based generation of ensembles of unfolded conformations and algorithms selecting sub-ensembles based on experimental parameters. This has been successfully applied to data from NMR and SAXS experiments, including combinations of both techniques. Sampling of dihedral angles can be performed based on dihedral angles of residues in coil conformations not involved in secondary structure like $\alpha$-helix and $\beta$-strand obtained from high resolution crystal structures. Accordingly, the picture of the unfolded state ensemble drawn by these methods is highly
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diverse. The unfolded ensemble is well described by conformations with $\phi$-$\psi$-angles also found in folded structures, so they sample the same allowed regions of the Ramachandran plot, even though there are position dependent preferences of certain regions. For example, regions with preferential sampling of $\alpha/\beta$ regions or of polyproline II (ppII) regions are identified in IDPs.\textsuperscript{127,151} Furthermore, residue resolved, native-like contacts are found by a combination of RDCs, PREs and restricted molecular dynamics simulations in denatured ubiquitin giving indication for an energetic bias towards the folded state.\textsuperscript{137} Despite the limitations mentioned above, scaling exponents still give useful information and can be used to classify unfolded/unstructured proteins as globular (folded), molten globule, pre-molten globule or native coil.\textsuperscript{158} Single molecule (sm) FRET points out that the scaling exponent $\nu$ changes with the amount of denaturant and also varies with sequence, especially with the content of charged residues in IDPs.\textsuperscript{91}

1.3.3. The wormlike chain and the chain with excluded volume

The findings summarized in the preceding section indicate, that the random coil model may be insufficient to describe overall properties of unfolded proteins due to the strict linkage between the width of the distribution and its center of mass as shown in Figure 1.2 A. In the following, two additional polymer models are discussed. The shape of the distance distribution for both models is determined by two independent parameters, which might allow a more accurate approximation of distances in real peptides.

The wormlike chain model\textsuperscript{159} describes a rather stiff, almost rod-like polymer. The polymer has an overall length $L$, which is called contour length in this context, and a persistence length $l_p$, the length over which correlations in the direction of the tangent of a point along the chain are lost. The probability distribution of end-to-end distances $p_{eq}(r)$ for a worm-like chain can be written as\textsuperscript{160}

$$p_{eq}(r) \propto 4\pi r^2 \left( 1 - \frac{r^2}{L^2} \right)^{9/2} \exp \left( -\frac{9L}{8l_p} \left( 1 - \frac{r^2}{L^2} \right)^{9/8} \right).$$ (1.10)

If the persistence length $l_p$ is increased, the (normalized) distance distribution changes from an almost symmetrical shape to a highly asymmetrical shape for large $l_p$ (see Figure 1.3 A). The worm-like chain model has been applied to unfolded proteins in many occasions, i.e. to determine the persistence length of proteins unfolded by applying force to the ends\textsuperscript{161–163}, to model loop regions in proteins\textsuperscript{164} and to compare properties like chain stiffness of different
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A B

Figure 1.3.: A: Change of the distance distribution $p_{eq}(r)$ for the wormlike chain model. The ratio $l_p/L$ is increased with colors from red, over green and blue to purple. B: Distance distribution $p_{eq}(r)$ for the Edwards model. An increase of parameter $b$ leads to a shift of the distribution towards larger distances $r$ (same color), while an increase of $\sigma$ increases the width of the distribution (colors from black over blue to pink).

Another model describing a polymer with excluded volume was proposed by Edwards\textsuperscript{167}. In this model a chain consisting of an infinite number of segments of length $l$ expands outwards from the origin of the coordinate system. The probability of finding the $n$th segment along the chain at a distance $r$ from the origin depends on the excluded volume $v$ resulting from a repulsive potential between two segments of the polymer.\textsuperscript{167}

\begin{equation}
    p_{eq}(r) \propto 4\pi r^2 \exp \left[ -\left( r - \left( \frac{2}{3} \right) \frac{v}{3\pi l} \left( n\ell \right)^{\frac{3}{2}} \right)^2 \right]
\end{equation}

(1.11)

Here, a simplified notation of this equation will be used.

\begin{equation}
    p_{eq}(r) \propto 4\pi r^2 \exp \left[ -\left( \frac{r - b}{\sigma} \right)^2 \right]
\end{equation}

(1.12)

Both parameters $b$ and $\sigma$ are generally varied, as $n$ and $l$ may not be directly related to properties of the peptide backbone. This model has been successfully applied to model distance distributions of unfolded peptides or short protein fragments.\textsuperscript{168–175}

Unfortunately, no analytical expression is known to relate the distance distribution and the
radius of gyration for both of these two models. Therefore, knowing the position of the ends of the polymer does not provide any knowledge about the position of the middle part of the polymer. The currently available experimental methods, which are sensitive to distance distributions, are insensitivity to the radius of gyration, so only a combination of different methods can provide insight on the relation between distance distributions and the radius of gyration. Still, the use of polymer models provides good approximations for distance distributions and average distances in unfolded proteins.

1.4. Dynamics in the unfolded state

Dynamics in proteins or polypeptides in general describe changes between different conformations. On the one hand, dynamics can occur within an ensemble of energetically similar conformations, which can be separated by barriers of the order of $k_B T$ or smaller. This is the case for temperature driven Brownian motion in unfolded proteins and leads to sampling of conformational space through intra-chain diffusion. On the other hand, dynamics can also occur between discrete conformations or conformational ensembles separated by barriers in free energy much larger than $k_B T$. The methods used to determine dynamics or the underlying processes probing the dynamics are required to be faster than the dynamics themselves, otherwise only the dynamic average is accessible.

1.4.1. Methods to study dynamics in the unfolded state

Dynamics in proteins occur on many different time scales. They comprise different processes like local rotations of side-chains, rearrangements in the unfolded state or in folding intermediates as well as mediated function in enzymes. Nowadays, methods suitable for studying dynamics span the whole time range relevant for proteins (see Figure 1.4). However, not for all timescales comprehensive insight is provides, so that the entire picture of dynamical process remains incomplete up to date.

Dynamics in the unfolded state take place on the timescale from early nanoseconds (ns) to microseconds (µs). Methods in this range typically determine one of the following parameters: rate constant for intra-chain loop formation $k_c$ between two sites along the unfolded chain, the mean square displacement of one site relative to another site along the chain captured by the intra-chain diffusion coefficient $D$ or the chain reconfiguration time $\tau_r$. Also methods determining the regions of conformational space sampled by the protein give some
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Figure 1.4.: Timescales of dynamics in proteins in the unfolded state and along the folding path (red). Methods used to study dynamics on different timescales (blue). Figure partly adopted from 90,176,177.

The idea of dynamics and time-scales 178.

Rate constant for intra-chain loop formation can be directly determined by monitoring the depopulation of an excited state of a chromophore attached to the peptide or protein upon van-der-Waals contact with another photo-physically active compound, if the photo-physical process is diffusion controlled. Triplet-triplet energy transfer (TTET) between xanthone and naphthalene is suitable to determine $k_e$, as both, the excitation of xanthone-triplet through intersystem crossing, as well as the Dexter-type 179 energy transfer to naphthalene, are very fast ($\approx 2$ ps). 180,181 The triplet state of xanthone shows a lifetime of 30 $\mu$s in degassed aqueous solution making it very useful to study peptide dynamics. 182 Alternatively, also energy transfer between Zn-porphyrin and a Ru(NH$_3$)$_5$ in cytochrome c have been used to obtain $k_e$. 183 Furthermore, photo-physical processes like tryptophan triplet quenching 93,165,166,184–188, photon induced electron transfer (PET) between an oxazine derivative and tryptophan 189,190 or FRET with the long lifetime donor Dbo 191–194 have been also been applied. However, if the process is not diffusion controlled, further calculations and the assumption of models are
required to obtain $k_c$.

The intra-chain diffusion coefficient $D$ describing the relative motion of two dye molecules attached to a peptide can be determined together with the distance distribution $p_{\text{eq}}(r)$ from analysis of time-resolved FRET experiments.\textsuperscript{170–175,195} This approach was first proposed by Haas et al. for unfolded polypeptides.\textsuperscript{170,171} Applied to study polymers, the approach was advanced\textsuperscript{196–199} and successfully applied to study the dynamics in a variety of peptides\textsuperscript{170,172–174,200}. The influence of intra-chain diffusion $D$ and $p_{\text{eq}}(r)$ can be described by a partial differential equation from which a fitting function for time resolved data can be obtained. However, the parameters describing $p_{\text{eq}}(r)$ and the intra-chain diffusion coefficient $D$ can be strongly correlated in the fit.\textsuperscript{170,171} To resolve this correlation the assumption was made that $p_{\text{eq}}(r)$ remains unchanged under addition of a viscous co-solvent\textsuperscript{170} or when changing the temperature\textsuperscript{201}, which may not be entirely justified. Another possibility is global analysis of measurements done with either two different fluorescence acceptors\textsuperscript{197,198} or two different donors\textsuperscript{172,199}. Approaches based on changing the properties of the fluorescence donor by adding quenching compounds to the solution\textsuperscript{196} may not be suitable for resolving correlations\textsuperscript{202}. In some cases, $p_{\text{eq}}(r)$ and $D$ can be directly obtained with relatively large error from one measurement.\textsuperscript{173,174,200} Alternatively, intra-chain diffusion coefficients $D$ are calculated from quenching rate constants $k_q$ in combination with numerically obtained distance distributions $p_{\text{num}}(r)$ based on the assumption of validity of equation (1.19).\textsuperscript{203}

Reconfiguration times can be obtained from ns fluorescence correlation spectroscopy (FCS) measurements through the determination of correlation times of photon emission of FRET chromophores.\textsuperscript{75,83,88} Further information from sm FRET experiments is contained in FRET efficiency histograms. In these histograms, photon shot noise from the dye fluorescence and noise from the detection system lead to broadening of the distribution of FRET efficiencies. Several methods have been developed to predict the width of the distribution dictated by the experimental settings.\textsuperscript{204–206} If the observed width of the histogram is wider than the width expected from shot noise, this can be interpreted as conformational dynamics occurring on the timescale slower than the binning of the experiment.\textsuperscript{207}

Accessing dynamics by molecular dynamics (MD) simulations is still challenging nowadays, especially for proteins of around 50 residues or more, due to the limited time window for one simulated trajectory. In a work-around, dynamics can be achieved even from short trajectories by applying a Markov model, identifying the Markov states and the rate constants of interconversion connecting them.\textsuperscript{208–212} By linking some of the states to for
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*Figure 1.5.:* One dimensional representation of the free energy landscape underlying the hierarchy of dynamical processes of a protein. The timescale of interconversion between different minima is determined by the height of the corresponding barrier. Chain diffusion comprises local structural changes for fast processes and larger rearrangements for slower processes. Figure based on references \(^{215,219,220}\).

example photo-physical activity of a dye molecule, simulations can be compared to experiments.\(^{213}\) In unfolded small peptides, dynamic parameters, like the rate constant for intra-chain loop formation between two sites, can be determined from the trajectories using a first passage time approach.\(^{214}\)

1.4.2. Dynamics in unfolded peptides and proteins

Parts of the dynamics of unfolded as well as folded proteins in solution are slaved to the dynamics of the solvent. Water fluctuations can be divided into two processes, one of which depends on viscosity, the second is identified by its Arrhenius like temperature dependence.\(^{215}\) In folded proteins in solution, fluctuations are dependent on water dynamics and have their origine either in the bulk solvent or in the hydration-shell.\(^{216,217}\) In a water/glycerol mixture at ambient temperature, the viscosity dependent fluctuations occur on a timescale of 10 ns, while the temperature dependent fluctuations occur on a much faster timescale of 10 ps. Fluctuations can be assigned to hierarchically organized tiers (see Figure 1.5).\(^{215,218}\) Dynamics in small unfolded peptides studied by TTET measurements also show motions on different hierarchical level as indicated by different timescales of dynamics in the ps as well as in the ns range.\(^{219}\) However, in unfolded systems, dynamics may not only be slaved
by water dynamics, but are strongly influenced by barriers imposed by the backbone itself through bond rotations or by interactions. On the ns timescale, loop formation of two sites of an unfolded peptides is well described by a single exponential kinetic in agreement with theory (equation (1.18)). \(^{182}\) The loop formation rate constants \(k_c\) of model repeat peptides like poly-(Gly-Ser) or poly-Ser peptides are length independent for short loops, and length dependent for longer loops of more than 10 residues obeying a scaling law similar to equation (1.9). \(^{182,221–223}\) The loop formation rate is influenced by the sequence of the peptide, for instance, the end-to-end loop formation is faster for poly-(Gly-Ser) peptides than for poly-Ser peptides. \(^{221,224}\) Loop formation is slowed down, if the N-terminal or C-terminal parts of the loop are extended by tail sequences. \(^{225}\) The temperature dependence of loop formation rate constants follows an Arrhenius law with activation energies in the 5–30 kJ/mol range. \(^{194,221,223,226}\) The viscosity \(\eta\) of the solvent strongly influences loop formation. End-to-end loop formation rate constants \(k_c\) are found to follow a \(\eta^{-\beta}\) dependence in mixtures of water with viscous co-solutes. \(^{227}\) In this context, \(\beta = 1\) indicates, that the full solvent viscosity \(\eta\) acts on the peptide, \(\beta < 1\) indicates that loop formation is not entirely controlled by diffusion. This relation can also be used to correct for effects of changes of solvent viscosity. The viscosity corrected loop formation rate \(k_c^{corr}\) slows down with increasing denaturant concentration. \(^{227}\)

Intra-chain diffusion coefficients \(D\) are not as systematically characterized as loop formation rate constants. Determined by the analysis of time resolved fluorescence measurements, intra-chain diffusion is found to increase with rising temperature for different fragments derived from \(\alpha\)-Synuclein \(^{174}\) and also shows a trend to increase with increasing peptide length \(^{173}\). The intra-chain diffusion coefficients observed in experiments are on the order between 0–50 Å²/ns in aqueous solution at ambient temperature. \(^{172–175}\) Intra-chain diffusion coefficients calculated from quenching rate constants \(k_q\) are found to be between 0.01 and \(\approx 200\) Å²/ns for different proteins \(^{228}\) and to decrease with increasing temperature for different variants of \(\alpha\)-Synuclein \(^{203}\).

### 1.4.3. Theory of diffusion with focus on intra-chain diffusion

To describe the behavior of particles subject to Brownian motion, Newton’s equations are extended by a stochastic force \(s\xi(t)\) leading to the Langevin equation \(^{229,230}\) or in presence
of an external force \( (F(r)) \) to the Smoluchowski equation\(^{231}\).

\[
m \ddot{r} = -f \dot{r} + s \xi(t) + F(r)
\]  

(1.13)

In this equation \( m \) is the mass of the particle, \( r \) its position vector and \( f \) is the friction coefficient. In the limit of strong friction \( f \), the corresponding Fokker-Planck equation for the probability \( p \) to find the particle at point \( r \) at time \( t \) when it started from point \( r_0 \) at time \( t_0 \) can be derived.\(^{232}\)

\[
\frac{\partial}{\partial t} p(r, t | r_0, t_0) = \left( \nabla^2 D - \nabla \frac{F(r)}{f} \right) p(r, t | r_0, t_0)
\]  

(1.14)

The diffusion coefficient \( D \) is defined through \( D = s^2/(2f^2) \). In most cases, \( D \) is assumed to be independent of the position \( r \) of the particle, but in general a position dependence of the diffusion coefficient \( D(r) \) is possible. Combined with the Boltzmann-distribution, this leads to the fluctuation-dissipation theorem\(^{233}\),

\[
\nabla D = F(r) \left( \frac{1}{f} - \frac{D}{k_B T} \right)
\]  

(1.15)

which states that the response of the system to an external force is the same as the response to an internal fluctuation, so the relaxation of the system is related to its statistical fluctuations. Including this, the Smoluchowski equation for a force \( F(r) = -\nabla U(r) \) can be written in the following form:\(^{232}\)

\[
\frac{\partial}{\partial t} p(r, t | r_0, t_0) = \nabla \cdot De^{-U(r)/k_B T} \nabla e^{U(r)/k_B T} p(r, t | r_0, t_0)
\]  

(1.16)

This equation describes diffusion in a potential \( U(r) \).

Another important consequence of the fluctuation dissipation theorem is the Einstein-Smoluchowski equation for position independent diffusion in solution, relating the diffusion coefficient \( D \) to the friction coefficient \( f \).\(^{234,235}\)

\[
D = \frac{k_B T}{f}
\]  

(1.17)

The friction coefficient \( f \) depends on solvent viscosity \( \eta \).

The above stated relations apply to free diffusion as well as to intra-chain diffusion between
two points in an unfolded protein or peptide, as both processes can be projected on one reaction coordinate and can therefore be seen as Brownian motion in one dimension. Thus, in the following, $D$ will denote the intra-chain diffusion coefficient.

In a polypeptide subject to intra-chain diffusion, two sites along the chain can encounter with a certain frequency. The probability $p(t)$, that the two sites have not encountered each other for the first time, can be approximated to decay single exponentially over time.\(^{236–238}\)

\[ p(t) \propto e^{-k_c t} \tag{1.18} \]

In this equation, $k_c$ is the rate of loop formation. It is intuitively clear, that $k_c$ depends on the intra-chain diffusion coefficient $D(r)$ and on the equilibrium distance distribution of the two points $p_{eq}(r)$. In the mean first passage time approach, the relation is given by:\(^{238}\)

\[ k_c = \left( \frac{r_{\text{max}}}{r_{\text{min}}} \int_{r_{\text{min}}}^{r_{\text{max}}} [D(x)p_{eq}(x)]^{-1} \left[ \int_{x}^{r_{\text{max}}} dy p_{eq}(y) \right]^2 \right)^{-1}. \tag{1.19} \]

However, one of the major defects in this theory, is the implicit assumption, that the relaxation of the distribution towards equilibrium is governed by one single time constant $k_c$, i.e., one intra-chain diffusion coefficient $D(r)$.\(^{238}\)

The existence of Brownian motion and intra-chain diffusion has other implication for protein folding. In order to cross a free energy barrier $\Delta G^{\ddagger}$ on the folding pathway, the polypeptide chain has to undergo intra-chain diffusion. The so called Kramers’s theory describes a diffusional attempt for crossing a barrier $\Delta G^{\ddagger}$ in free energy. Modeled as a one-dimensional process in the high viscosity limit, the rate $k$ for crossing the barrier is given.\(^{239}\)

\[ k \cong \frac{2\pi\omega\omega'}{\eta} \exp \left( -\frac{\Delta G^{\ddagger}}{k_B T} \right) \tag{1.20} \]

In this equation $\omega$ and $\omega'$ are the frequencies of the harmonic approximations of the potential-well preceding the barrier and of the potential at the barrier top. The influence of diffusion is not evident on first sight, but went into the derivation through the viscosity $\eta$, which is assumed to be the only source of friction and thus $\eta = f = k_B T / D$ (compare equation (1.17)).
1.5. Principles of Fluorescence Methods

1.5.1. Fluorescence

The emission of photons from molecule which are in an electronically excited singlet state is called fluorescence. Typical fluorophores are aromatic molecules. Upon absorption of light, they are brought to an excited singlet state, which rapidly relaxes through internal conversion or by dissipating vibrational energy (within about 1 ps) to the lowest excited singlet state $S_1$. From there, return to the ground state is possible either through emission of a photon, through non-radiative processes that dissipate energy to the surrounding or through quenching from other compounds in solution (compare Jablonski diagram in Figure 1.6). For most fluorophores, the depopulation of $S_1$ follows a single exponential with a decay time $\tau$ which lies in the range of up to 10 ns for most fluorophores. The fluorescence emission spectrum is shifted towards lower frequencies (higher wavelengths) due to the Stokes shift. The shape of fluorescence spectrum resembles a mirror image of the absorbance spectrum in many cases. The spectrum, as well as the decay time $\tau$, is mostly independent of excitation wavelength due to fast internal conversion and vibrational relaxation to the
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The ratio between the number of photons emitted by a fluorophore to the number of photons absorbed is called fluorescence quantum yield \( Q \). The natural lifetime \( \tau_n \) of the excited state \( S_1 \) in the absence of non-radiative processes and quenching corresponds to the ratio between the observed lifetime \( \tau \) and the quantum yield \( Q \).

\[
\tau_n = \frac{\tau}{Q} \tag{1.21}
\]

1.5.2. Fluorescence Resonance Energy Transfer (FRET)

Another process depopulating the excited state of a fluorophore is FRET to a second chromophore. The basis for FRET is the assumption, that the electric field around a molecule in the excited singlet state \( S_1 \) can be approximated by the field generated by a classical harmonic electric oscillator. The oscillation of the first molecule (donor D) can induce oscillations and finally excitation of another molecule (acceptor A) under resonance conditions. The electrostatic interaction energy \( E \) between two electric dipoles \( \mu_D \) and \( \mu_A \) is

\[
E \propto \frac{\mu_D \mu_A}{r^3} \tag{1.22}
\]

with \( r \) the distance between the two dipoles. The energy transfer rate \( k_{ET} \) is proportional to the square of the interaction energy \( E \) and therefore proportional to \( 1/r^6 \). Generally it is written in the following form:

\[
k_{ET} = \frac{1}{\tau_D} \left( \frac{R_0}{r} \right)^6 \tag{1.23}
\]

with the so called Förster distance \( R_0 \),

\[
R_0^6 = \frac{9000 \ln(10)\kappa^2 Q_D}{128\pi^3 N_A n^4} \int_0^\infty F_D(\lambda) \varepsilon_A(\lambda) \lambda^5 d\lambda \tag{1.24}
\]

The Förster distance \( R_0 \) depends on the spectral overlap between physical donor fluorescence spectrum \( F_D \) and acceptor extinction spectrum \( \varepsilon_A \), donor quantum yield \( Q_D \), Avogadro's number \( N_A \) and the refractive index \( n \) of the medium separating donor and acceptor. \( \kappa^2 \) depicts a factor which accounts for the relative orientation of the dipoles of the two chromophores. For geometric reasons it is between 0 (perpendicular orientation) and 4 (head-to-tail parallel orientation). For dynamic averaging (fast rotation) of the two chromophores
\( \kappa^2 = 2/3 \) and for random orientation it is 0.476\textsuperscript{244}. Despite on-going discussions, \( \kappa^2 = 2/3 \) is used in most cases. This seems justified by recent findings, that the axial vibration of chromophores is sufficient to allow FRET even in a system where the dyes are oriented perpendicular to each other.\textsuperscript{245} Using equation (1.24), the Förster distance \( R_0 \) can be determined from the fluorescence and absorbance spectra of donor and acceptor dyes. Like the fluorescence lifetime \( \tau \) and the quantum yield \( Q \), \( R_0 \) can vary strongly with the experimental conditions like linker chemistry, solvent, pH and temperature.

Typical Förster distances lie between 10–60 Å. Accordingly, FRET is a powerful tool to determine distances on the length scale of protein dimensions and was often referred to serve as "spectroscopic ruler"\textsuperscript{246,247}. In the most simple case, donor and acceptor are kept at fixed distance \( r \) by a rigid linker, which only allows free rotation of the dyes. In this case, the distance \( r \) can be determined either through measurement of the fluorescence intensity, or measurements of the fluorescence lifetimes. The FRET-efficiency \( E \), the relative amount of energy (in units of photons), transferred to the acceptor is defined as:

\[
E = 1 - \frac{Q_{DA}}{Q_D} = 1 - \frac{F_{DA}}{F_D} \quad (1.25)
\]

\( F_{DA} \) and \( F_D \) are the absolute fluorescence intensities of the donor in the presence and absence of the acceptor. Since intensity measurements depend on concentration, a more precise way is to determine the \( E \) from time resolved fluorescence measurements.

\[
F = \int_{0}^{\infty} F_0 e^{-t/\tau} \, dt = F_0 \cdot \tau \quad (1.26)
\]

The FRET-efficiency \( E \) is therefore related to the fluorescence lifetimes \( \tau_{DA} \) and \( \tau_D \) in presence and absence of the acceptor.

\[
E = 1 - \frac{\tau_{DA}}{\tau_D} \quad (1.27)
\]

The lifetimes \( \tau_{DA} \) and \( \tau_D \) can be determined from time-correlated single photon counting (TCSPC) measurements. \( \tau_{DA} \) is the decay time of the excited state population \( p^*(r, t) \) and depends on the rate of energy transfer \( k_{ET} \) (equation (1.23)):

\[
\frac{dp^*(r, t)}{dt} = -\frac{1}{\tau_D} p^*(r, t) - k_{ET}(r) p^*(r, t) = -\frac{1}{\tau_{DA}} p^*(r, t) \quad (1.28)
\]
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Figure 1.7.: A: Dependency of the FRET efficiency $E$ on the distance $r$ between the chromophores ($\bullet$). Dependence of the average FRET efficiency $\langle E \rangle$ on the midpoint $r$ of a gaussian distribution of inter-dye distances with halfwidth 0.25 $R_0$ ($\bullet$) and 0.4 $R_0$ ($\bullet$). B: Difference between average lifetime $\langle \tau_{DA} \rangle_{\text{fin}}$ determined in an experiment with finite time resolution from the correct ensemble averaged lifetime $\langle \tau_{DA} \rangle_{\text{int}}$ determined at infinite time resolution. The time resolutions are 1 % of the donor lifetime $\tau_D$ ($\bullet$), 2.5 % of $\tau_D$ ($\bullet$) and 5 % of $\tau_D$ ($\bullet$). The underlying distribution is gaussian with halfwidth 0.25 $R_0$ and midpoint $r$.

Thus, $E$ is related to $r$ through

$$E = \frac{R_0^6}{R_0^6 + r^6}$$ (1.29)

In summary, if $E$ and $R_0$ are determined from experiments, $r$ can be calculated.

FRET is successfully used to determine distances between two chromophores in folded proteins which has been proved by comparison with known X-ray structures.\cite{248,251} FRET becomes much more complex when unfolded proteins or peptides are studied. For unfolded proteins, not only one distance $r$ between two points along the polypeptide chain carrying the chromophores is expected, but rather a distribution of distances $p_{\text{eq}}(r)$. The width and exact shape of the distance distribution influences the FRET-efficiency. The correct ensemble average plays a crucial role in such an experiment. Shorter distances lead to higher FRET-efficiencies and therefore contribute more to the ensemble averaged value $\langle E \rangle$, which is directly related to the ensemble averaged fluorescence intensity $\langle F_{DA} \rangle$:

$$\langle E \rangle = \int_{r_{\text{min}}}^{r_{\text{max}}} p_{\text{eq}}(r) \frac{R_0^6}{R_0^6 + r^6} \, dr = 1 - \frac{\langle F_{DA} \rangle}{F_D}$$ (1.30)

The inter-dye distance calculated from this is:
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\[ r_{\langle E \rangle} = R_0 \left( \frac{1}{\langle E \rangle} - 1 \right)^{1/6} \] (1.31)

In general, for broad distributions, \( r_{\langle E \rangle} \) does not correspond to the correct ensemble averaged distance. Instead, the correct root mean square distance \( \langle r^2 \rangle^{1/2} \) can be calculated in the following way:

\[ \langle r^2 \rangle = \int_{r_{\text{min}}}^{r_{\text{max}}} p_{\text{eq}}(r) r^2 dr \] (1.32)

To obtain \( \langle r^2 \rangle^{1/2} \), the shape of the distribution \( p_{\text{eq}}(r) \) has to be known. In general, it is not possible to obtain \( p_{\text{eq}}(r) \) from FRET efficiency, as the mathematical information content of the latter is too low. However, when making the assumption that \( p_{\text{eq}}(r) \) obeys the random coil model (equation (1.6)) which is mathematically defined by only one parameter (compare Figure 1.2), \( \langle r^2 \rangle^{1/2} \) of the Gaussian chain can be obtained.

The equations (1.30)–(1.32) are also crucial for interpreting FRET data of systems labeled with dyes with long linkers. These linkers possess conformational freedom and fast sampling of the conformational space given by the linkers superimposed to the properties of the protein.

In case of a broad distance distribution, the time resolved fluorescence decay is not described by one single time constant, but by the continuous sum of different lifetimes \( \tau_{\text{DA}}(r) \) weighted by the probability distribution \( p_{\text{eq}}(r) \).

\[ \langle F_{\text{DA}} \rangle(t) = \int_{r_{\text{min}}}^{r_{\text{max}}} p_{\text{eq}}(r) \cdot F_0 e^{-t/\tau_{\text{DA}}(r)} dr \] (1.33)

If intra-chain diffusion is completely negligible, this can serve as a fitting function for time resolved FRET data to determine \( p_{\text{eq}}(r) \). In analogy to the more simple case of equation (1.26), the fluorescence intensity \( \langle F_{\text{DA}} \rangle \) can be calculated from this by integrating over time.

\[ \langle F_{\text{DA}} \rangle = \int_{r_{\text{min}}}^{r_{\text{max}}} \int_{t=0}^{\infty} p_{\text{eq}}(r) F_0 e^{-t/\tau_{\text{DA}}(r)} dt dr = F_0 \int_{r_{\text{min}}}^{r_{\text{max}}} p_{\text{eq}}(r) \tau_{\text{DA}}(r) dr = F_0 \langle \tau_{\text{DA}} \rangle \] (1.34)
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In this way, the FRET efficiency \( \langle E \rangle \) is related to the ensemble averaged lifetime \( \langle \tau_{DA} \rangle \).

\[
\langle E \rangle = 1 - \frac{\langle \tau_{DA} \rangle}{\tau_D} \quad (1.35)
\]

A crucial step in the experimental determination of \( \langle \tau_{DA} \rangle \) is the finite time resolution of TCSPC instruments. Thus, in reality, the lower boundary of the integration over time is \( t = \tau_{\text{min}} \), which is the smallest time constant resolvable by the instruments. This removes the contribution of the smaller distances to the ensemble average, and thus the determined \( \langle \tau_{DA} \rangle_{\text{fin}} \) for finite time resolution is smaller than the correct value \( \langle \tau_{DA} \rangle_{\text{inf}} \) obtained for infinite time resolution as shown in Figure 1.7 B. A direct comparison between \( \langle E \rangle \) obtained from intensity measurements and \( \langle E \rangle \) obtained from lifetime measurements is in general only possible if the distribution \( p_{\text{eq}}(r) \) is known, for example by applying equation (1.33) if intra-chain diffusion is negligible.

Unfolded proteins are in general not only characterized by a broad distance distribution \( p_{\text{eq}}(r) \), but also by distinct intra-chain diffusion. These dynamics in the nanosecond range can have a strong influence on FRET as will be presented in section 3.1. In this sense, FRET measurements offer the possibility to determine the intra-chain diffusion coefficient and therefore to characterize the dynamics in unfolded polypeptides.
2. Aims of research

To conceive protein folding and function, an in-depth understanding of the intrinsic physical properties of polypeptide chains in all thermodynamically relevant states is indispensable. Among these states, the unfolded state is the conformationally most versatile and serves as the starting point of the folding process. Its characterization is of particular importance for the comprehensive understanding of folding, as dynamics in the unfolded state determine the speed of a conformational search for favorable interactions. The different conformations adopted by the unfolded polypeptide chain and the dynamical processes are a result of a number of different microscopic effects from favorable or unfavorable intra-chain and chain-solvent interactions activated by thermal energy. To identify the phenomenons, which limit the dynamics and determine the conformations in the unfolded state, is the aim of this study.

**Determination of the end-to-end distance distribution and the intra-chain diffusion coefficient by timeresolved FRET measurements**

The quantitative characterization of the conformational properties and the dynamics of unfolded proteins depends on the definition of measures for these properties. A conformational measure is the average end-to-end distance of an unfolded polypeptide or the distribution of end-to-end distances in the unfolded ensemble. Conformational rearrangements in the unfolded state can be described as intra-chain diffusion. It has been shown, that the end-to-end distance distribution and the intra-chain diffusion coefficient of an unfolded polypeptide can be simultaneously determined from time-resolved FRET measurements. However, this approach suffers from shortcomings mainly from a low accuracy of the determined parameters imposed by correlations between the different parameters. Therefore, the fundamental objective of this study is to advance this approach in order to determine the end-to-end distance distribution and the intra-chain diffusion coefficient of unfolded model peptides with high accuracy.
2. Aims of research

**Do unfolded proteins behave like random coils?**

Conformational properties of unfolded proteins have classically been described by the random coil model. However, experimental evidence for a more complex behavior of unfolded proteins containing significant amounts of secondary structure or native-like structural elements questions the validity of such assumptions.

Random coil behavior of unfolded proteins can be tested by determining the end-to-end distance distribution using time resolved FRET measurements of unfolded model peptides. Repeat peptides like for example (Gly-Ser)-peptides or native loop sequences can serve as models for the unfolded state. The distance distributions of these model peptides determined by time-resolved FRET measurements, allow for a critical comparison with the distance distributions of a random coil or an excluded volume chain. To evaluate how the intrinsic properties of the polypeptide chain determine the end-to-end distance distribution, the experimental results will be compared to unfolded peptide conformations obtained by Monte Carlo (MC) simulations using hard sphere models.

**Does internal friction contribute to the dynamics in unfolded polypeptide chains?**

In a macroscopical view, conformational changes in unfolded proteins are described by intra-chain diffusion in a continuous solvent limited by frictional forces. A major source of friction is the viscosity of the solvent, but other peptide intrinsic properties like steric effects or intra-chain interactions may be a source for additional internal friction.

The coefficients of friction can be directly calculated from the intra-chain diffusion coefficients determined by time resolved FRET measurements. The determination of the friction coefficients of unfolded model peptides at different solvent viscosities allows for a separation of internal friction from solvent friction through an extrapolation to zero solvent viscosity. Accordingly, the limits for chain dynamics in the presence and absence of solvent viscosity can be identified.

**Are the conformations and dynamics of unfolded peptides affected by denaturants and stabilizing osmolytes?**

Denaturants and stabilizing osmolytes are small co-solute molecules, that affect protein stability. Denaturants act by shifting the equilibrium from the native state N towards the
unfolded state U thus unfolding proteins. In contrast, stabilizing osmolytes shift the equilibrium towards N, thus stabilizing the native state or even forcing unfolded proteins to fold. Determination of the end-to-end distance distribution and the intra-chain diffusion coefficient of unfolded model peptides in presence of different concentrations of denaturants or stabilizing osmolytes gives information on the effect of these co-solutes on the unfolded state. Comparison of the resulting conformational changes with the properties of unfolded model ensembles derived from MC simulations based on hard sphere models can contribute to a better understanding of the principles underlying co-solute induced stability changes.

**What are the properties of the free energy landscape of the unfolded state?**

Many different conformations of the polypeptide chain coexist in the unfolded state ensemble. These conformations interconvert majorly unhindered at ambient temperature. The experimentally observed single exponential kinetics for intra-chain loop formation show, that these conformations are energetically similar and that barriers in free energy separating these different conformations are relatively small compared to thermal energy. Intra-chain diffusion is thus a process taking place in a rough energy landscape.

The roughness of the energy landscape can be probed by determining the temperature dependence of the intra-chain diffusion coefficient which yields the barrier heights. Additionally, the determination of the end-to-end distance distribution allows to test for temperature-induced conformational changes of the polypeptide chain.
3. Results

3.1. End-to-end distance distribution and intra-chain diffusion coefficient determined by FRET

3.1.1. FRET in unfolded peptide systems

As stated in section 1.5.2, FRET in unfolded peptides is influenced both by the broad equilibrium distribution of distances $p_{eq}(r)$ between the chromophores as well as by intra-chain diffusion caused by Brownian motion within the unfolded system. The influence of $p_{eq}(r)$ on time-resolved FRET is given by the solution of the differential equation (1.28). This equation can be extended by a diffusional term of the Fokker-Planck type (equation (1.16)). This leads to a partial differential equation (PDE), describing the time course of the relative population $\bar{p}^*(r, t)$ of excited donor molecules.\(^{170}\)

$$\frac{\partial \bar{p}^*(r, t)}{\partial t} = -\frac{1}{\tau} \cdot \bar{p}^*(r, t) - \frac{1}{\tau} \left( \frac{R_0}{r} \right)^6 \cdot \bar{p}^*(r, t) + \frac{1}{p_{eq}(r)} \frac{\partial}{\partial r} \left( p_{eq}(r) D \frac{\partial \bar{p}^*(r, t)}{\partial r} \right)$$  (3.1)

In this equation, $r$ denotes the distance between donor- and acceptor-chromophore, $\tau$ is the lifetime of the donor in absence of an acceptor, $R_0$ is the Förster distance of the FRET-pair defined by equation (1.24) and $D$ is the intra-chain diffusion coefficient. The relative population $\bar{p}^*(r, t)$ is defined as follows:

$$\bar{p}^*(r, t) = \frac{p^*(r, t)}{p_{eq}(r)}.$$  (3.2)

The first term on the right hand side of equation (3.1) accounts for radiationless relaxation of the excited chromophore to the ground state, the second term describes the distance dependent energy transfer to the acceptor and the third term accounts for reestablishment of the equilibrium distance distribution through intra-chain diffusion.

The time-resolved fluorescence decay of the donor can be calculated from the solution
Figure 3.1.: The influence of intra-chain diffusion on FRET efficiencies increases with increasing donor lifetime $\tau$ for a FRET pair with Förster distance $R_0 = 20 \text{ Å}$ (—) and a FRET pair with $R_0 = 30 \text{ Å}$ (—).

\[
\bar{p}^*(r, t) \text{ of the PDE (equation (3.1)).}
\]

\[
F(t) = \int_{r_{\text{min}}}^{r_{\text{max}}} \bar{p}^*(r, t) \cdot p_{eq}(r) \, dr
\]  

(3.3)

No analytical solution for the PDE (equation (3.1)) is known, so it has to be solved by numeric approximation of the solution.

Several important implications are based on this PDE. The FRET efficiency $\langle E \rangle$ (equation (1.25)) as well as the time-resolved fluorescence $F(t)$ can be significantly influenced by intra-chain diffusion. This influence is particularly strong for donor chromophores with a long lifetime $\tau$ as shown in Figure 3.1. Additionally taking into count the influence of a broad distance distribution as shown in section 1.5.2 Figure 1.7, the difficulties in directly interpreting FRET efficiencies for unfolded peptides becomes obvious. For instance, intra-chain diffusion always increases $\langle E \rangle$, while the width of the distance distribution can either decrease or increase $\langle E \rangle$ depending on the relative position of the distribution compared to the Förster distance $R_0$. As $\langle E \rangle$ also depends on the position of the center of mass of the distribution, direct interpretation of FRET efficiency with respect to intra-chain diffusion is not straightforward. Instead, the time-resolved fluorescence decay will be considered.

The influence of both, the broad distance distribution and intra-chain diffusion on time-resolved fluorescence is depicted in Figure 3.2. The broad distance distribution leads to
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![Figure 3.2: Time-resolved fluorescence decay calculated from equations (3.1) and (3.3) with $\tau = 1$ ns (A) and $\tau = 128$ ns (B). Donor only decay (---), donor fluorescence decay in presence of the acceptor ($R_0 = 20$ Å) for a broad distance distribution with $b = 12.5$ Å and $\sigma = 13.5$ Å calculated in the absence of intra-chain diffusion (—) and in the presence of intra-chain diffusion with $D = 10$ Å$^2$ns$^{-1}$ (—). The influence of intra-chain diffusion on the signal is much stronger for the donor with long lifetime (B).](image)

deviations from a single exponential fluorescence decay. The influence of intra-chain diffusion is weak for donor chromophores with relatively short lifetime of $\tau = 1$ ns, while the effect is very pronounced for donors with long lifetime of $\tau = 128$ ns (compare red and blue traces in Figure 3.2 A and B). The fluorescence decay is significantly faster for pronounced intra-chain diffusion than for negligible intra-chain diffusion. Moreover, the fluorescence decay of donors with long lifetime $\tau$ can be well approximated by a single exponential decay when intra-chain diffusion is pronounced.

### 3.1.2. Analyzing FRET experiments under consideration of intra-chain diffusion

The equations (3.1) and (3.3) can be used to numerically calculate the time-resolved fluorescence decay for a specific intra-chain diffusion coefficient $D$ and a specific model for $p_{eq}(r)$. Different possibilities for $p_{eq}(r)$ were presented in section 1.3.1 and 1.3.3. The models differ in the shape of the distribution and in the number of free parameters mathematically defining the shape. The random coil or Gaussian chain model is defined by only one free parameter, the mean square distance $\langle r^2 \rangle$, while two free parameters are needed to determine the worm like chain and the chain with excluded volume. In view of the complex conformational properties of unfolded proteins discussed in section 1.3.2, it is certainly ap-
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It is appropriate to use one of the mathematically more complex models in order to obtain a less biased modeling of unfolded peptides. In the following, the focus will therefore be on the excluded volume model (see section 1.3.3).

Consequently, the solution of the PDE depends on three free parameters, the intra-chain diffusion coefficient $D$, as well as the parameters $b$ and $\sigma$ from the model for $p_{eq}(r)$ in equation (1.12). The time-resolved fluorescence of an unfolded peptide labeled with two different chromophores at specific positions can be experimentally measured by TCSPC. The donor lifetime $\tau$ and the Förster distance $R_0$ are characteristic for each FRET pair and can be determined in separated experiments. The experimental data can be analyzed by a fit with the function $F_{D,b,\sigma}(t)$ (equation (3.3)). In the fitting procedure, the average squared difference $\chi^2_R$ between the $i$th datapoint $F_{\text{exp}}(t_i)$ and the function $F_{D,b,\sigma}(t_i)$ is minimized by varying the free parameters.

$$\chi^2_R = \frac{1}{n - p} \sum_{i=1}^{n} \frac{(F_{\text{exp}}(t_i) - F_{D,b,\sigma}(t_i))^2}{(\Delta F_{\text{exp}}(t_i))^2}$$

(3.4)

Thus, the hyper surface $\chi^2_R(D, b, \sigma)$ in 3-dimensional space spanned by the 3 fitting parameters is searched for a minimum. In the ideal case, this hyper surface has one well defined global minimum at $(D_{\text{fit}}, b_{\text{fit}}, \sigma_{\text{fit}})$ determined from the converging optimization in the fitting process. If $F_{D,b,\sigma}^{\text{fit}}(t)$ gives a satisfying description of the experimental data, i.e., if $\chi^2_R$ is close to 1 and there are no significant residuals, the solution is assumed to be close to the real values $(D_{\text{fit}} \approx D_{\text{real}}, b_{\text{fit}} \approx b_{\text{real}}, \sigma_{\text{fit}} \approx \sigma_{\text{real}})$ and to give a good approximation of reality.

3.1.3. Experimental design

In order to determine the intra-chain diffusion coefficient, $D$, and the end-to-end distance distribution $p_{eq}(r)$ of an unfolded polypeptide, an appropriate pair of chromophores (FRET pair) needs to be found. The FRET pair has to fulfill several requirements. Both chromophores should be compatible with peptide chemistry so that they can be attached to the peptide by linkers small in comparison with the peptide chain studied. Neither the linker, nor the peptide should interfere with the chromophores significantly changing their photophysical properties. The disturbance of the unfolded peptide by the chromophores should be kept small, requiring the chromophores to be similar in size to side chains of natively occurring amino acids. The lifetime $\tau$ of the selected donor should be long enough to allow for an influence of intra-chain diffusion on the measured fluorescence signal. The Förster distance $R_0$ of the FRET pair should be in the range of the root means square distance between
the chromophores in the unfolded peptide to guarantee FRET to be most sensitive to differences in distances. The Förster distance $R_0$ is mostly determined by the spectral position of the overlap between donor emission and acceptor absorbance due to the $\lambda^4$ dependence in equation (1.24). Thus, values for $R_0$ typically increase with the emission wavelength of the donor. The absorption wavelength of an aromatic molecule is related to the size of the $\pi$-electron system. Thus the absorbance of small chromophores is in the ultraviolet (UV) range and corresponding Förster distances are in the range between 10 - 30 Å. This limits the length of the poly-peptide used in this study as the root mean square end-to-end distances of a polypeptide increases with chain length. Three different FRET pairs were characterized and tested for their applicability. As a model peptide, a glycine-serine sequence of 8 repeats, (GS)$_8$, was chosen. In Table 3.1 the FRET pairs consisting of 7-amino-4-methyl-3-coumarin (AMCA)$^1$ and 2,4-dinitrophenyl (DNP), naphthalene (Naph) and dansyl (Dans), as well as of pyrene (Pyr) and Dans are presented together with their chemical structure and their photo-physical characteristics when attached to a (GS)$_8$ peptide.

3.1.4. Determination of the intra-chain diffusion coefficient by global analysis of different FRET experiments

The time-resolved fluorescence of a (GS)$_8$ peptide labeled with the Pyr/Dans FRET pair at or near the termini dissolved in water was recorded by TCSPC. A fit of $F_{D,b,\sigma}(t)$ to the data resulted in $\chi^2_R(D_{\text{fit}},b_{\text{fit}},\sigma_{\text{fit}}) = 1.13$ and random distribution of the residuals indicating that the data is well described by the fitting function. In order to determine the errors of the obtained fitting parameters $D_{\text{fit}},b_{\text{fit}}$, and $\sigma_{\text{fit}}$ and to show, that the fit converged to a well defined minimum in the $\chi^2_R(D,b,\sigma)$ hyper surface, projections of this hyper surface on each fitting parameter were calculated. In case of the fitting parameter $D$ for example, the projection is a function $\chi^2_R(D,b_{\text{fit}}(D),\sigma_{\text{fit}}(D))$. Every point in this function is calculated by varying $b$ and $\sigma$ while keeping $D$ fixed. This method is often referred to as support plane analysis. The calculated projection for $D$ together with the statistical confidence level is shown in Figure 3.3 A, the ones for the other two parameters in the Figures 3.3 B and C. In the case of Pyr, there is hardly any defined minimum observable for $D$ and it can’t be determined whether the parameter $b$ has a finite value or tends towards zero. It is therefore not possible to determine the intra-chain diffusion coefficient $D$ or the other parameters from this experiment.

$^1$In this study, this abbreviation is used for aminomethylcoumarin acetic acid linked to a polypeptide chain under reaction of the acid group.
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Table 3.1.: Overview of FRET pairs, the lifetimes $\tau$ of the donors and the Förster distances $R_0$ when attached to a $(GS)_8$ peptide dissolved in 10 mM KPh buffer at pH 7 and 22.5°C.

<table>
<thead>
<tr>
<th>Donor</th>
<th>Acceptor</th>
<th>$\tau$ (ns)</th>
<th>$R_0$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7-amino-4-methyl-3-coumarin (AMCA)</td>
<td>2,4-dinitrophenyl (DNP)</td>
<td>5</td>
<td>31</td>
</tr>
<tr>
<td>naphthalene (Naph)</td>
<td>dansyl (Dans)</td>
<td>38</td>
<td>19</td>
</tr>
<tr>
<td>pyrene (Pyr)</td>
<td>dansyl (Dans)</td>
<td>150</td>
<td>22</td>
</tr>
</tbody>
</table>

even though $D$ has a strong influence on the time-resolved fluorescence of the long lifetime donor Pyr.

Repeating the experiment and the fit with a $(GS)_8$ peptide labeled with the FRET pair AMCA/DNP, which comprises a rather short lifetime donor, gives a $\chi^2_R(D_{fit}, b_{fit}, \sigma_{fit}) = 0.95$ and randomly distributed residuals. Calculating the projection $\chi^2_R(D, b_{fit}(D), \sigma_{fit}(D))$ a minimum is indeed observed defining lower and upper limits for $D_{fit}$ as shown in Figure 3.3 A. In the same sense, limits can be defined for the parameter $\sigma$ as shown in Figure 3.3 C. In contrast, only an upper limit can be fixed for the parameter $b$. The better definition of the parameters in this fit compared to the fit of the Pyr/Dans peptide probably stems from the higher mathematical information content of the non-exponential fluorescence decay in this case. Despite these minor improvements, the minima are still flat and expand over a rather wide range of possible values so the definition of the parameters is still weak and a correlation between the parameters remains.

To remove this correlation between fitting parameters, data with a higher mathematical information content is required. Accordingly, the two datasets from the AMCA/DNP labeled
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Figure 3.3.: A, C, E: Support plane analysis for the fits of $F_{D,b,\sigma}(t)$ (equation (3.3)) to the TCSPC data of one FRET pair. For the Pyr/Dans labeled (GS)$_n$ peptide (◦), the calculated projections do not cross the 67 % confidence level within the range of the graphs indicating a very large error of the fitting parameters. For the AMCA/DNP labeled peptide (•) limits for the fit parameters can be defined. B, D, F: Support plane analysis for the global fit of data of the Pyr/Dans and the AMCA/DNP FRET pair (•). The calculated projections on the respective global fit parameters have parabolic shape and cross the 67 % confidence level indicating finite error ranges of the fit parameters.
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**Global fit**

![Graph showing fluorescence vs. time](image)

**Residuals of global fit**

![Graph showing residuals vs. time](image)

**Figure 3.4.** The raw data of a (GS)$_8$ peptide labeled with the AMCA/DNP FRET pair (—) and labeled with the Pyr/Dans FRET pair (—). The global fit is shown (—), the residuals are of the global fit. The measurements were carried out in 10 mM potassium phosphate buffer at pH 7.0 and 22.5°C.

and from the Pyr/Dans labeled (GS)$_8$ are combined in a global analysis. To achieve this, the global hyper surface $\chi^2_{R,\text{global}}(D, b, \sigma)$ is searched for a minimum.

$$\chi^2_{R,\text{global}}(D, b, \sigma) = \frac{1}{2} \left( \chi^2_{R,\text{amc}}(D, b, \sigma) + \chi^2_{R,\text{pyr}}(D, b, \sigma) \right)$$

(3.5)

The global fit results in $\chi^2_{R,\text{global}}(D_{\text{fit}}, b_{\text{fit}}, \sigma_{\text{fit}}) = 1.04$. The fitted experimental data and the corresponding residuals of the global fit are shown in Figure 3.4. The nearly parabolic shape of the calculated projections of $\chi^2_{R,\text{global}}$ in the support plane analysis in Figure 3.3 B, D and F proofs, that the minimum $\chi^2_{R,\text{global}}(D_{\text{fit}}, b_{\text{fit}}, \sigma_{\text{fit}})$ is well defined and narrow. The resulting parameters $D_{\text{fit}}, b_{\text{fit}}$ and $\sigma_{\text{fit}}$ are summarized in Table 3.3 together with their 67 % confidence intervals.

In conclusion, the intra-chain diffusion coefficient and the end-to-end distance distribution of a (GS)$_8$ peptide can be reliably determined from time-resolved FRET measurements by
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Table 3.2: Results from global analysis of time-resolved FRET data and the corresponding parameters for the chain with excluded volume model.

<table>
<thead>
<tr>
<th></th>
<th>results</th>
<th>confidence intervals</th>
<th>relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>global fit</td>
<td>lower</td>
<td>upper</td>
</tr>
<tr>
<td>$D$ ($\text{Å}^2\text{ns}^{-1}$)</td>
<td>33.9</td>
<td>-4.7</td>
<td>+6.9</td>
</tr>
<tr>
<td>$b$ ($\text{Å}$)</td>
<td>12.4</td>
<td>-0.9</td>
<td>+0.8</td>
</tr>
<tr>
<td>$\sigma$ ($\text{Å}$)</td>
<td>13.6</td>
<td>-0.3</td>
<td>+0.2</td>
</tr>
</tbody>
</table>

Global analysis of data from the two different FRET pairs AMCA/DNP and Pyr/Dans.

3.1.5. Generalization of global analysis method

In case of the (GS)$_8$ peptide in water, the intra-chain diffusion coefficient and the end-to-end distance distribution $p_{eq}(r)$ could be successfully determined by global analysis of time-resolved FRET data of two different FRET pairs. However, this does not proof, that this method will be successful under different solvent conditions or for other peptides with unknown and maybe completely different values for $D$, $b$ and $\sigma$. To test the applicability of the global analysis method to the general case, the theoretical time-resolved fluorescence $F_{D,b,\sigma}(t)$ was characterized for a wide range of parameters. At first, the theoretical fluorescence $F_{D_0,b_0,\sigma_0}(t)$ is calculated for a certain triple of parameters $(D_0, b_0, \sigma_0)$ for one FRET pair. $F_{D_0,b_0,\sigma_0}(t)$ is compared the theoretical fluorescence signal $F_{D_i,b_i,\sigma_i}(t)$ of another triple $(D_i, b_i, \sigma_i)$. The two signals $F_{D_0,b_0,\sigma_0}(t)$ and $F_{D_i,b_i,\sigma_i}(t)$ are considered to be indistinguishable if their (time) averaged difference is smaller than the typical error in a time resolved FRET experiment. This error can be estimated based on the known uncertainty of the data points in a TCSPC experiment caused by the signal to noise ratio, the total number of data points, the time resolution and the dark counts. By testing a large enough number of triples $(D_i, b_i, \sigma_i)$ for their indistinguishability from the first triple $(D_0, b_0, \sigma_0)$, it can be estimated, how large the uncertainty of the first triple $(D_0, b_0, \sigma_0)$ would be in the fit.

Accordingly, calculations of $F_{D_i,b_i,\sigma_i}(t)$ were performed for 15,510 triples for $D_i$ between 2.4 $\text{Å}^2\text{ns}^{-1}$ and 50 $\text{Å}^2\text{ns}^{-1}$, $b_i$ between 6.8 $\text{Å}$ and 34.5 $\text{Å}$ and $\sigma_i$ between 10 $\text{Å}$ and 20 $\text{Å}$ for all three FRET pairs displayed in Table 3.1. Physically meaningless combinations of $b$ and $\sigma$ were discarded. The results can be visualized in 3-dimensional graphs as shown in Figure 3.5 and Figure 3.6. In these figures, a triple $(D_0, b_0, \sigma_0)$ is marked by a filled circle in the
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Figure 3.5.: Sensitivity of the calculated fluorescence signal \( F_{D_0,b_0,\sigma_0}(t) \) towards changes in \( D, b \) and \( \sigma \). The graphs shown are based on \( D_0 = 30.91 \text{ Å}^2\text{ns}^{-1}, b_0 = 12.68 \text{ Å}, \sigma_0 = 13.48 \text{ Å} \) as marked (◦). All parameter sets \( (D_i,b_i,\sigma_i) \) that would produce a \( F_{D_i,b_i,\sigma_i}(t) \) which is within the typical experimental uncertainty of \( F_{D_0,b_0,\sigma_0}(t) \) are marked by colored circles. The colors scale with the values of the parameters to highlight the depth effect, the size of the circles has an arbitrary value. Beneath the graphs, the lower and upper limits of the parameters are shown. The numbers are marked in blue, if the value corresponds to the limits of tested values for the parameter indicating that the actual error of the parameter is probably larger. A and B correspond to fits of data of one FRET pair, C corresponds to the global analysis.

3-dimensional space spanned by the positive \( D-, b- \) and \( \sigma- \)axis. All triples \( (D_i,b_i,\sigma_i) \) having a fluorescence signal \( F_{D_i,b_i,\sigma_i}(t) \) within error of \( F_{D_0,b_0,\sigma_0}(t) \) are equally marked in color by filled circles. The colored regions then have the shape of bent planes of finite thickness, which stretch out over the whole tested parameter range (see Figures 3.5 A and B). This indicates, that the error of the fit parameters is larger than the probed parameter range due to a strong correlation of the fit parameters.

To simulate a global fit, both theoretical fluorescence signals \( F_{D_0,b_0,\sigma_0}^{\text{AMCA/DNP}}(t) \) and \( F_{D_0,b_0,\sigma_0}^{\text{Pyr/Dans}}(t) \) as well as their typical experimental errors should be considered. Thus, for the global fit, \( (D_i,b_i,\sigma_i) \) is only within error range of \( (D_0,b_0,\sigma_0) \) if both theoretical fluorescence signals \( F_{D_0,b_0,\sigma_0}^{\text{AMCA/DNP}}(t) \) and \( F_{D_0,b_0,\sigma_0}^{\text{Pyr/Dans}}(t) \) are within the typical experimental error of \( F_{D_0,b_0,\sigma_0}^{\text{AMCA/DNP}}(t) \) and \( F_{D_0,b_0,\sigma_0}^{\text{Pyr/Dans}}(t) \). In the 3-dimensional graphs, this corresponds to the cross-section of the two
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**Figure 3.6.** Sensitivity of the calculated fluorescence towards changes in the parameters (see Figure 3.5 for details). A: fit of data of the Naph/Dans FRET pair. B, C: global analysis of the Naph/Dans data with one of the other FRET pairs. D: global analysis of all three FRET pairs.

colored regions in the graphs for AMCA/DNP and Pyr/Dans as shown in Figure 3.5 C. By help of this procedure very different parameter sets \((D_0, b_0, \sigma_0)\) can be tested for their correlation in the fit and especially for the possibility of removing the correlation by global analysis. This gives the possibility to design experiments for example for high solvent viscosities with weak intra-chain diffusion or high temperatures with strong intra-chain diffusion. Furthermore, this procedure allows to compare error bars for arbitrary parameters \(D_0, b_0\) and \(\sigma_0\) in normal and global fits and for different FRET pairs. Consequently, it is also possible to test another FRET pair, i.e., Naph/Dans, for the applicability to determine \(D\) and \(p_{eq}(r)\). A fit of only the Naph/Dans data alone would give
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very similar results as the single fits of Pyr/Dans or AMCA/DNP as shown in Figure 3.6 A. The Naph/Dans pair was combined in a global analysis with AMCA/DNP (Figure 3.5 B) and with Pyr/Dans (Figure 3.5 C). The error of the fit parameters in global analysis of Naph/Dans and Pyr/Dans data would be quite large, while the error in global analysis of AMCA/DNP and Naph/Dans data is similar to the error for Pyr/Dans and AMCA/DNP. It was further tested if a global analysis of all three FRET pairs could narrow the error range of the fit parameters, but for most parameter sets \((D_0, b_0, \sigma_0)\) no improvement was observed. Therefore, the supplementary expense of including another FRET pair in the experiments doesn’t seem to be necessary.

3.1.6. Summary and discussions

The analysis showed, that the combination of time-resolved FRET measurements involving donors with long and short lifetimes with global data analysis is well-suited to determine the end-to-end distance distribution \(p_{eq}(r)\) and the intra- chain diffusion coefficient \(D\) of unfolded polypeptides. This approach allows the accurate determination of all parameters with small errors as shown by the support plane analysis. While imprecise values for the parameters could be obtained using a single short lifetime donor, single long lifetimes are not applicable to define the parameters. Theoretical studies including up to 3 donor lifetimes showed, that combination of AMCA \((\tau \approx 5\,\text{ns})\) and Pyr \((\tau \approx 150\,\text{ns})\) is the best choice for investigating unfolded peptides. No significant improvement of precision of the parameters can be obtained by including Naph \((\tau \approx 40\,\text{ns})\) as a third donor, or by combining Naph with one of the other two donors.

The global analysis approach is a significant improvement over the use of one single FRET pair as has been used in investigations of the proteins \(\alpha\)-synuclein\(^\text{173,174}\), p53\(^\text{175}\) and RNase S-peptide\(^\text{200}\). The major drawback of using a single FRET pair is the large error originating in the strong correlation of the fit parameters.

Global analysis of FRET measurements with two different donor lifetimes allows to monitor changes of \(p_{eq}(r)\) and \(D\) induced by changing solvent viscosity or temperature as all fit parameters can be determined independently. This is a drastic improvement over methods trying to reduce the correlation between the fit parameters by global analysis of data of one single FRET pair at varying viscosity\(^\text{170}\) or temperature\(^\text{201}\). In both these cases it has been assumed that \(p_{eq}(r)\) is not influenced by the change in external conditions and therefor the diffusion coefficient for each condition (viscosity or temperature) could be determined.
However, if $p_{eq}(r)$ does indeed change, the resulting intra-chain diffusion coefficients are biased.

The choice of the chromophores in the global analysis critically determines the parameter range within which $D$ can be accurately determined. The determination of $D$ under conditions slowing down diffusional processes like high solvent viscosity or low temperature is most accurate if a long lifetime donor is combined with a short lifetime donor as shown by the theoretical studies. These studies further indicate, that this combination of long and short lifetime donors is an improvement over the use of two donors with long and intermediate lifetimes in the global analysis as has been used before\textsuperscript{172}.

Global analysis methods involving two FRET pairs (either with different acceptors or different donors) have been applied to determine $p_{eq}(r)$ and $D$ of alkyl chains.\textsuperscript{197–199} For alkyl chains, the inclusion of a long lifetime donor was not necessary due to the intrinsically strong intra-chain diffusion (around $110 \, \text{Å}^2 \text{ns}^{-1}$).\textsuperscript{198} As the intra-chain diffusion in peptides in aqueous solution with $D = 33.9 \, \text{Å}^2 \text{ns}^{-1}$ is smaller by a factor of three, the use of a long lifetime donor is more important if the diffusion coefficient should be determined with high accuracy.

Intra-chain diffusion not only increases FRET in time-resolved or steady state ensemble based measurements, but also when FRET within a single molecule is studied. Even though the influence of diffusion on the FRET efficiency decreases with decreasing donor lifetime, it is not negligible at donor lifetimes of around 4 ns widely used in single molecule experiments as can be seen from Figure 3.1. The more intra-chain diffusion contributes to FRET, the shorter the intra-chain distances appear when intra-chain diffusion is discard and consequently differ significantly from the real distances.

It has also been proposed to remove the correlation of parameters determined from an experiment of one single FRET pair by adding a quencher to reduce the donor lifetime $\tau$ and globally analyzing the data in presence and in absence of the quencher.\textsuperscript{253} This method has recently been questioned by the argument, that the relevant lifetime in the PDE (equation (3.1)) is the natural lifetime $\tau_n = \tau/Q$ (equation (1.21)) as the quantum yield $Q$ enters the PDE through the Förster distance, $R_0^6 \propto Q$.\textsuperscript{202} When adding a quencher, the natural lifetime should stay indeed unaffected. However, the approach of using different donor lifetimes as used here is based on a real difference between the respective donor lifetimes $\tau$ and also between the related natural lifetimes $\tau_n$ of the chromophores in use, even though this approach has also been questioned\textsuperscript{202}. The fluorescence decays in presence of the acceptor (see Figure 3.4) occur on very different absolute timescales showing average decay times of
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\[ \tau_{av} = 0.8 \text{ ns and } 13 \text{ ns for the (GS)}_8 \text{ peptide with AMCA/DNP and Pyr/Dans respectively.} \]

These aspects, together with the careful analysis of the support planes and the theoretical studies show, that with global analysis of short and long lifetime FRET measurements \( p_{eq}(r) \) and \( D \) can be accurately determined.
3.2. Unfolded model peptides

The unfolded ensemble of a protein consists of many different conformations. Each conformer in the ensemble is characterized by the dihedral angles $\phi$, $\psi$ and $\omega$ of the residues as well as by overall properties of the polypeptide chain like the end-to-end distance $r$ or the radius of gyration $r_G$. Consequently, the whole unfolded ensemble is characterized by the distribution of these parameters.

In the following, two model peptides, which are unfolded under physiological conditions, will be used to study the properties of the unfolded state. Firstly, the end-to-end distance distribution and the dynamics acting on end-to-end distance are determined by global analysis of time resolved FRET experiments. This approach allows a critical comparison between unfolded peptides and theoretical polymer models, i.e. the random coil model, the worm-like chain model and the chain with excluded volume model that were presented in section 1.3. Additionally, MC simulations of unfolded peptide conformations were carried out elucidating that the end-to-end distance distribution is imposed by the distribution of dihedral angles.

3.2.1. Glycine-Serine repeat peptides

Glycine-serine repeat peptides ((GS)$_x$ peptides) are widely used as models for the unfolded state and as model systems for studies of dynamics in the unfolded state.\textsuperscript{182,219,221,225,227,254} Due to the repeat sequence, they lack secondary structure\textsuperscript{172} and can serve as models for the unfolded state under physiological conditions. The high content of glycine results in a high flexibility of the peptide, as the lack of a side chain for glycine allows for more conformational freedom of the $\phi$- and $\psi$-angles. No salt-bridges or hydrophobic interactions can be formed within a (GS)$_x$ peptides as no charged or non-polar side-chains are present. However, hydrogen bonds (H-bonds) can be formed within the polypeptide chain, or from the chain to solvent molecules. Thus, (GS)$_x$ peptides are good model systems to test for H-bonds in the unfolded state.

Distinct intra-chain diffusion is expected for (GS)$_x$ due its high flexibility. For instance, loop formation is faster in (GS)$_x$ peptides than in poly-serine peptides or native sequences of same length.\textsuperscript{221,224} For small chains, the loop formation rate constant of (GS)$_x$ peptides reaches a limiting value, while it scales with the number of residues for longer chains, $k_c \propto n^{-1.7}$.\textsuperscript{224} The (GS)-peptide used in the present study consists of 16 residues between
the FRET labels (see Figure 3.7) and consequently the scaling law holds. Therefore, a \((\text{GS})_8\) peptide is an interesting system to test whether the random coil model is applicable.

### 3.2.2. EF-loop from Parvalbumin

In order to compare the properties of the \((\text{GS})\)-repeat peptide to the properties of naturally occurring peptide sequences, a fragment from \(\beta\)-carp parvalbumin, a calcium binding protein, was chosen. The native structure of parvalbumin in the presence of calcium consists of several \(\alpha\)-helices connected by loop regions. The peptide fragment PV(EF) used here (see Figure 3.8), links the two helices of the EF-hand motive responsible for binding one of the
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Figure 3.9.: End-to-end distance distributions for the two model peptides (GS)$_8$ and PV(EF) as obtained from global analysis of time resolved FRET experiments. The distance distributions clearly differ from the distance distribution of the random coil model.

calcium ions. In the isolated PV(EF), no secondary structure is formed in the presence and absence of calcium as indicated by the circular dichroism spectra. The EF-loop PV(EF) has 7 charged side-chains, several hydrophobic groups and 4 glycines. Measurements of the end-to-end loop formation by TTET have revealed a time constant of 53 ns, which is similar to the loop formation time constant of poly-serine of the same length and slightly faster compared to other natural sequences.

3.2.3. End-to-end distance distribution and intra-chain diffusion coefficient

The two model peptides were chemically synthesized and modified with the corresponding FRET chromophores at the positions indicated in Figure 3.7 and 3.8. In both cases, the positions of the chromophores are separated by 16 amino acids. For the determination of the intra-chain diffusion coefficients and end-to-end distance distributions, the two different FRET-pairs AMCA/DNP and Pyr/Dans were used as described in section 3.1. Donor-only and acceptor-only labeled peptides were used for the determination of the corresponding donor lifetimes $\tau$ and the Förster distances $R_0$ (see chapter A). Time resolved fluorescence decays for the double labeled peptides in 10 mM potassium phosphate buffer (pH 7) were recorded using TCSPC. The data was analyzed by the global method described in section 3.1.4. Satisfactory fits could be obtained for both peptides using the end-to-end distance distribution $p_{eq}(r)$ of a chain with excluded volume (equation (1.12)) as shown in Figure 3.9. Intra-chain diffusion is faster for (GS)$_8$ with a diffusion coefficient of 33.9 Å$^2$ns$^{-1}$ than
for PV(EF) with a diffusion coefficient of 25.6 Å²ns⁻¹. The root mean square end-to-end
distance is larger for PV(EF) with \( \langle r^2 \rangle^{1/2} = 26.5 \) Å than for (GS)₈ with \( \langle r^2 \rangle^{1/2} = 23.5 \) Å.
For both peptides, the distance distribution differs from the one expected for a random coil.
The difference is explicitly given through the parameter \( b \) of the of the excluded volume
chain model. If \( b \) tends towards zero, the end-to-end distance distribution of the excluded
volume model tends towards the distribution of the random coil model. Due to the accurate
determination of the parameter \( b \) by global analysis, the random coil model can be excluded.
The values for the parameters \( b \) and \( \sigma \) are summarized in Table 3.3.

3.2.4. The chain with excluded volume as a model for unfolded peptide
conformations

The non-random coil like distribution of end-to-end distances is related to intrinsic prop-
erties of the poly-peptide chain. One possibility in this context is that unfolded peptides
behave like polymers with excluded volume. The parameters \( b \) and \( \sigma \) are directly related to
properties of the chain with excluded volume, i.e. \( \sigma \) is related to the number \( n \) of chain seg-
ments and to the length \( l \) of each segment, while \( b \) is related to \( n, l \) and the excluded volume
\( v \) (see equation (1.11)). To simplify the calculations instead of \( n \cdot l \) the contour length of the
polymer \( L \) is written.

\[
\sigma^2 = \frac{20}{27} L l \\
b = \left( \frac{5}{3} \right)^{\frac{3}{2}} \left( \frac{1}{3\pi} \right)^{\frac{1}{2}} \left( \frac{4}{3\pi R^3} \right)^{\frac{1}{2}} \left( \frac{1}{7} \right)^{\frac{1}{2}} L^{\frac{2}{3}}
\]  (3.6) (3.7)

In equation (3.7) the excluded volume \( v = 4/3\pi R^3 \) is used, with \( R \) the smallest possible
distance between two arbitrary points along the chain resulting from a hard sphere repulsion.
Thus, the volume \( v \) of a sphere of radius \( R \) around every point along the chain is devoid of
other chain segments. By help of the equations (3.6) and (3.7), values for \( l \) and for the
radius \( R \) of the excluded volume can be calculated for a given contour length \( L \). Here we
assume a contour length \( L = 64.6 \) Å according to a distance of 17 residues of length 3.8 Å
separating the FRET labels. The resulting values for \( l \) and \( R \) are summarized in Table 3.3.
For (GS)₈ values of \( l = 3.85 \) Å and of \( R = 1.3 \) Å are found, while for PV(EF) \( l = 4.45 \) Å
and \( R = 1.9 \) Å. The calculated segment lengths \( l \) are close to the value 3.8 Å expected for
the length of one amino acid in a peptide. However, the values for the minimal allowed
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Table 3.3.: Results from global analysis of time resolved FRET data and the corresponding parameters for the chain with excluded volume model.

<table>
<thead>
<tr>
<th></th>
<th>diffusion coefficient $D$ (Å$^2$ns$^{-1}$)</th>
<th>parameter $b$ (Å)</th>
<th>parameter $\sigma$ (Å)</th>
<th>contour length $L$ (Å)</th>
<th>segment length $l$ (Å)</th>
<th>radius (excluded volume) $R$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(GS)$_8$</td>
<td>33.9</td>
<td>12.4</td>
<td>13.6</td>
<td>64.6</td>
<td>3.85</td>
<td>1.3</td>
</tr>
<tr>
<td>PV(EF)</td>
<td>25.6</td>
<td>15.3</td>
<td>14.6</td>
<td>64.6</td>
<td>4.45</td>
<td>1.9</td>
</tr>
</tbody>
</table>

distance of two chain segments appear to be very small. The van der Waals radius of carbon is 1.7 Å and the van der Waals radius of nitrogen is 1.55 Å, resulting in a minimal possible distance between two carbon atoms of around 3.4 Å. Thus the minimal possible distances $R$ found here are too small by a factor of 2–3. The small values for $R$ could be due to a potential of interaction between two segments along the polymer which differs from a hard sphere potential and comprises for example additional attractive interactions. It should also be noted, that the inclusion of steric repulsion into the random walk model does not lead to end-to-end distance distributions described by equation (1.12) but to distance distributions still well described by the random coil model as has been shown in Figure 1.2 B in section 1.3.1.

3.2.5. Monte Carlo modeling of unfolded peptide conformations

The shape of the distance distribution obtained from the experiments can originate in the properties of the poly-peptide chain rather than in properties of a polymer model. For instance, limitations of possible $\phi$-$\psi$-angles imposed by steric repulsions could result in end-to-end distance distributions with a shape that can be well approximated by equation (1.12). To test this hypothesis, MC simulations of peptide conformations were carried out for both model peptides.

The MC sampling was done by the program *flexible meccano* (developed in the group of Martin Blackledge, Protein Dynamics and Flexibility by NMR, Institut de Biologie Structurale, Grenoble, France). The algorithm used by *flexible meccano* randomly selects $\phi$-$\psi$-angle pairs from a database avoiding steric clashes through an amino acid specific excluded volume represented by spheres centered at the $C_\beta$ atom or at the $C_\alpha$ atom for glycine.
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Figure 3.10.: Examples for amino acid specific Ramachandran plots obtained from the torsion angles of fragments of the PDB which are in coil conformation (see text for details). The Monte Carlo simulations for the two model peptides were carried out based on these φ-ψ-angles. The relative occupation of the major basins is displayed.

As the database provided by flexible meccano consists of only 500 φ-ψ-angle pairs per amino acid, a larger database obtained from the The Protein Coil Library (RoseLab, Jenkins Biophysics, John Hopkins University, USA)\textsuperscript{156,259} was implemented. This library lists the torsion angles of protein structure fragments from the Protein Data Bank (PDB), which are in the coil conformation and thus cannot be classified as α-helix or β-strand\textsuperscript{260}. The torsion angles used for the database are extracted from crystal structures of resolution better than 2.0 Å. Examples for the Ramachandran plots used in the database are shown in Figure 3.10. 100,000 conformers of each peptide were calculated and further analyzed according to their conformational properties. The end-to-end distance, the distance between the N-terminal nitrogen and the C-terminal oxygen, of each member of the MC ensemble was calculated. The occurrence of end-to-end distances is shown in the histogram in Figure 3.11 A and B. The histograms were fit with the end-to-end distance distributions of the random coil model, of the wormlike chain model and of the chain with excluded volume model as shown in Figure 3.11 A and B. For (GS)\textsubscript{8}, the best fit was obtained with the chain with excluded volume model as shown in Figure 3.11 A and B. For PV(EF) both, the wormlike chain and the chain with excluded volume model, produced acceptable fits. In both cases, the fits with the distance distribution of the random coil model did not result in adequate descriptions of the histograms. The parameters obtained from the fit of the MC histograms are compared with the experimentally obtained parameters. For both peptides, the parameters $b$ obtained from the MC ensemble are slightly larger than the experimental values, while the parameters $\sigma$ are smaller than the experimental values (compare Figure 3.11 and Table 3.3). This deviation can be due the
missing chromophores and their linkers in the MC simulation. Inclusion of chromophores and linkers into the simulations would most likely result in a broadened end-to-end distance distribution similar to the convolution of the actual distribution with a function modeling the freedom given by the linkers. However, the MC ensemble can serve as model for an unfolded ensemble and can help to understand properties of unfolded peptides when compared to experimental results.

It can be concluded, that the distribution of $\phi$-$\psi$-angles imposed by the allowed regions of the Ramachandran plots for the different amino acids results in end-to-end distance distribution which can be well approximated by the formula for the end-to-end distance distribution of the excluded volume model (equation (1.12)).

### 3.2.6. End-to-end distance and radius of gyration of unfolded polypeptides

Through the MC generated ensemble, the relation between the end-to-end distance $r$ and the radius of gyration $r_G$ for unfolded peptides can be studied independent of the validity of a polymer model. The radius of gyration of each conformer was directly obtained from flexible meccano and correlated with the calculated end-to-end distance for both model peptides as displayed in Figure 3.12. Even though the radius of gyration and the end-to-end distance are correlated, the values of both parameters are broadly distributed over the en-
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Figure 3.12: Correlation between the radius of gyration $r_G$ and the end-to-end distance of the members of the Monte Carlo generated ensembles for both model peptides. The relation $\langle r_G^2 \rangle = \langle r^2 \rangle / 6$ (equation (1.8)) of the random coil model is marked (---) and the average values $\langle r_G^2 \rangle^{1/2}$ versus $\langle r^2 \rangle^{1/2}$ for both peptides are indicated by white crosses.

semble. Surprisingly, the ensemble averaged values $\langle r_G^2 \rangle$ and $\langle r^2 \rangle$ show almost the same relation as would be true for a random coil polymer, $\langle r_G^2 \rangle = \langle r^2 \rangle / 6$ (equation (1.8)), as indicated in Figure 3.12. However, this is clearly not an indication for the validity of the entire random coil model, but rather for unfolded peptides showing some features that are well described by the random coil model. Moreover, this observation is based on the theoretical model ensemble and validity could not be checked for experimental results in this context.

3.2.7. Summary and discussions

The time resolved fluorescence data are well fit by the end-to-end distance distribution of the excluded volume chain model for both peptides studies. Due to the global analysis method used, the parameters were accurately determined, clearly excluding the random coil model for the description of the end-to-end distance distribution. As indicated by MC simulations of unfolded peptide conformations, the experimental distance distribution originates in the amino acid specific sampling of $\phi$-$\psi$-angles.

The experimentally determined distance distributions clearly indicate, that unfolded peptides are not well described as random coil polymers, which had been assumed based on the validity of scaling laws (see section 1.3.1)\textsuperscript{101–104}. The interpretation of unfolded peptides behaving like random coil polymers based on scaling laws has already been put in doubt elsewhere.\textsuperscript{120,122}
3.2. Unfolded model peptides

Both the experimental findings and the MC ensembles show, that the end-to-end distance distribution of the random coil model is not a good approximation for unfolded ensembles of peptides and proteins, even though the random coil model is widely used as distance distributions\textsuperscript{75–95}. Due to the accuracy of the parameters in the global analysis, it can be concluded, that the end-to-end distance distribution of the excluded volume chain model is a good approximation for the end-to-end distance distribution in an unfolded ensemble of peptides. This model has already been successfully used to fit time resolved fluorescence data of unfolded peptides\textsuperscript{168–174}.

The cause for the observed shape of the distance distribution is most likely not due to the behavior of unfolded peptides as chains with excluded volume, but rather due to amino acid specific sampling of dihedral angles. End-to-end distance distributions of MC generated model ensembles can be well approximated by the excluded volume chain model or by the wormlike chain model. The qualitatively good agreement between the end-to-end distance distributions of the MC ensembles with the experimental distance distribution is in good agreement with findings, that parameters of intrinsically disordered proteins measured by NMR can be well described through similar MC generated model ensembles.\textsuperscript{134,148} The MC based model ensembles could, taking into count the chromophores and linkers, also serve as a starting ensemble from which sub-ensembles are selected to exactly fit the results from FRET experiments. This is an approach also used to gain comprehensive insight on unfolded proteins by combining different experimental techniques like NMR and SAXS.\textsuperscript{136,143,145,150}
3.3. Effect of Solvent friction and internal friction on intra-chain diffusion of unfolded polypeptides

3.3.1. Friction in the dynamics of polymers and unfolded polypeptides

An unfolded peptide in solution constantly changes conformation through temperature-driven Brownian motion. In the microscopic view, conformational changes occur via series of bond rotations impeded by local energy barriers, by favorable or unfavorable interactions or by the presence of solvent molecules. When passing over to the macroscopic view, a series of approximations has to be made, i.e. the solvent molecules are replaced by a continuum and conformational changes are described as intra-chain diffusion in the unfolded ensemble. In this view, intra-chain diffusion is hindered by frictional forces. A major source of friction is the viscosity of the solvent. However, other contributions caused by intrinsic properties of the chain, like steric effects or intra-molecular interactions may also limit intra-chain diffusion. All these contributions are summed under the term internal viscosity or internal friction, while the contribution caused by the solvent is referred to as solvent friction.

The relation between the diffusion coefficient and friction is described by the Einstein-Smoluchowski equation:

\[ D = \frac{k_B T}{f} \]  

In this equation, \( k_B T \) is the Boltzmann constant times the absolute temperature, \( f \) is the coefficient of friction and \( D \) stands for the intra-chain diffusion coefficient in the case discussed here. Thus, the coefficient of friction can be directly calculated from the intra-chain diffusion coefficient of an unfolded polypeptide determined by time-resolved FRET measurements as described in chapter 3.1.

The focus of the present study will be on the role of friction in the dynamics of unfolded peptides. To access in particular contributions from both, solvent friction and internal friction, the viscosity dependence of friction will be studied in detail. The determination of internal friction is particularly important because it sets an upper speed limit for the dynamics in the unfolded state.

In case of a free particle in solution, the coefficient of friction is directly proportional to the viscosity of the solvent according to the Stokes-Einstein law. In the case of intra-chain diffusion the relation of friction to solvent viscosity is less straightforward as the chain it-
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self most likely also affects the coefficient of friction.

The term *internal viscosity* has first been introduced to model the properties of threadlike polymers in solution\textsuperscript{263–266} and has been applied to describe the physical characteristics of dilute polymer solutions.\textsuperscript{267–269} The implementation of internal viscosity affects for example the diffusional attempt for crossing an activation barrier as in Kramers’ theory leading to derivations from the linear viscosity dependence of friction at small viscosities\textsuperscript{270,271} or the relaxation modes in a Rouse polymer (a polymer consisting of infinitely small beads connected by springs). Internal contributions to friction are best accessed in the absence of solvent viscosity, thus in the absence of solvent friction. However, this approach is experimentally impracticable. Accordingly, an analytical description is needed to allow for extrapolation to the zero viscosity limit and determination of the internal contributions.

Haas et al. were the first to apply the equations derived for linear polymers like polystyrene\textsuperscript{273,274} to unfolded polypeptides proposing an additive relation of contributions from the solvent and internal friction $f_{\text{int}}$ to influence the dynamics of unfolded polypeptides.\textsuperscript{170}

$$f = f_{\text{solv}} \left( \frac{\eta}{\eta_0} \right) + f_{\text{int}} \quad (3.9)$$

In this equation, $f_{\text{solv}}$ is the coefficient of solvent friction, $\eta$ is the viscosity of the solvent and $\eta_0$ a reference viscosity. From this equation a linear dependence of the coefficient of friction on solvent viscosity with an intercept at vanishing viscosity, which corresponds to internal friction, is expected. This has recently been applied to describe the viscosity dependence of reconfiguration times in unfolded and intrinsically disordered proteins yielding a limiting internal reconfiguration time which vanishes with increasing denaturant concentration.\textsuperscript{75} However, earlier studies on loop formation in model peptides suggested an internal viscosity equal to zero when applying equation 3.9.\textsuperscript{223}

Friction in the dynamics of the unfolded state may also affect folding rates of proteins. The influence of intra-chain diffusion and thus friction on folding rate constants is described by Kramers’ theory.\textsuperscript{239} Applying this theory, the influence of internal friction on folding time constants can be determined by extrapolating the viscosity dependence of folding times of proteins or peptides to zero viscosity in analogy to equation (3.9).\textsuperscript{275–284} Both, vanishing\textsuperscript{275,277,283} and non-vanishing\textsuperscript{279–282,284} internal friction have been reported.

An alternative expression with a scaling exponent rather than an additive contribution from internal friction has been proposed for the viscosity dependence of loop formation rate constants in unfolded model peptides determined by TTET.\textsuperscript{176} In terms of the coefficient of...
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friction $f$, this expression reads:

$$f = f_{\text{solv}} \left( \frac{\eta}{\eta_0} \right)^\beta$$

(3.10)

For the loop formation in (GS)-peptides of different length, $\beta$ has been found to be between 0.8 and 0.96.\textsuperscript{176} The same expression has been tested on secondary structure formation rate constants resulting in $\beta = 0.64$\textsuperscript{283} and to simulations of the viscosity dependence of first passage times in different model peptides resulting in $\beta$ values between 0.59 and 0.73.\textsuperscript{214}

In the present study, the applicability of equation (3.9) and (3.10) for the friction limiting intra-chain diffusion will be tested. These expressions can also be used to test for contributions from internal and solvent friction. Firstly, the viscosity dependence of the intra-chain diffusion coefficient and the end-to-end distance distribution is determined. From the intra-chain diffusion coefficients, the viscosity dependence of the coefficient of friction can be obtained. This allows to test the two different expressions equation (3.9) and (3.10) and to separate internal friction from solvent friction. Based on these experiments, a slightly non-ideal viscosity dependence is found and an upper limit for internal contributions can be set.

3.3.2. Effect of glycerol on the intra-chain diffusion coefficient and the end-to-end distance distribution

In order to increase solvent viscosity, a viscose co-solute is added to the solvent. Various substances like ethylene glycol, glycerol, sucrose, poly-ethylene glycols or ficoll are known to increase the macroscopic solvent viscosity. However, all these different co-solutes have been found to have different effects on the loop formation rate constants of unfolded model peptides determined by TTET.\textsuperscript{256} The larger co-solutes have a smaller effect on loop formation than small co-solutes, but below a certain size, all co-solutes have the same effect. Thus the small size co-solute glycerol was chosen for the present study. Glycerol has a hydrodynamic radius $r_H = 2.2 \pm 0.2$ Å smaller than the length of one peptide unit of $\approx 3.8$ Å and therefore has the same effect on loop formation in (GS)-peptides as ethylene glycol and sucrose as shown by TTET measurements.\textsuperscript{256}

FRET-measurements were carried out in buffers with 10 mM potassium phosphate at pH 7 and 22.5°C containing different amounts of glycerol ranging from 0–56 % w/w. Donor lifetimes, quantum yields and Förster distances were determined for each condition using
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Figure 3.13: Time resolved fluorescence decays for the (GS)$_8$ peptide labeled with the donor pyrene (Pyr) and the acceptor dansyl (Dans) near the termini (A) and with the donor amino-methylcoumarin (AMCA) and the acceptor dinitrophenyl (DNP) (B) in 10 mM potassium phosphate, pH 7 and glycerol contents of 16 %, 28 %, 40 %, 48 % and 56 % w/w (colors from yellow to blue). The residuals of the global analysis of the two different FRET pairs are shown; each color corresponds to one global fit, thus to one glycerol concentration. The decrease in the amplitude in A is due to an increase of background fluorescence of the buffer with the glycerol content which has been subtracted from the data.
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Figure 3.14.: Time resolved fluorescence decays for the PV(EF) peptide labeled with the donor pyrene (Pyr) and the acceptor dansyl (Dans) near the termini (A) and with the donor aminomethylcoumarin (AMCA) and the acceptor dinitrophenyl (DNP) (B) in 10 mM potassium phosphate, pH 7 and glycerol contents of 16 %, 28 %, 40 %, 48 % and 56 % w/w (colors from yellow to blue). The residuals of the global analysis of the two different FRET pairs are shown; each color corresponds to one global fit, thus to one glycerol concentration. The decrease in the amplitude in A is due to an increase of background fluorescence of the buffer with the glycerol content which has been subtracted from the data.
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Figure 3.15.: Dependence of the intra-chain diffusion coefficient \( D \) on solvent viscosity \( \eta \). The solid lines represent fits according to equation 3.11.

Intra-chain diffusion is slowed down by a factor of 9.8 for \((GS)_8\) and of 9.0 for PV(EF) with a viscosity increase by a factor of 8.3 in 56 % glycerol compared to water. Figure 3.15 shows the decrease in \( D \) with increasing solvent viscosity in a double logarithmic graph. The dependence of \( D \) on the macroscopic solvent viscosity \( \eta \) can be described by the following empirical relation:

\[
D = D_0 \cdot \left( \frac{\eta}{\eta_0} \right)^{-\beta} \tag{3.11}
\]

In this equation \( \eta_0 \) is a reference viscosity and \( D_0 \) is the diffusion coefficient at that viscosity (here 10 mM potassium phosphate at 22.5°C is used as reference condition). The dimensionless scaling exponent \( \beta \) can account for deviations from the ideal \( \eta^{-1} \) dependence. Values of \( \beta = 1.09 \pm 0.12 \) and of \( \beta = 1.03 \pm 0.13 \) are found for \((GS)_8\) and PV(EF) respectively. A \( \beta \) above 1 indicates, that the increase in solvent viscosity slows down intra-chain diffusion more than would be expected for free diffusion for which \( \beta \) equals 1.

The end-to-end distance distributions of \((GS)_8\) and PV(EF) change slightly with glycerol...
leading to an increase of the root mean square end-to-end distance of 9 % for (GS)$_8$ and of 4 % in 56 % glycerol compared to water (see Figure 3.16).

3.3.3. The role of friction for the dynamics of unfolded polypeptides

The total coefficients of friction $f$ were calculated from the intra-chain diffusion coefficients using equation (3.8). As shown in Figure 3.17, a slight upward curvature is observed for the viscosity dependence of friction for (GS)$_8$. The viscosity dependence of friction was analyzed by help of the following equation:

$$f = f_{\text{solv}} \left( \frac{\eta}{\eta_0} \right)^\beta + f_{\text{int}}$$  \hspace{1cm} (3.12)
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Figure 3.17: Viscosity dependence of the coefficient of friction for (GS)$_8$ ($\bullet$) and PV(EF) ($\bullet$). Solid lines are fits of equation (3.9), dashed lines are fits of equation (3.12) with $\beta$ fixed at the values determined in Figure 3.15. The resulting fit parameters are $f_{\text{solv}} = (1.15 \pm 0.18) \cdot 10^{-8}$ gs$^{-1}$, $f_{\text{int}} = (0.03 \pm 0.4) \cdot 10^{-8}$ gs$^{-1}$, $\beta = 1.09$ (—) and $f_{\text{solv}} = (1.48 \pm 0.25) \cdot 10^{-8}$ gs$^{-1}$, $f_{\text{int}} = (0.07 \pm 0.5) \cdot 10^{-8}$ gs$^{-1}$, $\beta = 1.03$ (—) for fits according to equation (3.12) as well as $f_{\text{solv}} = (1.37 \pm 0.22) \cdot 10^{-8}$ gs$^{-1}$, $f_{\text{int}} = (0.2 \pm 0.4) \cdot 10^{-8}$ gs$^{-1}$ (—) and $f_{\text{solv}} = (1.57 \pm 0.26) \cdot 10^{-8}$ gs$^{-1}$, $f_{\text{int}} = (-0.03 \pm 0.5) \cdot 10^{-8}$ gs$^{-1}$ (—) for fits according to equation (3.9).

For fits of the viscosity dependence of the coefficient of friction, $\beta$ was fixed at the values obtained earlier (see Figure 3.15). The resulting fit describes the curvature of the data for (GS)$_8$. The intercept at zero solvent viscosity gives information about the internal friction. Extrapolation to zero solvent viscosity results in values close to zero, $f_{\text{int}} = (0.03 \pm 0.36) \cdot 10^{-8}$ gs$^{-1}$ for (GS)$_8$ and $f_{\text{int}} = (0.07 \pm 0.5) \cdot 10^{-8}$ gs$^{-1}$ for PV(EF) as shown in Figure 3.17 A and B. This result is however not surprising, as equation (3.12) and equation (3.11) are only equivalent for zero internal friction.

To investigate, which equation yields the better description of the data, fits with $\beta$ set to 1 were performed. For $\beta = 1$ equation (3.12) reduces to equation (3.9). Intercepts of $(-0.2 \pm 0.4) \cdot 10^{-8}$ gs$^{-1}$ and $(-0.03 \pm 0.54) \cdot 10^{-8}$ gs$^{-1}$ are found for (GS)$_8$ and PV(EF) respectively (see Figure 3.17 B). Negative values for $f_{\text{int}}$ are clearly physically meaningless, therefore only upper limits for internal friction can be obtained from these fits. The upper limits are $0.2 \cdot 10^{-8}$ gs$^{-1}$ for (GS)$_8$ and $0.5 \cdot 10^{-8}$ gs$^{-1}$ for PV(EF). However, these fits fail to describe the curvature in the data.

Internal friction seems to be absent in the dynamics of the two unfolded model-peptides, at least as an additive contribution. Consequently, all processes relevant for chain motion scale with solvent viscosity and are governed either by the term $f_{\text{solv}}$ or by the exponent $\beta$. Solvent
friction is found to be higher for PV(EF) than for (GS)$_8$ adopting values of $f_{\text{solv}} = 1.48 \pm 0.25$ gs$^{-1}$ for PV(EF) and $f_{\text{solv}} = 1.15 \pm 0.18$ gs$^{-1}$ for (GS)$_8$ if the experimental $\beta$-values are used. Both peptides have the same number of residues between the labels, excluding chain length as possible cause for the difference. The difference in solvent friction thus results from the different amino acid compositions of the peptides.

### 3.3.4. Summary and discussions

Solvent viscosity strongly affects intra-chain diffusion. The intra-chain diffusion coefficient decreases with increasing glycerol content, thus with increasing solvent viscosity following a slightly non-ideal dependence with $D \propto \eta^{-\beta}$. The coefficient of friction $f$ for intra-chain diffusion is found to be dominated by solvent friction as additive contributions from internal friction are not detectable within error. The end-to-end distance distributions are only slightly affected by glycerol.

Intra-chain diffusion is strongly affected by the increase of solvent viscosity following a non-ideal dependence with $\beta$-values slightly above one. The $\beta \neq 1$ indicate, that processes besides solvent viscosity influence chain dynamics. One explanation for $\beta > 1$ could be the slight change of the root mean square end-to-end distance, which increases by 9% for (GS)$_8$ ($\beta = 1.09$) and by 4% for PV(EF) ($\beta = 1.03$). Up to date, it has however not been studied systematically whether the intra-chain diffusion coefficient is directly related to the root mean square end-to-end distance. Alternatively, an upward curvature of the coefficient of friction deviating from the $\eta^{-1}$ dependence has also been proposed for diffusional attempt for crossing a free energy barrier. However, for the peptides used here, no indication for an energy barrier close to the average end-to-end distance is given. It is more probable, that the deviations of $\beta$ from 1 result from a rough energy landscape with minor barriers hindering motion (see results in chapter 3.5). Solvent friction is the dominant term in friction limiting peptide intra-chain diffusion. This is in good agreement with the folding rate constant of a small $\beta$-hairpin peptide which is likewise dominated by solvent friction. Solvent friction is larger for the native sequence PV(EF) than for the (GS)$_8$ peptide, which differ in their amino acid composition. This can either be due to the larger conformational freedom of glycine and thus the higher flexibility of glycine rich peptides or to supplementary interactions formed by the charged and hydrophobic side chains of PV(EF).

It has been reported that intrinsic viscosity is a frequency dependent term in macromolecules. Here an additive term from intrinsic viscosity is absent. However, solvent visc-
ity affects different modes of chain dynamics differently. For modes covering rearrangements not far from the average equilibrium end-to-end distance like intra-chain diffusion, the observed $\beta$-values are $1.09 \pm 0.12$ for (GS)$_8$ and $1.03 \pm 0.12$ for PV(EF). The $\beta$-values describing the viscosity dependence of end-to-end loop formation determined by TTET are $0.97 \pm 0.01$ for (GS)$_8^{227}$ and $0.92 \pm 0.01$ for PV(EF) respectively and thus deviate from the ones describing intra-chain diffusion. It could be argued, that end-to-end loop formation and end-to-end intra-chain diffusion are coupled processes.\textsuperscript{238} However this is only true if reconfiguration within the chain is governed by one single diffusion coefficient.\textsuperscript{238}

Internal friction for intra-chain diffusion is zero within error. This is consistent with results from TTET experiments using different viscous co-solutes.\textsuperscript{256} Internal friction is a peptide intrinsic parameter and thus independent of the co-solute used in the viscosity dependence. For different co-solutes, different $\beta$-values are found in TTET, but under consideration of these values, all viscosity dependences of loop formation time constants extrapolate to a time constant equal zero in the absence of solvent viscosity.\textsuperscript{256}

In summary, an additive term for internal friction is neither present in the viscosity dependence of intra-chain diffusion nor in the viscosity dependence of loop formation time constants\textsuperscript{256,286}.

Internal friction has also been reported to equal zero in loop formation kinetics following a linear viscosity dependence with $\beta = 1$.\textsuperscript{223} On the other hand, Soranno et al report a non-zero internal friction for the reconfiguration times of unfolded proteins at zero viscosity, which were calculated from single molecule FRET efficiencies and nanosecond fluorescence correlation spectroscopy.\textsuperscript{75} However, these findings are based on the physically inconsistent assumption of the simultaneous validity of different polymer models like the random coil model for the distance distribution and the Rouse model for the reconfiguration times and discard curvatures in the viscosity dependences.

In contrast to often made assumption, the end-to-end distance distribution is slightly affected by glycerol. Glycerol has been found to interact favorable with charged side-chains but unfavorably with serine and the backbone.\textsuperscript{287} This can lead to conformational changes in the unfolded ensemble which are found to be slightly more pronounced for (GS)$_8$ than for the highly charged PV(EF).

In conclusion, the viscosity dependence of the coefficient of friction for intra-chain diffusion differs from the viscosity dependence expected for a Rouse polymer with an additive contribution from internal friction. Instead, the viscosity dependence of the coefficient of friction is well described by a sequence dependent coefficient of solvent friction and a scal-
ing exponent $\beta$ accounting for deviations from the viscosity dependence of free diffusion. No additive term for internal friction is needed to describe the data.
3.4. Influence of denaturant and stabilizing osmolyte on the properties of unfolded polypeptides

3.4.1. Effect of denaturants and stabilizing osmolytes on protein stability

Co-solutes, such as low-molecular substances or ions, can influence protein stability by interacting with the polypeptide chain. They can act on the unfolded ensemble thus changing its properties or interact with the folded structure. The influence of co-solutes especially on the unfolded state can be tested using unfolded model peptides lacking a well defined native structure (i.e., the peptides introduced in section 3.2.1 and section 3.2.2). The influence of certain co-solutes on conformational properties and on the dynamics in the unfolded state can be studied by determining the end-to-end distance distribution and the intra-chain diffusion coefficient from time-resolved FRET measurements. Characterizing the unfolded state in presence of different co-solvents can provide insights on the mechanism of co-solutes induced changes in protein stability. Various co-solvent are present in cells, helping organisms to survive under relatively harsh environmental stress caused by high salt concentrations, dehydration or high temperatures. Some of these co-solutes assure correct hydration of the cell through osmosis or functionality of the cellular proteins. Therefore, these compounds are called natural osmolytes. The stability of proteins can be dramatically influenced by co-solutes in both directions. Denaturants like urea or GdmCl unfold proteins, while protecting osmolytes like Trimethylamine N-oxide (TMAO) or sarcosine shift the equilibrium toward the native state thus preventing unfolding or counteracting denaturation. Protecting osmolytes can even force unfolded proteins like intrinsically disordered proteins (IDPs) to adopt the folded state. The influence of co-solutes on protein stability can be explained by assuming some interaction between the co-solute molecule and the polypeptide chain. In the weak binding model proposed by Schellman, the co-solute molecules can interact with binding sites along the polypeptide chain. These binding sites are identical and interaction is only possible if the binding site is solvent exposed. To account for the typically high concentrations of co-solute (typically in the range of several molar) and the weak interaction between co-solutes and proteins, a site exchange formalism is introduced. In this formalism, the free energy of exchanging a water molecule for a co-solute molecule with equilibrium constant $K_{ex}$ is taken into count rather than the binding free energy. The stability $\Delta G^\circ$ of the protein in presence of a mole fraction $X_{cos}$ of co-solvent in the solution depends on the
difference in number of binding sites $\Delta n$ exposed in U and N. $^{296}$

$$\Delta G^o = \Delta G^o(H_2O) + \Delta n \cdot RT \ln(1 + (K_{ex} - 1)X_{cos.})$$  \hspace{1cm} (3.13)

$\Delta n$ between U and N was empirically found to be proportional to the change in solvent accessible surface area (SASA) of the protein upon folding. $^{298}$

A slightly different theory was proposed in Tanford’s transfer energy model. $^{299,300}$ Applying the concept of summing the change of free energy over all chemical groups $i$ times their solvent accessible surface $\alpha_i$, the total free energy of transfer $\Delta G^o tr.$ of the protein (in either N or U) from water to a co-solute solution can be obtained. $^{301}$

$$\Delta G^o_U^{tr.} = \sum_i \alpha_i^U \Delta g^o_i^{tr.}; \quad \Delta G^o_N^{tr.} = \sum_i \alpha_i^N \Delta g^o_i^{tr.}$$  \hspace{1cm} (3.14)

The transfer free energies $\Delta g^o_i^{tr.}$ of the individual groups when transferred from water to a co-solute solution are determined by the help of solubility studies $^{302}$ of small model compounds in the presence and absence of the corresponding co-solute. $^{303}$ This procedure was adapted by Bolen and co-workers to a variety of different osmolytes separating the influence of backbone and side chain contributions to $\Delta g^o_i^{tr.}$. $^{304-308}$ The transfer free energies can be placed in a thermodynamic cycle together with the stabilities of protein $\Delta G^o$ in presence and absence of co-solute (see Figure 3.18). $^{300}$ Through this circle, comparison of the difference in transfer free energy between U and N to experimentally determined values is possible. $^{287}$

In order to calculate the transfer free energy of the unfolded state in presence and absence of co-solvent, the exact solvent accessible surface areas need to be known. Bolen at al use models for the unfolded state. However, different models for the unfolded state may be required in the presence and absence of the co-solvent. Denaturants for example, are believed to favor poly-proline II conformation of the backbone dihedral angles $^{309-311}$ resulting in different GdmCl than for other dihedral angles. $^{312}$ On the other hand, stabilizing osmolytes increase the free energy of the unfolded state, $^{307}$ which is believed to lead to compaction $^{313}$ and strengthening of intra-chain H-bonds $^{314}$.

The end-to-end distance distribution of an ensemble of unfolded peptides together with the intra-chain diffusion coefficient determined by time resolved FRET measurements provide insights on conformational changes in the unfolded state. In this study, it is found that the denaturant GdmCl increases the end-to-end distance indicating an expansion of the unfolded state, while the stabilizing osmolyte sarcosine has only little influence on the end-to-end
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Figure 3.18.: Thermodynamic cycle used in the transfer model. Unfolding free energies $\Delta G^\circ_{N\rightarrow U}$ in the presence and absence of co-solute and the transfer free energies $\Delta G^\circ_{tr}$ of the native state N or the unfolded state U from water to co-solute solution. (See for example reference$^{307}$)

distance. For both co-solutes, the viscosity corrected intra-chain diffusion coefficient is not affected.

3.4.2. End-to-end distance distribution and intra-chain diffusion in the presence of GdmCl

For the two model peptides, the (GS)$_8$-peptide and the unfolded loop sequence PV(EF), fluorescence measurements were carried out under 9 different denaturant concentrations ranging from 0–8 M GdmCl. For each peptide, time resolved fluorescence decays were recorded for the two different FRET pairs as described in chapter 3.1. For each peptide and FRET pair, the donor lifetime $\tau$ and the Förster distance $R_0$ were determined using donor-only and acceptor-only labeled peptides in the corresponding GdmCl buffer. For each buffer condition, global analysis of the time resolved FRET measurements of the two different FRET pairs (Pyr/Dans and AMCA/DNP) were performed based on equation (3.1) as described. The raw data together with the residuals of the global fits are shown in Figure 3.19 and Figure 3.20.

The apparent intra-chain diffusion coefficient determined from global analysis is found to decrease by a factor of 2.4 for (GS)$_8$ and a factor of 2.1 for PV(EF) from water to the highest GdmCl concentration (see Figure 3.21 A). The viscosity of 8 M GdmCl solution is 2.3 fold higher than the viscosity of water at 22.5°C. The intra-chain diffusion coefficients were thus
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Figure 3.19: Time resolved fluorescence decays for a (GS)$_8$ peptide labeled with the donor pyrene (Pyr) and the acceptor dansyl (Dans) near the termini (A) and with the donor amino-methylcoumarin (AMCA) and the acceptor dinitrophenyl (DNP) (B) in buffers containing 1–8 M GdmCl (colors from red to purple). The residuals of the global analysis of the two different FRET pairs under identical buffer conditions are shown; each color corresponds to one global fit.
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Figure 3.20: Time resolved fluorescence decays for the PV(EF) peptide labeled with the donor pyrene (Pyr) and the acceptor dansyl (Dans) near the termini (A) and with the donor amino-methylcoumarin (AMCA) and the acceptor dinitrophenyl (DNP) (B) in buffers containing 1–8M GdmCl (colors from red to purple). The residuals of the global analysis of the two different FRET pairs under identical buffer conditions are shown; each color corresponds to one global fit.
corrected for effects of solvent viscosity according to the solvent viscosity dependence of intra-chain diffusion presented in chapter 3.3.

\[ D_{\text{corr.}} = D \cdot \left( \frac{\eta}{\eta_0} \right)^\beta \]  

(3.15)

In this equation, \( D \) is the experimental intra-chain diffusion coefficient, \( \eta \) the viscosity of the solvent, \( \eta_0 \) the viscosity of the reference solution (here 10 mM potassium phosphate, pH 7, 22.5°C) and \( \beta \) is the scaling exponent determined in section 3.3.3 (1.09 for (GS)_8 and 1.03 for PV(EF)). Within the given error, the viscosity corrected intra-chain diffusion coefficient remains almost unchanged when the denaturant concentration of the buffer is varied as shown in Figure 3.21 B. Similar to water, the intra-chain diffusion coefficient is on average slightly higher for the (GS)_8 peptide than for the native sequence PV(EF) at all GdmCl concentrations.

The root mean square end-to-end distance increases strongly by 21 % for GS_8 and 20 % for PV(EF) from 0–8 M GdmCl (see Figure 3.22 B). This effect is mostly due to a strong increase of the parameter \( b \), which shifts the whole distribution towards larger end-to-end distances. The change of the parameter \( \sigma \), which determines the width of the distribution, is small (Figure 3.22 A).

Figure 3.21.: Intra-chain diffusion coefficients of the two model peptides as obtained from global analysis (A) and corrected for the effect the changing of solvent viscosity (B).
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**Figure 3.22.** A: The parameters $b$ and $\sigma$ obtained from the global fit determine the shape of the end-to-end distance distribution. The parameter $b$ increases strongly with increasing denaturant concentration. B: The root mean square end-to-end distance increases strongly with denaturant. C and D: The influence of GdmCl on the end-to-end distance distributions of the (GS)$_8$ peptide and on the native loop sequence PV(EF) is very similar.

### 3.4.3. End-to-end distance distribution and intra-chain diffusion in the presence of sarcosine

The co-solute sarcosine, which occurs naturally for example in rays, is used to test for the influence of stabilizing osmolytes on intra-chain diffusion and to gain insight on the influence of conformational properties through the end-to-end distance distribution. Alike the procedure described in the previous section for GdmCl, time resolved FRET measurements were carried out in different sarcosine buffers ranging from 0–5 M sarcosine for the two model peptides (GS)$_8$ and PV(EF). The donor lifetimes $\tau$ and the Förster distances $R_0$ were determined for each buffer condition using donor-only and acceptor-only labeled peptides.
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Figure 3.23: Time resolved fluorescence decays for a (GS)$_n$ peptide labeled with the donor pyrene (Pyr) and the acceptor dansyl (Dans) near the termini (A) and with the donor amino-methylcoumarin (AMCA) and the acceptor dinitrophenyl (DNP) (B) in buffers containing 0.5 M, 1.0 M, 1.5 M, 2.0 M, 3.0 M, 4.0 M and 5.0 M sarcosine (colors from red to blue). The residuals of the global analysis of the two different FRET pairs under identical buffer conditions are shown; each color corresponds to one global fit. The decrease in the amplitude in A is due to an increase of background fluorescence of the buffer with the sarcosine concentration which has been subtracted from the data.
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Figure 3.24: Time resolved fluorescence decays for a PV(EF) peptide labeled with the donor pyrene (Pyr) and the acceptor dansyl (Dans) near the termini (A) and with the donor amino-methylcoumarin (AMCA) and the acceptor dinitrophenyl (DNP) (B) in buffers containing 0.5 M, 1.0 M, 1.5 M, 2.0 M, 3.0 M, 4.0 M and 5.0 M sarcosine (colors from red to blue). The residuals of the global analysis of the two different FRET pairs under identical buffer conditions are shown; each color corresponds to one global fit.
3. Results

The intra-chain diffusion coefficient and the equilibrium end-to-end distance distribution were obtained from global analysis of the two different FRET pairs as described. The intra-chain diffusion coefficient $D$ decreases with increasing sarcosine concentration. However, when correcting for the effects of altered solvent viscosity according to equation (3.15), intra-chain diffusion is found to be independent of the osmolyte concentration (see Figure 3.25 A and B). Sarcosine seems to have an effect on both fitting parameters $b$ and $\sigma$ which determine the shape of the end-to-end distance distribution $p_{eq}(r)$ (Figure 3.26 A). However, the shape of the end-to-end distance distribution changes only very little (Figure 3.26 C and D). The same is true for the root-mean square end-to-end distance, which remains almost constant with increasing sarcosine concentration (Figure 3.26 B).

3.4.4. Monte Carlo simulations

To gain insight how the end-to-end distance distribution is related to the conformations of the backbone, i.e. the probability distribution of the dihedral angles, the MC simulations presented in chapter 3.2 are considered. This can help to better understand why denaturants and stabilizing osmolytes act on the end-to-end distance distribution as observed in the previous sections.

From the MC generated model ensembles, end-to-end distance dependent Ramachandran plots were calculated. Examples for these end-to-end distance specific Ramachandran plots

![Figure 3.25](image-url)
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**Figure 3.26.** Effect of sarcosine on the parameters \( b \) and \( \sigma \) of the end-to-end distance distribution (A), on the root mean square end-to-end distance (B) and on the end-to-end distance distributions (C and D).

are shown in the Figures 3.27 and 3.28 B, C and D. The obtained Ramachandran-plots differ significantly in the population of the major basins from the ones used as database for the MC sampling (compare Figure 3.10 in section 3.2.5). For each Ramachandran plot, the relative occurrences of \( \phi\-\psi\)-angles assigned to one of the major basins are calculated and are shown in Figure 3.27 A and 3.28 A. The native sequence PV(EF) has a higher probability of \( \phi\-\psi\)-angles assigned to poly-proline II and \( \alpha\)-helical conformation than the \((\text{GS})_8\) peptide. For both peptides, the probability of finding \( \phi\-\psi\)-angles corresponding to \( \alpha\)-helical or left-handed helical conformations decreases with increasing end-to-end distance, while the probability of \( \phi\-\psi\)-angles corresponding to poly-proline II and \( \beta\)-strand conformations increases. However, at small end-to-end distances the population of all four major basins stays constant.
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Figure 3.27.: Histogram of the probability to find a certain end-to-end distances in the Monte Carlo generated ensemble of conformations for the (GS)\(_8\) peptide (A). For each end-to-end distance a Ramachandran plot is generated (for example B, C, D) and the relative occurrence of \(\phi-\psi\)-angles which can be assigned to the four basins indicated in D is calculated. With increasing end-to-end distance, the relative occurrence of \(\alpha\)-helical (—) and left-handed helical (—) \(\phi-\psi\)-angles decreases, while the relative population of \(\phi-\psi\)-angles indicating \(\beta\)-strand (—) and poly-proline II conformation (—) increases (A).

The changing probability of finding certain \(\phi-\psi\)-angles along the end-to-end distance can also lead to differences in intra-chain interactions in the polypeptide. The numbers of intra-chain backbone H-bonds for each conformer can be calculated from the MC ensembles, by calculating the distances between backbone oxygen atoms and nitrogen bound hydrogens. A hydrogen bond was assumed to be formed, if the hydrogen-oxygen distance is below 2.76 Å while the angle formed by the oxygen-, hydrogen- and nitrogen atoms is larger than 120°. Accordingly, the average number of H-bonds per conformer for each end-to-end distance was calculated and is shown in Figure 3.29. The average number of H-bonds decreases with increasing end-to-end distance for both peptides. However, even though the (GS)\(_8\) ensemble
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Figure 3.28.: Histogram of the probability to find a certain end-to-end distances in the Monte Carlo generated ensemble of conformations for the PV(EF) peptide (A). For each end-to-end distance a Ramachandran plot is generated (for example B, C, D) and the relative occurrence of $\phi$-$\psi$-angles which can be assigned to the four basins indicated in D is calculated. With increasing end-to-end distance, the relative occurrence of $\alpha$-helical (---) and left-handed helical (---) $\phi$-$\psi$-angles decreases, while the relative population of $\phi$-$\psi$-angles indicating $\beta$-strand (—) and poly-proline II conformation (—) increases (A).

has on average smaller end-to-end distances, the average number of H-bonds is lower than for the native sequence PV(EF).

These observations indicate, that an increasing end-to-end distance is related to an increase of the content of dihedral angles in ppII- and $\beta$-conformation and to a decrease in the number of backbone H-bonds.

Another critical question concerning the end-to-end distance distribution is, whether the latter is always affected by a change of the sampling of $\phi$-$\psi$-angles. It has been shown, that an increase in the end-to-end distance is related to an increase in ppII and $\beta$ sampling and to a decrease in the sampling of right- and left-handed helical conformations of $\phi$-$\psi$-angles in
3. Results
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**Figure 3.29.** The average number of backbone hydrogen bonds per conformer with a certain end-to-end distance. As backbone hydrogen bond all backbone oxygen atoms that showed a distance to a nitrogen bound hydrogen atom smaller than 2.76 Å and with a bonding angle above 120° were counted. For both peptides, the number of hydrogen bonds decreases with increasing end-to-end distance.

The starting Ramachandran plots for the MC simulation of glycine and serine were modified by systematically reducing the numbers of \( \phi-\psi \)-angle pairs in the \( \beta \)-, ppII- and left-handed \( \alpha \) basin thus increasing the probability of sampling conformations from the \( \alpha \) basin. Based on these Ramachandran plots 100,000 \((\text{GS})_8\) conformers were calculated and analyzed as described above. As expected, the probability of finding \( \phi-\psi \)-angles belonging to the right-handed \( \alpha \)-helical basin increased, but surprisingly also the probability of left-handed helical conformations increased compared to the original simulation (see Figure 3.30 compared to Figure 3.27 A). However, the end-to-end distance distribution of the ensemble as approximated by a histogram is remarkably similar to the original one (see Figure 3.31 A). In the same sense is the root mean square radius of gyration \( \langle r_G^2 \rangle^{1/2} \) almost the same as before (Figure 3.31 B). The only significant difference between the two MC ensembles is the average number of backbone H-bonds formed within the chains.

In conclusion, it is possible to have a significant difference both in the sampling of \( \alpha \) helical dihedral angles and the number of backbone H-bonds without significantly altering the end-to-end distance distribution and the root mean square radius of gyration.
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3.4.5. Summary and discussions

Denaturants (GdmCl) and stabilizing osmolytes (sarcosine) have different effects on the unfolded state. GdmCl strongly increases the root mean squared end-to-end distance, while sarcosine has little effect on the latter. Neither of the two compounds changes the viscosity corrected intra-chain diffusion coefficient of the model peptides significantly. MC simulations of unfolded peptide conformations indicate, that an increasing end-to-end distance is related to preferred sampling of ppII and $\beta$-strand dihedral angle and to a decrease in the number of intra-chain backbone H-bonds. The simulations further point out the possibility of increasing the probability of sampling right- and left-handed helical $\phi$-$\psi$-angles and the number of backbone H-bonds without changing the end-to-end distance distribution significantly.

The increase of the end-to-end distance with increasing GdmCl can be seen as a swelling of peptide dimensions as seen similar in many FRET studies.\textsuperscript{76,78,86,172} Even though some of these studies assume a random coil distribution of end-to-end distances and neglect the influence of intra-chain diffusion on FRET when deriving the distance distribution,\textsuperscript{76,78,86} this swelling of the end-to-end distance or the related radius of gyration of the random coil model (see equation (1.8)) is observed. The root mean squared end-to-end distance of unfolded protein L is found to increase by 20 % (2–7 M GdmCl)\textsuperscript{86} or by 47 % (1–7 M GdmCl)\textsuperscript{76}, while for CspTm it is found to increase by either 38 % (1.2–7 M GdmCl)\textsuperscript{86} or 80 % (0–7.2 M)\textsuperscript{78}. For the highly charged IDPs IN and ProT$\alpha$, a collapse at low GdmCl concentrations is followed by an increase of the root mean square end-to-end distance of 14 % from 0.5–7 M GdmCl.\textsuperscript{78} The neglect of intra-chain diffusion in these studies leads to an underestimation of end-to-end distances, especially when intra-chain diffusion is high as is the case at low GdmCl concentrations according to the results found here. Therefore, the expansion of end-to-end distances with GdmCl would be less pronounced than the given values, thus closer to the expansion of 20 % observed here. It has been reported, that the swelling of the denatured state was not observed in SAXS measurements,\textsuperscript{315} even though in other studies an increase of the radius of gyration with denaturant is indeed observed\textsuperscript{315}.

The expansion of the peptides with increasing GdmCl observed in the present study indicates a higher content of $\phi$-$\psi$-angles of ppII or $\beta$-strand conformation and a lower content of $\alpha$-helical $\phi$-$\psi$-angles in the unfolded ensemble as shown by the MC simulations. GdmCl has the same effect on both model peptides, indicating that the backbone is the major interaction partner for the denaturant, while side chains play a minor role. The solvation free
energy of peptides in water depends on the conformation of the backbone dihedral angles due to a difference in the hydrophobic solvent accessible surface area when H-bonds to the water molecules are taken into count in solvation.\textsuperscript{309,312} A similar concept may explain the favoring of extended conformations like ppII in the GdmCl unfolded state compared to the unfolded state in water. The favoring of ppII in the denatured state has been observed on many occasions\textsuperscript{310,311,316,317} in consistency with the observations in the present study. An increase in the end-to-end distance distribution further leads to a decrease in the number of backbone H-bonds as seen from the MC simulation in Figure 3.29. In conclusion, the denaturant GdmCl not only breaks native state interactions, but also disfavors the formation of backbone intra-chain H-bonds in the unfolded state.

Sarcosine, on the other hand, has been reported to acts on protein stability mainly by increasing the free energy of the unfolded state.\textsuperscript{307} The favorable interaction with polar and charged side-chains and the unfavorable interaction with the backbone\textsuperscript{314} lead to preferential exclusion of stabilizing osmolytes from the proximity of the backbone.\textsuperscript{318} Denatured proteins or IDPs can react to an increase of the free energy of the unfolded state through a shift of the equilibrium, thus populating the native state. However, the two model peptides used here lack a well defined native structure and act as models systems to observe changes in the unfolded state.

Stabilizing osmolytes like sarcosine are believed to promote the formation of intra-chain H-bonds and favor compact conformations to decrease the SASA.\textsuperscript{313,314} However, no indication for a compaction of the model peptides with sarcosine is seen from the end-to-end distance distribution. Two explanations are possible for this observation - either, sarcosine has no effect on the unfolded state conformations, or, the osmolyte induced conformational changes have small or compensating effects on the end-to-end distance distribution.

Fitzkee et al showed, that the radii of gyration of proteins with 92 % of the amino acids in their native conformation and only 8 % flexible residues obey the same statistics as completely unfolded proteins.\textsuperscript{120} This indicates, that the radius of gyration of an unfolded protein may not be affected by small changes in the secondary structure content, which could similarly also apply for the end-to-end distance distribution.

Holthauzen et al observed the CD signature at 228 nm to get more negative for the denatured state of Nank4-7* protein in the presence of sarcosine (sarcosine strongly absorbs at 220 nm usually used for these considerations).\textsuperscript{314} Based on the theory of Uversy and Fink, a such change in the CD signature indicates a decrease of the hydrodynamic radius of the protein and thus a compaction.\textsuperscript{314,319} The CD signal at 228 nm is mostly due to $\alpha$-helical
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conformations. Furthermore, stabilizing osmolyte was observed to induce helix formation in MD simulations of small peptides.\textsuperscript{318} Non of the two model peptides is very likely to entirely fold into helical secondary structure as the helix content of both model peptides is close to zero as predicted by the program agadir\textsuperscript{320–322}. However, sarcosine could increase the probability of the unfolded peptide to sample \( \phi-\psi \)-angles from the \( \alpha \)-basin thus leading to an increase in the number of backbone H-bonds without changing the end-to-end distance distribution significantly as suggested by the MC simulations and the experimental findings. The formation of backbone H-bonds leads to preferential exclusion of sarcosine from the proximity of the backbone and a shielding of backbone polar groups from the solvent. The loss of solvent interactions increases the free energy of the unfolded state and dominates over the decrease of free energy when backbone H-bonds are formed. Thus the free energy of the unfolded state increases as proposed\textsuperscript{307}. These effects lead to the favoring of folding in the presence of stabilizing osmolytes.

The dynamics are for both, GdmCl and sarcosine, largely unaffected when the change of solvent viscosity is taken into count. Thus, the dynamics don’t seem to be correlated with the number of intra-chain backbone hydrogen bonds, as neither a breakage nor a preferential formation of hydrogen bonds has any effect. This further indicates, that H-bonds are not the major cause of the friction \( f \) limiting intra-chain diffusion (equation 3.8 in chapter 3.3).

Up to date little is known about the effect of denaturants and stabilizing osmolytes on intra-chain diffusion. In one instance, the intra-chain diffusion coefficient in the presence of GdmCl was calculated from distance distributions determined by single molecule FRET\textsuperscript{76} using Szabo-Schulten-Schulten-theory\textsuperscript{238} (see equation (1.19)).\textsuperscript{81} A value of \( D = 4.2 \pm 0.4 \, \AA^2 \text{ns}^{-1} \) is found which is essentially insensitive to GdmCl concentrations ranging from 3–7 M. The viscosity corrected \( D_{\text{corr}} \) would thus increase with GdmCl. This value is much smaller than the value found in the present study and also the changes with GdmCl are not alike. This is probably due to the neglect of the effect of intra-chain on the FRET signals when determining the distance distribution in the single molecule experiment. Not only is the distance distribution then biased, but also are the afterwards obtained diffusion coefficients biased.
3.5. Temperature dependence of intra-chain diffusion and roughness of energy landscape

3.5.1. Diffusion in a rough potential

During folding, a protein has to undergo conformational rearrangements in the unfolded state on the search for favorable interactions. These conformational dynamics can macroscopically be seen as intra-chain diffusion taking place in the free energy landscape of the unfolded state. In the present study, the focus will be on the unfolded state aiming to answer the following questions:

1) What does the energy landscape of unfolded proteins look like?

2) What limits the dynamics in the unfolded state?

Many different conformations of the protein coexist in the unfolded state. Interconversion between these conformation constantly takes place at ambient temperature. A simultaneous population of many different conformations suggests that these conformations are energetically very similar resulting in a highly frustrated energy landscape. Interconversion between the different conformations occurs majorly unhindered. Consequently, energy barriers between the conformations are small compared to thermal energy and can easily be overcome. This results in an energy landscape of the unfolded state which can be well approximated by a rough potential, with minor barriers separating the many energetically similar sub-states. Diffusional processes in a such rough energy landscape have been proposed to depend on the root mean squared height of minor barriers $\varepsilon$ and to show a characteristic temperature dependence.\(^{323}\)

$$D = D^* \exp \left( -\frac{\varepsilon^2}{(k_B T)^2} \right)$$  \hspace{1cm} (3.16)

In this equation, $D$ is the intra-chain diffusion coefficient, $D^*$ is the diffusion coefficient in absence of minor barriers and $k_B T$ is the Boltzmann constant times the absolute temperature. This theory has first been reported by Zwanzig\(^{323}\) and a year later by Bryngelson and Wolynes\(^{324}\). An equivalent expression has been obtained in terms of first passage time approach.\(^{325}\)

The concept of a rough potential has been widely used to explain experimental results on many different protein\(^{85,88,89,326–330}\) and has also been observed in simulations\(^{331–334}\). However, whenever equation 3.16 has been applied to intra-chain diffusion in unfolded proteins aiming to determine $\varepsilon$, relatively vague assumptions had to be made for the value of $D^*$ as
measurements have been carried out at one single temperature.\textsuperscript{85,88} In order to follow a more systematical approach in determining the roughness of the potential and $D^*$, the temperature dependence of the intra-chain diffusion coefficient in an unfolded polypeptide has to be determined. Using time-resolved FRET measurements of unfolded model peptides combined with global analysis of data obtained from different FRET pairs, the intra-chain diffusion coefficient is determined together with the end-to-end distance distribution as presented in chapter 3.1. The temperature dependence of the intra-chain diffusion coefficient of the two model peptides presented in chapter 3.2 is well described by equation 3.16 and can be used to determine the roughness of the potential $\varepsilon$ and the intra-chain diffusion coefficient in absence of barriers $D^*$. This gives not only informations on the shape of the energy landscape in the unfolded state, but also allows for a better understanding of the processes limiting chain dynamics in the unfolded state.

3.5.2. End-to-end distance distribution and intra-chain diffusion coefficient at various temperatures

Time resolved FRET measurements were carried out in order to determine the intra-chain diffusion coefficient $D$ and the end-to-end distance distribution $p_{eq}(r)$ for the two unfolded model peptides GS$_8$ and PV(EF) (section 3.2.1 and 3.2.2) at temperatures ranging from 2.5°C to 37.5°C. In order to accurately determine $D$ and $p_{eq}(r)$ two different FRET-pairs were used for each peptide and the datasets were globally analyzed as described in chapter 3.1. Donor lifetimes $\tau$, donor quantum yields and Förster distances $R_0$ were determined for each temperature using donor-only and acceptor-only labeled peptides.

The intra-chain diffusion coefficient is found to strongly increase with temperature for both model peptides as shown in Figure 3.34 A. According to the Einstein-Smoluchowski equation (1.17), $D$ is proportional to the absolute temperature $T$. Therefore, $D$ is expected to increase with temperature. Additionally, the friction coefficient $f$ is expected to decrease due to the decrease in solvent viscosity with temperature, leading to an even stronger increase in $D$. Based on the determination of the viscosity dependence presented in chapter 3.3, a correction for the change of solvent viscosity $\eta$ can be applied according to the following equation:

$$D_{corr.} = D \cdot \left( \frac{\eta}{\eta_0} \right)^{\beta}$$ \hspace{1cm} (3.17)
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Figure 3.32.: Time resolved fluorescence decays for the (GS)$_n$ peptide labeled with the donor pyrene (Pyr) and the acceptor dansyl (Dans) near the termini (A) and with the donor amino-methylcoumarin (AMCA) and the acceptor dinitrophenyl (DNP) (B) in 10 mM potassium phosphate, pH 7 at temperatures ranging from 2.5°C to 37.5°C (colors from purple to red). The residuals of the global analysis of the two different FRET pairs are shown; each color corresponds to one global fit, thus to one temperature.
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**Figure 3.33.** Time resolved fluorescence decays for the PV(EF) peptide labeled with the donor pyrene (Pyr) and the acceptor dansyl (Dans) near the termini (A) and with the donor aminomethylcoumarin (AMCA) and the acceptor dinitrophenyl (DNP) (B) in 10 mM potassium phosphate, pH 7 at temperatures ranging from 2.5°C to 37.5°C (colors from purple to red). The residuals of the global analysis of the two different FRET pairs are shown; each color corresponds to one global fit, thus to one temperature.
In this equation, $D$ is the experimental intra-chain diffusion coefficient, $\eta$ the viscosity of the solvent, $\eta_0$ the viscosity of the reference solution (here 10 mM potassium phosphate, pH 7, 22.5°C) and $\beta$ is the scaling exponent determined in section 3.3.3 (1.09 for (GS)$_8$ and 1.03 for PV(EF)). The viscosity corrected intra-chain diffusion coefficients still show an increase with temperature, so the increase is not entirely due to the decrease in viscosity as can be seen from Figure 3.34 B.

In order to test the applicability of equation (3.16) to intra-chain diffusion in unfolded polypeptides, a semi-logarithmic plot of the viscosity corrected intra-chain diffusion coefficient versus the square of the inverse temperature is made (see Figure 3.35). As can be seen from the linearity in the plot, that the Zwanzig model indeed applies, indicating that intra-chain diffusion can be well described as one-dimensional diffusion in a rough potential with minor energy barriers. Fitting the data with equation (3.16) results in a root-mean squared barrier height $\varepsilon = 0.86 \pm 0.06$ kcal/mol (3.6 ± 0.2 kJ/mol) for (GS)$_8$ and of $\varepsilon = 0.94 \pm 0.03$ kcal/mol (3.9 ± 0.1 kJ/mol) for PV(EF). The intra-chain diffusion coefficient in the absence of roughness adopts values of $D^* = 288 \pm 83$ Å$^2$ns$^{-1}$ for (GS)$_8$ and $D^* = 317 \pm 48$ Å$^2$ns$^{-1}$ for PV(EF), which are about a factor of 10 larger than intra-chain diffusion at room temperature. Taking into count the error of the fitted values, they appear to be almost identical.

The root mean square end-to-end distance for both peptides is unaffected by a change of temperature (see Figure 3.36). However, a slight systematic change is observed when the entire distribution of end-to-end distances is considered, which can be especially seen from the values of the fitting parameters $b$ and $\sigma$ describing the end-to-end distance distribution...
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**Figure 3.35.** Fits of the temperature dependence of the intra-chain diffusion coefficients with equation (3.16) for (GS)$_8$ (•) and PV(EF) (•). The resulting parameters are $\varepsilon = 0.86 \pm 0.06$ kcal/mol (3.6 ± 0.2 kJ/mol) and $D^* = 288 \pm 83 \text{Å}^2\text{ns}^{-1}$ for (GS)$_8$ as well as $\varepsilon = 0.94 \pm 0.03$ kcal/mol (3.9 ± 0.1 kJ/mol) and $D^* = 317 \pm 48 \text{Å}^2\text{ns}^{-1}$ for PV(EF).

according to equation (1.12). The equilibrium distance distribution broadens slightly with temperature. This effect is compensated by a shift of the parameter $b$ towards smaller values (see Figure 3.36 A), so that the root mean square end-to-end distance remains unchanged.

### 3.5.3. Summary and discussions

The intra-chain diffusion coefficients of (GS)$_8$ and PV(EF) strongly increase with temperature. This increase is partly due to the decrease in solvent viscosity and partly caused by the rough free energy landscape of the unfolded state. The heights of the minor barriers of this rough potential are on the order of $1.5 \cdot k_B T$ at room temperature. The root mean square end-to-end distance is unaffected by temperature even though small systematic changes are observed in the end-to-end distance distribution.

No indication for a temperature induced collapse of the polypeptide chain is found in the present study as the root mean square end-to-end distance is unaffected by a change of temperature. However, the intra-chain diffusion coefficient strongly increases with temperature. Grupi and Haas have reported very similar results for the intra-chain diffusion coefficients and root mean square end-to-end distances of eight different fragments derived from the sequence of $\alpha$-synuclein, however with much larger errors compared to the present study.\textsuperscript{174}

The intra-chain diffusion coefficient of seven of these fragments have been found to increase with temperature, while the root mean square end-to-end distances stay unaffected and the
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Figure 3.36.: Temperature dependence of end-to-end distance distribution. A: parameters $b$ and $\sigma$ describing the end-to-end distance distribution according to equation (1.12). B: root mean square end-to-end distance. C and D: end-to-end distance distribution $p_{eq}(r)$.

distributions slightly broaden. However, the absolute values of the intra-chain diffusion coefficients of the present study range from 15.7–64.4 Å²ns⁻¹ for (GS)₈ and from 9.7–43.0 Å²ns⁻¹ for PV(EF) between 2.5°C and 37.5°C exceeding the values from 3–34 Å²ns⁻¹ between 5 and 40°C reported for the α-synuclein fragments. This may be due to the differences in sequence or to the lower accuracy of the reported values as only one single FRET-pair has been used.

The observed temperature-insensitive root mean square end-to-end distance is in contrast to a temperature induced collapse, which has been reported for acid denatured protein BBL from combined temperature jump and intensity based FRET experiments. In their study, Sadiq et al. used the FRET-pair Naph/Dans and interpreted a continuous increase in FRET efficiency as collapse of root mean square end-to-end distance of the protein. The findings
of the present study, however, point out, that an increase in FRET efficiency with temperature is due to an increase of the intra-chain diffusion coefficient, which has been neglected by Sadiq et al. The influence of intra-chain diffusion on FRET efficiency is pronounced especially for long lifetime donors like Naph ($\tau = 38$ ns) as shown in Figure 3.1. A temperature induced collapse of the proteins CspTm and ProTα in the presence of the denaturant GdmCl has also been reported. Using single molecule FRET techniques, decreases between 13 % and 18 % in 0.5 and 7 M GdmCl have been found with temperatures increasing from 10–40°C. Intra-chain diffusion was not considered in the interpretation of the data leading to an over-interpretation of the collapse.

The intra-chain diffusion coefficient increases with temperature in agreement with theories like Zwanzig’s diffusion in a rough potential (equation (3.16)) or the Einstein-Smoluchowski equation (1.17). However, Ahmad et al. observed a dramatic drop of the intra-chain diffusion coefficient with temperature based on the determination of tryptophan quenching rate constants for different loops of α-synuclein. This is in contrast to the findings of the present study, to findings of Grupi and Haas and to theory.

The values found for the heights of the minor barrier in the rough free energy landscape of $\varepsilon = 0.86$ kcal/mol and $\varepsilon = 0.94$ kcal/mol (1.45 · $k_B T$ and 1.58 · $k_B T$ at 25°C) are consistent with values reported in the literature.

Nettels et al. have determined a barrier height of $\varepsilon = 1.3 \cdot k_B T$ for viscosity corrected intra-chain diffusion of Csp based on the assumption, that $D^*$ equals the intra-chain diffusion coefficient in of Csp in 8 M GdmCl. In the present study, the values determined for $D^*$ are about a factor of 10 higher than the values for the intra-chain diffusion coefficient in 8 M GdmCl of $D = 33 \text{ Å}^2 \text{ns}^{-1}$ und $D = 29 \text{ Å}^2 \text{ns}^{-1}$ for (GS)₈ and PV(EF) respectively (see chapter 3.4). Waldauer et al. have calculated the barrier height to be $\approx 1$ kcal/mol for unfolded protein L based on quenching rate constants of tryptophan triplet states, a process which is not diffusion controlled as discussed in the introduction in section 1.4.1. In a later study on the same protein a barrier height of $\varepsilon = 2.6 \cdot k_B T$ is reported, which is however based on the assumption that $D^*$ is the lateral diffusion coefficient of the protein in contradiction to the definition reported by Zwanzig.

A value of $\varepsilon = 0.8 \cdot k_BT$ is reported by Yang and Gruebele for the Trpzip2 hairpin based on T-jump measurements, which is smaller than the value determined in the present study. In studies using methods with longer observation time windows, also higher barriers are found. A value of $\varepsilon = 4–5 \cdot k_B T$ was determined by Milanesi et al. for N-terminal domain of phosphoglycerate kinase using thyl radical recombination dynamics and a value of
\( \varepsilon = 5.7 \cdot k_B T \) was determined by Nevo et al. using atomic force microscopy\textsuperscript{326,327}.

The roughness of the free energy landscape was determined to have a root mean square barrier height of \( \approx 1.5 \cdot k_B T \) or \( \approx 0.9 \text{ kcal/mol} \). Minor barriers in the free energy landscape can originate from favorable or unfavorable interactions or from steric repulsion between different moieties of the polypeptide chain. The processes leading to the observed barrier heights can be identified by the magnitude of their energetic contributions.

Aromatic-aromatic interactions have been shown to contribute an energy between -1 and -2 kcal/mol\textsuperscript{75} while surface exposed salt bridges have been shown to contribute between -0.21 and -1.25 kcal/mol to protein stability\textsuperscript{335}. The energy of an intra-chain hydrogen bond has been reported to be between -1 kcal/mol in \( \alpha \)-helices and -3 kcal/mol for buried bonds in water\textsuperscript{336}. An additional source for barriers influencing the dynamics in the unfolded state is the bond rotation energy, because a change of the end-to-end distance is only possible through a change of the \( \phi-\psi \)-angles. The barriers in bond rotation potentials have been proposed by Scheraga to be of the order of 0.5-1.3 kcal/mol\textsuperscript{337} or of the order of up to 3 kcal/mol as estimated by Ramachandran et al. from bond rotation energies in ethane\textsuperscript{338}. A more recent study by Bacharov based on semi-empirical bond-bond interaction calculations, has suggested that the barriers hindering rotation are indeed much higher in the range of about 14–18 kcal/mol for N-C\( _\alpha \) rotations and in the range of 5–7 kcal/mol for rotations of C\( _\alpha \)-C\textsuperscript{339} in good agreement with other works based on ab initio quantum mechanical calculations (citations). The figures in reference\textsuperscript{339} however indicate the existence of smaller barriers between the major basin (poly-proline II, \( \beta \)-strand and \( \alpha \)-helix) in the Ramachandran plot of glycine. These barriers are on the order of 0.5-1.5kcal/mol and are absent for all other amino acids tested in reference\textsuperscript{339}.

The dynamics in the (GS\textsubscript{8})-peptide can only be limited by hydrogen bonds or bond rotation energies as no charged or hydrophobic side chains are present between the FRET-labels. Taking into account the similarity between the root mean square barrier heights \( \varepsilon \) in both peptides studied, both these effects seem to be the major source of the barriers also in the PV(EF)-peptide. Both, the energies of intra-chain hydrogen bonds and bond rotation potentials are in quantitative excellent agreement with the values of \( \varepsilon = 0.86 \text{ kcal/mol} \) in (GS\textsubscript{8}) and of \( \varepsilon = 0.94 \text{ kcal/mol} \) in PV(EF).

In conclusion, both, bond rotation energies and hydrogen bonds, are possible origins for the rough energy landscape, which limits the dynamics in the unfolded state at physiological temperatures as tested by the two model peptides.
4. Summary

The aim of this study was to characterize conformational properties and the dynamics of unfolded polypeptides. To achieve this, an experimental approach based on FRET was employed, which yields the end-to-end distance distribution and the intra-chain diffusion coefficient of unfolded peptides with high accuracy. This method provided the basis for studies of the end-to-end distance distribution and the intra-chain diffusion coefficient under a variety of different solvent conditions.

**Determination of the end-to-end distance distribution and the intra-chain diffusion coefficient by time-resolved FRET measurements**

Time-resolved FRET measurements have been demonstrated to simultaneously yield the end-to-end distance distribution and the intra-chain diffusion coefficient of unfolded polypeptide chains. However, only a limited accuracy of the determined parameters could be achieved in previous works. In the present study, it could be shown, that high accuracy in the determination of the intra-chain diffusion coefficient and the end-to-end distance distribution is obtained, if FRET measurements involving donors with very long and short lifetime $\tau$ are globally analyzed. A comparative analysis including the properties of 3 different FRET pairs revealed, that the combination of AMCA ($\tau \approx 5$ ns) and Pyr ($\tau \approx 150$ ns) is the best choice for investigating unfolded peptides and that no significant improvement of parameter precision is obtained by including Naph ($\tau \approx 40$ ns) as a third donor.

**Unfolded model peptides do not behave like random coils**

A (Gly-Ser)-peptide and a native loop sequence from the protein $\beta$-carp parvalbumin were chosen as models for the unfolded state. Both peptides lack a folded structure in solution. The end-to-end distance distribution of both model peptides was determined by global analysis of time-resolved FRET measurements and compared to the distance distribution expected for the random coil model. For both model peptides, the resulting end-to-end distance distributions are well described by the distance distribution of the excluded volume
chain model. In contrast, the end-to-end distance distribution of a random coil could not be used to adequately describe the experimental data. Comparison of the experimental results with MC simulations indicates, that the shape of the distance distribution originates from limitations of backbone $\phi$-$\psi$-angles due to steric clashes rather than from polymer-like characteristics of the polypeptide chain.

**Internal friction not significantly contribute to intra-chain diffusion in the unfolded model peptides**

The dynamics in unfolded polypeptides are limited by frictional forces, which can originate from the viscosity of the solvent (solvent friction) or from peptide intrinsic properties (internal friction). The coefficient of friction can be directly calculated from the intra-chain diffusion coefficient. Accordingly, the viscosity dependence of the intra-chain diffusion coefficient and the frictional coefficient were determined by time-resolved FRET measurements in the presence of the viscous co-solute glycerol. The intra-chain diffusion coefficient follows a non-ideal dependence $D \propto \eta^{-\beta}$ with $\beta$-values slightly above 1 for both model peptides as determined using glycerol as viscous co-solute. In order to separate solvent friction from internal friction, the viscosity dependence of the coefficient of friction was extrapolated to zero viscosity yielding the coefficient of internal friction. Values close to zero were found for the coefficient of internal friction for both, the (Gly-Ser)-peptide and the EF loop. Consequently, friction in the dynamics of unfolded polypeptides is dominated by the sequence-dependent coefficient of solvent friction as internal friction could not be detected.

**The end-to-end distance distribution of unfolded peptides is strongly affected by GdmCl but not affected by sarcosine**

The effect of the denaturant GdmCl and the stabilizing osmolyte sarcosine was determined to depend on the effect of the co-solutes on the unfolded state. The root mean square end-to-end distance strongly increases with increasing GdmCl concentration, while it remains unaffected by sarcosine. The viscosity corrected intra-chain diffusion is not significantly affected by both these co-solutes. MC simulations indicate, that an increase of the end-to-end distance may be related to an increased content of ppII and $\beta$-strand dihedral angles and to a decrease in the number of backbone H-bonds in the unfolded conformations. The simulations further indicate, that the end-to-end distance distribution is not significantly affected by an increased content of $\alpha$-helical dihedral angles in the unfolded ensemble.
The energy landscape of the unfolded state can be approximated by a rough potential

To determine the shape of the energy landscape, the temperature dependence of the intra-chain diffusion coefficient obtained from time-resolved FRET measurements was investigated. The temperature dependence of the viscosity corrected intra-chain diffusion coefficients for both model peptides agrees well with the temperature dependence expected for a diffusional process in a rough potential. The root means square barrier heights in the rough energy landscape were determined to be of the order of $1.5 \cdot k_B T$ at room temperature and the intra-chain diffusion coefficient in absence of these barriers would be increased by a factor of 10 compared to intra-chain diffusion at room temperature. The barrier heights is similar in magnitude to barriers separating basins in the Ramachandran map of glycine or to the energies of H-bonds. The root mean square end-to-end distance is unaffected by temperature changes.
A. Materials and methods

All chemicals used throughout this work were purchased either from Carl Roth (Karlsruhe, Germany) or Sigma Aldrich (St. Louis, MO, USA), if not stated otherwise. Fmoc-protected amino acids were purchased from either Novabiochem (Hohenbrunn, Germany) or Iris Biotech (Marktredwitz, Germany). Resins for peptide synthesis were purchased from Rapp Polymers.

A.1. Peptide synthesis and purification

A.1.1. Peptide synthesis

All peptides used were synthesized by solid-phase peptide synthesis (SPPS) on a ABI 433 A peptide synthesizer with UV monitoring (Applied Biosystems, CA, USA) using standard Fluorenylmethoxycarbonyl (Fmoc) chemistry (Fastmoc). Both peptides were synthesized using R RAM resins (Rapp Polymers, Marktredwitz, Germany) with Fmoc deprotection by 20 % piperidine and activation by O-(benzotriazol-1-yl)-N,N,N′,N′-tetramethyluronium hexafluorophosphate (HBTU). Amino acid side chains were protected by standard protecting groups according to the following sequences:

(GS)$_8$:  
Gly, Ser(tBu), Gly, Ser(tBu), Gly-Ser(Me,Me pro), Gly, Ser(tBu), Gly, Ser(tBu), Gly-Ser(Me,Me pro), Gly, Ser(tBu), Dpr(Mtt), Ser(tBu), Arg(Pbf), Gly, Tentagel R RAM.

PV(EF):  
Leu, Lys(Boc), Ala, Gly, Asp(OtBu), Ser(tBu), Asp(OtBu)-(Dmb)Gly, Asp(OtBu)-(Dmb)Gly, Lys(Boc), Ile, Gly, Val, Asp(OtBu), Dpr(Mtt), Ser(tBu), Gly, Tentagel R RAM.

For (GS)$_8$, several pseudo-prolines (Gly-Ser(Me,Me pro)) were used to prevent aggregation during synthesis. For PV(EF), Asp(OtBu)-(Dmb)Gly doublebuildingblocks were used to avoid aspartamide formation.
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A.1.2. Labeling with chromophores

Chromophores were coupled on the resin either directly to the N-terminus or to the amine of α, β-Diaminopropionic acid (Dpr). Selective labeling of peptides with two different chromophores was achieved by using the selectively removable side chain protecting group 4-Methyltrityl (Mtt) for Dpr, which can be selectively removed using 3 % trifluoroacetic acid (TFA) and 5 % triethylsilan (TES) in dichlormethan (DCM). In case of donor-only or acceptor-only peptides, the second reactive site (either the N-terminus or the amine side chain of Dpr), were acetylated using acetic acid, (benzotriazol-1-yloxy)tripyrrlidinophosphonium hexafluorophosphate (PyBOP) and N,N-Diisopropylethylamine (DIPEA) in Dimethylformamid (DMF). Acceptors (5-Dimethylaminonaphthalene-1-sulfonyl chloride (Dansyl Chloride) or 1-Fluoro-2,4-dinitrobenzene) were coupled to the N-terminus using DIPEA in DMF. Donors (7-Amino-4-methyl-3-coumarinylacetic acid (AMCA), 1-Pyrene-acetic acid or 1-Naphthylacetic acid) were coupled to the amine side chain of Dpr using PyBOP and 4-Methylmorpholine (NMM) in DMF.

A.1.3. Purification

Cleavage from the resin was obtained by 90 % TFA, 5 % TES and 5 % H₂O. After cleavage from the resin peptides were purified by reversed phase high-performance liquid chromatography (HPLC) using C8 preparative or C12 semi-preparative columns (Jupiter proteo, Phenomenex) with a water/acetonitril gradient. Samples were purified to ≥ 97 % for donor-acceptor-peptides and ≥ 95 % for donor- and acceptor-only peptides according to fluorescence monitoring by analytical HPLC; peptide identity was verified by matrix-assisted laser desorption/ionization time of flight mass spectrometry (MALDI-TOF-MS). Clean fractions were pooled, aliquoted and lyophilized.

A.2. Fluorescence measurements

Fluorescence spectra were recorded on a fluorolog τ spectrofluorometer (Jobin Yvon, Horiba, USA) or a fluoromax 3 spectrofluorometer (Jobin Yvon, Horiba, USA) both equipped with a correction file to obtain physical spectra provided by the manufacturer or on an ATF 105 spectrofluorometer (AVIV Biomedicals, NJ, USA) with a self written correction file obtained using a Spectral Fluorescence Standard Kit (certified by BAM, purchased from
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Sigma Aldrich). Absorbance spectra were recorded on a double beam spectrophotometer (AVIV model 14 UV-VIS, AVIV Biomedicals, NJ, USA). The refractive indices were determined using an automatic refractometer (AR700, Reichert Inc. Depew, NY, USA). Fluorescence lifetime measurements were carried out on a FluoTime200 Time-resolved spectrometer (PicoQuant, Berlin, Germany) with a PDL 800-D Picosecond pulsed diode laser driver unit, a PicoHarp TCSPC system and PMA-182 photo multiplier tubes (based on H5783 photosensor modules, Hamamatsu). The setup was equipped with polarizers and a cuvette holder (TLC 50, Quantum northwest, WA, USA) with Peltier temperature regulation and magnetic stirrer. Excitation of the fluorescence donor was achieved using a pulsed diode laser or a pulsed light-emitting diode (LED).

A.2.1. Sample preparation

All buffers were prepared using ultra pure bottled water (chromasolv plus, Sigma Aldrich) to keep residual fluorescence from contaminations as low as possible. GdmCl (AA-Grade, NIGU Chemie GmbH, Waldkraiburg, Germany) and glycerol (Merck), as well as all potassium and phosphate salts were used as received. Sarcosine (bioXtra, Sigma Aldrich) was further purified because a yellowish color of the solution was observed leading to very high residual fluorescence. A highly concentrated sarcosine solution of $\approx 6.5\text{ M}$ was prepared at room temperature, mixed with ultra pure activated charcoal (Norit, Sigma Aldrich), and filtered through syringe filters (anatop, 0.2 µm (Whatman)) within the next hours. The pH and salt concentration of the so obtained clear solution was adjusted and the sarcosine concentration determined through the refractive index of the solution. GdmCl (10 mM potassium phosphate) and Sarcosine (10 mM potassium phosphate) buffers were first prepared at high concentrations and then diluted with 10 mM potassium phosphate buffer to match the desired co-solute concentration. Glycerol buffers were prepared with help of a balance to adjust the desired glycerol concentrations. Viscosities of the buffers were checked using a falling ball viscosimeter (Thermo Fischer Scientific). Buffers were aliquoted, frozen in liquid nitrogen and stored at -80°C prior to use.

For all measurements, lyophilized peptide was directly dissolved in the measuring buffer and in case of poor solubility subject to ultra-sonification for 10 min. Undissolved peptide was removed by centrifugation at 13000g for 10 min and use of the supernatant. This step was repeated two times. Filtering was observed to not be an adequate method to remove undissolved peptide, as washing out of unwanted fluorescent contaminations from almost
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Table A.1.: Fluorescence quantum yields of standard fluorophores.

<table>
<thead>
<tr>
<th>name of standard</th>
<th>solvent</th>
<th>quantum yield</th>
<th>donor</th>
</tr>
</thead>
<tbody>
<tr>
<td>9-anthracenecarbonitrile</td>
<td>methanol</td>
<td>0.80</td>
<td>AMCA</td>
</tr>
<tr>
<td>1,4 bis(5-phenyloxazol-yl)benzene (POPOP)</td>
<td>cyclohexane</td>
<td>0.97</td>
<td>Pyr,AMCA</td>
</tr>
<tr>
<td>9,10-Diphenylanthracene (DPA)</td>
<td>cyclohexane</td>
<td>1.00</td>
<td>AMCA,Pyr</td>
</tr>
<tr>
<td>2,5-Diphenyloxazole (PPO)</td>
<td>cyclohexane</td>
<td>0.94</td>
<td>Naph,Pyr</td>
</tr>
<tr>
<td>N-acetyl-L-tryptophanamide (NATA)</td>
<td>H$_2$O</td>
<td>0.14</td>
<td>Naph</td>
</tr>
<tr>
<td>perylene</td>
<td>cyclohexane</td>
<td>0.94</td>
<td>AMCA</td>
</tr>
<tr>
<td>p-Terphenyl</td>
<td>cyclohexane</td>
<td>0.89</td>
<td>Naph</td>
</tr>
</tbody>
</table>

all available filters was observed. The oxygen concentration of the buffer was observed to critically influence fluorescence decay times. To keep the oxygen concentrations of the buffers reproducible, all samples were equilibrated at the desired temperature and then 10 times bubbled with air by help of a pipette. When a nitrogen flow was used to prevent water condensation at the outer surface of the cuvettes, cuvettes were sealed after the air bubbling and prior to exposure to the nitrogen flow.

A.2.2. Determination of fluorescence quantum yields and Förster-distances

The Förster distance depends on the fluorescence quantum yield and the spectral overlap between donor fluorescence and acceptor extinction (see equation (1.24)). The fluorescence quantum yields were determined from the fluorescence spectra relative to the spectra of fluorescence standards of known quantum yield.

$$Q = Q_{st} \cdot \frac{F_{st} A_{st} n^2}{F_{st} A_{st} n_{st}^2}$$  \hspace{1cm} (A.1)

With the integrated fluorescence intensities $F$, the optical density at the excitation wavelength $A$ and the refractive index $n$ of the solvent. The index $st$ refers to the properties of the solutions of the fluorescence standards. To increase accuracy, three different standards were used in each case (see Table A.1) and the resulting quantum yields were averaged. Concentrated solutions of standard fluorophores as well as of donor-only labeled peptides were prepared with an optical density between 0.2 AU and 0.4 AU. After determination
of the exact optical density at the desired wavelength $\lambda_{ex}$ from the absorbance spectrum recorded with the desired bandwidth $\Delta \lambda_{ex}$ the solutions were diluted to match the target optical density $A$ or $A_{st}$ in the range from 0.01–0.03 AU. In case of volatile solvents (for standard fluorophores) dilutions were made by help of a balance and measurements were carried out in cuvettes with a teflon plug.

The acceptor extinction spectra were determined by dissolving acceptor only labeled peptide in the corresponding buffer with a maximum optical density in the desired wavelength range of $\approx 0.2–0.3$ AU. Extinction spectra $\varepsilon_A(\lambda)$ were obtained from the absorbance spectra by using the extinction coefficients $\varepsilon_A$ from the literature ($\varepsilon_A^{\text{max}} = 4300 \text{M}^{-1}\text{cm}^{-1}$ for Dans$^{342}$ and $\varepsilon_A^{\text{max}} = 15,900 \text{M}^{-1}\text{cm}^{-1}$ for DNP$^{343}$). The overlap integrals of donor fluorescence with acceptor extinction were calculated according to the following equation:

$$J = \frac{\int_0^\infty F_D(\lambda)\varepsilon_A(\lambda)\lambda^4 d\lambda}{\int_0^\infty F_D(\lambda)d\lambda}$$

(A.2)

To calculate the Förster distances $R_0$ using equation (1.24), the overlap integrals $J$, the determined donor quantum yields $Q$ and $\kappa^2 = 2/3$ were used. The relative error of the $R_0$ was estimated to be 2.5 %, based on the an error of 10 % for $Q$ and $\varepsilon_A$.

### A.2.3. Fluorescence lifetime measurements

Fluorescence lifetime measurements were carried out to determine the donor lifetimes $\tau$ of the donor only labeled peptides and for donor-acceptor labeled peptides to obtain the data

<table>
<thead>
<tr>
<th>Table A.2.: Settings for fluorescence lifetime measurements.</th>
</tr>
</thead>
<tbody>
<tr>
<td>light source</td>
</tr>
<tr>
<td>pulsed width</td>
</tr>
<tr>
<td>$\lambda_{ex}$</td>
</tr>
<tr>
<td>$\Delta \lambda_{ex}$</td>
</tr>
<tr>
<td>$\lambda_{em}$</td>
</tr>
<tr>
<td>$\Delta \lambda_{em}$</td>
</tr>
<tr>
<td>time-res.</td>
</tr>
<tr>
<td>filters</td>
</tr>
</tbody>
</table>
for global analysis.
The experimental settings are summarized in Table A.2. Sample concentrations were adjusted to a maximum optical density of 0.1 AU at the excitation wavelength. Polarizers were set to magic angle conditions. Samples were measured until the peak counts/channel reached a value of 10,000 counts. The fluorescence of the corresponding buffer under the same conditions was then measured for the same amount of time. The instrumental response function (IRF) was collected at the emission wavelength identical to the excitation wavelength by light scattering from dilute Ludox (Sigma Aldrich) solutions up to a peak value between 20,000 and 40,000 counts/channel.

Fits of the donor-only fluorescence lifetime measurements were performed using the software FluoFit (PicoQuant, Berlin, Germany). The shape of the IRF was considered through a re-convolution fit of a sum of exponentials according to the following equation:

\[ F(t) = \int_{-\infty}^{t} \mathrm{IRF}(t') \sum_{i=1}^{n} A_i \exp \left( -\frac{t - t'}{\tau_i} \right) \, dt' \]  \hspace{1cm} (A.3)

with the amplitude \( A_i \) and the lifetime \( \tau_i \) of the \( i \)th component in the fit. For all donor-only measurements, one single donor lifetime \( \tau \) was determined.

### A.3. Global data analysis

The routines used for data analysis were programmed using Matlab (The MathWorks) release R2011b and run on a Mac Pro.

#### A.3.1. Data input

The successful calculation of a fit depends on several inputs. Firstly, the time-resolved raw data of the lifetime measurements of the double labeled peptides, the raw data of the fluorescence from the buffer and the raw data from measuring the IRF need to be imported. Secondly, the properties of the chromophores, i.e. the donor lifetime \( \tau \) and the Förster distance \( R_0 \), and the properties of the peptide, i.e. the total length \( r_{\text{max}} \) (number of amino acids times 3.8 Å) and the minimum distance between the chromophores (\( r_{\text{min}} = 0 \) was used here), need to be fixed. At last, the starting parameters (\( D \), \( b \) and \( \sigma \)) of the global fit need to
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A.3.2. Solution of PDE

The solution of the partial differential equation (PDE) (see equation (3.1)) for the parameters $D, b, \sigma, \tau, R_0$ is then estimated by help of the Matlab function `pdepe`, which numerically solves initial-boundary value problems for parabolic-elliptic PDEs. The solution is calculated for 100 distances $r$ between $r_{\text{min}}$ and $r_{\text{max}}$ with reflective boundary conditions at the limits $r_{\text{min}}$ and $r_{\text{max}}$. The initial condition was $\bar{p}^*(r, t = 0) = 1$, which corresponds to the assumption, that at time zero, all donor fluorophores are in the excited state. The solution of the PDE, $\bar{p}^*(r, t_i)$, is calculated for each time point $t_i$ in the raw data. The donor fluorescence is obtained from the two-dimensional solution according to equation (3.3), which reduces the solution two a one-dimensional time trace $F_{\text{norm.}}^{\text{D,b,\sigma}}(t_i)$, which is normalized to a maximum value of 1.

A.3.3. Re-convolution fit

Due to the finite width of the excitation pulse used in TCSPC when collecting the raw data and due to the non-ideal shape of the pulse of a diode laser or LED, the experimental fluorescence decay traces depend on the shape of the IRF. To account for this non-ideality in the raw data, a so called re-convolution fit is used. In a re-convolution fit, the theoretical decay function is convoluted with the experimentally determined IRF to obtain the final fit function. In the present study, the convolution between two traces is calculated through fast Fourier transformation of both traces, the multiplication of the obtained results and the inverse fast Fourier transformation of the product. The final fit function depend on several more parameters, which are however of inferior importance as they account for the experimental settings and for side-effects imposed by the chromophores. The total fit function for the re-convolution fit is thus:

$$F_{\text{fit total}}(t_i) = \text{IRF}(t_j - t_0) \otimes \left\{ A_1 \cdot F_{\text{norm.}}^{\text{D,b,\sigma}}(t_j) + A_n \cdot \exp(\tau_n t_j) + A_{\text{dc}} \right\} \quad (A.4)$$

With $t_0$ accounting for the position of the fluorescence signal in the time trace, the amplitude of the main phase $A_1$, the difference in dark counts between the raw data and the time trace of the buffer fluorescence and additional phases with amplitudes $A_n$ and time constants $\tau_n$ which can account for photobleaching of the acceptor if $\tau_n = \tau$, for scattered light, or for
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stacking of the chromophores. As time base for this fit a linear spacing is chosen for the early
time points, while for the later time points, a logarithmic spacing is achieved by successively
discarding time points. This should give more reasonable weighting to the important early
time points, which account for the $D$, $b$, $\sigma$- dependent fluorescence and remove weight from
the later time points, which mainly account for the dark counts or the slow donor only phase
of up to 2% caused for example by acceptor bleaching. The total number of time points
considered is 1000. In conclusion, the re-convolution fit determines the parameters $t_0$, $A_1$,
$A_n$ and $A_{dc}$, while not changing $D$, $b$ and $\sigma$. In the optimization for the re-convolution fit, a
reduced $\chi^2_R$ is used.

$$\chi^2_R = \frac{1}{n-p} \sum_{i=1}^{n=1000} \frac{(F_{\text{exp}}(t_i) - F_{\text{fit}}(t_i))}{(\Delta F_{\text{exp}}(t_i))^2}$$

(A.5)

$F_{\text{exp}}$ corresponds to the raw data of the double labeled peptide with the fluorescence of the
buffer subtracted, and $\Delta F_{\text{exp}}(t_i)$ is the error of each the signal $F_{\text{exp}}$ at the time point $t_i$ which
includes the error of the raw data point as well as the error of the buffer fluorescence signal.
Therefore, values for $\chi^2_R$ close to 1 are found for good fits.

A.3.4. Global fit

For each FRET pair in the analysis, the corresponding PDE was solved, and the correspond-
ing re-convolution fit performed to obtain an individual $\chi^2_R$ for each FRET pair. To obtain
the global $\chi^2_R, \text{global}$, the arithmetic average of the $\chi^2_R$s for all FRET pairs were used.
The minimum of the value $\chi^2_R, \text{global}(D, b, \sigma)$ was then searched for by unconstrained non-
linear optimization using Matlabs derivation free algorithm $\text{fminsearch}$. Each iteration in
the minimization starts from a triple $(D, b, \sigma)$ and solves the PDEs for all used FRET pairs
followed by the corresponding re-convolution fits and thus $\chi^2_R, \text{global}(D, b, \sigma)$. The value of
$\chi^2_R, \text{global}$ is then compared to the previous ones, and, based on the Nelder-Mead simplex di-
rect search, a new guess for a triple $(D', b', \sigma')$ is made. This is repeated until a minimum in
$\chi^2_R, \text{global}(D, b, \sigma)$ is found.

A.3.5. Support plane analysis

As the algorithm $\text{fminsearch}$ is not able to return errors of the fit parameters, support plane
analysis is used to estimate the error. Firstly, a (global) fit is performed resulting in $D_{\text{fit}}, b_{\text{fit}}$
and $\sigma_{\text{fit}}$. Based on the obtained value for one of the fit parameters, secondary fits of the other
two parameters are performed in order to calculate the projection of the $\chi^2_R, \text{global}(D, b, \sigma)$
hyper surface on one fit parameter. In case of the fitting parameter $D$ for example, the projection is a function $\chi^2_R(D, b_{\text{fit}}(D), \sigma_{\text{fit}}(D))$. The confidence levels defining the lower and upper error estimates, were estimated by help of F-statistics according to the following equation:

$$\frac{\chi^2_{R, \text{global}}(D, b_{\text{fit}}(D), \sigma_{\text{fit}}(D))}{\chi^2_{R, \text{global}}(D_{\text{fit}}, b_{\text{fit}}, \sigma_{\text{fit}})} = F(p, \nu, P)$$  \hspace{1cm} (A.6)

with the the F-value $F$, $p$ parameters, $\nu$ degrees of freedom and the probability $P = 0.67$. Values of $\approx 1.03$ and $\approx 1.02$ were obtained for the analysis of one single trace (1000 data points) and the global analysis of two traces ($2 \times 1000$ data points) respectively.
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