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ABSTRACT

The Hilbert transform is an important operator in signal processing,
e.g., the definition of the “analytical signal” uses the Hilbert trans-
form. In this paper we analyze the Hilbert transform for bounded
bandlimited signals in B5°. Although the common integral repre-
sentation of the Hilbert transform may diverge for certain signals
in B3°, it is possible to define the Hilbert transform meaningfully
for bounded signals. We employ a definition that is based on the
H*-BMO(R) duality. The problem of this abstract definition is that
there exists no constructive procedure to calculate the Hilbert trans-
form. However, for the subspace of bounded bandlimited signals,
we can give an explicit formula for the calculation of the Hilbert
transform. Further, we show that the Hilbert transform of a bounded
bandlimited signal is still bandlimited but not necessarily bounded.

Index Terms— Hilbert transform, bounded bandlimited signal,
bounded mean oscillation, Hardy space

1. INTRODUCTION

In signal processing and communication theory the Hilbert transform
is an important operator with many applications [1, 2, 3, 4, 5]. For
example, the calculation of the analytical signal, which was intro-
duced by Gabor in his “Theory of Communication” [1], requires the
Hilbert transform. In an analytical signal ¢)(t) = u(t) + v(t) the
imaginary part v is the Hilbert transform of the real part u. Based on
the analytical signal it is possible to define the instantaneous ampli-
tude and frequency of a signal [3, 4]. Although there are other pos-
sibilities to define the instantaneous amplitude and frequency [4], it
was shown in [4] that the only definition that satisfies certain physi-
cal requirements is the definition based on the Hilbert transform and
the analytical signal.

Classically, the Hilbert transform of a signal f is defined as the
principal value integral
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Of course, the above definition of the Hilbert transform only makes
sense if the integral converges. Numerous authors have studied the
convergence behavior of the integral, and it is known that there ex-
ist bounded signals for which the integral in (1) diverges every-
where. Even if the signal is additionally bandlimited, the integral (1)

This work was supported by start-up funds of the Technische Univer-
sitdt Miinchen and the German Research Foundation (DFG) under grant BO
1734/21-1.

978-1-4673-0046-9/12/$26.00 ©2012 IEEE

3697

may diverge. However, for the subclass of bounded bandpass sig-
nals, the Hilbert transform exists and is bounded. If f is a band-
pass signals, the distributional Fourier transform of which vanishes
outside [—m, —en] U [emr, 7], 0 < € < 1, then f has a bounded
Hilbert transform satisfying ||H f|lco < (A+ 21og (2)) || f]locs
where A < 4/7 is a constant [6, 7]. Probably, observations of this
kind led to the conclusion “that an arbitrary bounded bandlimited
function does not have a Hilbert transform...” [7].

Since then, several extension of the Hilbert transformation have
been proposed and analyzed [8, 9, pp. 44]. For example, the Hilbert
transform for general groups [10] or extensions to bounded functions
[9]. In [3] a set of conditions was given which is sufficient for the
convergence of (1) to a continuous and bounded signal. However,
this set of conditions is not necessary for the convergence of (1) to a
continuous and bounded signal, and it is difficult to characterize the
class of bounded signals that have a bounded Hilbert transform. As
for finding an extension of the Hilbert for bounded bandlimited sig-
nals, essentially no progress has been made since Logan published
his paper [7] in 1978.

In this paper we use an extension of the Hilbert transform which
is based on the H'-BMO(R) duality. This extension, which will be
introduced in Section 5, is valid for general bounded signals, how-
ever, provides no constructive procedure for the calculation of the
Hilbert transform. In Section 6 we show that, for the subspace B5°
of bounded bandlimited signals, there exists an explicit formula for
the calculation of the Hilbert transform. An integral part of this for-
mula is an operator that consists of the concatenation of the Hilbert
transform and the differential operator. The properties of this com-
pound operator are discussed in Section 4.

2. NOTATION

Let f denote the Fourier transform of a function f. LP(R), 1 <
p < 00, is the space of all pth-power Lebesgue integrable functions
on R, with the usual norm || - ||, and L*°(R) is the space of all
functions for which the essential supremum norm || - || is finite.
For 0 < o < oo let B, be the set of all entire functions f with the
property that for all € > 0 there exists a constant C'(¢) with | f(z)] <
C(e)exp((o + €)|z|) for all z € C. The Bernstein space B85, 1 <
p < oo, consists of all functions in B, whose restriction to the real
line is in L”(R). The norm for B% is given by the L”-norm on the
real line, i.e., || [z = || - ||»- A signal in B is called bandlimited
to o, and B5° is the space of bandlimited signals that are bounded
on the real axis. We call a signal in B;° bounded bandlimited signal.
Moreover, B, denotes the set of all signals in 35" that vanish on
the real axis at infinity. For 0 < 0 < oo and 1 < p < oo we denote
by PW? the Paley-Wiener space of signals f with a representation
f(z)=1/@2m) [ g(w)e™ dw, z € C, for some g € LP[—0, o].
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If f € PW?E then g(w) = f(w). The norm for PW%,1 < p < oo,
is given by || fllpwy = (1/(27) [7, | f(@)[?dw)"/?. Forp = 2 we
obtain the Paley-Wiener space PW2 = B2, which is nothing else
than the space of bandlimited signals with finite energy.

We briefly review some facts about stable LTI systems. A linear
system 7' : A — B3, mapping signals from the Banach space A to
the Banach space B, is called stable if the operator 7" is bounded,
ie, if |T|| = supy sy <1 ITflls8 < oc. Furthermore, it is called
time invariant if (Tf(- — a))(t) = (T'f)(t —a) forall f € A
and t,a € R. The Hilbert transform H : PW2 — PW?2 is an
example of a stable LTI system, which has many applications, e.g.,
in signal processing and communication theory [11]. One possibility
to define the Hilbert transform H for signals f € PW?2 is given by
(Hf)(t) = &= fﬂ(fisgn(w))f(w) e™* dw, where sgn denotes
the signum function. Another example for an stable LTI system is
the differential operator D : PW2 — PW?2, which is defined by
(D)) = 5= [". iw f(w) et dw.
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3. MOTIVATION

For all signals in the LP(R) spaces with 1 < p < oo, the integral
in (1) converges for almost all ¢ € R, and the Hilbert transform
H : LP(R) — LP(R) is a bounded linear operator [12, pp. 255]. In
this paper we are interested in the behavior of the Hilbert transform
for bandlimited signals that are bounded on the real axis, i.e., signals
in B3°.

It is well-known that the classical Hilbert transform H as defined
in (1) is no bounded operator on B;° [6]. The following example
illustrates this behavior. Consider the family of PW?2-signals { f. :
0 < e < 7} given by

fe(t):—%/Tr Sinfji“’t)dw, teR. )

We have || fe|loc < C1 with a constant C; that is independent of e,

and the limit signal
. 2 [T sin(wt)

fult) = tim fo(t) = 2 /0 0 g @)
is a signal in By°. However, we have that lim._,o(H f.)(t) = oo
for all t € R. In particular, we have (H fc)(0) > 2 log (Z). Thus,
the Hilbert transform operator H as defined in (1) is an unbounded
operator on B37°. In fact, there are signals in 5;° for which the prin-
cipal value integral definition of the Hilbert integral is meaningless,
because (1) diverges everywhere [13].

Note that this result does not imply that the Hilbert transform
cannot be defined for the space By . There may be other definitions,
apart from the principal value integral definition (1), that are mean-
ingful. In Section 5 we will present such a meaningful definition of
the Hilbert transformation for the space 3;°.

4. THE OPERATOR @

In this section we consider the compound LTI system Q = DH,
which consists of the concatenation of the Hilbert transform H and
the differential operator D. First, we consider () as an operator
acting on PW?2. Since both operators H : PW2 — PW?2 and
D : PW2 — PW2 are stable LTI systems, Q : PW2 — PW2,
as the concatenation of two stable LTI systems, is a stable LTI sys-
tem. The system Q : PW?2 — PW?2 has the frequency domain
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representation

@h =winm =5 [

ho(w) = {OWL

Two other possible representations for the system @) are given by the
time-domain convolution integral

ho(w)f(w)e™ dw, (@)

where
lw] <
|w| > 7.

@) = [ frhalt - ryar 5)
and the time-domain sampling representation
@NH = D fkhe(t— k), ©
k=—o0

where hq is given by

ha(t) = (Qsine)(t) = — / " o (w) ¢ duw
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Compared to the convolution integral representation (5), the sam-
pling representation (6) has the advantage that only the samples
{f(k)}rez of the signal f are needed in order to calculate (Qf)(t),
t € R. In contrast, in the representation (5) all signal values f(t),
t € R, are necessary.

4.1. Mixed Signal Representation

Next, we show that in addition to the convolution integral represen-
tation (5) and the convolution sum representation (6), the systems
Q : PW?2Z — PW?2 has the mixed signal representation

oo

QN = > axf(t—k), ®)

k=—o00

where a_y, k € Z, are certain coefficients. We call this representa-
tion mixed signal representation, because for a fixed ¢ € R we need
the signal values on the discrete grid {¢ — k} <z in order to calculate
(Qf)(t). However, for different ¢ € R we need other signal values
in general. As ¢ ranges over [0, 1] we need all the signal values f(7),
7 € R. The mixed signal representation (8) will be important for the
results in Section 6, where we extend the Hilbert transform to 35°.
In order to see the validity of the mixed signal representation (8),
we consider the Fourier series of the 27-periodic extension of EQ,

ie.,
> apet, ©

k=—oc0

where the coefficients ax, k € Z, are given by

1 [ iw 5, k=0,
ak |w] ™" dw = { (271)k71 (10)

DY . S, k#0.
Since,

S ™ o~ [(=1)F — 1]

> lal =523 10

k=—o00 k=1
T 4 & 1

=4y — = 11

2+7r;(2k—1)2 ™ (1D



we see that the Fourier series (9) is absolutely and uniformly conver-
gent. Hence, starting with the frequency domain representation (4)
of @ f, we obtain

@0 = 5= [ Fwho(w) e du

1 T G iwk iwt
=5 f(‘”)(z ap e )e dw

- k=—o0

- 1 iw(t—k)
k;oo L » fw)e dw
= > axft—k (12)

k=—o0

for all t € R. The exchange of the integral and the sum in (12) was
justified because the series (9) is uniformly convergent on [—, 7].

4.2. Extension of () to B.°

So far we have considered the LTI system () only acting on signals
in PW2. An interesting question is whether @) can be meaningfully
extended to a bounded operator QF acting on the larger space B5°
of bandlimited signals that are bounded on the real axis. For the
operator Q : PW?2 — PW?2 we had the four different represen-
tations (4)—(6) and (8). However, the frequency domain representa-
tions which involves the Fourier transform of the signal makes no
sense for signals in B5°. The next theorem shows that the mixed sig-
nal representation (8) is still meaningful for signals in B7°, because

o]

> akf(t—k), (13)

k=—o00

Q" f =

is also a valid representation of the operator QF : B2° — B2°.

Theorem 1. There exists a bounded linear operator Q° : B —
B with norm ||QF|| = 7 that coincides with Q on PW2, i.e., that
satisfies QF f = Qf forall f € PW?2.

Proof. We will show that the mixed signal representation (13),
where the coefficients ay are defined as in (10), defines a bounded
linear operator that maps B;° into B;°, and thus gives us the de-
sired extension. The linearity of QF is obvious. It remains to show
that the norm of QF satisfies ||QF|| = =. Since [(QEf)(t)| <
1 flloo >ope_oolax| for all ¢ € R, it follows from (11) that

|QF flloo < 7| f|oo. Moreover, for t € R, we have

(QE ei':r- )(t) _ Z a_p ei-rr(t—k) _ Z a_r e—iﬂ'k ei7rt
k=—o0 k=—o0
_ iLQ (ﬂ') eiwt _ 7Tei7rt7
which shows that ||QF|| > ||Q%e”™ ||c = =. Thus, we have
Q%[ = = O

The next theorem shows that the mixed signal representation (8)
converges uniformly on all of R to QF f for all f € B2°.

Theorem 2. Forall f € B3 we have

N

lim max [(Q°f)(t) — Y a xf(t—k)|=0. (14

N—oo teR
k=—N

Proof. Let f € By°. Then we have

@ N = Y aflt—K)|=]> arflt—Fk)
k=—-N |k|>N
< Y askfE =R < flle D lasl- (15)
|k|>N |k|>N

Since Y ;2 __lax| < oo, according to (11), it follows that
My oo Z\k\>N|a*k| = 0, and consequently we have (14) after
taking the supremum on both sides of (15). O

5. THE HILBERT TRANSFORM FOR BOUNDED SIGNALS

Despite the convergence problems discussed in Section 3 there is a
way to define the Hilbert transform for signals in 37°. This definition
uses Fefferman’s duality theorem, which states that the dual space
of H' is BMO(R) [14]. Before we give this definition, we briefly
review some definitions.

Definition 1. The space H' denotes the Hardy space of all signals
f € L'(R) for which Hf € L*(R). It is a Banach space endowed
with the norm || fll31 == [[fll21 ) + 1 H fll 21 m)-

Definition 2. A function f : R — C is said to belong to BMO(R),
provided that it is locally in L* (R) and ﬁ Jilf @) —mr(f)ldt <
C2 for all bounded intervals I, where m;(f) := iy [; f(t)dt and
the constant C is independent of I. j denotes the Lebesgue mea-
sure.

For our further examinations, we need the important fact that
the dual space of ' is BMO(R) [15, p. 245]. In order to state this
duality, we use the space Hp, = H' NS, which is dense in .

Theorem 3 (Fefferman). Suppose f € BMO(R). Then the linear
functional Hpy — C, ¢ — [ f(t)¢(t)dt has a bounded extension

to H. Conversely, every continuous linear functional L on H* is
created as described before by a function f € BMO(R), which is
unique up to an additive constant.

The function f € BMO(R) in Theorem 3 is only unique up to
an additive constant, because ¢ € H' implies [*_¢(t)dt = 0.
Therefore, it will be beneficial to identify two functions in BMO(R)
that differ only by a constant. We do this by introducing the equiva-
lence relation ~ on BMO(R). We write f ~ g if and only if f(t) =
g(t) + Cewmo for almost all ¢ € R, where Cpmo is a constant. By [f]
we denote the equivalence class [f] = {g € BMO(R) : g ~ f},
and BMO(R)/C is the set of all equivalence classes in BMO(R).

Next we extend the Hilbert transform, using the following defi-
nition, which is based on the H'-BMO(R) duality [9].

Definition 3. We define the Hilbert transform $) f of f € L>(R) to
be the function in BMO(R)/C that generates the linear continuous
functional

(5F,6) = /_ T e H) B 6K

Note that this definition is very abstract, because it gives no in-
formation how to calculate the Hilbert transform $)f. In the next
section we will provide an explicit formula for §) f that can be used
to calculate the Hilbert transform.
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6. EXTENSION OF THE HILBERT TRANSFORM

In Section 4.2 we have seen that QF : B> — B2° is a bounded
linear operator. Hence, for every f € 3;°, the operator J given by

one - [ (@ Prdn, teR, (6)

is well defined. Since the operator Q : PW?2 — PW2, as an
operator on PW?2, was defined to be the concatenation of the Hilbert
transform H and the differential operator D, it is clear that, for g €
PW2, the integral of Qg as in (16) gives—up to a constant—the
Hilbert transform Hg of g. For g € PW?2 we have

(99)(t) = / (QFg)(r)dr = / (Qo)(r)dr

-/ (DHg)(P)dr = (Hg)() — (Hg)(0),  (17)

i.e., for every signal g € PWZ, we have (Hg)(t) = (Jg)(t) +
C3(g), t € R, where Cs(g) is a constant that depends on g.

Based on this observation one could conjecture that, for signals
f € B, the integral J f is somehow connected to the Hilbert trans-
form $ f of f. The next theorem shows that such a connection exists
in the sense that J f is a representative of the equivalence class $ f.
This is an important result, because with Jf as defined in (16) we
have an explicit formula to calculate the Hilbert transform of signals
in B3°. This is in contrast to Definition 3, which uses the abstract
H*-BMO(R) duality.

Theorem 4. Let f € B;°. Then we have f = [Jf].

The proof of Theorem 4 is omitted due to space constraints and
will be published in an extended version of the paper [13].
An interesting consequence of Theorem 4 is Corollary 1.

Corollary 1. There exists a signal g € BMO(R) such that $ f = [g]
and |g(t)| < 7| flleo|t] for all t € R.

This corollary gives an upper bound on the growth of the Hilbert
transform §f. It shows that §f is locally bounded and that the
growth on the real axis is at most linear. We do not know whether
this upper bound is the best possible.

The next corollary shows that J f is a bandlimited signal for ev-
ery f € By, It immediately follows that the Hilbert transform § f
of a bounded bandlimited signal f € B;° is bandlimited in a sense
which is stated more precisely in Corollary 3.

Corollary 2. Let f € By°. Then we have Jf € B.

Proof. Let f € By®. Then we have the mixed signal representation
(13) of QE f. Since, according to Theorem 2, the series is uniformly
convergent, it follows that (QF £)(¢) can be extended to an entire
function (Q®f)(2), z € C. Further, we have

@) < [ flloo ™™D > o] = 7 floo ™™

k=—o0

because | f(z—k)| < ||f]loo €™ forall z € C[16], and because
of (11). Hence, it follows that

NG = | [ @ D] < e ™).

Thus, for every ¢ > 0 there exists a constant Cy = C4(¢) such that
[(3f)(2)| < Cae™ =l forall 2 € C. O
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Corollary 3. Let f € B;°. Then there exists a signal g €
BMO(R) N Br such that $f = [g].

Corollaries 1 and 3 imply that the Hilbert transforms ) f of sig-
nals f € By is in the Zakai class. Thus, with the proposed extension
of the Hilbert transform, concepts like the analytical signal can still
be used for signals in B;°.

Since signals f € BMO(R) are not necessarily bounded, it can-
not be expected that the extended Hilbert transform §) f of a signal
in L*°(R) is again in L*°(R). However, if the signal f is addition-
ally bandlimited the situation might be different. The next theorem
shows that this is not the case.

Theorem 5. There exists a signal f1 € B3 such that every repre-
sentative of he equivalence class $) f1 is unbounded on the real axis.

In Corollary 3 we have seen that the Hilbert transform of a
bounded bandlimited signal in B5° is still bandlimited in a certain
sense. However, as Theorem 5 shows, the boundedness property of
a 37° signal is not preserved under the Hilbert transform.
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