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#### Abstract

For our contribution we describe the extension of a microscopic model for pedestrian simulation that introduces hybrid navigation strategies based on graphs. To do so, we introduce a navigation graph layer serving as the basis for different routing algorithms to map individual pedestrian behaviours. The automatic generation of a reduced visibility graph to be used as a navigation graph is described in detail. The paper is concluded with a comparison of simulations without a navigation graph and simulations with the graph layer as an extension, where a dynamic routing algorithm is applied.


## 1 Introduction and Related Work

The simulation of pedestrian crowds has been widely examined using different approaches that focus on different details depending on the objective of the simulation (Schadschneider et al. 2009): To determine minimum evacuation times for buildings or areas, macroscopic models are typically used. These focus on the overall situations of the simulated scenario and calculate mean values. Examples of such models are network flow models (Hamacher \& Tjandra 2002), fluid-dynamic models (Henderson 1974) or lattice-gas models (Jiang \& Wu 2007). To simulate the individual behavior of pedestrians, microscopic models have been developed. These models consider the movements of each individual and focus on the interaction between individuals. Force models (e.g. Social Force Model by Helbing \& Molnár 1995) as well as cellular automata (Burstedde et al. 2001) or agent based models (Ronald, Sterling \& Kirley 2007) belong to this category.
One central aspect of microscopic pedestrian simulation is to simulate different movement strategies of individuals. In order to assign individual behavior to pedestrians, agent-based models are common. These assign different navigation strategies to each individual which results in different movement behavior (Reynolds 1999). As these models have to calculate the new position of each pedestrian according to a complex set of rules in every time step, they are very computation intensive. Another possible way to assign individual behavior is to use a navigation graph with different routing algorithms according to the individuals' preference.
A variety of techniques have been developed to create a navigation graph from a given topography. One technique is to divide the space with Generalized Voronoi Diagrams (Aurenhammer 1991) and to use the resulting lines as graph edges and the intersection points of the lines as graph nodes. The resulting graph consists of edges which are equidistant to each obstacle. Another possibility is to derive a visibility graph (Choset 2005). This graph consists of vertices given by sources, destinations and all vertices of all obstacles within a scenario. Two nodes are connected if they are in line-of-sight. To avoid redundant edges a
reduced visibility graph can be constructed by categorizing edges into supporting and separating edges (Choset 2005).

## 2 Model setup

For our project we have developed a training simulator for security staff of major events. As a test scenario the evacuation of the surroundings of a soccer stadium was chosen. Due to the objective of providing a training environment, an important requirement was that the simulator is able to run in real-time. To achieve the necessary high performance, we chose a cellular automaton model for space discretization in combination with a conservative force model (Klein, Köster \& Meister 2010), i.e. a model based on energy potentials that describe the influencing forces on each pedestrian (attracting force of the destination, repellent forces of obstacles as well as the repellent forces of other pedestrians). This combination allows us to update the pedestrians' positions very quickly whilst taking into account the interactions between the pedestrians. However, when using this approach, a key aspect of pedestrian movement is neglected, namely the individual navigation behavior of pedestrians. In order to take into account their knowledge about efficient routes towards their destination as well as individual decisions according to certain criteria (e.g. keep as close as possible to direction to destination, routes with less turns etc) without losing computational speed, we extended the basic model with a navigation graph. Using this graph, different route choice behaviors can be implemented and thus different pedestrian types realized (e.g. pedestrians who are / are not familiar with a particular environment). The navigation graph is based on the concept of visibility graphs. However, our method differs from the method described in (Choset 2005). We first constructed orientation points that will serve as vertices and then connected these vertices according to criteria depending on the location of the sources and destinations of a scenario.

## 3 Construction of a navigation graph from a geometry

During the simulation, pedestrians are routed from vertex to vertex on the navigation graph, until they reach their destination. Thus, one requirement for the navigation graph is that the graph maps the real routes of pedestrians as closely as possible. The Generalized Voronoi Diagram (GVD) forms a graph with equidistant edges from each obstacle. If we take a GVD as a navigation graph, pedestrians would walk equidistant to all obstacles. This would result in large detours. With visibility graphs, the resulting routes are close to obstacle corners and thus map more realistic routes. Hence, we rely on visibility graphs as navigation graphs.
The derivation of the visibility graph from a given geometry is achieved in multiple steps, which are described in detail below.

### 3.1 Derivation of orientation points (vertices)

We start with examining the geometry of a given simulation scenario and placing orientation points around each obstacle at each convex corner. Each of these points will correspond to a vertex in the visibility graph. Depending on the obstacles' geometry, an overlap of two neighboring orientation points may occur. Therefore a pruning strategy is applied to merge close orientation points into one resulting point. Another criterion for a valid orientation point is that there is no obstacle on the imaginary sight line between the point and the corresponding obstacle corner. Hence we apply a second check for this criterion and re-locate
these points in such a way that they fulfill this criterion. The exact algorithm is described in (Höcker et al. 2010) and (Kneidl, Borrmann \& Hartmann 2010).

### 3.2 Connecting vertices: A cone-based search method

Once we have created all orientation points, these points are connected according to certain criteria. The first criterion is that the two vertices are connected if they are in a line of sight with each other. This is a basic requirement for our routing algorithms. As we want to construct a directed graph, which is as sparse as possible (to keep the runtime of the navigation algorithms low) redundant edges should be avoided. We define redundant edges as edges that form a loop and are geometrically located very close to each other.
In (Kneidl, Borrmann \& Hartmann 2010) we suggest using a spatial index, namely an R*Tree (Beckmann et al. 1990). Using this data structure, nearest neighbors of a point can be found efficiently in a search space, which exists of one- and two-dimensional objects like polygons and points. In (Kneidl, Borrmann \& Hartmann 2010) we have taken the three nearest neighbors to connect them with an edge. Unfortunately, this procedure is quite inflexible as there can be vertices having more neighbors that connect a vertex to important directions. One example is illustrated in Figure 1: On the left picture the complete visibility graph is illustrated; the center picture shows the resulting edges from this method: Here, the source would be connected with the three vertices inside the red circles, but the very left and the very right vertex would not be connected. On the right picture the result of our improved method is shown: The connecting edges lead in every direction.


Figure 1: Example for a geometry, where the algorithm presented in (Kneidl, Borrmann \& Hartmann 2010) would not find all important neighbour vertices of a source: left: a complete visibility graph, middle: connecting three nearest vertices, right: resulting edges for cone-based method

Here, we outline an improvement of the algorithm: a cone-based search for finding the most relevant neighbors to be connected. The basic idea is that the angle between two outgoing edges has to be larger than a certain threshold. If the angle is smaller, we discard the longer edge. The algorithm works as follows: We initialize the graph by inserting all orientation points as vertices. We start with an arbitrary vertex $v_{i}$. For this vertex, we define a rectangular search area, such that the inspected vertex $v_{i}$ as well as all destinations of the given scenario are located inside that area. Furthermore, if any obstacle cuts the imaginary sight lines between $v_{i}$ and each of the reachable destinations, the search area is extended until it contains these obstacles (Figure 3a). Inside this area we search for all vertices in-sight to $v_{i}$ and sort them according to their distance to $v_{i}$ (Figure 3b). An edge is created between the closest vertex and $v_{i}$. Starting from $v_{i}$, we define a cone-shaped area around the edge with an angle $\alpha_{\text {cone }}$. The search area is updated by removing this cone-shaped area (Figure 3Fehler! Verweisquelle konnte nicht gefunden werden.c), i.e. the new search area is given by the old search area minus the cone area. From all remaining vertices inside the new search area we choose the one with the smallest distance to the vertex $v$. We proceed with this vertex as
described above, i.e. we connect this vertex and remove the corresponding cone-shaped area. The resulting edges of $v_{i}$ are shown in Figure 3Fehler! Verweisquelle konnte nicht gefunden werden.d. The algorithm is repeated for every graph vertex. Figure 2 shows the pseudo code of the algorithm.

```
Algorithm: Graph construction
Parameters: Set of orientation points; Set of destinations \(D \subseteq V\); Obstacles \(O\)
Output: Graph G (V, E)
    Add all orientation points as vertices \(V\) to \(G\)
    For each vertex \(v_{i}\) in \(V D\) Do
        Define search area \(A_{\text {search }}\), such that: \(v_{i} \in A_{\text {search }}, \forall{ }_{\mathrm{d}_{\mathrm{i}} \in D} \in A_{\text {search }}\)
        For all obstacles \(o_{i}\) in line of sight between \(v_{i}\) and \(d_{i} \in D\) Do
            Expand \(A_{\text {search }}\), such that all orientation points of \(o_{i} \in A_{\text {search }}\)
        End For
        Search inside \(A_{\text {search }}\) for all orientation points in sight \(\{n\}\) and sort them according to
        their distance to \(v_{i}\).
        For each \(n_{i} \in\{\mathrm{n}\}\) Do
            If \(n_{i}\) inside valid area \(A_{\text {search }}\) Then
                insert edge \(\left(\mathrm{v}_{i}, n_{i}\right)\) to \(G\)
                cut cone-shaped section \(A_{\text {cone_ }}\) vi around edge \(\left(\mathrm{v}_{i}, n_{i}\right): A_{\text {search }}=A_{\text {search }} \backslash A_{\text {cone_v }}\)
            End If
        End For
    End For
```

Figure 2: Pseudo-code for graph generation algorithm
The number of the resulting edges can be varied by changing the value of the angle $\alpha_{\text {cone }}$, which defines the cone-shaped cut areas. The bigger the angle value, the sparser the resulting graph, since larger areas are removed from the search area. As shown in the example above, we chose an angle $\alpha_{\text {cone }}=\pi / 15$.
The resulting graph provides from each source at least one route to every destination, if any exists. This follows from the construction algorithm: by definition, there is at least one orientation point in line-of-sight in each search area. Thus each vertex is connected to at least one other vertex. This connected vertex refers either to the destination itself or it is connected with a vertex which leads around an obstacle, that is located on the imaginary sight line between this vertex and the destination. Therefore, either we end up with a path from the start vertex to the destination or no connection exists between source and destination. Since the search is directed, the order of the inspected vertices can be chosen arbitrarily. The resulting graph always remains the same.

### 3.3 Connectivity check

The main goal of the constructed visibility graph is to provide at least one route, which leads from all sources to all assigned destinations. Hence we check if there are any vertices that are not connected to any source or destination. This can occur, because the algorithm inspects every given orientation point (i.e. vertex). These vertices and their corresponding edges can be discarded. To find all these vertices, we search for connected components within in the graph (Gibbons 1999). To find these components, a breadth-first iterator can be used, which starts from each source vertex and checks if at least one destination can be reached. If so, source and destination belong to a connected component and thus all vertices of this
connected component shall be kept. Figure 4 shows an example of a graph, which consists of two connected sets, but only one set contains source and destination, thus the second set can be discarded.


Figure 3: Steps connecting node $v_{i}$ with neighbours: (a) defined search area (b) all vertices in sight from $v_{i}$ (c) cone-shaped cut area for excluding vertices in same direction (d) resulting edges from vertex $v_{i}$

Note, that by applying this technique the resulting graph is not generic anymore but directly depends on the locations of sources and destinations within the scenario. The advantage of this reduced graph is a better performance in route finding algorithms.


Figure 4: Graph with two connected set (left side) and graph with only one connected set, which contains source and destination (right side)

### 3.4 Complexity

The complexity to construct this graph is $O\left(n^{2} \log n\right)$, where $n$ denotes the number of vertices of the graph.
The algorithm which creates and places the orientation points has a complexity of $O(n \log n)$ : We examine each corner of every obstacle for the insertion of a possible orientation point. Since the number of corners is at most $n$ (we place one orientation point per corner maximum), this takes $n$ steps. To check whether an intersecting obstacle lies on the sight line between corner and corresponding orientation point, takes worst-case $O(\log n)$, since we use a spatial index. Insertion of one vertex into the $\mathrm{R}^{*}$-Tree needs $O(\log n)$, which results in $O$ ( $n$ $\log n$ ) for all vertices.
The time required for the edge generation is $O\left(n^{2} \log n\right)$ : We have to search for the nearest neighbors inside a defined area (range); this requires $O(n \log n)$ (for details, please refer to Beckmann et al. 1990). For each neighbor $(R)$ it is checked if an edge can be inserted (for each neighbor), which requires worst-case ( $n-1$ ) steps, since all vertices can be located inside the search area.
The connectivity step costs $O(n)$, since the number of sources is significantly smaller than $n$, and thus can be treated like a constant factor.
In total, the graph construction costs sum up to $O\left(n^{2} \log n\right)$.

## 4 Comparison of plain simulation and extended simulation using a Navigation Graph

Using this visibility graph as a navigation graph we are able to model individual pedestrian behavior. There are different algorithms like shortest or fastest path algorithms, heuristic algorithms, algorithms based on ant colony approaches that take into account behaviors of other pedestrians. Since definition and validation of individual behavior as well as the description of the algorithms are beyond the scope of this paper, we refer to (Kneidl \& Borrmann 2011).
We would rather demonstrate the different results of a simulation without using a navigation graph layer (plain simulation), and a simulation which uses a navigation graph (extended simulation).
In the plain simulation, a pedestrians' position is updated depending on influencing forces, namely the repellent forces of other pedestrians and obstacles as well as the attracting force of
the destination. These forces are superimposed into one potential field. The corresponding value from the potential field is mapped to each cell of the automaton, corresponding to the position of the cell. During simulation, at each time step all neighboring cells are examined for each pedestrian, choosing the cell with the lowest value, if it is not occupied by either an obstacle or another pedestrian. This selection process is conducted until all pedestrians have reached their destination. From this setup it is obvious, that each pedestrian is "short-sighted" and chooses a similar route to walk to his destination. The only varying factor is the number of pedestrians who walk the same way and occupy cells.
In the extended simulation, we choose the Fastest-Path Algorithm, which finds the fastest path for each pedestrian. We calculate this fastest path using the Dijkstra Shortest Path Algorithm (Dijkstra 1959) with dynamic edge weights, taking traveling times instead of distances as edge weights. Hence the assigned edge weights can change over time. We derive this travel time from the density on an edge and the corresponding mean velocity. A detailed description of the algorithm can be found in (Höcker et al. 2010).
The resulting traces of the pedestrians are illustrated in Figure 5. We generate 600 pedestrians walking from the lower left corner to the upper right corner of the room. Without using a graph the resulting way is the same for all pedestrians since there is no possibility of changing the route. The result is shown in the left picture.
In the right picture one can observe the wider spread of routes resulting from the dynamic routing algorithm. In Figure 6, the progress of the extended simulation is illustrated using snapshots of the simulation at different times. In the beginning, the fastest path is identical with the shortest path. After a while, the route becomes too crowded, so much that the route south of the first obstacle becomes faster, as the pedestrians on the shortest route have to slow down according to the density on this route. Even later in the simulation, a third route seems to be the fastest, as the last part of the two former routes are crowded on the last common segment.
This fastest path algorithm does not yet reflect realistic behavior, since it "reacts" too late on crowded areas, but it demonstrates the possibility of routing pedestrians dynamically, depending on occurring events. Improving the navigation strategies with respect to their "reaction times" a realistic behavior is well in reach using the navigation graphs outlined in this contribution.


Figure 5: Traces of 600 pedestrians, walking from the lower left corner to the upper right corner. Left without routing, Right with "Fastest Way"-Routing


Figure 6: Simulation screenshot after 66 seconds (left), 94 seconds (middle) and 191 seconds (right)

## 5 Summary

In our contribution, we have described an algorithm that automatically derives a reduced navigation graph from a given geometry. The graph is a subset of the standard visibility graph. It can be used to map individual pedestrian behavior in pedestrian simulations and also to map the large-scale orientation of pedestrians.
The advantage of using such a navigation graph instead of using an agent-based approach is to save computational effort and to efficiently change a scenario during run-time (e.g. closing a door corresponds to deleting an edge).
We have described the construction of a navigation graph from a given geometry, by reducing a visibility graph with a cone-based method search method. The resulting graph is very sparse, since "very close" edges are realized as a single edge in contrast to standard visibility graphs. Furthermore, we discard all vertices, which are not contained in any connected component which holds sources and destinations.
To demonstrate the difference between plain simulation and graph-extended simulation, we showed the results of a simulation example. The applied routing algorithm does not yet reflect real pedestrian behavior, but shows the possibilities of integrating a graph into the microscopic simulation.
To measure the quality of the resulting graph, one next step will be to define a metric and evaluate the navigation graph according to this metric.
Another step will be to integrate different navigation strategies using the reduced navigation graph introduced in this contribution into the pedestrian simulation, so that an individual routing strategy can be assigned to each pedestrian. This will result in a more realistic pedestrian navigation and a heterogeneous distribution on different routes. Thus, a significant increase of the realism of microscopic pedestrian simulations is well reachable in the near future.
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