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## Preface

This study investigates the well-posedness and long-time behavior of two mathematical models for a biofilm formation in the presence of a chemoattractant.

Biofilms are accumulations of microorganisms that grow on solid surfaces or interfaces between solid surfaces and liquids. They are frequently embedded in a film of their own creation: a matrix of extracellular polymeric substance (EPS). The physiology and behavior of the microbial cells of an organism growing inside a biofilm, especially if being inside an EPS matrix, and of a free-swimming organism of the same species differ considerably. Organized and protected by EPS, biofilm populations became ubiquitous. They can be found virtually everywhere where environmental conditions allow microbial growth. Whereas many biofilms can cause negative effects like biofouling, biocorrosion and microbial infections, some of them are active in useful technologies, like self-purification of water and soil remediation.

A clear understanding of biofilm processes is highly relevant in environmental, industrial and medical engineering applications, as well as in medicine. Examples include [32]: developing better control mechanism over microbially induced effects: corrosion, surface contamination (on food production surfaces, natural or implanted surfaces in the body, teeth, contact lenses, etc.) and fouling of drinking water and food; designing more efficient and stable self-purification technologies in soil remediation and waste- and groundwater treatment.

Over the last 25 years, mathematical modeling, analysis and simulation of biofilms have greatly contributed to a better understanding of biofilm processes by explaining experimental findings and gaining insight into biofilm structure, function, dynamics, population dynamics and the stability of their processes.

Most of the proposed biofilm formation models are discrete. They describe the local cell motion on a chosen lattice in terms of a cellular automaton (a microscopic approach). These models are able to capture different effects which can be observed in connection with biofilms, but they are rather difficult to analyze. In the present study, we treat the microbial cells and the exopolysaccharide molecules surrounding them as single biomass entity described in terms of its density in time and space. Such (mesoscopic) descriptions of biofilms lead to continuous models which are much easier to handle analytically.

Based on the experimental evidence, several typical assumptions on a biofilm are usually included into a spatial biofilm model:
(i) The EPS matrix is a porous medium. The microbial cells defuse with a non-constant, density-dependent diffusion coefficient. The diffusion coefficient is a monotonically increasing function. It is zero where there is no biofilm, that is, for zero biomass density, and it tends to infinity as the biofilm density tends to its maximum possible value;
(ii) The cells cannot accumulate without bound. This means that the biomass density at any point cannot exceed the density of the tight packing state - a so-called volume filling effect.

Since our goal is to study the role of positive chemotaxis, we assume the presence of a chemoattractant, a chemical which controls the cell motion by attracting them to the areas of its higher availability. In addition to assumptions (i)-(ii), we make yet another one - also based on experimental studies. It concerns the way a biofilm responds to the chemoattractant:
(iii) In the areas with low biomass density there is little response to the chemoattractant.

Apart from actually attracting the cells, the chemoattractant may have diverse additional effects. For example, it may be a nutrient or a poison, thus having an impact on the biofilm growth, or it may be produced by the cells themselves.

The majority of the chemotaxis models that were developed and analyzed in the recent years originate from the Keller-Segel model for chemotaxis [18]. It is a system of two strongly coupled parabolic partial differential equations for two functions: the biomass density and the concentration of the chemoattractant.

Although, in its most general formulation, the Keller-Segel model allows a variety of diffusion and chemotaxis scenarios and may include growth, death and volume filling effects, it was extensively studied only for the case of freeswimming microorganism colonies. In this research, we deal with two generalizations of the Keller-Segel model for the case of a biofilm colony. Both enjoy, under certain conditions on the parameter values, the basic assumptions (i)-(iii). Chapter 2 of this work gives a generalization of a well-posed prototype proposed in [12] (see also references therein), which merges together the classical porous medium equation [31] and the Keller-Segel model with a source term. In this part, we present the first study of the long-time dynamics for this system. In Chapter 3, we perform, for the first time, the full study of the well-posedness and the long-time dynamics of a nonautonomous version of the model from Chapter 2. An alternative model is developed in Chapter 4. This new model extends the prototype proposed in [32] and analyzed in [9] for a biofilm growing in the presence of a nutrient, allowing the nutrient to be a chemoattractant as well. We analyze its well-posedness and long-time dynamics and illustrate possible model behavior in numerical simulations.

Chapter 1 is a preliminary one. It deals with the functional spaces that we use throughout this work and with the notions of the global and the pull-back attractors.
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## Chapter 1

## Preliminaries

In this chapter, we present notation and generally known facts (mostly without proofs) that we use to state and derive the results of the subsequent chapters. For the sake of convenience, we introduce the following conventions:

- $\mathbb{N}, \mathbb{N}_{0}, \mathbb{Z}, \mathbb{R}, \mathbb{R}^{+}$and $\mathbb{R}_{0}^{+}$are sets of natural, non-negative integer, integer, real, positive real and non-negative real numbers respectively;
- $x^{+}:=\max \{x, 0\}$ returns the positive part of a number $x \in \mathbb{R}$;

$$
\operatorname{sign}(x):= \begin{cases}1 & \text { for } x>0 \\ 0 & \text { for } x=0 \\ -1 & \text { for } x<0\end{cases}
$$

returns its sign;

- The integer and fractional parts of a number $x \in \mathbb{R}$ are the numbers $[x]:=\max \{q \in \mathbb{Z} \mid x \geqslant q\}$ and $\{x\}:=x-[x]$ respectively;
- By |. | we denote:
- for a number $x$ its absolute value $|x|=\max \{M,-M\}$;
- for a vector $x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$ its Euclidean norm $|x|:=\left(\sum_{i=1}^{d}\left|x_{i}\right|^{2}\right)^{\frac{1}{2}} ;$
- for a multiindex $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}_{0}^{d}$ for $d \in \mathbb{N}$ its absolute value $|\alpha|=\sum_{j=1}^{d} \alpha_{j} ;$
- for a Lebesgue measurable set its Lebesgue measure;
- By measure we always understand the Lebesgue measure;
- In a topological space $X$, we denote by $c l_{X}(A)$ the closure of a set $A$ in $X$. In $\mathbb{R}^{d}$ we use the notation $\bar{A}$ instead. $\partial A$ denotes the topological boundary of $A$.
- In a linear space $X$, we define $x+A:=\{x+a \mid a \in A\}$ for $x \in X, A \subset X$.


### 1.1 Functional spaces and their properties

This section is devoted to the classical Lebesgue and Sobolev spaces and to some of their modifications. We refer to $[1,30]$ for a detailed analysis of the classical spaces.

Most of the presented spaces are normable (e.g., $L^{p}(\Omega)$ and $W^{s, p}(\Omega)$ ), some are metriziable, but not normable (e.g., $L_{l o c}^{p}(\Omega)$ and $W_{l o c}^{s, p}(\Omega)$ ), and some (e.g., $\left.L_{w-*}^{\infty}(\Omega)\right)$ are not even metriziable, though locally convex. Let us, therefore, before looking at concrete examples, briefly recall several facts originating from the general framework in locally convex and normed spaces. We refer to [26] (or some other standard textbook) for these as well as for the other facts from functional analysis that we use in this work.

Let $X$ and $Y$ be two locally convex spaces. The (continuous) dual space of $X$ is denoted by $X^{\prime}$, its weak and weak-* topologies by $\sigma\left(X, X^{\prime}\right)$ and $\sigma\left(X^{\prime}, X\right)$ respectively. $X \cong Y$ denotes the topological equivalence of $X$ and $Y$, which means that they are homeomorphic.

Let $F$ be an operator, not necessarily linear, between $X$ and $Y$. $F$ is said to be compact if it maps bounded subsets of $X$ onto relatively compact subsets of $Y$. It is said to be closed if its graph $\Gamma(F):=\{(x, F(x)) \mid x \in X\}$ is closed in $X \times Y$.

We will often consider embeddings of a 'smaller' locally convex space into a 'larger' one:
Definition 1.1 (Embedding). Let $X$ and $Y$ be two locally convex spaces. An injective linear operator $\iota: X \rightarrow Y$ is called an embedding. If such an operator $\iota$ exists between $X$ and $Y$, then $X$ is said to be embedded in $Y$. Further, we say that
(1) $X$ is continuously embedded in $Y$ (and write $X \hookrightarrow Y$ ) if $\iota$ is a continuous operator;
(2) $X$ is compactly embedded in $Y$ (and write: $X \hookrightarrow \hookrightarrow Y$ ) if $\iota$ is a compact operator;
(3) $X$ is densely and continuously embedded in $Y$ (and write: $X \stackrel{d}{\hookrightarrow} Y$ ) if $\iota$ is a continuous operator and $\iota(X)$ is dense in $Y$;
(4) $X$ is densely and compactly embedded in $Y$ (and write: $X \hookrightarrow \xrightarrow[\hookrightarrow]{d} Y$ ) if $\iota$ is a compact operator and $\iota(X)$ is dense in $Y$.

An important property of the dense and continuous embeddings concerns duality:

Theorem 1.1 (Embedding of dual spaces). Let $X$ and $Y$ be two locally convex spaces. Then

$$
\begin{equation*}
X \stackrel{d}{\hookrightarrow} Y \Rightarrow Y^{\prime} \stackrel{d}{\hookrightarrow} X^{\prime} . \tag{1.1}
\end{equation*}
$$

It is well known that every compact linear operator between Banach spaces is continuous. It is even weak-to-norm continuous, which means that it is continuous between $\left(X, \sigma\left(X, X^{\prime}\right)\right)$ and $Y$. A similar property holds for the weak-*-to-norm continuity:

Theorem 1.2 (Weak-*-to-norm continuity of a compact linear operator). Let X be a normed space, Y a Banach space and $F$ a compact linear operator between $X^{\prime}$ and $Y$. Then $F$ is a continuous operator between $\left(X^{\prime}, \sigma\left(X^{\prime}, X\right)\right)$ and $Y$.

## $L^{p}$ spaces

We assume in this subsection that $\Omega$ is a nonempty measurable subset of $\mathbb{R}^{d}$, $d \in \mathbb{N}$. Let us denote by $L^{0}(\Omega)$ the (linear) space of all equivalence classes of measurable functions on $\Omega$. Each such class consists of functions that are equal almost everywhere in $\Omega$. As usual, we identify the functions from one equivalence class and write $u$ instead of $[u]$.
For $p \in[1, \infty]$ the function

$$
\begin{aligned}
& \|\cdot\|_{L^{p}(\Omega)}: L^{0}(\Omega) \rightarrow[0, \infty], \\
& \|u\|_{L^{p}(\Omega)}:= \begin{cases}\left(\int_{\Omega}|u(x)| d x\right)^{\frac{1}{p}} & \text { for } p \in[1, \infty), \\
\underset{x \in \Omega}{\operatorname{ess} \sup }|u(x)| & \text { for } p=\infty\end{cases}
\end{aligned}
$$

is called the $L^{p}$ norm. It is a well defined norm on the space

$$
L^{p}(\Omega):=\left\{u \in L^{0}(\Omega) \mid\|u\|_{L^{p}(\Omega)}<\infty\right\} .
$$

Each $L^{p}$ space equipped with the $L^{p}$ norm is a Banach space. The space $L^{2}(\Omega)$ is a Hilbert space with the scalar product

$$
(u, v)_{L^{2}(\Omega)}:=\int_{\Omega} u(x) v(x) d x \text { for } u, v \in L^{2}(\Omega)
$$

We write $\|\cdot\|_{p}$ instead of $\|\cdot\|_{L^{p}(\Omega)}$ and even $\|\cdot\|$ instead of $\|\cdot\|_{2}$ and $(\cdot, \cdot)$ instead of $(\cdot, \cdot)_{L^{2}(\Omega)}$ to shorten the notation.
Some of the most important results about $L^{p}$ spaces are:
Theorem 1.3 (Hölder inequality). Let $p, q \in[1, \infty]$ be such that $\frac{1}{p}+\frac{1}{q}=1$. Then for all $u \in L^{p}(\Omega), v \in L^{q}(\Omega)$, we have $u v \in L^{1}(\Omega)$, and the following inequality holds

$$
\|u v\|_{1} \leqslant\|u\|_{p}\|v\|_{q} .
$$

Theorem 1.4 (Interpolation inequality for $\left.L^{p}(\Omega)\right)$. Let $1 \leqslant p_{1}<p<p_{2} \leqslant \infty$. Then for all $u \in L^{p_{1}}(\Omega) \cap L^{p_{2}}(\Omega)$ we have $u \in L^{p}(\Omega)$, and the following inequality holds

$$
\|u\|_{p} \leqslant\|u\|_{p_{1}}^{1-\theta}\|u\|_{p_{2}}^{\theta}
$$

where

$$
\theta:=\frac{\frac{1}{p_{1}}-\frac{1}{p}}{\frac{1}{p_{1}}-\frac{1}{p_{2}}} .
$$

Theorem 1.5 (Dual representation for $\left.L^{p}(\Omega)\right)$. Let $p \in[1, \infty)$. Put

$$
p^{\prime}:= \begin{cases}\frac{p}{p-1} & \text { for } p \in(1, \infty) \\ \infty & \text { for } p=1\end{cases}
$$

Then it holds that

$$
\left(L^{p}(\Omega)\right)^{\prime} \cong L^{p^{\prime}}(\Omega)
$$

In particular, consider the linear operator

$$
\iota_{p}: L^{p^{\prime}}(\Omega) \rightarrow\left(L^{p}(\Omega)\right)^{\prime}, \iota_{p}(u)(v):=\int_{\Omega} u(x) v(x) d x \text { for all } v \in L^{p}(\Omega)
$$

$\iota_{p}$ is an isometric isomorphism between $L^{p^{\prime}}(\Omega)$ and $\left(L^{p}(\Omega)\right)^{\prime}$.
Up to this point, we have considered the $L^{\infty}(\Omega)$ space, as well as other $L^{p}$ spaces, equipped with the topology produced by the corresponding norm. For some of our applications (see below), the original topology appears too restrictive. We are forced to pass to weaker topologies where it is easier to prove compactness. We start with the following

Definition $1.2\left(L_{w-*}^{\infty}(\Omega)\right.$ space $)$. We define $L_{w-*}^{\infty}(\Omega)$ to be the set of all $L^{\infty}(\Omega)$-functions equipped with the topology

$$
\left\{\iota_{1}^{-1}(O) \mid O \in \sigma\left(\left(L^{1}(\Omega)\right)^{\prime}, L^{1}(\Omega)\right)\right\}
$$

where $\iota_{1}$ is the isometric isomorphism defined in Theorem 1.5.
Some properties of $L_{w-*}^{\infty}(\Omega)$ are collected in Theorem 1.6 and Remark 1.1 below.
Theorem 1.6 (Properties of $\left.L_{w-*}^{\infty}(\Omega)\right)$. (1) The space $L_{w-*}^{\infty}(\Omega)$ is a locally convex space;
(2) A subset of $L^{\infty}(\Omega)$ is bounded in $L_{w-*}^{\infty}(\Omega)$ if and only if it is norm bounded;
(3) The topology of $L_{w-*}^{\infty}(\Omega)$, if restricted to an $L^{\infty}(\Omega)$ ball, is completely metrizable;
(4) $L^{\infty}(\Omega)$ balls are compact in $L_{w-*}^{\infty}(\Omega)$.

Sketch of the proof. Observe that $\iota_{1}$ is not only an isometric isomorphism between $\left(L^{1}(\Omega)\right)^{\prime}$ and $L^{\infty}(\Omega)$, it is, due to Definition 1.2, also a linear homeomorphism between $\left(\left(L^{1}(\Omega)\right)^{\prime}, \sigma\left(\left(L^{1}(\Omega)\right)^{\prime}, L^{1}(\Omega)\right)\right)$ and $L_{w-*}^{\infty}(\Omega)$. But every homeomorphism preserves metrizability and compactness properties, and every linear homeomorphism preserves locally convex structure and boundedness of subsets. Therefore, the properties (i)-(iv) are consequences of the corresponding properties of the space $\left(\left(L^{1}(\Omega)\right)^{\prime}, \sigma\left(\left(L^{1}(\Omega)\right)^{\prime}, L^{1}(\Omega)\right)\right)$, which is the dual space of the infinitely dimensional separable Banach space $L^{1}(\Omega)$, equipped with the weak-* topology, and the fact that compact metric spaces are complete.

Remark 1.1 (Further properties of $L_{w-*}^{\infty}(\Omega)$ ).
(1) The weak-* topology is the topology of pointwise convergence, so that the topology of $L_{w-*}^{\infty}(\Omega)$ can be also obtained by means of the following convergence notion: A sequence $\left\{v_{n}\right\}_{n \in \mathbb{N}}$ converges in $L_{w-*}^{\infty}(\Omega)$ to a $v$ if and only if

$$
\int_{\Omega} u(x) v_{n}(x) d x \underset{n \rightarrow \infty}{\rightarrow} \int_{\Omega} u(x) v(x) d x \text { for all } u \in L^{1}(\Omega)
$$

(2) A metric for the restriction of the $L_{w-*}^{\infty}(\Omega)$ topology to a ball of radius $R$ centered at 0 can be defined in the following way. Let $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ be a dense subset of $L^{1}(\Omega)$ and let $\left\{B_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of positive real numbers, such that

$$
\sum_{n \in \mathbb{N}} B_{n}\left\|u_{n}\right\|_{L^{1}(\Omega)}<\infty
$$

Then the function defined by

$$
\begin{equation*}
d_{*}^{(\infty)}\left(v_{1}, v_{2}\right):=\sum_{n \in \mathbb{N}} B_{n}\left|\int_{\Omega}\left(v_{1}(x)-v_{2}(x)\right) u_{n}(x) d x\right| \tag{1.2}
\end{equation*}
$$

for all $v_{1}, v_{2} \in L^{\infty}(\Omega),\left\|v_{1}\right\|_{\infty},\left\|v_{2}\right\|_{\infty} \leqslant R$, is an example of a metric which produces the relative topology;
(3) The property 4. from Theorem 1.6 is equivalent to $L^{\infty}(\Omega) \hookrightarrow \hookrightarrow L_{w-*}^{\infty}(\Omega)$. This is due to the definition of compact embedding.
(4) For more information on compactness and metrizability in the weak-* topology see [26].
Thus the $L^{\infty}(\Omega)$ balls are metrizable compact subsets of $L_{w-*}^{\infty}(\Omega)$. This property is used in Section 2.3 to prove the existence of a compact absorbing (see Section 1.3) set. In Sections 3.5 and 4.4, we make use of intersections of the $L_{w-*}^{\infty}(\Omega)$ topology with the $L^{p}$ norm topology for $p \in[1, \infty)$. The definition is as follows:

Definition 1.3 (The space $\left.\mathcal{H}^{p}(\Omega)\right)$. Let $p \in[1, \infty]$. We define $\mathcal{H}^{p}(\Omega)$ to be the set of all $L^{\infty}(\Omega)$-functions equipped, for $p=\infty$, with the topology of $L_{w-*}^{\infty}(\Omega)$ and, for $p \in[1, \infty)$, with the intersection of the topologies of the spaces $L_{w-*}^{\infty}(\Omega)$ and $L^{p}(\Omega)$.

Next theorem contains the properties of the $\mathcal{H}^{p}(\Omega)$ spaces that are used in this work.

Theorem 1.7 (Properties of $\left.\mathcal{H}^{p}(\Omega)\right)$. Let $p \in[1, \infty)$. Then:
(1) The space $\mathcal{H}^{p}(\Omega)$ is a locally convex space;
(2) A subset of $L^{\infty}(\Omega)$ is bounded in $\mathcal{H}^{p}(\Omega)$ if and only if it is norm bounded;
(3) The topology of $\mathcal{H}^{p}(\Omega)$, if restricted to an $L^{\infty}(\Omega)$ ball, is completely metrizable;
(4) The topologies of $\mathcal{H}^{p}(\Omega)$ and $L^{2}(\Omega)$, if restricted to an $L^{\infty}(\Omega)$ ball, coincide.

Sketch of the proof. Let $p \in[1, \infty)$.
(1) We observe that the set $\left\{l_{u} \mid u \in L^{1}(\Omega)\right\}$, where $l_{u}\left(u^{\prime}\right):=\left|u^{\prime}(u)\right|$ for $u^{\prime} \in$ $\left(L^{1}(\Omega)\right)^{\prime}$, is an example of a system of seminorms on $\left(L^{1}(\Omega)\right)^{\prime}$ that generates $\sigma\left(\left(L^{1}(\Omega)\right)^{\prime}, L^{1}(\Omega)\right)$ topology on $\left(L^{1}(\Omega)\right)^{\prime}$. Hence the locally convex structure of the space $L_{w-*}^{\infty}(\Omega)$ is given by the family $\left\{\omega_{u} \mid u \in L^{1}(\Omega)\right\}$, where $\omega_{u}(v):=\left|\int_{\Omega} u(x) v(x) d x\right|$ for all $u \in L^{1}(\Omega)$ and $v \in L^{\infty}(\Omega)$. Consequently, the family $\left\{\omega_{u}+\|\cdot\|_{p} \mid u \in L^{1}(\Omega)\right\}$ is an example of a system of norms that generates the locally convex structure of $\mathcal{H}^{p}(\Omega)$;
(2) A set is bounded in $\mathcal{H}^{p}(\Omega)$ if and only if it is bounded in each of the seminorms that defines it locally convex structure. In the particular case of $\mathcal{H}^{p}(\Omega)$ it follows with the proof of the property (1) that a set is bounded in $\mathcal{H}^{p}(\Omega)$ if and only if it is bounded in each of the norms $\omega_{u}$ and in the $L^{p}$ norm, which is equivalent to the boundedness in both $L_{w-*}^{\infty}(\Omega)$ and $L^{p}(\Omega)$. The statement now follows with the property (2) from Theorem 1.6 and the fact that, for $\Omega$ bounded, the $L^{\infty}$ norm is stronger then any other $L^{p}$ norm;
(3) It is a consequence of (4);
(4) Observe first that, due to the Hölder inequality and Theorems 1.4, we have

$$
\frac{1}{\|1\|_{\frac{p}{p-1}}}\|v\|_{1} \leqslant\|v\|_{p} \leqslant\|v\|_{\infty}^{1-\frac{1}{p}}\|v\|_{1}^{\frac{1}{p}} \text { for all } v \in L^{\infty}(\Omega) .
$$

This shows that the topologies of $L^{p}(\Omega)$ and $L^{1}(\Omega)$, if restricted to an $L^{\infty}(\Omega)$ ball, coincide. To show the property (4) it then suffices to check that the restriction of the $L_{w-*}^{\infty}(\Omega)$ topology is weaker than, for example, the $L^{2}(\Omega)$ topology.
Since the space $L^{2}(\Omega)$ is dense in $L^{1}(\Omega)$, we may assume that $\left\{u_{n}\right\}_{n \in \mathbb{N}} \subset$
$L^{2}(\Omega)$ in the definition of the metric $d_{*}^{(\infty)}$ from (1.2) and choose the sequence $\left\{B_{n}\right\}_{n \in \mathbb{N}}$ to be such that

$$
\sum_{n \in \mathbb{N}} B_{n}\left\|u_{n}\right\|_{L^{2}(\Omega)}<\infty
$$

holds. Consequently, we obtain with the Hölder inequality that

$$
\begin{aligned}
d_{*}^{(\infty)}\left(v_{1}, v_{2}\right) & =\sum_{n \in \mathbb{N}} B_{n}\left|\int_{\Omega}\left(v_{1}(x)-v_{2}(x)\right) u_{n}(x) d x\right| \\
& \leqslant \sum_{n \in \mathbb{N}} B_{n}\left\|u_{n}\right\|_{L^{2}(\Omega)}\left\|v_{1}-v_{2}\right\|_{2} .
\end{aligned}
$$

This shows that, if restricted to an $L^{\infty}(\Omega)$ ball, the $L_{w-*}^{\infty}(\Omega)$ topology is weaker then the topology of $L^{2}(\Omega)$.

Thus the $L^{\infty}(\Omega)$ balls are metrizable subsets of $\mathcal{H}^{p}(\Omega)$, and, for $p \in[1, \infty)$, a subset of an $L^{\infty}(\Omega)$ ball is compact if an only if it is compact in $L^{p}(\Omega)$. These properties we use in Sections 3.5 and 4.4 to prove the existence of a compact absorbing (see Sections 1.4 and 1.3, respectively) set.

Sometimes, especially in case when $\Omega$ is unbounded, it is useful (see [5, 10]) to consider the local version of an $L^{p}$ space, the space

$$
L_{l o c}^{p}(\Omega):=\left\{u \in L^{0}(\Omega) \mid u \in L^{p}(K) \text { for all compact sets } K \subset \Omega\right\}
$$

This space is not normable, though metrizable. Define the function

$$
\begin{aligned}
& \|\cdot\|_{L_{b}^{p}(\Omega)}: L_{l o c}^{p}(\Omega) \rightarrow[0, \infty], \\
& \|u\|_{L_{b}^{p}(\Omega)}:=\sup _{x_{0} \in \mathbb{R}^{d}}\|u\|_{L^{p}\left(\Omega \cap B_{x_{0}}(1)\right)},
\end{aligned}
$$

where $B_{x_{0}}(1)$ is a unit ball in $\mathbb{R}^{d}$ centered at $x_{0} .\|\cdot\|_{L_{b}^{p}(\Omega)}$ is a norm on a subspace of $L_{l o c}^{p}(\Omega)$, namely on the space

$$
L_{b}^{p}(\Omega):=\left\{u \in L_{l o c}^{p}(\Omega) \mid\|u\|_{L_{b}^{p}(\Omega)}<\infty\right\}
$$

Note that $L_{l o c}^{1}(\Omega)$ is the largest of the presented spaces of the $L^{p}$ type.

## Sobolev spaces

From now on we assume $\Omega$ to be a nonempty domain (i.e. a nonempty open connected set) in $\mathbb{R}^{d}$. We denote by $D(\Omega)$ the (locally convex) space of all test functions over $\Omega$. As a set, $D(\Omega)$ coincides with $C_{0}^{\infty}(\Omega)$, the set of all infinitely differentiable functions with compact support in $\Omega$. The dual space of $D(\Omega)$, the space $D^{\prime}(\Omega)$, is the space of distributions over $\Omega$.
Distributions of the form $v \rightarrow \int_{\Omega} u(x) v(x) d x$ for $u \in L_{l o c}^{1}(\Omega)$ are called regular.

In case of a regular distribution, we identify the distribution with the $L_{l o c}^{1}$ function that produces it.
For $u \in D^{\prime}(\Omega)$ and $v \in D(\Omega)$ we denote by $(u, v)$ the value of $u$ on $v$. In case when $u \in L^{2}(\Omega)$ we recover the scalar product in $L^{2}(\Omega)$.
For a multiindex $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ we define the differential operator of the order $|\alpha|: D^{(\alpha)}:=\left(\partial_{x_{1}}^{\alpha_{1}}, \ldots, \partial_{x_{d}}^{\alpha_{d}}\right)$, where $\partial_{x_{k}}$ is the partial distributional derivative along the variable $x_{k}$ and $\partial_{x_{k}}^{\alpha_{k}}=\left(\partial_{x_{k}}\right)^{\alpha_{k}}$. Recall that any distribution is infinitely differentiable in the distributional sense.

For $s \in \mathbb{N}_{0}$ and $p \in[1, \infty]$ the function

$$
\|u\|_{W^{k, p}(\Omega)}:= \begin{cases}\left(\sum_{|\alpha| \leqslant k}\left\|D^{(\alpha)} u\right\|_{L^{p}(\Omega)}^{p}\right)^{\frac{1}{p}} & \text { for } p \in[1, \infty) \\ \max _{|\alpha| \leqslant k}\left\|D^{(\alpha)} u\right\|_{\infty} & \text { for } p=\infty\end{cases}
$$

is a well defined norm on the space

$$
W^{k, p}(\Omega):=\left\{u \in L^{p}(\Omega) \mid D^{(\alpha)} u \in L^{p}(\Omega) \text { for }|\alpha| \leqslant k\right\}
$$

Equipped with the $\|\cdot\|_{W^{k, p}(\Omega)}$ norm, the space $W^{k, p}(\Omega)$ is the classical Sobolev space of order $k$. All $W^{k, p}(\Omega)$ spaces are Banach spaces. The space $H^{k}(\Omega):=$ $W^{k, 2}(\Omega)$ is a Hilbert space with the scalar product

$$
(u, v)_{H^{k}(\Omega)}:=\sum_{|\alpha| \leqslant k}\left(D^{(\alpha)} u, D^{(\alpha)} v\right) \text { for } u, v \in H^{k}(\Omega)
$$

With $k=0$ we recover the definitions of the corresponding $L^{p}$ spaces. One of those subspaces of $W^{k, p}(\Omega)$ that play an important role in partial differential equations is the space $W_{0}^{k, p}(\Omega)$ for $\Omega$ bounded. It consists of functions that 'vanish on the boundary' in the sense of trace (see [1]). One of the equivalent ways to define these spaces is:

$$
W_{0}^{k, p}(\Omega):=c l_{W^{k, p}(\Omega)}(D(\Omega))
$$

for $k \in \mathbb{N}$ and $p \in[1, \infty]$. For $\Omega$ bounded the seminorm

$$
\begin{aligned}
& \|\cdot\|_{W_{0}^{k, p}(\Omega)}: W^{k, p}(\Omega) \rightarrow[0, \infty), \\
& \|u\|_{W_{0}^{k, p}(\Omega)}:=\left(\sum_{|\alpha|=k}\left\|D^{(\alpha)} u\right\|_{L^{p}(\Omega)}^{p}\right)^{\frac{1}{p}}
\end{aligned}
$$

is an equivalent norm on $W_{0}^{k, p}(\Omega)$. This is a consequence of the Poincaré inequality:

Theorem 1.8 (Poincaré inequality). Let $p \in[1, \infty]$ and let $\Omega$ be a smooth bounded domain in $\mathbb{R}^{d}$. Then there exists a positive constant $P(\Omega, p)$ that depends only on $\Omega$ and $p$ and such that

$$
\|u\|_{p} \leqslant P(\Omega, p)\|D u\|_{p}
$$

holds for all $u \in W_{0}^{1, p}(\Omega)$.

The norm $\|\cdot\|_{W_{0}^{k, p}(\Omega)}$ is called the energy norm. On the space $H_{0}^{k}(\Omega):=W_{0}^{k, 2}(\Omega)$ the bilinear form defined via

$$
(u, v)_{H_{0}^{k}(\Omega)}:=\sum_{|\alpha|=k}\left(D^{(\alpha)} u, D^{(\alpha)} v\right) \text { for } u, v \in H_{0}^{k}(\Omega)
$$

is a scalar product. The space $W_{0}^{k, p}(\Omega)$ is a closed subspace of $W^{k, p}(\Omega)$, thus it is a Banach space, while the space $H_{0}^{k}(\Omega)$ is a Hilbert space.

It is often useful to consider a class of 'in-between' spaces, that is, to extend the notion of classical Sobolev spaces of non-negative integer order $k$ to the case $s \in \mathbb{R}_{0}^{+} \backslash \mathbb{N}_{0}$. One of the possible contractions uses the Slobodeckij seminorm

$$
[u]_{\theta, p}:= \begin{cases}\left(\int_{\Omega} \int_{\Omega} \frac{|u(x)-u(y)|^{p}}{|x-y|^{p \theta+d}} d x d y\right)^{\frac{1}{p}} & \text { for } p \in[1, \infty) \\ \operatorname{ess} \sup \frac{|u(x)-u(y)|}{|x-y|^{\theta}} & \text { for } p=\infty \\ x, y \in \Omega, x \neq y\end{cases}
$$

defined for $\theta \in(0,1)$ and $p \in[1, \infty]$. For $s \in \mathbb{R}_{0}^{+} \backslash \mathbb{N}_{0}$ and $p \in[1, \infty]$ the function

$$
\begin{aligned}
\|\cdot\|_{W^{s, p}(\Omega)} & : W^{[s], p}(\Omega) \rightarrow[0, \infty] \\
\|u\|_{W^{s, p}(\Omega)} & := \begin{cases}\left(\|u\|_{W^{[s], p}(\Omega)}^{p}+\sum_{|\alpha|=s}\left[D^{(\alpha)} u\right]_{\{s\}, p}^{p}\right)^{\frac{1}{p}} & \text { for } p \in[1, \infty), \\
\|u\|_{W^{[s], \infty}(\Omega)}+\max _{|\alpha|=s}\left[D^{(\alpha)} u\right]_{\{s\}, \infty} & \text { for } p=\infty\end{cases}
\end{aligned}
$$

is a well defined norm on the space

$$
W^{s, p}(\Omega):=\left\{u \in W^{[s], p}(\Omega) \mid\left[D^{(\alpha)} u\right]_{\{s\}, p}<\infty \text { for }|\alpha|=[s]\right\} .
$$

The spaces $W^{s, p}(\Omega)$ for $s \in \mathbb{R}_{0}^{+} \backslash \mathbb{N}_{0}$ are called Sobolev-Slobodeckij spaces. These spaces are Banach spaces. The space $H^{s}(\Omega):=W^{s, 2}(\Omega)$ is a Hilbert space with the scalar product

$$
\begin{aligned}
(u, v)_{H^{s}(\Omega)}:= & (u, v)_{H^{[s]}(\Omega)} \\
& +\sum_{|\alpha|=s} \int_{\Omega} \int_{\Omega} \frac{\left(D^{(\alpha)} u(x)-D^{(\alpha)} u(y)\right)\left(D^{(\alpha)} v(x)-D^{(\alpha)} v(y)\right)}{|x-y|^{2 \theta+d}} d x d y
\end{aligned}
$$

If the domain $\Omega$ is suitably regular then, indeed, $W^{s_{2}, p}$ is a subset of $W^{s_{1}, p}$ for all $0 \leqslant s_{1}<s_{2}<\infty$.
Just as in case of integer order Sobolev spaces, we can define for $s \in \mathbb{R}_{0}^{+} \backslash \mathbb{N}_{0}$ and $p \in[1, \infty]$ the space

$$
W_{0}^{s, p}(\Omega):=c l_{W^{s, p}(\Omega)}(D(\Omega))
$$

Observe that for all $s \in \mathbb{R}^{+}$and $p \in[1, \infty]$ the space $D(\Omega)$ is densely and continuously embedded in the space $W_{0}^{s, p}(\Omega)$ by means of the identity operator.

This is because the convergence in $D(\Omega)$ is stronger than the convergence in $W_{0}^{s, p}(\Omega)$ and because $D(\Omega)$ is dense in $W_{0}^{s, p}(\Omega)$ (by definition). With (1.1) it follows that $\left(W_{0}^{s, p}(\Omega)\right)^{\prime} \stackrel{d}{\hookrightarrow} D^{\prime}(\Omega)$. Now, for $s \in \mathbb{R}^{+}$and $p \in(1, \infty]$ set

$$
\begin{aligned}
& W^{-s, p}(\Omega):=\left(W_{0}^{s, p^{\prime}}(\Omega)\right)^{\prime}, p^{\prime}:= \begin{cases}\frac{p}{p-1} & \text { for } p \in(1, \infty) \\
1 & \text { for } p=\infty\end{cases} \\
& H^{-s}(\Omega):=W^{-s, 2}(\Omega)
\end{aligned}
$$

This is the way to define the Sobolev spaces of negative order. For $p \in(1, \infty)$ it also holds

$$
\left(W^{-s, p}(\Omega)\right)^{\prime} \cong W_{0}^{s, p^{\prime}}(\Omega)
$$

This is a consequence of
Theorem 1.9 (Reflexivity of $\left.W^{s, p}(\Omega)\right)$. Let $s \in \mathbb{R}$ and $p \in(1, \infty)$. The space $W^{s, p}(\Omega)$ is reflexive.

For all $s \in \mathbb{R}$ and $p \in[1, \infty]$ the number $\gamma=s-\frac{d}{p}$ is called the Sobolev number (corresponding to the pair $s, p$ ). The numbers $s, p$ and $\gamma$ can be used to compare a Sobolev space with another Sobolev space or with a Hölder space. This is the subject of

Theorem 1.10 (Sobolev embedding theorem). Let $\Omega$ be smooth and bounded. Let $-\infty<s_{1}<s_{2}<\infty, 1 \leqslant p_{2} \leqslant p_{1} \leqslant \infty$ and let $\gamma_{1}$ and $\gamma_{2}$ be the Sobolev numbers corresponding to the pairs $s_{1}, p_{1}$ and $s_{2}, p_{2}$ respectively. Then:
(Part I)

$$
\begin{aligned}
& \gamma_{2}>\gamma_{1} \Rightarrow W^{s_{2}, p_{2}}(\Omega) \hookrightarrow \hookrightarrow W^{s_{1}, p_{1}}(\Omega) \\
& \gamma_{2}=\gamma_{1} \text { and } p_{1}<\infty \Rightarrow W^{s_{2}, p_{2}}(\Omega) \hookrightarrow W^{s_{1}, p_{1}}(\Omega)
\end{aligned}
$$

the embedding being the identity operator. In both cases the Sobolev inequality

$$
\begin{equation*}
\|u\|_{W^{s_{1}, p_{1}}(\Omega)} \leqslant C_{0}\left(s_{1}, s_{2}, p_{1}, p_{2}\right)\|u\|_{W^{s_{2}, p_{2}}(\Omega)} \text { for all } u \in W^{s_{2}, p_{2}}(\Omega) \tag{1.3}
\end{equation*}
$$

holds. The embedding constant $C_{0}\left(s_{1}, s_{2}, p_{1}, p_{2}\right)$ depends only on $s_{1}, s_{2}, p_{1}, p_{2}$ and the domain $\Omega$.
(Part II)

$$
\gamma_{2}>\gamma_{1} \text { and } p_{1}=\infty, s_{1}>0 \Rightarrow W^{s_{2}, p_{2}}(\Omega) \hookrightarrow \hookrightarrow C^{\left[s_{1}\right],\left\{s_{1}\right\}}(\bar{\Omega})
$$

the embedding being the identity operator and the Sobolev inequality

$$
\|u\|_{C^{\left[s_{1]}\right],\left\{s_{1}\right\}}(\bar{\Omega})} \leqslant C_{1}\left(s_{1}, s_{2}, p_{2}\right)\|u\|_{W^{s_{2}, p_{2}}(\Omega)}
$$

holds. The embedding constant $C_{1}\left(s_{1}, s_{2}, p_{2}\right)$ depends only on $s_{1}, s_{2}, p_{2}$ and $\Omega$.

Remark 1.2. In part II of the Sobolev embedding theorem, the Sobolev spaces are compared with the spaces of continuously differentiable functions $C^{k}(\bar{\Omega})$ and the Hölder spaces $C^{k, \theta}(\bar{\Omega})$. They are continuous versions of the Sobolev spaces $W^{k, \infty}(\Omega)$ and the Sobolev-Slobodeckij spaces $W^{k+\theta, \infty}(\Omega)$, respectively:

$$
\begin{aligned}
& C^{0}(\bar{\Omega}):=C(\bar{\Omega}):=\{u: \bar{\Omega} \rightarrow \mathbb{R} \mid u \text { continuous on } \bar{\Omega}\}, \\
& C^{k}(\bar{\Omega}):=\left\{u \in C(\bar{\Omega}) \mid D^{(\alpha)} u \in C(\bar{\Omega}) \text { for }|\alpha| \leqslant k\right\}, k \in \mathbb{N}, \\
& C^{k, \theta}(\bar{\Omega}):=\left\{u \in C^{k}(\bar{\Omega}) \left\lvert\, \sup _{x, y \in \bar{\Omega}, x \neq y} \frac{\left|D^{(\alpha)} u(x)-D^{(\alpha)} u(y)\right|}{|x-y|^{\theta}}<\infty\right.\right\}, \\
& \|\cdot\|_{C^{k, \theta}(\bar{\Omega})}:=\|\cdot\|_{W^{k+\theta, \infty}(\Omega)}, k \in \mathbb{N}_{0}, \theta \in[0,1) .
\end{aligned}
$$

As in case of $L^{p}$ spaces, we have an interpolation inequality for a space 'inbetween':

Theorem 1.11 (Interpolation inequality for $\left.W^{s, p}(\Omega)\right)$. Let $\Omega$ be smooth and bounded. Let $s_{1}, s, s_{2} \in(0, \infty)$ and $p_{1}, p, p_{2} \in[1, \infty]$ be such that

$$
\begin{aligned}
& s_{2}>s \geqslant s_{1} \\
& \gamma_{2}>\gamma>\gamma_{1} \\
& \theta:=\frac{\gamma-\gamma_{1}}{\gamma_{2}-\gamma_{1}} \in\left(\frac{s-s_{1}}{s_{2}-s_{1}}, 1\right),
\end{aligned}
$$

where $\gamma_{1}, \gamma$ and $\gamma_{2}$ are the Sobolev numbers corresponding to the pairs $s_{1}, p_{1}$, $s, p$ and $s_{2}, p_{2}$ respectively. Then the following interpolation inequality holds for all $u \in W^{s_{2}, p_{2}}(\Omega)$ :

$$
\begin{equation*}
\|u\|_{W^{s, p}(\Omega)} \leqslant I\left(s_{1}, s, s_{2}, p_{1}, p, p_{2}\right)\|u\|_{W^{s_{1}, p_{1}}(\Omega)}^{1-\theta}\|u\|_{W^{s_{2}, p_{2}}(\Omega)}^{\theta} \tag{1.4}
\end{equation*}
$$

The constant $I\left(s_{1}, s, s_{2}, p_{1}, p, p_{2}\right)$ depends only on $s_{1}, s, s_{2}, p_{1}, p, p_{2}$ and the do$\operatorname{main} \Omega$.

The following useful nonlinear version of the Sobolev inequality (1.3) is a consequence of Lemma 1.2 from [8].

Lemma 1.1. Let $s \in(0,1), p \in[1, \infty)$ and $q \in(1, \infty)$. Then there exists a constant $N(q)$ that depends only on $q$ and such that it holds

$$
\|u\|_{W^{\frac{s}{q}, s q}(\Omega)} \leqslant N(q)\left\||u|^{q-1} u\right\|_{W^{s, p}(\Omega)}^{\frac{1}{q}} \text { for all } u \in W^{s, p}(\Omega)
$$

We conclude this subsection with the definition of a local Sobolev space:

$$
W_{l o c}^{k, p}(\Omega):=\left\{u \in L_{l o c}^{p}(\Omega) \mid D^{(\alpha)} u \in L_{l o c}^{p}(\Omega) \text { for }|\alpha| \leqslant k\right\} .
$$

## The space $W^{1,\left(p_{1}, p_{0}\right)}\left((a, b) ; E_{1}, E_{0}\right)$

The treatment of the parabolic problems dealt with in this work requires vectorvalued analogs of the functional spaces already introduced above. Let $E_{1}$ be a Banach space. Now we focus on the functions which are defined on an interval $(a, b),-\infty \leqslant a<b \leqslant \infty$, with values in $E_{1}$ :

$$
u:(a, b) \rightarrow E_{1} .
$$

Similarly to the scalar case, we define vector-valued: Lebesgue spaces $L^{p}\left((a, b) ; E_{1}\right)$, spaces of test functions $D\left((a, b) ; E_{1}\right)$ and distributions $D^{\prime}\left((a, b) ; E_{1}\right)$, Sobolev spaces $W^{s, p}\left((a, b) ; E_{1}\right)$ and $H^{s}\left((a, b) ; E_{1}\right)$. Another important example of a vector-valued Sobolev space is the space in which the time derivative $\partial_{t} u$ maps from $(a, b)$ to a 'larger' space $E_{0}$ such that $E_{1} \hookrightarrow E_{0}$ : we introduce for $p_{1}, p_{0} \in$ $[1, \infty]$ the space

$$
W^{1,\left(p_{1}, p_{0}\right)}\left((a, b) ; E_{1}, E_{0}\right):=\left\{u \in L^{p_{1}}\left((a, b) ; E_{1}\right) \mid \partial_{t} u \in L^{p_{0}}\left((a, b) ; E_{0}\right)\right\}
$$

equipped with the norm

$$
\|u\|_{W^{1,\left(p_{1}, p_{0}\right)}\left((a, b) ; E_{1}, E_{0}\right)}:=\|u\|_{L^{p_{1}}\left((a, b) ; E_{1}\right)}+\left\|\partial_{t} u\right\|_{L^{p_{0}}\left((a, b) ; E_{0}\right)} .
$$

Let $E$ be an in-between Banach space:

$$
E_{1} \hookrightarrow E \hookrightarrow E_{0}
$$

Clearly we have the following continuous embedding

$$
W^{1,\left(p_{1}, p_{0}\right)}\left((a, b) ; E_{1}, E_{0}\right) \hookrightarrow L^{p_{1}}((a, b) ; E)
$$

The important compactness result for this kind of spaces is given by the following theorem [5, 22].

Theorem 1.12 (Compact embeddings in vector-valued Sobolev spaces). Let $-\infty<a<b<\infty, p_{1} \in[1, \infty], p_{0} \in(1, \infty]$ and let $E_{1}, E$ and $E_{0}$ be Banach spaces. Then
$E_{1} \xrightarrow{d} \longleftrightarrow E \stackrel{d}{\hookrightarrow} E_{0} \Rightarrow W^{1,\left(p_{1}, p_{0}\right)}\left((a, b) ; E_{1}, E_{0}\right) \stackrel{d}{\hookrightarrow} \leftrightarrows \begin{cases}L^{p_{1}}((a, b) ; E) & \text { for } p_{1}<\infty, \\ C((a, b) ; E) & \text { for } p_{1}=\infty .\end{cases}$
Remark 1.3 (Weak continuity). A similar result holds in case of a reflexive space $E$ equipped with its weak topology. In particular, the following useful weak continuity property holds: let $-\infty<a<b<\infty, p_{0} \in(1, \infty]$ and let $E$ and $E_{0}$ be Banach spaces, then

$$
\begin{equation*}
E \hookrightarrow \stackrel{d}{\hookrightarrow} E_{0} \Rightarrow W^{1,\left(\infty, p_{0}\right)}\left((a, b) ; E, E_{0}\right) \stackrel{d}{\hookrightarrow} C\left((a, b) ;\left(E, \sigma\left(E, E^{\prime}\right)\right)\right), \tag{1.5}
\end{equation*}
$$

see [5, 22].

## Positivity

We conclude the Section 1.1 with two remarks on notation connected with positivity. The first one concerns the fact that in this work we deal with mathematical models that can describe evolution of two non-negative physical quantities: density and concentration. Such models are naturally expected to preserve positivity in the following sense:

Definition 1.4 (Positivity preserving property). We say that an initial problem is positivity preserving if its solutions are non-negative for non-negative initial data.

The second point is that we sometimes consider non-negative functions coming from a function space. To shorten the notation, let us introduce the positive cone notion:

Definition 1.5 (Positive cone). Let $X$ be a subset of $L^{0}(\Omega)$. We define the positive cone of $X$ to be the subset $X^{+}$of $X$ that consists of all $u \in X$ such that $u \geqslant 0$ almost everywhere in $\Omega$.

### 1.2 Laplace operator

In this section, we consider the Laplace operator $\Delta$ from two different points of view: as product of divergence and gradient and as infinitesimal generator of an analytic semigroup.

The domain $\Omega$ is assumed to be smooth and bounded throughout the section.
Let us start with the following realization of the gradient operator:

$$
\nabla: H_{0}^{1}(\Omega) \rightarrow\left(L^{2}(\Omega)\right)^{d}, \nabla u:=\left(\partial_{x_{1}} u, \ldots, \partial_{x_{d}} u\right)^{t}
$$

where ${ }^{t}$ denotes the transposition operator. In this realization, $\nabla$ is clearly an isometry (see the definition of the $H_{0}^{1}(\Omega)$ norm), hence its range is closed. As a consequence, it possesses the Moore-Penrose pseudoinverse [16]. It is given by the operator

$$
\nabla^{+}:\left(L^{2}(\Omega)\right)^{d} \rightarrow H_{0}^{1}(\Omega), \nabla^{+}:=(\nabla)^{-1} P_{\operatorname{Ran}(\nabla)}
$$

where $P_{\operatorname{Ran}(\nabla)}$ means the orthogonal projection on the range of $\nabla$.
Further, since $\left(L^{2}(\Omega)\right)^{d}$ is a Hilbert space, we can identify it with its dual. Then the corresponding adjoint operator coincides with a realization of the minus divergence operator $\nabla^{*}=-(\nabla \cdot)$, where

$$
\nabla \cdot:\left(L^{2}(\Omega)\right)^{d} \rightarrow H^{-1}(\Omega), \nabla \cdot\left(u_{1}, \ldots, u_{d}\right):=\sum_{j=1}^{d} \partial_{x_{j}} u_{j} .
$$

For the minus Laplace operator, we then obtain

$$
-\Delta: H_{0}^{1}(\Omega) \rightarrow H^{-1}(\Omega),-\Delta=\nabla^{*} \nabla
$$

It follows directly from the properties of a pseudoinverse that

$$
\begin{align*}
(-\Delta)^{-1} & =\nabla^{+} \nabla^{+*} \\
\nabla(-\Delta)^{-1} & =\nabla^{+*}  \tag{1.6}\\
\nabla^{+} \nabla & =i d \tag{1.7}
\end{align*}
$$

For an isometric operator the adjoint of its pseudoinverse is also isometric, therefore

$$
\begin{equation*}
\left\|\nabla^{+*} v^{*}\right\|_{\left(L^{2}(\Omega)\right)^{d}}=\left\|v^{*}\right\|_{H^{-1}(\Omega)} \text { for all } v^{*} \in H^{-1}(\Omega) \tag{1.8}
\end{equation*}
$$

The other way to handle the Laplace operator is to apply to this operator the general theory of abstract parabolic evolution equations [34]. Having a $p \in(1, \infty)$ fixed, consider this time the Laplace operator as an unbounded operator

$$
\Delta: L^{p}(\Omega) \rightarrow L^{p}(\Omega)
$$

equipped with the domain

$$
D(\Delta):=\left\{u \in W_{0}^{1, p}(\Omega) \mid \Delta u \in L^{p}(\Omega)\right\} .
$$

It is known that this operator generates an analytic semigroup $e^{t \Delta}$ and that its spectrum lies entirely in $\{\lambda \in \mathbb{R}: \lambda \leqslant-\beta\}$ for some $\beta>0$ depending on $\Omega$. As such, it has the following properties:

$$
\begin{align*}
& (-\Delta)^{\mu} e^{t \Delta}=e^{t \Delta}(-\Delta)^{\mu}  \tag{1.9}\\
& \left\|e^{t \Delta}(-\Delta)^{\mu}\right\|_{p} \leqslant A(\mu, p) e^{-\beta t} t^{-\mu} \tag{1.10}
\end{align*}
$$

for all $t>0$ and $\mu>0$. The constant $A(\mu, p)$ depends only on $\mu, p$ and the domain $\Omega$.

### 1.3 Global attractor

It is well known that the long time behavior of an autonomous dynamical system can be described in terms of its global attractor. Let us recall several definitions and facts from the general theory of attractors (for details we refer to [4, 5, 10]). For our purpose, it is enough to make the presentation for locally convex spaces.

Consider an arbitrary locally convex space $\mathcal{T}$.
Definition 1.6 (Semigroup). A (one-parametric) family $\{S(t)\}_{t \geqslant 0}$ of operators in $\mathcal{T}$ is called a semigroup on $\mathcal{T}$ if it satisfies two conditions:

$$
\begin{aligned}
S(0) & =i d_{\mathcal{T}} \\
S(t+s) & =S(t) \circ S(s) \text { for all } t, s \geqslant 0
\end{aligned}
$$

where $i d_{\mathcal{T}}$ denotes the identity operator.

Remark 1.4. We call a semigroup $\{S(t)\}_{t \geqslant 0}$ continuous (closed, compact) if the semigroup operators $S(t)$ are continuous (closed, compact) operators in $\mathcal{T}$ for all $t \geqslant 0$.

Definition 1.7 (Global attractor). Let $\{S(t)\}_{t \geqslant 0}$ be a semigroup on $\mathcal{T}$. A set $\mathcal{A} \subset \mathcal{T}$ is called a global attractor for $\{S(t)\}_{t \geqslant 0}$ if
(i) $\mathcal{A}$ is compact in $\mathcal{T}$;
(ii) $\mathcal{A}$ attracts bounded subsets of $\mathcal{T}$ : for every $B$ bounded and every neighborhood $V$ of $\mathcal{A}$ there exists a $T(B, V)>0$ such that $S(t) B \subset V$ for all $t \geqslant T(B, V) ;$
(iii) $\mathcal{A}$ is invariant with respect to $\{S(t)\}_{t \geqslant 0}$ :

$$
S(t) \mathcal{A}=\mathcal{A} \text { for all } t \geqslant 0
$$

Remark 1.5 (Uniqueness of global attractor). If a global attractor exists, it is also unique. In fact, it is the maximal (with respect to inclusion) bounded invariant (with respect to $\{S(t)\}_{t \geqslant 0}$ ) subset of $\mathcal{T}$.

Definition 1.8 (Absorbing set). A set $C \subset \mathcal{T}$ is called absorbing for a semigroup $\{S(t)\}_{t \geqslant 0}$ if for every $B$ bounded there exists a $T(B)>0$ such that $S(t) B \subset C$ for all $t \geqslant T(B)$.

Remark 1.6. Every absorbing set is an attracting set.
Remark 1.7 (Positively invariant absorbing set). If $C \subset \mathcal{T}$ is an absorbing set for a semigroup $\{S(t)\}_{t \geqslant 0}$, then, clearly,

$$
\bigcup_{s \in[0, T(C)]} S(s) C
$$

is a positively invariant absorbing set for $\{S(t)\}_{t \geqslant 0}$. The latter means that

$$
S(t) C \subset C \text { for all } t \geqslant 0
$$

In this work, we use the following general result on the existence of global attractors in complete metric spaces (see [24]):

Theorem 1.13 (Existence of global attractor). Let $\{S(t)\}_{t \geqslant 0}$ be a closed semigroup in a complete metric space $\mathcal{E}$ having a compact absorbing set $K \subset \mathcal{E}$. Then the semigroup $\{S(t)\}_{t \geqslant 0}$ possesses the global attractor. It is given by

$$
\mathcal{A}:=\bigcap_{t \geqslant 0} c l_{\mathcal{E}}\left(\bigcup_{s \geqslant t} S(s) K\right) .
$$

### 1.4 Pullback attractor

It is well known that the way to extend the attractor theory for autonomous dynamical systems to nonautonomous dynamical systems is not unique. The two essential approaches here are the uniform and the pullback attractors. Introduced in [17], further studied and developed in [5, 6], the uniform attractor is a time-independent set. Its existence for a nonautonomous system is usually obtained by means of the skew-product technique (see [5]). This object is quite useful in periodic and quasiperiodic settings and usually leads to finite dimensional dynamics. However, in more general (translation-compact, see [5]) settings, the uniform attractor often turns out to be infinite-dimensional, even if the underling dynamics are actually very simple. Such is the case, e.g., with the inhomogeneous heat equation in a bounded domain

$$
\partial_{t} u=\Delta u+f(t),\left.u\right|_{\partial \Omega}=0
$$

This equation produces very simple dynamics, namely, a single exponentially attracting trajectory. At the same time, the corresponding uniform attractor has an infinite dimension and infinite topological entropy [5]. To avoid such artificial effects, the pullback attractor concept was initiated in [19, 28]. We follow this approach in the present work.

Let us recall several definitions and facts from the general theory of pullback attractors (for details we refer to [19, 28] and, for further development, to [10, $13,29]$ and the references therein). For our purpose, it is enough to make the presentation for locally convex spaces.

Consider an arbitrary locally convex space $\mathcal{T}$.
Definition 1.9 (Process). A (two-parametric) family $\{U(t, \tau)\}_{t \geqslant \tau}$ of operators in $\mathcal{T}$ is called a process on $\mathcal{T}$ if it satisfies two conditions:

$$
\begin{aligned}
U(\tau, \tau) & =i d_{\mathcal{T}} \text { for all } \tau \in \mathbb{R} \\
U(t, \tau) & =U(t, s) \circ U(s, \tau) \text { for all } t \geqslant s \geqslant \tau, \tau, s, t \in \mathbb{R}
\end{aligned}
$$

where $i d_{\mathcal{T}}$ denotes the identity operator.
Remark 1.8. We call a process $\{U(t, \tau)\}_{t \geqslant \tau}$ continuous (closed, compact) if the process operators $U(t, \tau)$ are continuous (closed, compact) operators in $\mathcal{T}$ for all $t \geqslant \tau$.

Definition 1.10 (Pullback attractor). Let $\{U(t, \tau)\}_{t \geqslant \tau}$ be a process on $\mathcal{T}$. A (one-parametric) family $\{\mathcal{A}(t)\}_{t \in \mathbb{R}}$ is called a pullback attractor for $\{U(t, \tau)\}_{t \geqslant \tau}$ if
(i) The sets $\mathcal{A}(t)$ are compact in $\mathcal{T}$ for all $t \in \mathbb{R}$;
(ii) The pullback attracting property holds: for all $t \in \mathbb{R}$, every $B$ bounded and every neighborhood $V$ of $\mathcal{A}(t)$ there exists a $T(B, V, t)>0$ such that $U(t, t-s) B \subset V$ for all $s \geqslant T(B, V, t) ;$
(iii) The invariance property holds:

$$
\begin{equation*}
U(t, \tau) \mathcal{A}(\tau)=\mathcal{A}(t) \text { for all } t \geqslant \tau \tag{1.11}
\end{equation*}
$$

(iv) The minimality property holds: for all families $\left\{\mathcal{A}^{\prime}(t)\right\}_{t \in \mathbb{R}}$ of closed sets that enjoy the pullback attracting, property it holds

$$
\mathcal{A}(t) \subset \mathcal{A}^{\prime}(t) \text { for all } t \in \mathbb{R}
$$

Remark 1.9 (Uniqueness of pullback attractor). If a pullback attractor $\{\mathcal{A}(t)\}_{t \in \mathbb{R}}$ exists for a process $\{U(t, \tau)\}_{t \geqslant \tau}$ on $\mathcal{T}$, it is also unique. In fact, it is the maximal (with respect to inclusion) family of bounded subsets of $\mathcal{T}$ with invariance property (1.11): for all $\left\{\mathcal{A}^{\prime}(t)\right\}_{t \in \mathbb{R}}$ that enjoy
(i) The sets $\mathcal{A}^{\prime}(t)$ are bounded in $\mathcal{T}$ for all $t \in \mathbb{R}$;
(ii) $U(t, \tau) \mathcal{A}^{\prime}(\tau)=\mathcal{A}^{\prime}(t)$ for all $t \geqslant \tau$;
it holds

$$
\mathcal{A}^{\prime}(t) \subset \mathcal{A}(t) \text { for all } t \in \mathbb{R}
$$

Definition 1.11 (Uniformly absorbing set). A set $C \subset \mathcal{T}$ is called uniformly absorbing for a process $\{U(t, \tau)\}_{t \geqslant \tau}$ in $\mathcal{T}$ if for every $B$ bounded there exists a $T(B)>0$ such that $U(t, t-s) B \subset C$ for all $t \in \mathbb{R}$ and $s \geqslant T(B)$.

Remark 1.10. Every uniformly absorbing set is a pullback attracting set.
Remark 1.11 (Positively invariant uniformly absorbing set). If $C \subset \mathcal{T}$ is a uniformly absorbing set for a process $\{U(t, \tau)\}_{t \geqslant \tau}$, then, clearly,

$$
\bigcup_{s \in[0, T(C)]} \bigcup_{t \in \mathbb{R}} U(t, t-s) C
$$

is a positively invariant uniformly absorbing set for $\{U(t, \tau)\}_{t \geqslant \tau}$. The latter means that

$$
U(t, t-s) C \subset C \text { for all } t \geqslant s
$$

It is not difficult to extend the Theorem 1.13 to the following existence criterion for the pullback attractor in a metric space:

Theorem 1.14 (Existence of pullback attractor). Let $\{U(t, \tau)\}_{t \geqslant \tau}$ be a closed process in a complete metric space $\mathcal{E}$ having a compact uniformly absorbing set $K \subset \mathcal{E}$. Then the process $\{U(t, \tau)\}_{t \geqslant \tau}$ possesses the pullback attractor. It is given by

$$
\mathcal{A}(t):=\bigcap_{r \geqslant 0} c l_{\mathcal{E}}\left(\bigcup_{s \geqslant r} U(t, t-s) K\right) \text { for all } t \in \mathbb{R}
$$

Remark 1.12 (Forward attractor). Under the assumptions of Theorem 1.14 the pullback attractor $\mathcal{A}(t)$ is at the same time the (uniform) forward attractor for the process $\{U(t, \tau)\}_{t \geqslant \tau}$, i.e., the following (uniform) forward attracting property (compare with the property (ii) from the Definition 1.10) holds: for all $\varepsilon>0$ and $B$ bounded there exists a $T(B, \varepsilon)>0$ such that $U(t+s, t) B \subset O_{\varepsilon}(\mathcal{A}(t+s))$ for all $t \in \mathbb{R}$ and $s \geqslant T(B, \varepsilon)$. Here $O_{\varepsilon}(C)$ denotes the $\varepsilon$-neighborhood of a set $C \subset \mathcal{E}$.

## Chapter 2

## A biofilm model with chemotaxis effect: autonomous case

### 2.1 The Model

In this chapter, we consider the following model:

$$
\begin{array}{ll}
\partial_{t} M=\nabla \cdot\left(|M|^{\alpha} \nabla M\right)-\nabla \cdot\left(|M|^{\gamma} \nabla \rho\right)+f(M, \rho) & \text { in }(0, \infty) \times \Omega, \\
\partial_{t} \rho=\Delta \rho-g(M, \rho) & \text { in }(0, \infty) \times \Omega \\
M=0, \quad \rho=1 & \text { in }(0, \infty) \times \partial \Omega, \\
M(0, \cdot)=M_{0}, \quad \rho(0, \cdot)=\rho_{0} & \text { in } \Omega, \tag{2.4}
\end{array}
$$

where $\alpha$ and $\gamma$ are given positive constants satisfying

$$
\begin{equation*}
\frac{\alpha}{2}+1 \leqslant \gamma<\alpha . \tag{2.5}
\end{equation*}
$$

Remark 2.1 (On condition (2.5)).
(1) In this study, we call conditions of this type for $\alpha$ and $\gamma$ 'balance' conditions since they establish a balance between the diffusion and transport terms, that is, between the porous medium and the chemotaxis effects.
(2) It is clear from (2.5) that $\alpha, \gamma>2$ should hold.
$\Omega \subset \mathbb{R}^{d}(d=1,2,3)$ is a nonempty smooth bounded domain and $M_{0} \in$ $L^{\infty}(\Omega), \rho_{0} \in W^{1, \infty}(\Omega)$. We assume that the functions $f$ and $g$ satisfy the
following assumptions: for all $M, \rho \in \mathbb{R}$ let

$$
\begin{align*}
& |f(M, \rho)| \leqslant F_{1}\left(1+|M|^{\xi}\right)^{\frac{1}{2}} \text { for some } \xi \in[0, \alpha-\gamma+2), F_{1} \in \mathbb{R}_{0}^{+},  \tag{2.6}\\
& f(M, \rho) \operatorname{sign}(M) \leqslant-F_{2}|M|+F_{3} \text { for some } F_{2} \in \mathbb{R}^{+}, F_{3} \in \mathbb{R}_{0}^{+},  \tag{2.7}\\
& g(M, \rho)=G_{1} \rho+g_{2}(\rho) M \text { for some } G_{1} \in \mathbb{R}_{0}^{+},  \tag{2.8}\\
& \left|g_{2}(\rho)\right| \leqslant G_{3} \text { for some } G_{3} \in \mathbb{R}_{0}^{+} \tag{2.9}
\end{align*}
$$

and, in order to ensure uniqueness and non-negativity of solutions for nonnegative initial data, let

$$
\begin{align*}
& \tilde{f}(M, \rho):=f\left(M|M|^{\frac{2}{2+\alpha}-1}, \rho\right)-F_{4} M|M|^{\frac{2}{2+\alpha}-1} \text { for some } F_{4} \in \mathbb{R},  \tag{2.10}\\
& \tilde{f} \in W_{\text {loc }}^{1, \infty}\left(\mathbb{R}^{2}\right), g_{2} \in W_{\text {loc }}^{1, \infty}(\mathbb{R}), f(0, \rho) \geqslant 0 \text { for all } \rho \in \mathbb{R}, g_{2}(0) \leqslant 0 . \tag{2.11}
\end{align*}
$$

The following example of functions $f$ and $g$ satisfies the conditions (2.6)-(2.11):

## Example 2.1.

$$
\begin{aligned}
& f(M, \rho)=-M+\frac{\left(M^{+}\right)^{\frac{2+\alpha}{2}}}{\left(M^{+}\right)^{\frac{2+\alpha}{2}}+1} \arctan \rho, \\
& g(M, \rho)=\rho+M \frac{\rho}{\rho+1} .
\end{aligned}
$$

The system (2.1)-(2.4) was first introduced in [12]. It can model different formation scenarios of a biofilm population described in terms of its density $M$ in the presence of a chemoattractant, a chemical described in terms of its concentration $\rho$.

Let us compare our model with the classical chemotaxis models - the models for the free-swimming populations.

As in the case of a free-swimming population with possibility of growth, the evolution equation (2.2) for the chemoattractant includes the standard linear diffusion term and a nonlinear reaction interaction term. Depending on the particular choice of the reaction interaction term, the chemoattractant can be subject to abiotic decay, be produced or degraded by the population.

The governing evolution equation, the equation (2.1) for the biomass density, differs considerably from the classical one. It includes two nonlinear spatial movement effects: a degenerate diffusion term and a chemotaxis transport term. Both diffusion and chemotaxis coefficients are density-dependent - following a power law for positive exponents $\alpha$ and $\gamma-1$, respectively. Hence, both motion effects disappear in the regions with zero biomass density, and they intensify as the population grows.

The way diffusion and chemotaxis work together is responsible for the local changes in the biomass density. Extensive studies made for the chemotaxis models for the free-swimming populations show that in high dimensions the diffusion is not strong enough to dominate over the positive chemotaxis effect. This leads to local aggregation of cells and even to blow-up effect. The latter
means that the biomass density becomes infinite in finite or infinite time.
In our case of a biofilm population, we can impose a 'balance' condition on the exponents $\alpha$ and $\gamma$ so as to balance the diffusion and transport terms. As a result, we obtain a well-posed system, and its solutions are uniformly bounded in time and space.

The study of the model (2.1)-(2.4) expands [12] (see also references therein). In our research, we propose a less restrictive 'balance' condition. The condition $\alpha>\gamma$ (an improvement over the condition $\alpha \geqslant \gamma+1$ imposed in [12]) reads: the density-dependent diffusion coefficient 'dominates' the intensity of response to the chemical signal as the population grows. This, together with the homogenous Dirichlet boundary conditions, results in the uniform boundedness of $M$ and $\rho$ and in their dissipation with time. On the other hand, in the areas with low biomass density the porous medium effect is due to the condition $\frac{\alpha}{2}+1 \leqslant \gamma$ strong enough to keep the population spreading without vanishing locally, which means that the support of $M(t, \cdot)$ - the set $\overline{\{x \in \Omega: M(t, x)>0\}}$ - is not shrinking in $t$ (see Section 2.4).

Finally, the equation (2.1) includes a 'source' term: a nonlinear reaction interaction term, which in our case allows a more general dependence upon the biomass density than in the original model (see [12]). As usual, it corresponds to the sink/source density: net number of particles created/lost per unit time and per unit volume. The source term provides the possibility to model the impact which the chemoattractant and external forces, such as predation or intoxication, can have on the population growth and death. In particular, apart from actually attracting the biofilm cells, the chemoattractant can be a nutrient or a poison, or a product of the cells themselves.

We emphasize the fact that even the analysis for the models that include either the degenerate diffusion or the chemotaxis is rather challenging (see [31] and [18], respectively) so that, in our case of a joint model, we face significant difficulties. In this work, we consider weak solutions of the system (2.1)-(2.4). The definition is as follows:

Definition 2.1 (Weak solution). A pair of functions $(M, \rho)$ defined in $[0, \infty) \times \bar{\Omega}$ is said to be a weak solution of (2.1)-(2.4) for $M_{0} \in L^{\infty}(\Omega), \rho_{0} \in W^{1, \infty}(\Omega)$, if for all $T>0$
(i) $M \in L^{\infty}((0, T) \times \Omega),|M|^{\alpha} M \in L^{2}\left((0, T) ; H_{0}^{1}(\Omega)\right), \partial_{t} M \in L^{2}\left((0, T) ; H^{-1}(\Omega)\right)$;
(ii) $\rho-1 \in C\left((0, T) ; W_{0}^{1, \infty}(\Omega)\right)$;
(iii) $(M, \rho)$ satisfies the equation (2.1) in $L^{2}\left((0, T) ; H^{-1}(\Omega)\right), M(0)=M_{0}$ in $C\left((0, T) ;\left(L^{2}(\Omega), \sigma\left(L^{2}(\Omega),\left(L^{2}(\Omega)\right)^{\prime}\right)\right)\right)$-sense and

$$
\rho(t)-1=e^{t \Delta}\left(\rho_{0}-1\right)-\int_{0}^{t} e^{(t-s) \Delta} g(M(s), \rho(s)) d s
$$

in $W_{0}^{1, \infty}(\Omega)$.

Remark 2.2 (Initial condition). From $M \in L^{\infty}\left((0, T) ; L^{2}(\Omega)\right)$ and $\partial_{t} M \in$ $L^{2}\left((0, T) ; H^{-1}(\Omega)\right)$, it follows with (1.5) for $p_{0}=2, E=L^{2}(\Omega)$ and $E_{1}=$ $H^{-1}(\Omega)$ and the compact embedding (see Theorem 1.10) $L^{2}(\Omega) \stackrel{d}{\hookrightarrow} \leftrightarrows H^{-1}(\Omega)$ that $M \in C\left((0, T) ;\left(L^{2}(\Omega), \sigma\left(L^{2}(\Omega),\left(L^{2}(\Omega)\right)^{\prime}\right)\right)\right)$. Therefore, the initial condition for $M$ makes sense.

For the convenience of the reader, we formulate the following
Theorem 2.1 (Well-posedness and boundedness). Let the functions $f$ and $g$ satisfy the assumptions (2.6)-(2.11) and the constants $\alpha$ and $\gamma$ satisfy $\gamma \in$ $\left[\frac{\alpha}{2}+1, \alpha\right)$. Then the initial boundary-value problem (2.1)-(2.4) is uniquely solvable (in the sense of Definition 2.1) for each pair of starting values $\left(M_{0}, \rho_{0}\right) \in$ $L^{\infty}(\Omega) \times W^{1, \infty}(\Omega)$ and positivity preserving (in the sense of Definition 1.4). The solution is uniformly bounded in time in the phase space $L^{\infty}(\Omega) \times W^{1, \infty}(\Omega)$.
The proof of Theorem 2.1 for a more general (nonautonomous) setting is given in Chapter 3 (see also [12] for the first result on the well-posedness for this model in the autonomous case).

In Theorem 2.2 of Section 2.2 we prove a dissipative estimate for the problem (2.1)-(2.4). As a consequence of Theorem 2.2, we derive in Section 2.3 the existence of a weak global attractor for (2.1)-(2.4).
Remark 2.3 (Notation). For the sake of convenience, we assume throughout this chapter that the constants $B_{i}$ (appear below) for all indices $i$ are only dependent upon the parameters of the problem, that is, upon the constants $\alpha$ and $\gamma$, the functions $f$ and $g$ and the domain $\Omega$, and not upon the initial data $M_{0}, \rho_{0}$ or $t$, or, unless stated otherwise, any other parameters.

### 2.2 Dissipative estimate

In this section, we use the condition $\alpha>\gamma$ to establish a dissipative estimate for our model, which is necessary to show the existence of the global attractor (see Section 2.3). Our result reads:

Theorem 2.2 (Dissipative estimate). Let the functions $f$ and $g$ satisfy the assumptions (2.6)-(2.11) and let the constants $\alpha$ and $\gamma$ satisfy $\gamma \in\left[\frac{\alpha}{2}+1, \alpha\right)$. Then the following dissipative estimate holds for the initial boundary-value problem (2.1)-(2.4):

$$
\begin{align*}
\|M(t)\|_{L^{\infty}(\Omega)}+\|\rho(t)\|_{W^{1, \infty}(\Omega)} \leqslant & C_{\infty}\left(\left\|M_{0}\right\|_{L^{\infty}(\Omega)}+\left\|\rho_{0}\right\|_{W^{1, \infty}(\Omega)}\right)^{r_{\infty}} \cdot e^{-\omega_{\infty} t} \\
& +D_{\infty} \text { for all } t \geqslant 0, \tag{2.12}
\end{align*}
$$

where the positive constants $C_{\infty}, r_{\infty}, \omega_{\infty}, D_{\infty}$ depend only on $\alpha, \gamma, f$ and $g$, and are independent of $M_{0}, \rho_{0}$ or $t$.
Remark 2.4. As will become clear from the proof below, we do not actually need the condition $\gamma \geqslant \frac{\alpha}{2}+1$ to obtain the dissipative estimate (2.12). However, this condition is crucial for uniqueness of solutions (see the proof of Theorem 3.1 or [12]).

Proof. The main idea of the proof is to derive a collection of coupled dissipative estimates for $M$ and $\nabla \rho$ in various $L^{\delta}$ norms, with $\delta<\infty$ for the $M$ component, and then apply a bootstrap argument in order to obtain the desired dissipative estimate in the $L^{\infty}$ norm for both components. The estimates are done formally, they can be justified by passing to an appropriate sequence of regularization problems (e.g., (3.11)-(3.14) from Chapter 3), performing the estimates in the same manner for the solutions of these problems and then passing to the limit.

We start with rewriting the equation (2.1) in the following way:

$$
\partial_{t} M=\nabla \cdot\left(|M|^{\gamma} \nabla\left(\frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right)\right)+f(M, \rho)
$$

In order to derive our first a priori estimate, we multiply this equation by $\left(\frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right)$ and integrate by parts over $\Omega$ to obtain

$$
\begin{align*}
& \left(\partial_{t} M, \frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right) \\
= & -\left(|M|^{\gamma},\left|\nabla\left(\frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right)\right|^{2}\right) \\
& +\left(f(M, \rho), \frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right) \\
\leqslant & \left(f(M, \rho), \frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right) \\
\Leftrightarrow & \frac{d}{d t}\left(\frac{1}{(\alpha-\gamma+1)(\alpha-\gamma+2)}\left\||M|^{\frac{\alpha-\gamma+2}{2}}\right\|^{2}-(M, \rho)\right) \\
\leqslant & \left(f(M, \rho), \frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right)-\left(\partial_{t} \rho, M\right) . \tag{2.13}
\end{align*}
$$

Next, we multiply the equation (2.2) by $\left(\partial_{t} \rho+\rho-1\right)$ in the same sense as above, in order to obtain

$$
\begin{align*}
& \left\|\partial_{t} \rho\right\|^{2}+\frac{1}{2} \frac{d}{d t}\|\rho-1\|^{2}=-\frac{1}{2} \frac{d}{d t}\|\nabla \rho\|^{2}-\|\nabla \rho\|^{2}-\left(g(M, \rho), \partial_{t} \rho+\rho-1\right) \Leftrightarrow \\
& \frac{1}{2} \frac{d}{d t}\left(\|\nabla \rho\|^{2}+\|\rho-1\|^{2}\right)=-\|\nabla \rho\|^{2}-\left\|\partial_{t} \rho\right\|^{2}-\left(g(M, \rho), \partial_{t} \rho+\rho-1\right) \tag{2.14}
\end{align*}
$$

By adding the inequalities (2.13) and (2.14) together, we obtain that

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{1}{(\alpha-\gamma+1)(\alpha-\gamma+2)}\left\||M|^{\frac{\alpha-\gamma+2}{2}}\right\|^{2}-(M, \rho)+\frac{1}{2}\|\nabla \rho\|^{2}+\frac{1}{2}\|\rho-1\|^{2}\right) \\
& \leqslant\left(f(M, \rho), \frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right)-\|\nabla \rho\|^{2}-\left(\partial_{t} \rho, M\right)-\left\|\partial_{t} \rho\right\|^{2} \\
& \quad-\left(g(M, \rho), \partial_{t} \rho+\rho-1\right) . \tag{2.15}
\end{align*}
$$

We consider first the term containing $g(M, \rho)=G_{1} \rho+g_{2}(\rho) M$. Then

$$
\begin{align*}
-\left(G_{1} \rho, \partial_{t} \rho+\rho-1\right) & =-\frac{1}{2} \frac{d}{d t}\left(G_{1}\|\rho\|^{2}\right)-G_{1}\left(\|\rho\|^{2}-(1, \rho)\right) \\
& \leqslant-\frac{1}{2} \frac{d}{d t}\left(G_{1}\|\rho\|^{2}\right)-(1-\varepsilon) G_{1}\|\rho\|^{2}+\frac{1}{4 \varepsilon} G_{1}|\Omega| \tag{2.16}
\end{align*}
$$

and

$$
\begin{align*}
-\left(g_{2}(\rho) M, \partial_{t} \rho+\rho-1\right) & \leqslant \varepsilon\left\|\partial_{t} \rho\right\|^{2}+\varepsilon\|\rho-1\|^{2}+\frac{1}{2 \varepsilon}\left\|g_{2}(\rho) M\right\|^{2} \\
& \underset{(2.9)}{\leqslant} \varepsilon\left\|\partial_{t} \rho\right\|^{2}+\varepsilon\|\rho-1\|^{2}+\frac{1}{2 \varepsilon} G_{3}^{2}\|M\|^{2} \tag{2.17}
\end{align*}
$$

By combining (2.16) and (2.17) with the inequality

$$
-\left(\partial_{t} \rho, M\right)-\left\|\partial_{t} \rho\right\|^{2} \leqslant \frac{1}{2}\|M\|^{2}-\frac{1}{2}\left\|\partial_{t} \rho\right\|^{2}
$$

and choosing $\varepsilon \leqslant \frac{1}{2}$, we have

$$
\begin{align*}
& -\left(\partial_{t} \rho, M\right)-\left\|\partial_{t} \rho\right\|^{2}-\left(g(M, \rho), \partial_{t} \rho+\rho-1\right) \\
\leqslant & -\frac{1}{2} \frac{d}{d t}\left(G_{1}\|\rho\|^{2}\right)-(1-\varepsilon) G_{1}\|\rho\|^{2}+\varepsilon\|\rho-1\|^{2}+\frac{1}{4 \varepsilon} G_{1}|\Omega|-\left(\frac{1}{2}-\varepsilon\right)\left\|\partial_{t} \rho\right\|^{2} \\
& +\left(\frac{1}{2}+\frac{1}{2 \varepsilon} G_{3}^{2}\right)\|M\|^{2} \\
\leqslant \leqslant \leqslant \frac{1}{2} & -\frac{d}{2} \frac{d}{d t}\left(G_{1}\|\rho\|^{2}\right)-(1-\varepsilon) G_{1}\|\rho\|^{2}+\varepsilon\|\rho-1\|^{2}+\frac{1}{4 \varepsilon} G_{1}|\Omega| \\
& +\left(\frac{1}{2}+\frac{1}{2 \varepsilon} G_{3}^{2}\right)\|M\|^{2} \tag{2.18}
\end{align*}
$$

Further, we can estimate the terms with $f$ from (2.15) in the following way:

$$
\begin{align*}
&\left(f(M, \rho), M|M|^{\alpha-\gamma}\right) \underset{(2.7)}{\leqslant}\left(-F_{2} M^{2}+F_{3}|M|,|M|^{(\alpha-\gamma+1)-1}\right) \\
&=-F_{2}\left\||M|^{\frac{\alpha-\gamma+2}{2}}\right\|^{2}+F_{3}\left\||M|^{\frac{\alpha-\gamma+1}{2}}\right\|^{2}  \tag{2.19}\\
&-(f(M, \rho), \rho) \underset{(2.6)}{\leqslant} \varepsilon\|\rho\|^{2}+\frac{1}{4 \varepsilon} F_{1}^{2}\left(|\Omega|+\left\||M|^{\frac{\xi}{2}}\right\|^{2}\right) \\
& \leqslant 2 \varepsilon\|\rho-1\|^{2}+\left(2 \varepsilon+\frac{1}{4 \varepsilon} F_{1}^{2}\right)|\Omega|+\frac{1}{4 \varepsilon} F_{1}^{2}\left\||M|^{\frac{\xi}{2}}\right\|^{2} \tag{2.20}
\end{align*}
$$

By using the inequalities (2.18)-(2.20) we conclude from (2.15) that

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{1}{(\alpha-\gamma+1)(\alpha-\gamma+2)}\left\||M|^{\frac{\alpha-\gamma+2}{2}}\right\|^{2}-(M, \rho)\right. \\
& \left.+\frac{1}{2}\|\nabla \rho\|^{2}+\frac{1}{2}\|\rho-1\|^{2}+\frac{1}{2} G_{1}\|\rho\|^{2}\right) \\
\leqslant & -F_{2}\left\||M|^{\frac{\alpha-\gamma+2}{2}}\right\|^{2}+F_{3}\left\||M|^{\frac{\alpha-\gamma+1}{2}}\right\|^{2}+\frac{1}{4 \varepsilon} F_{1}^{2}\left\||M|^{\frac{\xi}{2}}\right\|^{2}+\left(\frac{1}{2}+\frac{1}{2 \varepsilon} G_{3}^{2}\right)\|M\|^{2} \\
- & \|\nabla \rho\|^{2}-(1-\varepsilon) G_{1}\|\rho\|^{2}+3 \varepsilon\|\rho-1\|^{2}+\left(2 \varepsilon+\frac{1}{4 \varepsilon} G_{1}+\frac{1}{4 \varepsilon} F_{1}^{2}\right)|\Omega| . \tag{2.21}
\end{align*}
$$

In order to shorten the formulas, we introduce a new variable:

$$
\begin{align*}
\varphi:= & \frac{1}{(\alpha-\gamma+1)(\alpha-\gamma+2)}\left\||M|^{\frac{\alpha-\gamma+2}{2}}\right\|^{2}-(M, \rho) \\
& +\frac{1}{2}\|\nabla \rho\|^{2}+\frac{1}{2}\|\rho-1\|^{2}+\frac{1}{2} G_{1}\|\rho\|^{2} . \tag{2.22}
\end{align*}
$$

Observe that $|M|^{\frac{\alpha-\gamma+2}{2}}$ is the leading $M$ power in (2.21)-(2.22) due to the assumptions made on $\alpha, \gamma$ and $\xi$. Further, due to the Cauchy-Schwarz and Young inequalities it holds that

$$
\begin{equation*}
(M, \rho) \leqslant \varepsilon\|\rho\|^{2}+\frac{1}{4 \varepsilon}\|M\|^{2} \tag{2.23}
\end{equation*}
$$

so that the term $(M, \rho)$ is negligible in (2.22). Altogether, applying the Poincaré and the Hölder inequalities and adjusting the constant $\varepsilon$, we can deduce from (2.21)-(2.23) the inequality

$$
\frac{d}{d t} \varphi \leqslant-B_{1} \varphi+B_{2}
$$

for some $B_{1} \in \mathbb{R}^{+}, B_{2} \in \mathbb{R}_{0}^{+}$. Gronwall's lemma yields

$$
\begin{align*}
\varphi(t) & \leqslant e^{-B_{1} t} \varphi(0)+\frac{B_{2}}{B_{1}}\left(1-e^{-B_{1} t}\right) \\
& \leqslant e^{-B_{1} t} \varphi(0)+\frac{B_{2}}{B_{1}} \tag{2.24}
\end{align*}
$$

We finally obtain our first dissipative estimate: set

$$
\begin{equation*}
y_{\delta_{0}}:=\|M\|_{\delta_{0}}^{\delta_{0}}+1+\|\nabla \rho\|^{2}, \delta_{0}:=\alpha-\gamma+2 \tag{2.25}
\end{equation*}
$$

it follows from (2.24) with the help of (2.22)-(2.23) and the Poincaré inequality that

$$
y_{\delta_{0}}(t) \leqslant C_{y_{\delta_{0}}} y_{\delta_{0}}(0) e^{-\omega_{y_{\delta_{0}}} t}+D_{y_{\delta_{0}}}
$$

for some $C_{y_{\delta_{0}}}, \omega_{y \delta_{0}}, D_{y \delta_{0}}$ that depend only upon the parameters of the problem.
Now, the equation (2.2) can be rewritten in the following way:

$$
\partial_{t}(\rho-1)=\Delta(\rho-1)-g(M, \rho)
$$

and can thus be regarded as an abstract parabolic evolution equation with respect to $\rho-1$. Therefore, for all $t>0$ it holds (see [34]):

$$
\begin{equation*}
\rho(t)-1=e^{t \Delta}\left(\rho_{0}-1\right)-\int_{0}^{t} e^{(t-s) \Delta} g(M(s), \rho(s)) d s \tag{2.26}
\end{equation*}
$$

and by applying operator $\nabla$ to both sides of (2.26), we obtain that

$$
\begin{equation*}
\nabla \rho(t)=e^{t \Delta} \nabla \rho_{0}-\int_{0}^{t} \nabla\left(e^{(t-s) \Delta} g(M(s), \rho(s))\right) d s \tag{2.27}
\end{equation*}
$$

The initial value $\rho_{0}$ is assumed to be sufficiently smooth, so that the following holds:

$$
\begin{equation*}
\left\|\nabla \rho_{0}\right\|_{\delta}<\infty \tag{2.28}
\end{equation*}
$$

What remains is to estimate the $\delta$ norm of the integral from (2.27) with the help of (1.9)-(1.10) and assumptions on $g$. By choosing $\mu \in\left(\frac{1}{2}, 1\right)$ and $\hat{\delta} \geqslant 1$ such that $W^{2 \mu, \hat{\delta}}(\Omega) \hookrightarrow W^{1, \delta}(\Omega)$, we arrive at the estimate

$$
\begin{align*}
& \left\|\int_{0}^{t} \nabla\left(e^{(t-s) \Delta} g(M(s), \rho(s))\right) d s\right\|_{\delta} \\
\leqslant & \int_{0}^{t}\left\|(-\Delta)^{\mu}\left(e^{(t-s) \Delta} g(M(s), \rho(s))\right)\right\|_{\hat{\delta}} d s \\
\leqslant & A(\mu, \hat{\delta}) \int_{0}^{t} e^{-\beta(t-s)}(t-s)^{-\mu}\left(G_{1}\|\rho(s)\|_{\hat{\delta}}+G_{3}\|M(s)\|_{\hat{\delta}}\right) d s . \tag{2.29}
\end{align*}
$$

Altogether, we obtain from (2.27)-(2.29) the following estimate:

$$
\begin{align*}
\|\nabla \rho(t)\|_{\delta} \leqslant & e^{-\beta t}\left\|\nabla \rho_{0}\right\|_{\delta}+A(\mu, \hat{\delta})\left(G_{1}+G_{3}\right) \\
& \cdot \int_{0}^{t} e^{-\beta(t-s)}(t-s)^{-\mu}\left(\|\rho(s)\|_{\hat{\delta}}+\|M(s)\|_{\hat{\delta}}\right) d s \tag{2.30}
\end{align*}
$$

Leaving this result for a moment and returning to the equation (2.1) we multiply this equation by $M|M|^{\delta-1}$ for an arbitrary $\delta \geqslant \alpha-\gamma+1$, so that all occurring powers remain non-negative, and (formally) integrate over $\Omega$ :

$$
\left(\partial_{t} M, M|M|^{\delta-1}\right)=\left(\nabla \cdot\left(|M|^{\alpha} \nabla M\right)-\nabla \cdot\left(|M|^{\gamma} \nabla \rho\right)+f(M, \rho), M|M|^{\delta-1}\right) .
$$

It follows that

$$
\begin{align*}
\frac{1}{\delta+1} \frac{d}{d t}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}= & -\frac{4 \delta}{(\alpha+\delta+1)^{2}}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|^{2} \\
& +\frac{2 \delta}{\alpha+\delta+1}\left(\nabla|M|^{\frac{\alpha+\delta+1}{2}},|M|^{\gamma-\frac{\alpha}{2}+\frac{\delta-1}{2}} \nabla \rho\right) \\
& +\left(f(M, \rho), M|M|^{\delta-1}\right) \tag{2.31}
\end{align*}
$$

Set $\vartheta(\delta):=\frac{\gamma-\frac{\alpha}{2}+\frac{\delta-1}{2}}{\frac{\alpha+\delta+1}{2}}$. Then $\vartheta(\delta)<1$ holds due to the assumption $\alpha>\gamma$. Applying Hölder's inequality, we obtain that

$$
\begin{align*}
\left(\nabla|M|^{\frac{\alpha+\delta+1}{2}},|M|^{\gamma-\frac{\alpha}{2}+\frac{\delta-1}{2}} \nabla \rho\right) & =\left(\nabla|M|^{\frac{\alpha+\delta+1}{2}},|M|^{\vartheta(\delta) \frac{\alpha+\delta+1}{2}} \nabla \rho\right) \\
& \leqslant\|1\|_{\frac{6}{1-\theta(\delta)}}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|\left\||M|^{\frac{\alpha+\delta+1}{2}}\right\|_{6}^{\vartheta(\delta)}\|\nabla \rho\|_{3} \\
& \leqslant B_{3}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|^{1+\vartheta(\delta)}\|\nabla \rho\|_{3} . \tag{2.32}
\end{align*}
$$

For the last inequality, the embedding $H^{1}(\Omega) \hookrightarrow L^{6}(\Omega)$ (recall that $d \leqslant 3$ ) was used. Further, we apply once more the Hölder inequality and assumptions on the function $f$ and thus derive:

$$
\begin{align*}
\left(f(M, \rho), M|M|^{\delta-1}\right) & \leqslant-F_{2}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}+F_{3}\left\||M|^{\frac{\delta}{2}}\right\|^{2}  \tag{2.33}\\
& \leqslant-F_{2}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}+F_{3}\|1\|_{\delta+1}\left(\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}\right)^{\frac{\delta}{\delta+1}} \tag{2.34}
\end{align*}
$$

We can conclude from (2.31) using (2.32) and (2.34) that

$$
\begin{aligned}
\frac{1}{\delta+1} \frac{d}{d t}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2} \leqslant & -\frac{4 \delta}{(\alpha+\delta+1)^{2}}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|^{2} \\
& +\frac{2 \delta}{\alpha+\delta+1} B_{3}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|^{1+\vartheta(\delta)}\|\nabla \rho\|_{3} \\
& -F_{2}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}+F_{3}\|1\|_{\delta+1}\left(\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}\right)^{\frac{\delta}{\delta+1}} .
\end{aligned}
$$

Since $1+\vartheta(\delta)<2$, it follows with the Young inequality that

$$
\begin{align*}
\frac{1}{\delta+1} \frac{d}{d t}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2} \leqslant & -F_{2}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}+F_{3}\|1\|_{\delta+1}\left(\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}\right)^{\frac{\delta}{\delta+1}} \\
& +B_{4}(\delta)\|\nabla \rho\|_{3}^{\frac{2}{1-\vartheta(\delta)}} \tag{2.35}
\end{align*}
$$

where $B_{4}(\delta)=\frac{1-\vartheta(\delta)}{2}\left(\frac{2 \delta}{\alpha+\delta+1} B_{3}\right)^{\frac{2}{1-\vartheta(\delta)}}\left(\frac{4 \delta}{(\alpha+\delta+1)^{2}} \frac{2}{1+\vartheta(\delta)}\right)^{-\frac{1+\vartheta(\delta)}{1-\vartheta(\delta)}}$, therefore this constant depends only on $\delta$ and the parameters of the problem.

Next, we return to the equality (2.31) in order to repeat the whole procedure once more, but this time we will be more precise about the estimates made, and will use the regularity achieved up to this point. First, due to (2.33) and two
obvious inequalities we have

$$
\begin{align*}
\frac{d}{d t}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}= & -\frac{4 \delta(\delta+1)}{(\alpha+\delta+1)^{2}}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|^{2} \\
& +\frac{2 \delta(\delta+1)}{\alpha+\delta+1}\left(\nabla|M|^{\frac{\alpha+\delta+1}{2}},|M|^{\gamma-\frac{\alpha}{2}+\frac{\delta-1}{2}} \nabla \rho\right) \\
& +(\delta+1)\left(f(M, \rho), M|M|^{\delta-1}\right) \\
\leqslant & -B_{5}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|^{2} \\
& +(\delta+1) B_{6}\|\nabla \rho\|_{\infty}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|\left\||M|^{\frac{\alpha+\delta+1}{2}}\right\|^{\vartheta(\delta)} \\
& -(\delta+1) F_{2}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}+(\delta+1) B_{7} F_{3}\left\||M|^{\frac{\alpha+\delta+1}{2}}\right\|^{2 \zeta} \tag{2.36}
\end{align*}
$$

for $\delta \geqslant \alpha-\gamma+1$ with $\zeta=\frac{\delta}{\alpha+\delta+1}$. Taking into account a special case of the interpolation inequality (1.4), the inequality

$$
\|v\| \leqslant B_{8}\|\nabla v\|^{\frac{3}{5}}\|v\|_{1}^{\frac{2}{5}}
$$

we obtain with the help of the Young inequality that

$$
\begin{align*}
& (\delta+1)\|\nabla v\|\|v\|^{\vartheta(\delta)} \\
\leqslant & (\delta+1) B_{8}^{\vartheta(\delta)}\|\nabla v\|^{1+\vartheta(\delta) \frac{3}{5}}\|v\|_{1}^{\vartheta(\delta) \frac{2}{5}} \\
\leqslant & B_{8}^{\vartheta(\delta)}\left(\varepsilon\|\nabla v\|^{2}+B_{9}(\varepsilon)(\delta+1)^{\frac{2}{1-\vartheta(\delta) \frac{3}{5}}}\|v\|_{1}^{\frac{2 \vartheta(\delta) \frac{2}{5}}{1-\vartheta(\delta) \frac{3}{5}}}\right) \tag{2.37}
\end{align*}
$$

and

$$
\begin{align*}
(\delta+1) F_{3}\|v\|^{2 \zeta} & \leqslant(\delta+1) F_{3} B_{8}^{2 \zeta}\|\nabla v\|^{2 \zeta \frac{3}{5}}\|v\|_{1}^{2 \zeta \frac{2}{5}} \\
& \leqslant B_{8}^{2 \zeta}\left(\varepsilon\|\nabla v\|^{2}+B_{10}(\varepsilon)\left(F_{3}(\delta+1)\right)^{\frac{1}{1-\zeta \frac{3}{5}}}\|v\|_{1}^{\frac{2 \zeta \frac{2}{5}}{1-\zeta \frac{3}{5}}}\right) \tag{2.38}
\end{align*}
$$

where $B_{9}(\varepsilon)$ and $B_{10}(\varepsilon)$ depend only on $\varepsilon$ and the parameters of the problem. With the Hölder inequality, we also have

$$
\begin{equation*}
\left\||M|^{\frac{\alpha+\delta+1}{2}}\right\|_{1} \leqslant\left\||M|^{\frac{\alpha}{2}}\right\|_{\frac{q}{q-1}}\left\||M|^{\frac{\delta+1}{2}}\right\|_{q} \tag{2.39}
\end{equation*}
$$

for $q \in(1,2)$ independent of $\delta$. By combining (2.37)-(2.38) for $v:=|M|^{\frac{\alpha+\delta+1}{2}}$ with (2.39) and choosing $\varepsilon$ small enough depending only on the parameters of
the problem, we can conclude from (2.36):

$$
\begin{aligned}
\frac{d}{d t}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2} \leqslant & B_{11}\left(\|\nabla \rho\|_{\infty}(\delta+1)\right)^{\frac{2}{1-\vartheta(\delta) \frac{3}{5}}}\left(\left\||M|^{\frac{\alpha}{2}}\right\|_{\frac{q}{q-1}}\left\||M|^{\frac{\delta+1}{2}}\right\|_{q}\right)^{\frac{2 \vartheta(\delta) \frac{2}{5}}{1-\vartheta(\delta) \frac{3}{5}}} \\
& +B_{11}\left(F_{3}(\delta+1)\right)^{\frac{1}{1-\zeta \frac{3}{5}}}\left(\left\||M|^{\frac{\alpha}{2}}\right\|_{\frac{q}{q-1}}\left\||M|^{\frac{\delta+1}{2}}\right\|_{q}\right)^{\frac{2 \zeta \frac{2}{5}}{1-\zeta \frac{3}{5}}} \\
& -F_{2}(\delta+1)\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}
\end{aligned}
$$

for $\delta \geqslant \alpha-\gamma+1$. Since $\vartheta(\delta), \zeta \in(0,1)$ it follows for all $\delta \geqslant \alpha-\gamma+2$ that

$$
\begin{aligned}
\frac{d}{d t}\left(\|M\|_{\delta}^{\delta}+1\right) \leqslant & B_{11} \delta^{5}\left(\|\nabla \rho(s)\|_{\infty}+1\right)^{5}\|M\|_{\frac{\alpha}{2} \frac{q}{q-1}}^{\alpha}\left(\|M\|_{q \delta / 2}^{q \delta / 2}+1\right)^{\frac{2}{q}} \\
& -F_{2} \delta\left(\|M\|_{\delta}^{\delta}+1\right)
\end{aligned}
$$

Once more we get an integral inequality for $\|M(t)\|_{\delta}^{\delta}+1$ :

$$
\begin{align*}
&\|M(t)\|_{\delta}^{\delta}+1 \leqslant B_{11} \int_{0}^{t} e^{-\delta F_{2}(t-s)} \delta^{5}\left(\|\nabla \rho(s)\|_{\infty}+1\right)^{5}\|M(s)\|_{\frac{\alpha}{2} \frac{q}{q-1}}^{\alpha} \\
& \cdot\left(\|M(s)\|_{q \delta / 2}^{q \delta / 2}+1\right)^{\frac{2}{q}} d s+e^{-\delta F_{2} t}\left(\left\|M_{0}\right\|_{\delta}^{\delta}+1\right) \tag{2.40}
\end{align*}
$$

Now we are ready to derive some more dissipative estimates for the problem (2.1)-(2.4). We will extensively use Lemma A. 1 from the Appendix. This lemma appears to be very useful in our situation. It actually shows that the 'dissipative property' is preserved under standard operations (addition, multiplication, raising to a power and integration). To shorten the formulas, let us set

$$
\begin{aligned}
h_{1} & :=\|\nabla \rho\|_{3}+1 \\
h_{2} & :=\|\nabla \rho\|_{\infty}+1 \\
u_{\delta} & :=\|M\|_{\delta}^{\delta}+1, \quad \delta \in[1, \infty)
\end{aligned}
$$

Observe that particular powers of $y_{\delta_{0}}$ and $h_{1}, h_{2}$ and $u_{\delta}$ (for sufficiently large $\delta), u_{7}$ and $h_{2}$ can be connected with one another by the inequalities of the type (A.1) in the same manner as $z_{1}$ and $z_{3}$ from Lemma $A .1$ are. From the Lemma A. 1 we can conclude that all of them dissipate exponentially with $t$ :

$$
\begin{align*}
& h_{1}(t) \leqslant C_{h_{1}}\left(h_{1}+y_{\delta_{0}}\right)^{r_{h_{1}}}(0) e^{-\omega_{h_{1}} t}+D_{h_{1}}  \tag{2.41}\\
& h_{2}(t) \leqslant C_{h_{2}}\left(h_{2}+u_{7}\right)^{r_{h_{2}}}(0) e^{-\omega_{h_{2}} t}+D_{h_{2}}  \tag{2.42}\\
& u_{\delta}(t) \leqslant U\left(u_{\delta}(0)+C_{u_{\delta}}\left(h_{1}+y_{\delta_{0}}\right)^{r \delta}(0)\right) e^{-\frac{F_{2}}{2} \delta t}+D_{u_{\delta}}=: \widetilde{u}_{\delta}(t), \tag{2.43}
\end{align*}
$$

where the appearing coefficients depend on the parameters of the problem, and only the coefficients $C_{u_{\delta}}$ and $D_{u_{\delta}}$ depend on $\delta$ as well. We especially emphasize
that $r$ is independent from $\delta$ (it will be crucial for the existence of the uniform dissipative estimate). Indeed, from (2.30) and the definition of $y_{\delta_{0}}\left(y_{\delta_{0}}>1\right.$, see (2.25)), we obtain that

$$
\begin{align*}
\|\nabla \rho(t)\|_{3} \leqslant & e^{-\beta t}\left\|\nabla \rho_{0}\right\|_{3}+A\left(\frac{3}{4}, 2\right)\left(G_{1}+G_{3}\right) . \\
& \cdot \int_{0}^{t} e^{-\beta(t-s)}(t-s)^{-\frac{3}{4}}\left(\|\rho(s)\|_{2}+\|M(s)\|_{2}\right) d s \\
\leqslant & e^{-\beta t}\left\|\nabla \rho_{0}\right\|_{3}+C(1,2,2) A\left(\frac{3}{4}, 2\right)\left(G_{1}+G_{3}\right) . \\
& \cdot \int_{0}^{t} e^{-\beta(t-s)}(t-s)^{-\frac{3}{4}} y_{\delta_{0}}(0) d s \tag{2.44}
\end{align*}
$$

since $\alpha-\gamma+2>2, W^{2 \cdot \frac{3}{4}, 2} \hookrightarrow W^{1,3}$ and $W^{1,2} \hookrightarrow L^{2}(\Omega)$ (with the embedding constant $C(1,2,2))$. Next, using (2.30) one more time, we obtain that

$$
\begin{align*}
\|\nabla \rho(t)\|_{\infty} \leqslant & e^{-\beta t}\left\|\nabla \rho_{0}\right\|_{\infty}+A\left(\frac{3}{4}, 7\right)\left(G_{1}+G_{3}\right) \\
& \cdot \int_{0}^{t} e^{-\beta(t-s)}(t-s)^{-\frac{3}{4}}\left(\|\rho(s)\|_{7}+\|M(s)\|_{7}\right) d s \\
\leqslant & e^{-\beta t}\left\|\nabla \rho_{0}\right\|_{\infty}+C(1,7,3) A\left(\frac{3}{4}, 7\right)\left(G_{1}+G_{3}\right) \\
& \cdot \int_{0}^{t} e^{-\beta(t-s)}(t-s)^{-\frac{3}{4}}\left(\|\nabla \rho(s)\|_{3}+1+\|M(s)\|_{7}\right) d s \tag{2.45}
\end{align*}
$$

since $W^{2 \cdot \frac{3}{4}, 7} \hookrightarrow W^{1, \infty}$ and $W^{1,3}(\Omega) \hookrightarrow L^{7}(\Omega)$ (with the embedding constant $C(1,7,3))$. The estimates for $h_{1}$ and $h_{2}$ now follow with (2.44)-(2.45) and Lemma A. 1 due to the fact that for the function $d(t, s):=(t-s)_{+}^{-\frac{3}{4}}$ the condition $\|d\|_{L^{\infty}\left(\mathbb{R}_{0}^{+}, L_{b}^{1}\left(\mathbb{R}_{0}^{+}\right)\right)}<\infty$ is satisfied.

Let us now check the dissipative estimate (2.43). With (2.35) we have:

$$
\begin{equation*}
\frac{1}{\delta} \frac{d}{d t} u_{\delta} \leqslant-F_{2} u_{\delta}+F_{3}|\Omega| u_{\delta}^{\frac{\delta-1}{\delta}}+B_{4}(\delta) h_{1}^{\frac{2}{1-\vartheta(\delta)}} . \tag{2.46}
\end{equation*}
$$

Recall that $\vartheta(\delta)=\frac{\gamma-\frac{\alpha}{2}+\frac{\delta-2}{2}}{\frac{\alpha+\delta}{2}}$ and, consequently, $\frac{2}{1-\vartheta(\delta)}=\frac{\alpha+\delta}{\alpha-\gamma+1} \leqslant B_{12} \delta$ for some $B_{12}$ and $\delta \geqslant \delta_{*}$ sufficiently large. Now, the Young inequality yields:

$$
u_{\delta}^{\frac{\delta-1}{\delta}}=\left(\varepsilon u_{\delta}\right)^{\frac{\delta-1}{\delta}} \varepsilon^{-\frac{\delta-1}{\delta}} \leqslant \frac{\delta-1}{\delta} \varepsilon u_{\delta}+\frac{1}{\delta} \varepsilon^{-(\delta-1)}
$$

therefore it follows from (2.46) that

$$
\begin{aligned}
\frac{d}{d t} u_{\delta} & \leqslant-\delta\left(F_{2}-\varepsilon F_{3}|\Omega| \frac{\delta-1}{\delta}\right) u_{\delta}+\varepsilon^{-(\delta-1)} F_{3}|\Omega|+\delta B_{4}(\delta) h_{1}^{B_{12} \delta} \\
& \leqslant-\delta \frac{F_{2}}{2} u_{\delta}+\varepsilon^{-(\delta-1)} F_{3}|\Omega|+\delta B_{4}(\delta) h_{1}^{B_{12} \delta}
\end{aligned}
$$

for $\varepsilon$ small (depends only on the parameters of the problem). Gronwall's lemma then yields

$$
\begin{align*}
u_{\delta}(t) \leqslant & \int_{0}^{t} e^{-\delta \frac{F_{2}}{2}(t-s)}\left(\varepsilon^{-(\delta-1)} F_{3}|\Omega|+\delta B_{4}(\delta) h_{1}^{B_{12} \delta}(s)\right) d s \\
& +e^{-\delta \frac{F_{2}}{2} t} u_{\delta}(0) \tag{2.47}
\end{align*}
$$

The dissipate estimate (2.43) follows now with the estimate (A.2) of Lemma $A .1$ and the dissipate estimate (2.41) for $h_{1}$.

Now, from the inequality (2.40) we can conclude that

$$
\begin{equation*}
u_{\delta}(t) \leqslant e^{-\delta F_{2} t} u_{\delta}(0)+B_{11} \delta^{5} \int_{0}^{t} e^{-\delta F_{2}(t-s)} H_{1}(s) \widetilde{u}_{\frac{q}{2} \delta}^{\frac{2}{q}}(s) d s \tag{2.48}
\end{equation*}
$$

where

$$
H_{1}(t):=h_{2}^{5}(t) \widetilde{u}_{\frac{\alpha}{2} \frac{2(q-1)}{q-1}}^{\frac{q}{q-1}}(t) .
$$

Taking into account that $u_{\frac{q}{2} \delta}^{\frac{2}{q}}$ dissipates with $e^{-\delta \frac{F_{2}}{2} t}$ and that $H_{1}$ dissipates with an exponent independent of $\delta$, we consecutively apply (A.3) to (2.48) and get

$$
\begin{aligned}
u_{\delta}(t) & \leqslant e^{-\delta \frac{F_{2}}{2} t} u_{\delta}(0)+B_{11} \widetilde{u}_{\frac{9}{2} \delta}^{\frac{2}{q}}(t) \int_{0}^{t} e^{-\delta \frac{F_{2}}{2}(t-s)} \delta^{5} H_{1}(s) d s \\
& \leqslant e^{-\delta \frac{F_{2}}{2} t} u_{\delta}(0)+\frac{2}{F_{2}} B_{11} \delta^{4} H_{1}(t) \widetilde{u}_{\frac{q}{2} \delta}^{\frac{2}{q}}(t)
\end{aligned}
$$

for $\delta \geqslant \delta_{*}$ sufficiently large. The bound $\delta_{*}$ depends only on the parameters of the problem. Therefore, we may assume that

$$
\begin{equation*}
\widetilde{u}_{\delta}(t)=e^{-\delta \frac{F_{2}}{2} t} u_{\delta}(0)+B_{13} \delta^{4} H_{1}(t) \widetilde{u}_{\frac{q}{2} \delta}^{\frac{2}{q}}(t) \tag{2.49}
\end{equation*}
$$

Since

$$
u_{\delta}(0)=\left\|M_{0}\right\|_{\delta}^{\delta}+1 \leqslant\left\|M_{0}\right\|_{\infty}^{\delta}|\Omega|+1
$$

we conclude from (2.49) that for

$$
\begin{equation*}
A_{\delta}(t):=\tilde{u}_{\delta}(t)\left(\frac{e^{\frac{F_{2}}{2} t}}{\left\|M_{0}\right\|_{\infty}+1}\right)^{\delta}+1 \tag{2.50}
\end{equation*}
$$

it holds that

$$
A_{\delta}(t) \leqslant B_{14} \delta^{4} H_{1}(t) A_{\frac{q}{2} \delta}^{\frac{2}{q}}(t)
$$

One can show by induction then that

$$
\begin{aligned}
& A_{\left(\frac{2}{q}\right)^{n} \delta_{*}}^{\left(\frac{q}{2}\right)^{n}}(t) \leqslant\left(B_{14} \delta_{*}^{4} H_{1}(t)\right)^{\sum_{k=1}^{n}\left(\frac{q}{2}\right)^{k}}\left(\frac{q}{2}\right)^{4 \sum_{k=1}^{n} k\left(\frac{q}{2}\right)^{k}} A_{\delta_{*}}(t) \\
& \underset{n \rightarrow \infty}{\rightarrow}\left(B_{14} \delta_{*}^{4} H_{1}(t)\right)^{\frac{q}{2}-\frac{q}{2}}\left(\frac{q}{2}\right)^{2 q\left(\frac{1}{1-\frac{q}{2}}\right)^{2}} A_{\delta_{*}}(t) \\
&=: H^{\delta_{*}}(t) A_{\delta_{*}}(t) .
\end{aligned}
$$

Therefore, we get

$$
\begin{equation*}
\limsup _{\delta \rightarrow \infty} A_{\delta}^{\frac{1}{\delta}}(t) \leqslant H(t) A_{\delta_{*}}^{\frac{1}{\delta *}}(t) \tag{2.51}
\end{equation*}
$$

By combining (2.51) with (2.50), we finally arrive at an estimate for $\|M(t)\|_{\infty}$ :

$$
\begin{align*}
\|M(t)\|_{\infty}+1 & =\lim _{\delta \rightarrow \infty} u_{\delta}^{\frac{1}{\delta}}(t) \\
& \leqslant \limsup _{\delta \rightarrow \infty} \widetilde{u}_{\delta}^{\frac{1}{\delta}}(t) \\
& \leqslant H(t)\left(\widetilde{u}_{\delta_{*}}^{\frac{1}{\delta_{*}}}(t)+\left(\left\|M_{0}\right\|_{\infty}+1\right) e^{-\frac{F_{2}}{2} t}\right) \tag{2.52}
\end{align*}
$$

Now, since the functions $H$ and $\widetilde{u}_{\delta_{*}}$ dissipate exponentially (recall (2.42)-(2.43) and the definition of $H$ and $H_{1}$ ), we apply Lemma $A .1$ to (2.52) and conclude that $\|M\|_{\infty}$ dissipates exponentially as well. Moreover, it follows from the proof that there exists a dissipative estimate for $\|M\|_{\infty}$ of the form given in (2.12). The dissipative estimate for $\|\nabla \rho\|_{\infty}+1=h_{2}$ is given in (2.42) and the Theorem 2.2 is thus proven.

### 2.3 Global attractor

The aim of this section is to apply the general theory from Section 1.3 to the problem (2.1)-(2.4). We prove

Theorem 2.3 (Global Attractor). Let the functions $f$ and $g$ satisfy the assumptions (2.6)-(2.11) and let the constants $\alpha$ and $\gamma$ satisfy $\gamma \in\left[\frac{\alpha}{2}+1, \alpha\right)$. Then the solutions of the problem (2.1)-(2.4) can be described by a semigroup $\{S(t)\}_{t \geqslant 0}$ that acts on the space $L_{w-*}^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$. The semigroup $\{S(t)\}_{t \geqslant 0}$ possesses the global attractor in $L_{w-*}^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$.

Proof. We observed in Section 2.1 that the problem (2.1)-(2.4), if considered as an equation with respect to $(M, \rho)$ in the space $L^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$, is
well-posed: for each pair of initial values $\left(M_{0}, \rho_{0}\right) \in L^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ there exists a unique solution $(M, \rho)$ in terms of Definition 2.1.

Since $L^{\infty}(\Omega)$ and $L_{w-*}^{\infty}(\Omega)$ coincide as sets, we can define the solving semigroup $\{S(t)\}_{t \geqslant 0}$ of the problem (2.1)-(2.4) on the phase space $L_{w-*}^{\infty}(\Omega) \times$ $\left(1+W_{0}^{1, \infty}(\Omega)\right)$ as follows: for all $t \geqslant 0$ let

$$
\begin{aligned}
& S(t): L_{w-*}^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right) \rightarrow L_{w-*}^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right) \\
& S(t)\left(M_{0}, \rho_{0}\right):=(M(t), \rho(t)) \text { for all }\left(M_{0}, \rho_{0}\right) \in L_{w-*}^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)
\end{aligned}
$$

Clearly, the space $L_{w-*}^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ inherits all the properties of the space $L_{w-*}^{\infty}(\Omega)$ that are listed in Theorem 1.6. In particular, it is a locally convex space, so that the general theory from Section 1.3 is applicable.

Another consequence is that, due to Theorem 1.6(2), there is no difference between the spaces $L^{\infty}(\Omega)$ and $L_{w-*}^{\infty}(\Omega)$ with concern to boundedness, the same thus holds for $L^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ and $L_{w-*}^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$.

The dissipative estimate (2.12) provides for the semigroup $\{S(t)\}_{t \geqslant 0}$ the existence of an absorbing $L^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ ball $B_{*}$ centered at $(0,1)$ of a radius $2 D_{\infty}$. According to Remark 1.7, the set

$$
C_{*}:=\bigcup_{s \in\left[0, T\left(B_{*}\right)\right]} S(s) B_{*},
$$

where $T\left(B_{*}\right)$ is such that $S(s) B_{*} \subset B_{*}$ for all $s \geqslant T\left(B_{*}\right)$, is a positively invariant absorbing set. With the dissipative estimate (2.12), it follows also that $C_{*}$ is actually contained in an $L^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ ball $B_{* *}$ of a radius $R_{* *}, R_{* *} \geqslant 2 D_{\infty}$, centered at $(0,1)$, thus it is a bounded positively invariant absorbing set for $\{S(t)\}_{t \geqslant 0}$.

Since $C_{*}$ is bounded, its closure, the set

$$
\bar{C}_{*}:=c l_{L_{w-*}^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)}\left(C_{*}\right),
$$

is completely metrizable in its relative topology (see Theorem 1.6(3)).

$$
m_{*}^{(\infty)}\left(\left(M_{1}, \rho_{1}\right),\left(M_{2}, \rho_{2}\right)\right):=\max \left\{d_{*}^{(\infty)}\left(M_{1}, M_{2}\right),\left\|\rho_{1}-\rho_{2}\right\|_{W_{0}^{1, \infty}(\Omega)}\right\}
$$

is an example of a complete metric which induces the relative topology. Here $d_{*}^{(\infty)}$ is the metric defined in (1.2) for $R:=R_{* *}$.

Let us assume for a moment that $\{S(t)\}_{t \geqslant 0}$ is a closed semigroup. As a closure of a positively invariant set, $\bar{C}_{*}$ is then also positively invariant under $\{S(t)\}_{t \geqslant 0}$. Let us assume further that the set $S(1) \bar{C}_{*}$ is relatively compact in $L_{w-*}^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$. As the closure of a time shift of an absorbing set, $c l_{L_{w-*}^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)}\left(S(1) \bar{C}_{*}\right)$ is absorbing.

All assumptions of Theorem 1.13 are then fulfilled since we are dealing with a closed semigroup (the semigroup $\{S(t)\}_{t \geqslant 0}$ ) in a complete metric space (the space $\left(\bar{C}_{*}, m_{*}^{(\infty)}\right)$ ), and this semigroup possesses a compact absorbing set (the set $\left.c l_{L_{w-*}^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)}\left(S(1) \bar{C}_{*}\right)\right)$. Theorem 1.13 yields the existence of the global attractor.

To finish the proof, it remains to check the closedness of $\{S(t)\}_{t \geqslant 0}$ and the relative compactness of $S(1) \bar{C}_{*}$.

The projection of $\bar{C}_{*}$ on the $M$ component is a bounded norm closed set in $L^{\infty}(\Omega)$, therefore it is compact in $L_{w-*}^{\infty}(\Omega)$ due to Theorem 1.6. Let us now show the relative compactness for the $\rho$ component.

Since

$$
(-\Delta)^{\frac{11}{12}} \rho(1)=(-\Delta)^{\frac{11}{12}} e^{\Delta} \rho_{0}-\int_{0}^{1}(-\Delta)^{\frac{11}{12}} e^{(1-\omega) \Delta} g(M(\omega), \rho(\omega)) d \omega
$$

we conclude with (1.9)-(1.10) and assumptions on $g$ that for all $\left(M_{0}, \rho_{0}\right) \in \bar{C}_{*}$ it holds

$$
\begin{align*}
& \left\|(-\Delta)^{\frac{11}{12}} \rho(1)\right\|_{6} \leqslant\left\|(-\Delta)^{\frac{11}{12}} e^{\Delta} \rho_{0}-\int_{0}^{1}(-\Delta)^{\frac{11}{12}} e^{(1-\omega) \Delta} g(M(\omega), \rho(\omega)) d \omega\right\|_{6} \\
\leqslant & A\left(\frac{5}{12}, 6\right)\left\|\nabla \rho_{0}\right\|_{6}+A\left(\frac{11}{12}, 6\right) \int_{0}^{1}(1-\omega)^{-\frac{11}{12}}\|g(M(\omega), \rho(\omega)) d \omega\|_{6} \\
\leqslant & B_{\rho}\left(R_{* *}\right) \tag{2.53}
\end{align*}
$$

where the constant $B_{\rho}\left(R_{* *}\right)$ depends only on $R_{* *}$ and the parameters of the problem. With (2.53) and the compact embedding (see Theorem 1.10)

$$
W^{\frac{11}{6}, 6}(\Omega) \hookrightarrow \hookrightarrow W^{1, \infty}(\Omega)
$$

it follows that the projection of the set $S(1) \bar{C}_{*}$ on the $\rho$ component is relatively compact.

It remains to show the closedness of the semigroup operators. In the proof of Theorem 3.1 we will encounter the local Lipschitz-type continuity property (3.39) for the solutions of (2.1)-(2.4). It can be translated into the following form:

$$
\begin{align*}
& \left\|S(t)\left(M_{0}^{(1)}, \rho_{0}^{(1)}\right)-S(t)\left(M_{0}^{(2)}, \rho_{0}^{(2)}\right)\right\|_{H^{-1}(\Omega) \times L^{2}(\Omega)} \\
\leqslant & L\left(t, R_{* *}\right)\left\|\left(M_{0}^{(1)}, \rho_{0}^{(1)}\right)-\left(M_{0}^{(2)}, \rho_{0}^{(2)}\right)\right\|_{H^{-1}(\Omega) \times L^{2}(\Omega)} \tag{2.54}
\end{align*}
$$

for $\left(M_{0}^{(1)}, \rho_{0}^{(1)}\right),\left(M_{0}^{(2)}, \rho_{0}^{(2)}\right) \in \bar{C}_{*}$. The constant $L\left(t, R_{* *}\right)$ depends only on $t$, $R_{* *}$ and the parameters of the problem.

Recall that due to Theorem 1.10 we have

$$
\begin{align*}
& W^{1, \infty}(\Omega) \hookrightarrow L^{2}(\Omega)  \tag{2.55}\\
& L^{\infty}(\Omega) \hookrightarrow \hookrightarrow H^{-1}(\Omega) \tag{2.56}
\end{align*}
$$

Since due to Theorem 1.2 compact operators are weak-*-to-norm continuous, the property (2.56) allows the interpretation

$$
\begin{equation*}
L_{w-*}^{\infty}(\Omega) \hookrightarrow H^{-1}(\Omega) \tag{2.57}
\end{equation*}
$$

By combining (2.55) with (2.57), we obtain that

$$
\begin{equation*}
L_{w-*}^{\infty}(\Omega) \times W^{1, \infty}(\Omega) \hookrightarrow H^{-1}(\Omega) \times L^{2}(\Omega) \tag{2.58}
\end{equation*}
$$

Let $\left\{\left(M_{0}^{(n)}, \rho_{0}^{(n)}\right)\right\}_{n \in \mathbb{N}} \subset \bar{C}_{*}$ be a sequence of initial data convergent to some $\left(M_{0}, \rho_{0}\right)$ in $L_{w-*}^{\infty}(\Omega) \times W^{1, \infty}(\Omega)$. Due to the continuous embedding (2.58), this sequence converges in $H^{-1}(\Omega) \times L^{2}(\Omega)$ to the same limit. From the property (2.54) we deduce that the sequence $\left\{S(t)\left(M_{0}^{(n)}, \rho_{0}^{(n)}\right)\right\}_{n \in \mathbb{N}}$ converges to $S(t)\left(M_{0}, \rho_{0}\right)$ in $H^{-1}(\Omega) \times L^{2}(\Omega)$ for all $t \geqslant 0$.
Let us further assume that for some $t \geqslant 0$ the sequence $\left\{S(t)\left(M_{0}^{(n)}, \rho_{0}^{(n)}\right)\right\}_{n \in \mathbb{N}}$ is convergent in $L_{w-*}^{\infty}(\Omega) \times W^{1, \infty}(\Omega)$. Again, due to the continuity of the embedding (2.58), the limit is the same. This proves closedness, and the proof of Theorem 2.3 is thus finished.

### 2.4 Biofilm mass: local behavior

In this section, we study the local behavior of the biofilm mass. We prove
Theorem 2.4 (Local mass behavior). Let the functions $f$ and $g$ satisfy the assumptions (2.6)-(2.11) and the constants $\alpha$ and $\gamma$ satisfy $\gamma \in\left[\frac{\alpha}{2}+1, \alpha\right)$. Further, let $\left(M_{0}, \rho_{0}\right) \in L^{\infty}(\Omega) \times W^{1, \infty}(\Omega)$ and the starting value $M_{0}$ be strictly separated from 0 in some open ball $B \subset \Omega$. Then

$$
\int_{\widetilde{B}} M(t, x) d x>0
$$

for all $t>0$ and all open balls $\widetilde{B}$ with $\widetilde{\widetilde{B}} \subset B$.
Proof. We observed in Section 2.1 that the problem (2.1)-(2.4), if considered as an equation with respect to $(M, \rho)$ in the space $L^{\infty}(\Omega) \times W^{1, \infty}(\Omega)$, is well-posed: for each pair of initial values $\left(M_{0}, \rho_{0}\right) \in L^{\infty}(\Omega) \times W^{1, \infty}(\Omega)$ there exists a unique solution $(M, \rho)$ in terms of Definition 2.1.

Assume the starting value $M_{0}$ to be separated from 0 in a ball $B \subset \Omega$ by a constant $\varepsilon>0$ :

$$
\begin{equation*}
\underset{B}{\operatorname{ess} \inf } M_{0} \geqslant \varepsilon>0 \tag{2.59}
\end{equation*}
$$

This time we multiply the equation (2.1) by $-\varphi M^{-1}$, where $\varphi$ is a smooth cut-off function with the properties

$$
\varphi \in C_{0}^{\infty}(B), \quad 0 \leqslant \varphi \leqslant 1, \quad \varphi=1 \text { in a ball } \widetilde{B} \subset B
$$

for an arbitrary ball $\widetilde{B}$ with $\widetilde{B} \subset B$, and integrate over $\Omega$ :

$$
\begin{equation*}
\left(\partial_{t} M,-\varphi M^{-1}\right)=\left(\nabla \cdot\left(M^{\alpha} \nabla M\right)-\nabla \cdot\left(M^{\gamma} \nabla \rho\right)+f(M, \rho),-\varphi M^{-1}\right) \tag{2.60}
\end{equation*}
$$

Integrating (2.60) by parts we get:

$$
\begin{align*}
\frac{d}{d t} \int_{B}-\varphi(x) \ln M(\cdot, x) d x= & -\frac{4}{\alpha^{2}}\left\|\varphi^{\frac{1}{2}} \nabla M^{\frac{\alpha}{2}}\right\|^{2}+\frac{4}{\alpha}\left(\varphi^{\frac{1}{2}} \nabla M^{\frac{\alpha}{2}}, M^{\frac{\alpha}{2}} \nabla \varphi^{\frac{1}{2}}\right) \\
& +\frac{2}{\alpha}\left(\varphi^{\frac{1}{2}} \nabla M^{\frac{\alpha}{2}}, \varphi^{\frac{1}{2}} M^{\gamma-\frac{\alpha}{2}-1} \nabla \rho\right)-\left(M^{\gamma-1}, \nabla \varphi \cdot \nabla \rho\right) \\
& -\left(\varphi, \frac{f(M, \rho)}{M}\right) \tag{2.61}
\end{align*}
$$

Let us now fix an arbitrary $T>0$. The expression (2.61) is quite similar to what we had in (2.31). It can be shown in the same way that the right side of (2.61) is bounded from above by some positive constant $B_{1}(T)$ for all $t \in[0, T]$. This is due to the assumptions made on $f$, the uniform boundedness of $\nabla \rho$ and the cut-off function and also to the fact that $\frac{\alpha}{2}+1 \leqslant \gamma$ (and $\gamma>1$, of course). Thus we get

$$
\begin{equation*}
\frac{d}{d t} \int_{B}-\varphi(x) \ln M(t, x) d x \leqslant B_{1}(T) \tag{2.62}
\end{equation*}
$$

for all $t \in[0, T]$. Integrating over $[0, T]$, we obtain from (2.62) with the help of (2.59) that

$$
\begin{aligned}
\int_{B}-\varphi(x) \ln M(T, x) d x & \leqslant T B_{1}(T)+\int_{B}-\varphi(x) \ln M_{0}(x) d x \\
& \leqslant T B_{1}(T)-\int_{B} \varphi(x) d x \ln \varepsilon \\
& =: B_{2}(T, \varepsilon)
\end{aligned}
$$

It follows with $M$ being uniformly bounded that

$$
\begin{align*}
\int_{\tilde{B} \cap\{M(T, \cdot)<1\}}-\ln M(T, x) d x & \leqslant B_{2}(T, \varepsilon)+\int_{B \cap\{M(T, \cdot) \geqslant 1\}} \ln M(T, x) \\
& \leqslant B_{3}(T, \varepsilon) . \tag{2.63}
\end{align*}
$$

If $|\widetilde{B} \cap\{M(T, \cdot)<1\}|=0$ holds, then $M(T, \cdot) \geqslant 1$ in $\widetilde{B}$, and nothing is left to prove. If $|\widetilde{B} \cap\{M(T, \cdot)<1\}|>0$ then we can use the Jensen's inequality [27]
for the measure $\frac{1}{|\overparen{B} \cap\{M(T, \cdot)<1\}|} d x$ and convex function $-\ln$ to estimate to the left side of (2.63) from below. We obtain:

$$
-\ln \left(\frac{1}{|\widetilde{B} \cap\{M(T, \cdot)<1\}|} \int_{\tilde{B} \cap\{M(T, \cdot)<1\}} M(T, x) d x\right) \leqslant \frac{B_{3}(T, \varepsilon)}{|\widetilde{B} \cap\{M(T, \cdot)<1\}|} .
$$

Hence it follows with obvious calculations that

$$
\int_{\widetilde{B}} M(T, x) d x \geqslant \int_{\tilde{B} \cap\{M(T, \cdot)<1\}} M(T, x) d x>0 \text { for all } T>0 .
$$

Theorem 2.4 is thus proven.

## Chapter 3

## A biofilm model with chemotaxis effect: nonautonomous case

### 3.1 The Model

This chapter is devoted to the nonautonomous version of system (2.1)-(2.4): the system

$$
\begin{array}{ll}
\partial_{t} M=\nabla \cdot\left(|M|^{\alpha} \nabla M\right)-\nabla \cdot\left(|M|^{\gamma} \nabla \rho\right)+f(t, M, \rho) & \text { in }(\tau, \infty) \times \Omega \\
\partial_{t} \rho=\Delta \rho-g(t, M, \rho) & \text { in }(\tau, \infty) \times \Omega \\
M=0, \quad \rho=1 & \text { in }(\tau, \infty) \times \partial \Omega \\
M(\tau, \cdot)=M_{\tau}, \quad \rho(\tau, \cdot)=\rho_{\tau} & \text { in } \Omega, \tag{3.4}
\end{array}
$$

where $\alpha$ and $\gamma$ satisfy the 'balance' condition (2.5):

$$
\frac{\alpha}{2}+1 \leqslant \gamma<\alpha
$$

$\Omega \subset \mathbb{R}^{d}(d=1,2,3)$ is a nonempty smooth bounded domain and $M_{\tau} \in L^{\infty}(\Omega)$, $\rho_{\tau} \in W^{1, \infty}(\Omega)$. We assume that the functions $f$ and $g$ satisfy the following
nonautonomous version of the assumptions (2.6)-(2.11): for all $t, M, \rho \in \mathbb{R}$ let $|f(t, M, \rho)| \leqslant f_{1}(t)\left(1+|M|^{\xi}\right)^{\frac{1}{2}}$ for some $\xi \in[0, \alpha-\gamma+2), f_{1} \in\left(L_{b}^{2}(\mathbb{R})\right)^{+}$,
$f(t, M, \rho) \operatorname{sign}(M) \leqslant-F_{2}|M|+f_{3}(t)$ for some $F_{2} \in \mathbb{R}^{+}, f_{3} \in\left(L_{b}^{\kappa}(\mathbb{R})\right)^{+}, \kappa>1$,

$$
\begin{equation*}
g(t, M, \rho)=g_{1}(t) \rho+g_{2}(t, \rho) M \text { for some } g_{1} \in\left(C^{1}(\mathbb{R})\right)^{+}: \tag{3.6}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d}{d t} g_{1}(t) \leqslant 0, g_{1}(-\infty)<\infty \tag{3.7}
\end{equation*}
$$

$$
\begin{equation*}
\left|g_{2}(t, \rho)\right| \leqslant g_{3}(t), \text { for some } g_{3} \in\left(L_{b}^{\eta}(\mathbb{R})\right)^{+}, \eta>4 \tag{3.8}
\end{equation*}
$$

and, in order to ensure uniqueness and non-negativity of solutions for nonnegative initial data,

$$
\begin{align*}
& \tilde{f}(t, M, \rho):=f\left(t, M|M|^{\frac{2}{2+\alpha}-1}, \rho\right)-F_{4} M|M|^{\frac{2}{2+\alpha}-1}, \text { for some } F_{4} \in \mathbb{R}  \tag{3.9}\\
& \tilde{f} \in W_{l o c}^{1, \infty}\left(\mathbb{R}^{3}\right), g_{2} \in W_{l o c}^{1, \infty}\left(\mathbb{R}^{2}\right), f(t, 0, \rho) \geqslant 0, g_{2}(t, 0) \leqslant 0 \text { for all } t, \rho \in \mathbb{R} \tag{3.10}
\end{align*}
$$

The following example of functions $f$ and $g$ satisfies the conditions (3.5)- (3.10):

## Example 3.1.

$$
\begin{aligned}
& f(t, M, \rho)=-M+\frac{\left(M^{+}\right)^{\frac{2+\alpha}{2}}}{\left(M^{+}\right)^{\frac{2+\alpha}{2}}+1} \arctan (\rho) \sin (t) \\
& g(t, M, \rho)=\operatorname{arccot}(t) \rho+M \frac{\rho}{\rho+1} \cos (t)
\end{aligned}
$$

We define weak solutions of (3.1)-(3.4) in the following way:
Definition 3.1 (Weak solution). A pair of functions $(M, \rho)$ defined in $[\tau, \infty) \times \bar{\Omega}$ is said to be a weak solution of (3.1)-(3.4) for $M_{\tau} \in L^{\infty}(\Omega), \rho_{\tau} \in W^{1, \infty}(\Omega)$, if for all $T>\tau$
(i) $M \in L^{\infty}((\tau, T) \times \Omega),|M|^{\alpha} M \in L^{2}\left((\tau, T) ; H_{0}^{1}(\Omega)\right), \partial_{t} M \in L^{2}\left((\tau, T) ; H^{-1}(\Omega)\right)$;
(ii) $\rho-1 \in C\left((\tau, T) ; W_{0}^{1, \infty}(\Omega)\right)$;
(iii) $(M, \rho)$ satisfies the equation (3.1) in $L^{2}\left((\tau, T) ; H^{-1}(\Omega)\right), M(\tau)=M_{\tau}$ in $C_{w}\left((\tau, T) ; L^{2}(\Omega)\right)$-sense and

$$
\rho(t)-1=e^{(t-\tau) \Delta}\left(\rho_{\tau}-1\right)-\int_{\tau}^{t} e^{(t-s) \Delta} g(s, M(s), \rho(s)) d s
$$

in $W_{0}^{1, \infty}(\Omega)$.

Remark 3.1 (Initial condition). From $M \in L^{\infty}\left((\tau, T) ; L^{2}(\Omega)\right)$ and $\partial_{t} M \in$ $L^{2}\left((\tau, T) ; H^{-1}(\Omega)\right)$, it follows with (1.5) for $p_{0}=2, E=L^{2}(\Omega)$ and $E_{1}=$ $H^{-1}(\Omega)$ and the compact embedding (see Theorem 1.10) $L^{2}(\Omega) \hookrightarrow \stackrel{d}{\hookrightarrow} H^{-1}(\Omega)$ that $M \in C\left((\tau, T) ;\left(L^{2}(\Omega), \sigma\left(L^{2}(\Omega),\left(L^{2}(\Omega)\right)^{\prime}\right)\right)\right)$. Therefore, the initial condition for $M$ makes sense.

In the present work, we study the well-posedness and the long-time behavior of the nonautonomous system (3.1)-(3.4). We prove the following nonautonomous version of Theorem 2.1:

Theorem 3.1. Let the functions $f$ and $g$ satisfy the assumptions (3.5)-(3.10) and the constants $\alpha$ and $\gamma$ satisfy $\gamma \in\left[\frac{\alpha}{2}+1, \alpha\right)$. Then the initial boundaryvalue problem (3.1)-(3.4) is uniquely solvable (in the sense of Definition 3.1) for each pair of starting values $\left(M_{\tau}, \rho_{\tau}\right) \in L^{\infty}(\Omega) \times W^{1, \infty}(\Omega)$ and (in the sense of Definition 1.4). The solution is uniformly bounded in time in the phase space $L^{\infty}(\Omega) \times W^{1, \infty}(\Omega)$.

The proof of Theorem 3.1 is divided between Sections 3.2 (existence) and 3.3 (uniqueness). The positivity preserving property is a consequence of the positivity results from [11]. Sections 3.4 (dissipative estimate) and 3.5 (pullback attractor) are devoted to the study of the long-time behavior for our system. The main result is Theorem 3.2. It states the existence of a dissipative estimate for the solutions of (3.1)-(3.4), and the dissipation proves to be with exponential speed. In Section 3.5 we establish the existence of a global pullback attractor.

Remark 3.2 (Notation). For the sake of convenience, we assume throughout this chapter that the constants $B_{i}$ (appear below) for all indices $i$ are only dependent upon the parameters of the problem, that is, upon the constants $\alpha$ and $\gamma$, the functions $f$ and $g$ and the domain $\Omega$, and not upon the initial data $M_{\tau}, \rho_{\tau}$ or the time variables $\tau$ and $t$, or, unless stated otherwise, any other parameters.

### 3.2 Existence of solutions

Proof of Theorem 3.1 (Existence). The main idea of the existence proof is to choose a suitable regularization sequence for the problem (3.1)-(3.4) and then apply the compactness method (see [21]).

Let us consider for arbitrary $T>0, n \in \mathbb{N}$ a non-degenerate approximation of the problem (3.1)-(3.4), the system

$$
\begin{array}{rlrl}
\partial_{t} M_{n}= & \nabla \cdot\left(\left(\left|M_{n}\right|+\frac{1}{n}\right)^{\alpha} \nabla M_{n}\right)-\nabla \cdot\left(\left(\left|M_{n}\right|+\frac{1}{n}\right)^{\gamma} \nabla \rho_{n}\right) & \\
& +f\left(t, M_{n}, \rho_{n}\right) & & \text { in }(\tau, T) \times \Omega, \\
\partial_{t} \rho_{n}= & \Delta \rho_{n}-g\left(t, M_{n}, \rho_{n}\right) & & \text { in }(\tau, T) \times \Omega \tag{3.12}
\end{array}
$$

with the same initial and boundary conditions as before:

$$
\begin{array}{ll}
M_{n}=0, & \rho_{n}=1 \quad \text { in }(\tau, T) \times \partial \Omega, \\
M_{n}(\cdot, \tau)=M_{\tau}, & \rho_{n}(\cdot, \tau)=\rho_{\tau} \text { in } \Omega \tag{3.14}
\end{array}
$$

As a consequence of the a priory uniform boundedness, the general theory from [20] may be extended to the non-degenerate problems (3.11)-(3.14) (for an alternative treatment via maximal regularity see [2]). It follows that they are uniquely solvable in the class of functions which is defined by Definition 3.1.

Further, in the same manner as the estimates for the solution itself are derived in Section 3.4, one can show for the approximating sequence $\left\{\left(M_{n}, \rho_{n}\right)\right\}_{n \in \mathbb{N}}$ the following a priory estimate:

$$
\begin{equation*}
\left\|M_{n}\right\|_{L^{\infty}((\tau, T) \times \Omega)},\left\|\nabla \rho_{n}\right\|_{L^{\infty}((\tau, T) \times \Omega)},\left\|\left|M_{n}\right|^{\alpha} M_{n}\right\|_{L^{2}\left((\tau, T), H_{0}^{1}(\Omega)\right)} \leqslant B_{1} . \tag{3.15}
\end{equation*}
$$

With the help of (3.15) we can now estimate the right side of the equation (3.11) in the $L^{2}\left((\tau, T), H^{-1}(\Omega)\right)$ norm uniformly in $n \in \mathbb{N}$. We obtain

$$
\begin{equation*}
\left\|\partial_{t} M_{n}\right\|_{L^{2}\left((\tau, T), H^{-1}(\Omega)\right)} \leqslant B_{2} . \tag{3.16}
\end{equation*}
$$

Moreover, applying Lemma 1.1 for $q=\alpha+1$ and (for example) $s=\frac{1}{2}$ together with the Sobolev embedding theorem yields

$$
\begin{align*}
\left\|M_{n}\right\|_{W^{\frac{1}{2(\alpha+1)}, 2(\alpha+1)}(\Omega)}^{2(\alpha+1)} & \leqslant N^{2(\alpha+1)}(\alpha+1)\left\|\left|M_{n}\right|^{\alpha} M_{n}\right\|_{W^{\frac{1}{2}, 2}(\Omega)}^{2} \\
& \leqslant B_{3}\left\|\left|M_{n}\right|^{\alpha} M_{n}\right\|_{H_{0}^{1}(\Omega)}^{2} . \tag{3.17}
\end{align*}
$$

Integrating (3.17) over $(\tau, T)$ and combining with (3.15)-(3.16) we conclude that

$$
\left\|M_{n}\right\|_{W^{1,(2(\alpha+1), 2)}\left((\tau, T) ; W^{\frac{1}{2(\alpha+1)}, 2(\alpha+1)}(\Omega), H^{-1}(\Omega)\right)} \leqslant B_{4} .
$$

The spaces $E_{1}:=W^{\frac{1}{2(\alpha+1)}, 2(\alpha+1)}(\Omega), E:=L^{2(\alpha+1)}(\Omega), E_{0}:=H^{-1}(\Omega)$ satisfy the assumptions of Theorem 1.12, consequently, it holds (set $p_{1}:=2(\alpha+1)$, $p_{0}:=2$ )

$$
W^{1,(2(\alpha+1), 2)}\left((\tau, T) ; W^{\frac{1}{2(\alpha+1)}, 2(\alpha+1)}(\Omega), H^{-1}(\Omega)\right) \hookrightarrow \hookrightarrow L^{2(\alpha+1)}((\tau, T) \times \Omega),
$$

and the set $\left\{M_{n} \mid n \in \mathbb{N}\right\}$ is thus compact in the space $L^{2(\alpha+1)}((\tau, T) \times \Omega)$.
For the second component, we now use the (3.15) to estimate the right side of the equation (3.12) in $L^{\infty}\left((\tau, T), W^{-1, \infty}(\Omega)\right)$ and get

$$
\left\|\rho_{n}\right\|_{W^{1,(\infty, \infty)}\left((\tau, T) ; W_{0}^{1, \infty}(\Omega), W^{-1, \infty}(\Omega)\right)} \leqslant B_{5}\left(\left\|\nabla \rho_{0}\right\|_{\infty}\right) .
$$

The spaces $E_{1}:=W_{0}^{1, \infty}(\Omega), E:=L^{\infty}(\Omega), E_{0}:=W^{-1, \infty}(\Omega)$ satisfy the assumptions of Theorem 1.12, consequently, it holds (set $p_{1}:=p_{0}:=\infty$ )

$$
W^{1,(\infty, \infty)}\left((\tau, T) ; W_{0}^{1, \infty}(\Omega), W^{-1, \infty}(\Omega)\right) \hookrightarrow \hookrightarrow C\left([\tau, T], L^{\infty}(\Omega)\right) .
$$

The set $\left\{\rho_{n} \mid n \in \mathbb{N}\right\}$ is thus compact in the space $C\left([\tau, T], L^{\infty}(\Omega)\right)$, hence also in the larger space $L^{\infty}((\tau, T) \times \Omega)$.

By combining these results, we obtain that there is a subsequence $\left(n_{m}\right)$ such that

$$
\begin{align*}
& M_{n_{m}} \underset{m \rightarrow \infty}{\rightarrow} M \text { in } L^{2(\alpha+1)}((\tau, T) \times \Omega) \\
& \rho_{n_{m}} \underset{m \rightarrow \infty}{\rightarrow} \rho \text { in } L^{\infty}((\tau, T) \times \Omega) \\
& \nabla \rho_{n_{m}} \underset{m \rightarrow \infty}{\rightarrow} \nabla \rho \text { in } L_{w-*}^{\infty}((\tau, T) \times \Omega) . \tag{3.18}
\end{align*}
$$

for some $(M, \rho) \in L^{2(\alpha+1)}((\tau, T) \times \Omega) \times L^{\infty}((\tau, T) \times \Omega)$, and for a subsequence (not relabeled) the convergence is almost everywhere in the cylinder $(\tau, T) \times \Omega$.

It thus suffices to check that $(M, \rho)$ is indeed a solution of the original problem (3.1)-(3.4) in the sense of distributions. Recall first that $f, g \in W^{1, \infty}(Q)$ for $Q:=(\tau, T) \times\left(-B_{1}, B_{1}\right)^{2}$, so that, with the second part of the Sobolev embedding theorem, we have that $f, g \in C(\bar{Q})$.
With the continuity argument and the dominant convergence theorem, we obtain that

$$
\begin{align*}
& f\left(\cdot, M_{n_{m}}, \rho_{n_{m}}\right) \underset{m \rightarrow \infty}{\rightarrow} f(\cdot, M, \rho) \text { in } L^{2}((\tau, T) \times \Omega), \\
& g\left(\cdot, M_{n_{m}}, \rho_{n_{m}}\right) \underset{m \rightarrow \infty}{\rightarrow} g(\cdot, M, \rho) \text { in } L^{2}((\tau, T) \times \Omega), \\
& \int_{0}^{M_{n_{m}}}\left(|M|+\frac{1}{n}\right)^{\alpha} d M \underset{m \rightarrow \infty}{\rightarrow} \frac{1}{\alpha+1}|M|^{\alpha} M \text { in } L^{2}((\tau, T) \times \Omega), \\
& \left(\left|M_{n_{m}}\right|+\frac{1}{n_{m}}\right)^{\gamma} \underset{m \rightarrow \infty}{\rightarrow}|M|^{\gamma} \text { almost everywhere in }(\tau, T) \times \Omega \tag{3.19}
\end{align*}
$$

Moreover, combining (3.19) with (3.18), we obtain with the dominant convergence theorem that

$$
\left(\left|M_{n_{m}}\right|+\frac{1}{n_{m}}\right)^{\gamma} \nabla \rho_{n_{m}} \underset{m \rightarrow \infty}{\rightarrow}|M|^{\gamma} \nabla \rho \text { in } L_{w-*}^{\infty}((\tau, T) \times \Omega)
$$

Since the convergence in the distributional sense is weaker than the $L^{p}$ convergence for any $p \in[1, \infty]$ or than the $L_{w-*}^{\infty}$ convergence and since differential operators are continuous in the space of distributions, it follows with the convergences we derived in this subsection that $(M, \rho)$ solves the problem (3.1)-(3.4) in the sense of distributions. The existence part of Theorem 3.1 is thus proven.

### 3.3 Uniqueness of solutions

Proof of Theorem 3.1 (Uniqueness). Let us assume that the problem (3.1)-
(3.4) has two different solutions $\left(M_{1}, \rho_{1}\right),\left(M_{2}, \rho_{2}\right)$ with the same initial data:

$$
M_{1}(\tau)=M_{2}(\tau), \quad \rho_{1}(\tau)=\rho_{2}(\tau)
$$

Since both $\left(M_{1}, \rho_{1}\right)$ and $\left(M_{2}, \rho_{2}\right)$ are solutions of the equation (3.1), we get

$$
\begin{align*}
\partial_{t}\left(M_{1}-M_{2}\right)= & \frac{1}{\alpha+1} \Delta\left(\left|M_{1}\right|^{\alpha} M_{1}-\left|M_{2}\right|^{\alpha} M_{2}\right)-\nabla \cdot\left(\left|M_{1}\right|^{\gamma} \nabla \rho_{1}-\left|M_{2}\right|^{\gamma} \nabla \rho_{2}\right) \\
& +\left(f\left(t, M_{1}, \rho_{1}\right)-f\left(t, M_{2}, \rho_{2}\right)\right) \\
= & \frac{1}{\alpha+1} \Delta\left(\left|M_{1}\right|^{\alpha} M_{1}-\left|M_{2}\right|^{\alpha} M_{2}\right) \\
& -\nabla \cdot\left(\left|M_{1}\right|^{\gamma} \nabla\left(\rho_{1}-\rho_{2}\right)\right)-\nabla \cdot\left(\left(\left|M_{1}\right|^{\gamma}-\left|M_{2}\right|^{\gamma}\right) \nabla \rho_{2}\right) \\
& +\left(f\left(t, M_{1}, \rho_{1}\right)-f\left(t, M_{1}, \rho_{2}\right)\right) \\
& +\left(f\left(t, M_{1}, \rho_{2}\right)-f\left(t, M_{2}, \rho_{2}\right)\right) \tag{3.20}
\end{align*}
$$

We want to estimate the difference $M_{1}-M_{2}$, and we choose to do so in the $\left\|\nabla^{+*}(\cdot)\right\|$ norm. For this purpose we multiply $(3.20)$ by $(-\Delta)^{-1}\left(M_{1}-M_{2}\right)$ and integrate over $\Omega$ :

$$
\begin{align*}
& \left(\partial_{t}\left(M_{1}-M_{2}\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right) \\
= & \left(\Delta\left(\left|M_{1}\right|^{\alpha} M_{1}-\left|M_{2}\right|^{\alpha} M_{2}\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right) \\
& +\left(-\nabla \cdot\left(\left|M_{1}\right|^{\gamma} \nabla\left(\rho_{1}-\rho_{2}\right)\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right) \\
& +\left(-\nabla \cdot\left(\left(\left|M_{1}\right|^{\gamma}-\left|M_{2}\right|^{\gamma}\right) \nabla \rho_{2}\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right) \\
& +\left(f\left(t, M_{1}, \rho_{1}\right)-f\left(t, M_{1}, \rho_{2}\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right) \\
& +\left(f\left(t, M_{1}, \rho_{2}\right)-f\left(t, M_{2}, \rho_{2}\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right) \tag{3.21}
\end{align*}
$$

On the left side of the resulting equation, there appears:

$$
\begin{equation*}
\left(\partial_{t}\left(M_{1}-M_{2}\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right)=\frac{1}{2} \frac{d}{d t}\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\|^{2} \tag{3.22}
\end{equation*}
$$

Suitable estimates for the terms on the right side of (3.21) are required now. The operator $\Delta$ is self-adjoint, therefore

$$
\begin{align*}
& \left(\Delta\left(\left|M_{1}\right|^{\alpha} M_{1}-\left|M_{2}\right|^{\alpha} M_{2}\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right) \\
= & -\left(\left|M_{1}\right|^{\alpha} M_{1}-\left|M_{2}\right|^{\alpha} M_{2}, M_{1}-M_{2}\right) \tag{3.23}
\end{align*}
$$

In the subsequent Section 3.4, we prove the uniform boundedness for solutions of the problem (3.1)-(3.4), so that

$$
\begin{equation*}
R:=\max \left\{\left\|M_{i}\right\|_{\infty},\left\|\nabla \rho_{i}\right\|_{\infty},\left\|\rho_{i}\right\|_{\infty}\right\}<\infty \tag{3.24}
\end{equation*}
$$

holds. This and (1.6) leads to

$$
\begin{align*}
& \left(-\nabla \cdot\left(\left|M_{1}\right|^{\gamma} \nabla\left(\rho_{1}-\rho_{2}\right)\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right) \\
= & \left(\left(\left|M_{1}\right|^{\gamma} \nabla\left(\rho_{1}-\rho_{2}\right)\right), \nabla^{+*}\left(M_{1}-M_{2}\right)\right) \\
\leqslant & R^{\gamma}\left\|\nabla\left(\rho_{1}-\rho_{2}\right)\right\|\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\|, \tag{3.25}
\end{align*}
$$

$$
\begin{align*}
& \left(-\nabla \cdot\left(\left(\left|M_{1}\right|^{\gamma}-\left|M_{2}\right|^{\gamma}\right) \nabla \rho_{2}\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right) \\
= & \left(\left(\left|M_{1}\right|^{\gamma}-\left|M_{2}\right|^{\gamma}\right) \nabla \rho_{2}, \nabla^{+*}\left(M_{1}-M_{2}\right)\right) \\
\leqslant & R\left\|\left|M_{1}\right|^{\gamma}-\left|M_{2}\right|^{\gamma}\right\|\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\| . \tag{3.26}
\end{align*}
$$

Finally, combining (3.24) with the assumptions made on $f$ and fixing an (arbitrary) $t>0$, we obtain that

$$
\begin{align*}
\left|f\left(s, M_{1}, \rho_{1}\right)-f\left(s, M_{1}, \rho_{2}\right)\right| & =\left|\int_{0}^{1} \frac{\partial f}{\partial \rho}\left(s, M_{1}, \rho_{1}+z\left(\rho_{2}-\rho_{1}\right)\right) d z\right|\left|\rho_{1}-\rho_{2}\right| \\
& \leqslant B_{1}(t, R)\left|\rho_{1}-\rho_{2}\right| \tag{3.27}
\end{align*}
$$

and

$$
\begin{align*}
& \left|f\left(s, M_{1}, \rho_{2}\right)-f\left(s, M_{2}, \rho_{2}\right)\right| \\
(2.10) & \left|\widetilde{f}\left(s,\left|M_{1}\right|^{\frac{\alpha}{2}} M_{1}, \rho_{2}\right)-\tilde{f}\left(s,\left|M_{2}\right|^{\frac{\alpha}{2}} M_{2}, \rho_{2}\right)+F_{4}\left(\left|M_{1}\right|^{\frac{\alpha}{2}} M_{1}-\left|M_{2}\right|^{\frac{\alpha}{2}} M_{2}\right)\right| \\
\leqslant & \left(\left|\int_{0}^{1} \frac{\partial \widetilde{f}}{\partial M}\left(s,\left|M_{1}\right|^{\frac{\alpha}{2}} M_{1}+z\left(\left|M_{2}\right|^{\frac{\alpha}{2}} M_{2}-\left|M_{1}\right|^{\frac{\alpha}{2}} M_{1}\right), \rho_{2}\right) d z\right|+\left|F_{4}\right|\right) \\
& \cdot\left|\left|M_{1}\right|^{\frac{\alpha}{2}} M_{1}-\left|M_{2}\right|^{\frac{\alpha}{2}} M_{2}\right| \\
\leqslant & \left.\left.B_{2}(t, R)| | M_{1}\right|^{\frac{\alpha}{2}} M_{1}-\left|M_{2}\right|^{\frac{\alpha}{2}} M_{2} \right\rvert\, \tag{3.28}
\end{align*}
$$

for all $s \in[0, t]$ and some constants $B_{1}(t, R), B_{2}(t, R)>0$ depending only on the parameters of the problem and on $R$ and $t$. With (3.22)-(3.28) we conclude from (3.21) that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\|^{2} \\
\leqslant & -\left(\left|M_{1}\right|^{\alpha} M_{1}-\left|M_{2}\right|^{\alpha} M_{2}, M_{1}-M_{2}\right)+B_{3}(t, R)\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\| \\
& \cdot\left(\left\|\left|M_{1}\right|^{\gamma}-\left|M_{2}\right|^{\gamma}\right\|+\left\|\nabla\left(\rho_{1}-\rho_{2}\right)\right\|+\left\|\left|M_{1}\right|^{\frac{\alpha}{2}} M_{1}-\left|M_{2}\right|^{\frac{\alpha}{2}} M_{2}\right\|\right) \tag{3.29}
\end{align*}
$$

for some constant $B_{3}(t, R)>0$ depending only on the parameters of the problem and on $R$ and $t$.
With $\lim _{x \rightarrow 1} \frac{\left(x^{\frac{\alpha}{2}+1}-1\right)^{2}}{\left(x^{\alpha+1}-1\right)(x-1)}=\frac{\left(\frac{\alpha}{2}+1\right)^{2}}{\alpha+1}<\infty$ it follows that

$$
\begin{equation*}
\left(\left|M_{1}\right|^{\frac{\alpha}{2}} M_{1}-\left|M_{2}\right|^{\frac{\alpha}{2}} M_{2}\right)^{2} \leqslant B_{4}\left(\left|M_{1}\right|^{\alpha} M_{1}-\left|M_{2}\right|^{\alpha} M_{2}\right)\left(M_{1}-M_{2}\right) \tag{3.30}
\end{equation*}
$$

and with $\lim _{x \rightarrow 1} \frac{x^{\frac{\alpha}{2}+1}-1}{x^{\gamma}-1}=\frac{\frac{\alpha}{2}+1}{\gamma}<\infty$ and $\gamma \geqslant \frac{\alpha}{2}+1$ we have

$$
\begin{equation*}
\left.\left|\left|M_{1}\right|^{\gamma}-\left|M_{2}\right|^{\gamma}\right| \leqslant\left. B_{5} R^{\gamma-\frac{\alpha}{2}+1}| | M_{1}\right|^{\frac{\alpha}{2}} M_{1}-\left|M_{2}\right|^{\frac{\alpha}{2}} M_{2} \right\rvert\, \tag{3.31}
\end{equation*}
$$

Applying (3.30)-(3.31) together with the Young's inequality to (3.29) yields finally

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\|^{2} \leqslant B_{6}(t, R)\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\|^{2}+B_{6}(t, R)\left\|\nabla\left(\rho_{1}-\rho_{2}\right)\right\|^{2} \tag{3.32}
\end{equation*}
$$

for some constant $B_{6}(t, R)>0$ depending only on the parameters of the problem and on $R$ and $t$.

Now we turn to equation (3.2). Both $\left(M_{1}, \rho_{1}\right)$ and $\left(M_{2}, \rho_{2}\right)$ solve it, hence

$$
\begin{align*}
\partial_{t}\left(\rho_{1}-\rho_{2}\right)= & \Delta\left(\rho_{1}-\rho_{2}\right)-\left(g\left(t, M_{1}, \rho_{1}\right)-g\left(t, M_{2}, \rho_{2}\right)\right) \\
= & \Delta\left(\rho_{1}-\rho_{2}\right)-g_{1}\left(\rho_{1}-\rho_{2}\right)-\left(g_{2}\left(t, \rho_{1}\right) M_{1}-g_{2}\left(t, \rho_{2}\right) M_{2}\right) \\
= & \Delta\left(\rho_{1}-\rho_{2}\right)-g_{1}\left(\rho_{1}-\rho_{2}\right)-\left(g_{2}\left(t, \rho_{1}\right)-g_{2}\left(t, \rho_{2}\right)\right) M_{1} \\
& -g_{2}\left(t, \rho_{2}\right)\left(M_{1}-M_{2}\right) \tag{3.33}
\end{align*}
$$

As usual, we multiply (3.33) by $\rho_{1}-\rho_{2}$ and integrate over $\Omega$, so that it comes out

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|\rho_{1}-\rho_{2}\right\|^{2}= & -\left\|\nabla\left(\rho_{1}-\rho_{2}\right)\right\|^{2}-g_{1}\left\|\rho_{1}-\rho_{2}\right\|^{2} \\
& -\left(\left(g_{2}\left(t, \rho_{1}\right)-g_{2}\left(t, \rho_{2}\right)\right) M_{1}, \rho_{1}-\rho_{2}\right) \\
& -\left(g_{2}\left(t, \rho_{2}\right)\left(M_{1}-M_{2}\right), \rho_{1}-\rho_{2}\right) \tag{3.34}
\end{align*}
$$

Due to the property (1.7) of $\nabla^{+}$and the assumptions made on $g_{2}$ together with the Poincaré inequality and uniform boundedness of $\nabla \rho_{2}$ and $M_{1}$, we obtain the estimates:

$$
\begin{align*}
&\left(-g_{2}\left(s, \rho_{2}\right)\left(M_{1}-M_{2}\right), \rho_{1}-\rho_{2}\right) \\
&=-\left(g_{2}\left(s, \rho_{2}\right)\left(\rho_{1}-\rho_{2}\right), M_{1}-M_{2}\right) \\
&=\left(\nabla\left(g_{2}\left(s, \rho_{2}\right)\left(\rho_{1}-\rho_{2}\right)\right), \nabla^{+*}\left(M_{1}-M_{2}\right)\right) \\
&=\left(g_{2}\left(s, \rho_{2}\right) \nabla\left(\rho_{1}-\rho_{2}\right), \nabla^{+*}\left(M_{1}-M_{2}\right)\right) \\
&+\left(\frac{\partial g_{2}}{\partial \rho}\left(s, \rho_{2}\right)\left(\rho_{1}-\rho_{2}\right) \nabla \rho_{2}, \nabla^{+*}\left(M_{1}-M_{2}\right)\right) \\
& \leqslant g_{3}\left\|\nabla\left(\rho_{1}-\rho_{2}\right)\right\|\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\|+\left\|\nabla \rho_{2}\right\|_{\infty} \\
&(2.11) \\
& \cdot\left\|\left.\frac{\partial g_{2}}{\partial \rho}\left(s, \rho_{2}\right) \right\rvert\, \rho_{1}-\rho_{2}\right\|\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\|  \tag{3.35}\\
& \leqslant\left(g_{3}+B_{7}(t, R)\right)\left\|\nabla\left(\rho_{1}-\rho_{2}\right)\right\|\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\|
\end{align*}
$$

and

$$
\begin{align*}
\left|\left(g_{2}\left(s, \rho_{1}\right)-g_{2}\left(s, \rho_{2}\right)\right) M_{1}\right| & \stackrel{\leqslant}{(2.11)} R\left|\int_{0}^{1} \frac{\partial g_{2}}{\partial \rho}\left(s, \rho_{1}+z\left(\rho_{2}-\rho_{1}\right)\right) d z\right|\left|\rho_{1}-\rho_{2}\right| \\
& \leqslant B_{8}(t, R)\left|\rho_{1}-\rho_{2}\right| \tag{3.36}
\end{align*}
$$

for some constants $B_{7}(t, R), B_{8}(t, R)>0$ depending only on the parameters of the problem and on $R$ and $t$. Applying the estimates (3.35) and (3.36) to (3.34) yields

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|\rho_{1}-\rho_{2}\right\|^{2} \leqslant & -\left\|\nabla\left(\rho_{1}-\rho_{2}\right)\right\|^{2}+B_{9}(t, R)\left\|\rho_{1}-\rho_{2}\right\|^{2} \\
& +\left(g_{3}+B_{7}(t, R)\right)\left\|\nabla\left(\rho_{1}-\rho_{2}\right)\right\|\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\| \tag{3.37}
\end{align*}
$$

By adding (3.32) and (3.37) together and using the Young's inequality one more time, we finally come to the inequality

$$
\begin{align*}
& \frac{d}{d t}\left(\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\|^{2}+B_{6}(t, R)\left\|\rho_{1}-\rho_{2}\right\|^{2}\right) \\
\leqslant & B_{10}(t, R)\left(g_{3}+1\right)\left(\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\|^{2}+B_{6}(t, R)\left\|\rho_{1}-\rho_{2}\right\|^{2}\right) \tag{3.38}
\end{align*}
$$

for some constant $B_{10}(t, R)>0$ depending only on the parameters of the problem and on $R$ and $t$. Integrating (3.38), we conclude that

$$
\begin{align*}
& \left\|\nabla^{+*}\left(M_{1}(t)-M_{2}(t)\right)\right\|^{2}+B_{6}(t, R)\left\|\rho_{1}(t)-\rho_{2}(t)\right\|^{2} \\
\leqslant & \left(\left\|\nabla^{+*}\left(M_{1}(\tau)-M_{2}(\tau)\right)\right\|^{2}+B_{6}(t, R)\left\|\rho_{1}(\tau)-\rho_{2}(\tau)\right\|^{2}\right) e^{B_{10}(t, R) \int_{0}^{t} g_{3}(s)+1 d s} \\
\leqslant & B_{11}(t, R)\left(\left\|\nabla^{+*}\left(M_{1}(\tau)-M_{2}(\tau)\right)\right\|^{2}+B_{6}(t, R)\left\|\rho_{1}(\tau)-\rho_{2}(\tau)\right\|^{2}\right) \tag{3.39}
\end{align*}
$$

for some constant $B_{11}(t, R)>0$ depending only on the parameters of the problem and on $R$ and $t$. This proves uniqueness for the problem (3.1)-(3.4) since the solutions $\left(M_{1}, \rho_{1}\right),\left(M_{2}, \rho_{2}\right)$ coincide at $t=\tau$. The uniqueness part of Theorem 3.1 is thus proven.

### 3.4 Dissipative estimate

In this section, we use the condition $\alpha>\gamma$ to establish a dissipative estimate for our model, which is necessary to show the existence of the pullback attractor (see Section 3.5). Our result reads:

Theorem 3.2 (Dissipative estimate). Let the functions $f$ and $g$ satisfy the assumptions (3.5)-(3.10) and let the constants $\alpha$ and $\gamma$ satisfy $\gamma \in\left[\frac{\alpha}{2}+1, \alpha\right)$. Then the following dissipative estimate holds for the initial boundary-value problem (3.1)-(3.4):

$$
\begin{align*}
\|M(t)\|_{\infty}+\|\rho(t)\|_{W^{1, \infty}(\Omega)} \leqslant & C_{\infty}\left(\left\|M_{\tau}\right\|_{\infty}+\left\|\rho_{\tau}\right\|_{W^{1, \infty}(\Omega)}\right)^{r_{\infty}} \\
& \cdot e^{-\omega_{\infty}(t-\tau)}+D_{\infty} \text { for all } t \geqslant \tau \tag{3.40}
\end{align*}
$$

where the positive constants $C_{\infty}, r_{\infty}, \omega_{\infty}, D_{\infty}$ depend only on $\alpha, \gamma, f$ and $g$, and are independent of $M_{\tau}, \rho_{\tau}$ or $t$.

Remark 3.3. As will become clear from the proof below, we do not actually need the condition $\gamma \geqslant \frac{\alpha}{2}+1$ to obtain the dissipative estimate (3.40). However, this condition is crucial for uniqueness of solutions (see the proof of Theorem 3.1).

Proof. The main idea of the proof is to derive a collection of coupled dissipative estimates for $M$ and $\nabla \rho$ in various $L^{\delta}$ norms, with $\delta<\infty$ for the $M$ component, and then apply a bootstrap argument in order to obtain the desired dissipative estimate in the $L^{\infty}$ norm for both components. The estimates are done formally, they can be justified by passing to an appropriate sequence of regularization problems (e.g., (3.11)-(3.14)), performing the estimates in the same manner for the solutions of these problems and then passing to the limit.

We start with rewriting the equation (3.1) in the following way:

$$
\begin{equation*}
\partial_{t} M=\nabla \cdot\left(|M|^{\gamma} \nabla\left(\frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right)\right)+f(t, M, \rho) . \tag{3.41}
\end{equation*}
$$

In order to derive our first a priori estimate, we multiply this equation by $\left(\frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right)$ and integrate by parts over $\Omega$ to obtain

$$
\begin{align*}
& \left(\partial_{t} M, \frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right) \\
= & -\left(|M|^{\gamma},\left|\nabla\left(\frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right)\right|^{2}\right) \\
& +\left(f(t, M, \rho), \frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right) \\
\leqslant & \left(f(t, M, \rho), \frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right) \\
\Leftrightarrow & \frac{d}{d t}\left(\frac{1}{(\alpha-\gamma+1)(\alpha-\gamma+2)}\left\||M|^{\frac{\alpha-\gamma+2}{2}}\right\|^{2}-(M, \rho)\right) \\
\leqslant & \left(f(t, M, \rho), \frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right)-\left(\partial_{t} \rho, M\right) . \tag{3.42}
\end{align*}
$$

Next, we multiply the equation (3.2) by $\left(\partial_{t} \rho+\rho-1\right)$ in the same sense as above, in order to obtain

$$
\begin{align*}
& \left\|\partial_{t} \rho\right\|^{2}+\frac{1}{2} \frac{d}{d t}\|\rho-1\|^{2}=-\frac{1}{2} \frac{d}{d t}\|\nabla \rho\|^{2}-\|\nabla \rho\|^{2}-\left(g(t, M, \rho), \partial_{t} \rho+\rho-1\right) \Leftrightarrow \\
& \frac{1}{2} \frac{d}{d t}\left(\|\nabla \rho\|^{2}+\|\rho-1\|^{2}\right)=-\|\nabla \rho\|^{2}-\left\|\partial_{t} \rho\right\|^{2}-\left(g(t, M, \rho), \partial_{t} \rho+\rho-1\right) . \tag{3.43}
\end{align*}
$$

By adding the inequalities (3.42) and (3.43) together, we obtain that

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{1}{(\alpha-\gamma+1)(\alpha-\gamma+2)}\left\||M|^{\frac{\alpha-\gamma+2}{2}}\right\|^{2}-(M, \rho)+\frac{1}{2}\|\nabla \rho\|^{2}+\frac{1}{2}\|\rho-1\|^{2}\right) \\
& \leqslant\left(f(t, M, \rho), \frac{1}{\alpha-\gamma+1} M|M|^{\alpha-\gamma}-\rho\right)-\|\nabla \rho\|^{2}-\left(\partial_{t} \rho, M\right)-\left\|\partial_{t} \rho\right\|^{2} \\
& -\left(g(t, M, \rho), \partial_{t} \rho+\rho-1\right) . \tag{3.44}
\end{align*}
$$

We consider first the term containing $g(t, M, \rho)=g_{1}(t) \rho+g_{2}(t, \rho) M$. It then holds:

$$
\begin{align*}
-\left(g_{1} \rho, \partial_{t} \rho+\rho-1\right) & =-\frac{1}{2} \frac{d}{d t}\left(g_{1}\|\rho\|^{2}\right)+\frac{1}{2} \frac{d}{d t} g_{1}\|\rho\|^{2}-g_{1}\left(\|\rho\|^{2}-(1, \rho)\right) \\
& \underset{(3.7)}{\leqslant}-\frac{1}{2} \frac{d}{d t}\left(g_{1}\|\rho\|^{2}\right)-g_{1}\left(\|\rho\|^{2}-(1, \rho)\right) \\
& \leqslant-\frac{1}{2} \frac{d}{d t}\left(g_{1}\|\rho\|^{2}\right)-(1-\varepsilon) g_{1}\|\rho\|^{2}+\frac{1}{4 \varepsilon} g_{1}|\Omega| \\
& \leqslant-\frac{1}{2} \frac{d}{d t}\left(g_{1}\|\rho\|^{2}\right)-(1-\varepsilon) g_{1}\|\rho\|^{2}+\frac{1}{4 \varepsilon} g_{1}(\tau)|\Omega| \tag{3.45}
\end{align*}
$$

and

$$
\begin{align*}
-\left(g_{2}(t, \rho) M, \partial_{t} \rho+\rho-1\right) & \leqslant \varepsilon\left\|\partial_{t} \rho\right\|^{2}+\varepsilon\|\rho-1\|^{2}+\frac{1}{2 \varepsilon}\left\|g_{2}(t, \rho) M\right\|^{2} \\
& \leqslant \varepsilon\left\|\partial_{t} \rho\right\|^{2}+\varepsilon\|\rho-1\|^{2}+\frac{1}{2 \varepsilon} g_{3}^{2}\|M\|^{2} \tag{3.46}
\end{align*}
$$

By combining (3.45) and (3.46) with the inequality

$$
\begin{equation*}
-\left(\partial_{t} \rho, M\right)-\left\|\partial_{t} \rho\right\|^{2} \leqslant \frac{1}{2}\|M\|^{2}-\frac{1}{2}\left\|\partial_{t} \rho\right\|^{2} \tag{3.47}
\end{equation*}
$$

and choosing $\varepsilon \leqslant \frac{1}{2}$, we have

$$
\begin{align*}
& -\left(\partial_{t} \rho, M\right)-\left\|\partial_{t} \rho\right\|^{2}-\left(g(t, M, \rho), \partial_{t} \rho+\rho-1\right) \\
\leqslant & -\frac{1}{2} \frac{d}{d t}\left(g_{1}\|\rho\|^{2}\right)-(1-\varepsilon) g_{1}\|\rho\|^{2}+\varepsilon\|\rho-1\|^{2}+\frac{1}{4 \varepsilon} g_{1}(\tau)|\Omega|-\left(\frac{1}{2}-\varepsilon\right)\left\|\partial_{t} \rho\right\|^{2} \\
& +\left(\frac{1}{2}+\frac{1}{2 \varepsilon} g_{3}^{2}\right)\|M\|^{2} \\
\leqslant \leqslant \leqslant \frac{1}{2} & -\frac{1}{2} \frac{d}{d t}\left(g_{1}\|\rho\|^{2}\right)-(1-\varepsilon) g_{1}\|\rho\|^{2}+\varepsilon\|\rho-1\|^{2}+\frac{1}{4 \varepsilon} g_{1}(\tau)|\Omega| \\
& +\left(\frac{1}{2}+\frac{1}{2 \varepsilon} g_{3}^{2}\right)\|M\|^{2} \tag{3.48}
\end{align*}
$$

Further, we can estimate the terms with $f$ from (3.44) in the following way:

$$
\begin{align*}
&\left(f(t, M, \rho), M|M|^{\alpha-\gamma}\right) \underset{(3.6)}{\leqslant}\left(-F_{2} M^{2}+f_{3}|M|,|M|^{\alpha-\gamma}\right) \\
&=-F_{2}\left\||M|^{\frac{\alpha-\gamma+2}{2}}\right\|^{2}+f_{3}\left\||M|^{\frac{\alpha-\gamma+1}{2}}\right\|^{2}  \tag{3.49}\\
&-(f(t, M, \rho), \rho) \underset{(3.5)}{\leqslant} \varepsilon\|\rho\|^{2}+\frac{1}{4 \varepsilon} f_{1}^{2}\left(|\Omega|+\left\||M|^{\frac{\xi}{2}}\right\|^{2}\right) \\
& \quad \leqslant 2 \varepsilon\|\rho-1\|^{2}+2 \varepsilon+\frac{1}{4 \varepsilon} f_{1}^{2}+\frac{1}{4 \varepsilon} f_{1}^{2}\left\||M|^{\frac{\xi}{2}}\right\|^{2} \tag{3.50}
\end{align*}
$$

By using the inequalities (3.48)-(3.50) we conclude from (3.44) that

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{1}{(\alpha-\gamma+1)(\alpha-\gamma+2)}\left\||M|^{\frac{\alpha-\gamma+2}{2}}\right\|^{2}-(M, \rho)\right. \\
& \\
& \left.\quad+\frac{1}{2}\|\nabla \rho\|^{2}+\frac{1}{2}\|\rho-1\|^{2}+\frac{1}{2} g_{1}\|\rho\|^{2}\right) \\
& \leqslant \tag{3.51}
\end{align*} \quad-F_{2}\left\||M|^{\frac{\alpha-\gamma+2}{2}}\right\|^{2}+f_{3}\left\||M|^{\frac{\alpha-\gamma+1}{2}}\right\|^{2}+\frac{1}{4 \varepsilon} f_{1}^{2}\left\||M|^{\frac{\xi}{2}}\right\|^{2}+\left(\frac{1}{2}+\frac{1}{2 \varepsilon} g_{3}^{2}\right)\|M\|^{2} .
$$

In order to shorten the formulas, we introduce a new variable:

$$
\begin{align*}
\varphi:= & \frac{1}{(\alpha-\gamma+1)(\alpha-\gamma+2)}\left\||M|^{\frac{\alpha-\gamma+2}{2}}\right\|^{2}-(M, \rho) \\
& +\frac{1}{2}\|\nabla \rho\|^{2}+\frac{1}{2}\|\rho-1\|^{2}+\frac{1}{2} g_{1}\|\rho\|^{2}+1 . \tag{3.52}
\end{align*}
$$

$|M|^{\frac{\alpha-\gamma+2}{2}}$ is the leading $M$ power present in the expressions (3.51)-(3.52) due to the assumptions made on $\alpha, \gamma$ and $\xi$, and we also have the estimate

$$
\begin{equation*}
(M, \rho) \leqslant \varepsilon\|\rho\|^{2}+\frac{1}{4 \varepsilon}\|M\|^{2} \tag{3.53}
\end{equation*}
$$

for all $\varepsilon>0$. Altogether, applying the Poincaré and the Hölder inequalities and adjusting the constant $\varepsilon$, we can deduce from (3.51) the inequality

$$
\begin{equation*}
\frac{d}{d t} \varphi \leqslant-A_{1} \varphi+a_{2} \varphi^{\theta} \tag{3.54}
\end{equation*}
$$

for some $A_{1} \in \mathbb{R}_{+}$and $a_{2} \in L_{b}^{1}(\mathbb{R}), a_{2} \geqslant 0$ and

$$
\theta:=\frac{\max \left\{\frac{\alpha-\gamma+1}{2}, \frac{\xi}{2}\right\}}{\frac{\alpha-\gamma+2}{2}} \in(0,1) .
$$

A simple calculation shows that any solution $\varphi$ of the inequality (3.54) satisfies the inequality

$$
\begin{equation*}
\varphi(t) \leqslant\left(\varphi^{1-\theta}(\tau) e^{-A_{1}(1-\theta)(t-\tau)}+(1-\theta) \int_{\tau}^{t} e^{-A_{1}(1-\theta)(t-s)} a_{2}(s) d s\right)^{\frac{1}{1-\theta}} . \tag{3.55}
\end{equation*}
$$

Applying Lemma A. 1 from the Appendix to the inequality (3.55) and taking into account that $a_{2} \in L_{b}^{1}(\mathbb{R})$ and the inequality (3.53) holds, we finally obtain our first dissipative estimate. Set

$$
\begin{align*}
& y_{\delta_{0}}:=\|M\|_{\delta_{0}}^{\delta_{0}}+\|\nabla \rho\|^{2},  \tag{3.56}\\
& \delta_{0}:=\alpha-\gamma+2 \geqslant 2,
\end{align*}
$$

it holds then that

$$
y_{\delta_{0}}(t) \leqslant C_{y_{\delta_{0}}} y_{\delta_{0}}(\tau) e^{-\omega_{y_{\delta_{0}}}(t-\tau)}+D_{y_{\delta_{0}}}
$$

for some $C_{y_{\delta_{0}}}, \omega_{y \delta_{0}}, D_{y_{\delta_{0}}}$ that depend only upon the parameters of the problem.
Now, the equation (3.2) can be rewritten in the following way:

$$
\partial_{t}(\rho-1)=\Delta(\rho-1)-g(t, M, \rho)
$$

and can thus be regarded as an abstract parabolic evolution equation with respect to $\rho-1$. Therefore, for all $t>0$ it holds (see [34]) that

$$
\begin{equation*}
\rho(t)-1=e^{(t-\tau) \Delta}(\rho(\tau)-1)-\int_{\tau}^{t} e^{(t-s) \Delta} g(s, M(s), \rho(s)) d s, \tag{3.57}
\end{equation*}
$$

and by applying operator $\nabla$ to both sides of (3.57), we obtain that

$$
\begin{equation*}
\nabla \rho(t)=e^{(t-\tau) \Delta} \nabla \rho(\tau)-\int_{\tau}^{t} \nabla\left(e^{(t-s) \Delta} g(s, M(s), \rho(s))\right) d s \tag{3.58}
\end{equation*}
$$

The initial value $\rho(\tau)$ is assumed to be sufficiently smooth, so that the following holds:

$$
\begin{equation*}
\|\nabla \rho(\tau)\|_{\delta}<\infty . \tag{3.59}
\end{equation*}
$$

What remains is to estimate the $\delta$ norm of the integral from (3.58) with the help of (1.9)-(1.10) and assumptions on $g$. By choosing $\mu \in\left(\frac{1}{2}, 1\right)$ and $\hat{\delta} \geqslant 1$ such that $W^{2 \mu, \hat{\delta}}(\Omega) \hookrightarrow W^{1, \delta}(\Omega)$, we arrive at the estimate

$$
\begin{align*}
& \left\|\int_{\tau}^{t} \nabla\left(e^{(t-s) \Delta} g(s, M(s), \rho(s))\right) d s\right\|_{\delta} \\
\leqslant & \int_{\tau}^{t}\left\|(-\Delta)^{\mu}\left(e^{(t-s) \Delta} g(s, M(s), \rho(s))\right)\right\|_{\hat{\delta}} d s \\
\leqslant & A(\mu, \hat{\delta}) \int_{\tau}^{t} e^{-\beta(t-s)}(t-s)^{-\mu}\left(\mid g_{1}(s)\|\rho(s)\|_{\hat{\delta}}+g_{3}(s)\|M(s)\|_{\hat{\delta}}\right) d s . \tag{3.60}
\end{align*}
$$

Altogether, we obtain from (3.58)-(3.60) the following estimate:

$$
\begin{align*}
\|\nabla \rho(t)\|_{\delta} \leqslant & e^{-\beta t}\|\nabla \rho(\tau)\|_{\delta}+A(\mu, \hat{\delta}) . \\
& \cdot \int_{\tau}^{t} e^{-\beta(t-s)}(t-s)^{-\mu}\left(\left|g_{1}(s)\right|+g_{3}(s)\right)\left(\|\rho(s)\|_{\hat{\delta}}+\|M(s)\|_{\hat{\delta}}\right) d s . \tag{3.61}
\end{align*}
$$

Leaving this result for a moment and returning to the equation (3.1) we multiply this equation by $M|M|^{\delta-1}$ for an arbitrary $\delta \geqslant \alpha-\gamma+1$, so that all occurring powers remain non-negative, and (formally) integrate over $\Omega$ :

$$
\begin{aligned}
\left(\partial_{t} M, M|M|^{\delta-1}\right)= & \left(\nabla \cdot\left(|M|^{\alpha} \nabla M\right)-\nabla \cdot\left(|M|^{\gamma} \nabla \rho\right)\right. \\
& \left.+f(t, M, \rho), M|M|^{\delta-1}\right) .
\end{aligned}
$$

It follows that

$$
\begin{align*}
\frac{1}{\delta+1} \frac{d}{d t}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}= & -\frac{4 \delta}{(\alpha+\delta+1)^{2}}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|^{2} \\
& +\frac{2 \delta}{\alpha+\delta+1}\left(\nabla|M|^{\frac{\alpha+\delta+1}{2}},|M|^{\gamma-\frac{\alpha}{2}+\frac{\delta-1}{2}} \nabla \rho\right) \\
& +\left(f(t, M, \rho), M|M|^{\delta-1}\right) \tag{3.62}
\end{align*}
$$

Set $\vartheta(\delta):=\frac{\gamma-\frac{\alpha}{2}+\frac{\delta-1}{2}}{\frac{\alpha+\delta+1}{2}}$. Then $\vartheta(\delta)<1$ holds due to the assumption $\alpha>\gamma$. Applying Hölder's inequality, we obtain that

$$
\begin{align*}
\left(\nabla|M|^{\frac{\alpha+\delta+1}{2}},|M|^{\gamma-\frac{\alpha}{2}+\frac{\delta-1}{2}} \nabla \rho\right) & =\left(\nabla|M|^{\frac{\alpha+\delta+1}{2}},|M|^{\vartheta(\delta) \frac{\alpha+\delta+1}{2}} \nabla \rho\right) \\
& \leqslant\|1\|_{\frac{6}{1-\theta(\delta)}}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|\left\||M|^{\frac{\alpha+\delta+1}{2}}\right\|_{6}^{\vartheta(\delta)}\|\nabla \rho\|_{3} \\
& \leqslant B_{1}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|^{1+\vartheta(\delta)}\|\nabla \rho\|_{3} \tag{3.63}
\end{align*}
$$

For the last inequality, the embedding $H^{1}(\Omega) \hookrightarrow L^{6}(\Omega)$ (recall that $d \leqslant 3$ ) was used. Further, we apply once more the Hölder inequality and assumptions on the function $f$ and thus derive:

$$
\begin{align*}
\left(f(t, M, \rho), M|M|^{\delta-1}\right) & \leqslant-F_{2}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}+f_{3}\left\||M|^{\frac{\delta}{2}}\right\|^{2}  \tag{3.64}\\
& \leqslant-F_{2}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}+f_{3}\|1\|_{\delta+1}\left(\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}\right)^{\frac{\delta}{\delta+1}} \tag{3.65}
\end{align*}
$$

We can conclude from (3.62) using (3.63) and (3.65) that

$$
\begin{aligned}
\frac{1}{\delta+1} \frac{d}{d t}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2} \leqslant & -\frac{4 \delta}{(\alpha+\delta+1)^{2}}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|^{2} \\
& +\frac{2 \delta}{\alpha+\delta+1} B_{3}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|^{1+\vartheta(\delta)}\|\nabla \rho\|_{3} \\
& -F_{2}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}+f_{3}\|1\|_{\delta+1}\left(\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}\right)^{\frac{\delta}{\delta+1}}
\end{aligned}
$$

Since $1+\vartheta(\delta)<2$, it follows with the Young inequality that

$$
\begin{align*}
\frac{1}{\delta+1} \frac{d}{d t}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2} \leqslant & -F_{2}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}+f_{3}\|1\|_{\delta+1}\left(\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}\right)^{\frac{\delta}{\delta+1}} \\
& +B_{2}(\delta)\|\nabla \rho\|_{3}^{\frac{2}{1-\vartheta(\delta)}} \tag{3.66}
\end{align*}
$$

where $B_{4}(\delta)=\frac{1-\vartheta(\delta)}{2}\left(\frac{2 \delta}{\alpha+\delta+1} B_{3}\right)^{\frac{2}{1-\vartheta(\delta)}}\left(\frac{4 \delta}{(\alpha+\delta+1)^{2}} \frac{2}{1+\vartheta(\delta)}\right)^{-\frac{1+\vartheta(\delta)}{1-\vartheta(\delta)}}$, therefore this constant depends only on $\delta$ and the parameters of the problem.

Next, we return to the equality (3.62) in order to repeat the whole procedure once more, but this time we will be more precise about the estimates made, and will use the regularity achieved up to this point. First, due to (3.64) and two obvious inequalities we have

$$
\begin{align*}
\frac{d}{d t}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}= & -\frac{4 \delta(\delta+1)}{(\alpha+\delta+1)^{2}}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|^{2} \\
& +\frac{2 \delta(\delta+1)}{\alpha+\delta+1}\left(\nabla|M|^{\frac{\alpha+\delta+1}{2}},|M|^{\gamma-\frac{\alpha}{2}+\frac{\delta-1}{2}} \nabla \rho\right) \\
& +(\delta+1)\left(f(t, M, \rho), M|M|^{\delta-1}\right) . \\
\leqslant & -B_{3}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|^{2} \\
& +(\delta+1) B_{4}\|\nabla \rho\|_{\infty}\left\|\nabla|M|^{\frac{\alpha+\delta+1}{2}}\right\|\left\||M|^{\frac{\alpha+\delta+1}{2}}\right\|^{\vartheta(\delta)} \\
& -(\delta+1) F_{2}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}+(\delta+1) B_{5} f_{3}\left\||M|^{\frac{\alpha+\delta+1}{2}}\right\|^{2 \zeta} \tag{3.67}
\end{align*}
$$

for $\delta \geqslant \alpha-\gamma+1$ with $\zeta=\frac{\delta}{\alpha+\delta+1}$.
Recall that $f_{3} \in L_{b}^{\kappa}(\mathbb{R})$ and $\kappa>1$. Taking into account a special case of the interpolation inequality (1.4), the inequality

$$
\|v\| \leqslant B_{6}\|\nabla v\|^{1-\frac{1}{\kappa}}\|v\|_{p}^{\frac{1}{\kappa}}, \quad p=\frac{6}{1+2 \kappa}
$$

where the constant $B_{8}$ depends only on $\kappa$ and the domain $\Omega$, we obtain with the help of the Young inequality that

$$
\begin{align*}
& (\delta+1)\|\nabla v\|\|v\|^{\vartheta(\delta)} \\
\leqslant & (\delta+1)\left(B_{6}\right)^{\vartheta(\delta)}\|\nabla v\|^{1+\vartheta(\delta)\left(1-\frac{1}{\kappa}\right)}\|v\|_{p}^{\vartheta(\delta) \frac{1}{\kappa}} \\
\leqslant & \left(B_{6}\right)^{\vartheta(\delta)}\left(\varepsilon\|\nabla v\|^{2}+B_{7}(\varepsilon)(\delta+1)^{\frac{2}{1-\vartheta(\delta)\left(1-\frac{1}{\kappa}\right)}}\|v\|_{p}^{\frac{2 \vartheta(\delta) \frac{1}{\kappa}}{1-\vartheta(\delta)\left(1-\frac{1}{\kappa}\right)}}\right) \tag{3.68}
\end{align*}
$$

and

$$
\begin{align*}
(\delta+1) f_{3}\|v\|^{2 \zeta} & \leqslant(\delta+1) f_{3}\left(B_{6}\right)^{2 \zeta}\|\nabla v\|^{2 \zeta\left(1-\frac{1}{\kappa}\right)}\|v\|_{p}^{2 \zeta \frac{1}{\kappa}} \\
& \leqslant\left(B_{6}\right)^{2 \zeta}\left(\varepsilon\|\nabla v\|^{2}+B_{8}(\varepsilon)\left(f_{3}(\delta+1)\right)^{\frac{1}{1-\zeta\left(1-\frac{1}{\kappa}\right)}}\|v\|_{p}^{\frac{2 \zeta \frac{1}{\kappa}}{1-\zeta\left(1-\frac{1}{\kappa}\right)}}\right) \tag{3.69}
\end{align*}
$$

where $B_{9}(\varepsilon)$ and $B_{10}(\varepsilon)$ depend only on $\varepsilon$ and the parameters of the problem. With the Hölder inequality, we also have

$$
\begin{equation*}
\left\||M|^{\frac{\alpha+\delta+1}{2}}\right\|_{p} \leqslant\left\||M|^{\frac{\alpha}{2}}\right\|_{\frac{q p}{q-p}}\left\||M|^{\frac{\delta+1}{2}}\right\|_{q}, \quad q>\frac{6}{1+2 \kappa} . \tag{3.70}
\end{equation*}
$$

Since $\frac{6}{1+2 \kappa}<2$ holds due to $\kappa>1$, we can assume that $q<2$ and that it is independent from $\delta$. By combining (3.68)-(3.69) for $v:=|M|^{\frac{\alpha+\delta+1}{2}}$ with (3.70) and choosing $\varepsilon$ small enough depending only on $B_{5}$ and $B_{6}$ (thus it depends only on the parameters of the problem) we can conclude from (3.67):

$$
\begin{aligned}
& \frac{d}{d t}\left\||M|^{\frac{\delta+1}{2}}\right\|^{2} \\
& \leqslant \\
& \leqslant B_{9}\left(\|\nabla \rho\|_{\infty}(\delta+1)\right)^{\frac{2}{1-\vartheta(\delta)\left(1-\frac{1}{\kappa}\right)}}\left(\left\||M|^{\frac{\alpha}{2}}\right\|_{\frac{q}{q-p}}\left\||M|^{\frac{\delta+1}{2}}\right\|_{q}\right)^{\frac{2 \vartheta(\delta) \frac{1}{\kappa}}{1-\vartheta(\delta)\left(1-\frac{1}{\kappa}\right)}} \\
& \quad+B_{11}\left(f_{3}(\delta+1)\right)^{\frac{1}{1-\zeta\left(1-\frac{1}{\kappa}\right)}}\left(\left\||M|^{\frac{\alpha}{2}}\right\|_{\frac{q p}{q-p}}\left\||M|^{\frac{\delta+1}{2}}\right\|_{q}\right)^{\frac{2 \zeta \frac{1}{\kappa}}{1-\zeta\left(1-\frac{1}{\kappa}\right)}} \\
& \quad-F_{2}(\delta+1)\left\||M|^{\frac{\delta+1}{2}}\right\|^{2}
\end{aligned}
$$

for $\delta \geqslant \alpha-\gamma+1$. Since $\vartheta(\delta), \zeta \in(0,1)$ it follows for all $\delta \geqslant \alpha-\gamma+2$ that

$$
\left.\begin{array}{rl} 
& \frac{d}{d t}\left(\|M\|_{\delta}^{\delta}+1\right) \\
\leqslant & B_{11} \delta^{2 \kappa}\left(\|\nabla \rho\|_{\infty}^{2 \kappa}+f_{3}^{\kappa}+1\right)\left(\|M\|_{\frac{\alpha}{2}}^{\alpha} \frac{q p}{q-p}\right. \\
q-1
\end{array}\right)\left(\|M\|_{q \delta / 2}^{q \delta / 2}+1\right)^{\frac{2}{q}} .
$$

Once more we get an integral inequality for $\|M(t)\|_{\delta}^{\delta}+1$ :

$$
\begin{align*}
& \|M(t)\|_{\delta}^{\delta}+1 \\
\leqslant & B_{11} \delta^{2 \kappa} \int_{\tau}^{t} e^{-\delta F_{2}(t-s)}\left(\|\nabla \rho(s)\|_{\infty}^{2 \kappa}+f_{3}^{\kappa}(s)+1\right)\left(\|M(s)\|_{\frac{\alpha}{2} \frac{q p}{q-p}}^{\alpha-p}\right. \\
& \cdot 1)  \tag{3.71}\\
& \left(\|M(s)\|_{q \delta / 2}^{q \delta / 2}+1\right)^{\frac{2}{q}} d s+e^{-\delta F_{2}(t-\tau)}\left(\|M(\tau)\|_{\delta}^{\delta}+1\right) .
\end{align*}
$$

Now we are ready to derive some more dissipative estimates for the problem (3.1)-(3.4). We will extensively use Lemma A. 1 from the Appendix. This lemma appears to be very useful in our situation. It actually shows that the 'dissipative property' is preserved under standard operations (addition, multiplication, raising to a power and integration). To shorten the formulas, let us set:

$$
\begin{aligned}
& h_{1}:=\|\nabla \rho\|_{3}+1, \\
& h_{2}:=\|\nabla \rho\|_{\infty}+1, \\
& u_{\delta}:=\|M\|_{\delta}^{\delta}+1, \quad \delta \in[1, \infty) .
\end{aligned}
$$

Observe that particular powers of $y_{\delta_{0}}$ and $h_{1}, h_{2}$ and $u_{\delta}$ (for sufficiently large $\delta), u_{7}$ and $h_{2}$ can be connected with one another by the inequalities of the
type (A.1) in the same manner as $z_{1}$ and $z_{3}$ from Lemma A.1 are. From the Lemma A. 1 we can conclude that all of them dissipate exponentially with $t$ :

$$
\begin{align*}
& h_{1}(t) \leqslant C_{h_{1}}\left(h_{1}+y_{\delta_{0}}\right)^{r_{h_{1}}}(\tau) e^{-\omega_{h_{1}}(t-\tau)}+D_{h_{1}}  \tag{3.72}\\
& h_{2}(t) \leqslant C_{h_{2}}\left(h_{2}+u_{7}\right)^{r_{h_{2}}}(\tau) e^{-\omega_{h_{2}}(t-\tau)}+D_{h_{2}}  \tag{3.73}\\
& u_{\delta}(t) \leqslant U\left(u_{\delta}(\tau)+C_{u_{\delta}}\left(h_{1}+y_{\delta_{0}}\right)^{r \delta}(\tau)\right) e^{-\frac{F_{2}}{2} \delta(t-\tau)}+D_{u_{\delta}}=: \widetilde{u}_{\delta}(t) \tag{3.74}
\end{align*}
$$

where the appearing coefficients depend on the parameters of the problem, and only the coefficients $C_{u_{\delta}}$ and $D_{u_{\delta}}$ depend on $\delta$ as well. We especially emphasize that $r$ is independent from $\delta$ (it will be crucial for the existence of the uniform dissipative estimate). Indeed, from (3.61) and the definition of $y_{\delta_{0}}\left(y_{\delta_{0}}>1\right.$, see (3.56)), we obtain that

$$
\begin{align*}
\|\nabla \rho(t)\|_{3} \leqslant & e^{-\beta t}\|\nabla \rho(\tau)\|_{3}+A\left(\frac{3}{4}, 2\right) \\
& \cdot \int_{\tau}^{t} e^{-\beta(t-s)}(t-s)^{-\frac{3}{4}}\left(\left|g_{1}(s)\right|+g_{3}(s)\right)\left(\|\rho(s)\|_{2}+\|M(s)\|_{2}\right) d s \\
\leqslant & e^{-\beta t}\|\nabla \rho(\tau)\|_{3}+C(1,2,2) A\left(\frac{3}{4}, 2\right) \\
& \cdot \int_{\tau}^{t} e^{-\beta(t-s)}(t-s)^{-\frac{3}{4}}\left(\left|g_{1}(s)\right|+g_{3}(s)\right) y_{\delta_{0}}(0) d s \tag{3.75}
\end{align*}
$$

since $\alpha-\gamma+2>2, W^{2 \cdot \frac{3}{4}, 2} \hookrightarrow W^{1,3}$ and $W^{1,2} \hookrightarrow L^{2}(\Omega)$ (with the embedding constant $C(1,2,2))$. Next, using (3.61) one more time, we obtain that

$$
\begin{align*}
\|\nabla \rho(t)\|_{\infty} \leqslant & e^{-\beta t}\|\nabla \rho(\tau)\|_{\infty}+A\left(\frac{3}{4}, 7\right) \\
& \cdot \int_{\tau}^{t} e^{-\beta(t-s)}(t-s)^{-\frac{3}{4}}\left(\left|g_{1}(s)\right|+g_{3}(s)\right)\left(\|\rho(s)\|_{7}+\|M(s)\|_{7}\right) d s \\
\leqslant & e^{-\beta t}\|\nabla \rho(\tau)\|_{\infty}+C(1,7,3) A\left(\frac{3}{4}, 7\right) \cdot \\
& \cdot \int_{\tau}^{t} e^{-\beta(t-s)}(t-s)^{-\frac{3}{4}}\left(\left|g_{1}(s)\right|+g_{3}(s)\right)\left(\|\nabla \rho(s)\|_{3}+1+\|M(s)\|_{7}\right) d s \tag{3.76}
\end{align*}
$$

since $W^{2 \cdot \frac{3}{4}, 7} \hookrightarrow W^{1, \infty}$ and $W^{1,3}(\Omega) \hookrightarrow L^{7}(\Omega)$ (with the embedding constant $C(1,7,3))$. The estimates for $h_{1}$ and $h_{2}$ now follow with (3.75)-(3.76) and Lemma A. 1 due to the fact that for the function $d(t, s):=(t-s)_{+}^{-\frac{3}{4}}\left(\left|g_{1}(s)\right|+\right.$ $\left.g_{3}(s)\right)$ the condition $\sup _{t>0}\|d(t, \cdot)\|_{L_{b}^{1}(\mathbb{R})}<\infty$ is satisfied (recall that we assumed that $g_{1} \in L^{\infty}(\mathbb{R})$ and $\left.g_{3} \in L_{b}^{\eta}(\mathbb{R}), \eta>4\right)$.

Let us now check the dissipative estimate (3.74). With (3.66)

$$
\begin{equation*}
\frac{1}{\delta} \frac{d}{d t} u_{\delta} \leqslant-F_{2} u_{\delta}+|\Omega| f_{3} u_{\delta}^{\frac{\delta-1}{\delta}}+B_{4}(\delta) h_{1}^{\frac{2}{1-\vartheta(\delta)}} \tag{3.77}
\end{equation*}
$$

Recall that $\vartheta(\delta)=\frac{\gamma-\frac{\alpha}{2}+\frac{\delta-2}{2}}{\frac{\alpha+\delta}{2}}$ and, consequently, $\frac{2}{1-\vartheta(\delta)}=\frac{\alpha+\delta}{\alpha-\gamma+1} \leqslant B_{10} \delta$ for some $B_{12}$ and $\delta \geqslant \delta_{*}$ sufficiently large. Now, the Young inequality yields:

$$
u_{\delta}^{\frac{\delta-1}{\delta}}=\left(\varepsilon u_{\delta}\right)^{\frac{\delta-1}{\delta}} \varepsilon^{-\frac{\delta-1}{\delta}} \leqslant \frac{\delta-1}{\delta} \varepsilon u_{\delta}+\frac{1}{\delta} \varepsilon^{-(\delta-1)}
$$

therefore it follows from (3.77) that

$$
\frac{d}{d t} u_{\delta} \leqslant-\delta\left(F_{2}-\varepsilon|\Omega| f_{3} \frac{\delta-1}{\delta}\right) u_{\delta}+\varepsilon^{-(\delta-1)}|\Omega| f_{3}+\delta B_{4}(\delta) h_{1}^{B_{12} \delta}
$$

Gronwall's lemma then yields

$$
\begin{align*}
u_{\delta}(t) \leqslant & \int_{\tau}^{t} e^{-\delta \int_{s}^{t} F_{2}-\varepsilon|\Omega| f_{3}(s) \frac{\delta-1}{\delta} d s}\left(\varepsilon^{-(\delta-1)}|\Omega| f_{3}(s)+\delta B_{4}(\delta) h_{1}^{B_{12} \delta}(s)\right) d s \\
& +e^{-\delta \int_{\tau}^{t} F_{2}-\varepsilon|\Omega| f_{3}(s) \frac{\delta-1}{\delta} d s} u_{\delta}(\tau) \tag{3.78}
\end{align*}
$$

Observe that it holds that

$$
\begin{align*}
\int_{\tau}^{t} F_{2}-\varepsilon|\Omega| f_{3}(s) d s & \geqslant F_{2}(t-\tau)-\varepsilon|\Omega| \int_{\lfloor\tau\rfloor}^{[t\rceil} f_{3}(s) d s \\
& \geqslant F_{2}(t-\tau)-\varepsilon|\Omega|\left\|f_{3}\right\|_{L_{b}^{1}(\mathbb{R})}([t\rceil-\lfloor\tau]) \\
& \geqslant\left(F_{2}-\varepsilon|\Omega|| | f_{3} \|_{L_{b}^{1}(\mathbb{R})}\right)(t-\tau)-2 \varepsilon|\Omega|\left\|f_{3}\right\|_{L_{b}^{1}(\mathbb{R})} \tag{3.79}
\end{align*}
$$

For $\varepsilon:=\frac{F_{2}}{2|\Omega|\left\|f_{3}\right\|_{L_{b}^{1}(\mathbb{R})}}$, it follows with (3.78) and (3.79) that

$$
\begin{aligned}
u_{\delta}(t) \leqslant & e^{F_{2}}\left(\int_{\tau}^{t} e^{-(t-s) \delta \frac{F_{2}}{2}}\left(\varepsilon^{-(\delta-1)}|\Omega| f_{3}(s)+\delta B_{4}(\delta) h_{1}^{B_{12} \delta}(s)\right) d s\right. \\
& \left.+e^{-(t-\tau) \delta \frac{F_{2}}{2}} u_{\delta}(\tau)\right)
\end{aligned}
$$

The dissipate estimate (3.74) follows now with the estimate (A.2) of Lemma A. 1 and the dissipate estimate (3.72) for $h_{1}$.

Now, from the inequality (3.71) we can conclude that

$$
\begin{equation*}
u_{\delta}(t) \leqslant e^{-\delta F_{2}(t-\tau)} u_{\delta}(\tau)+B_{11} \delta^{2 \kappa} \int_{\tau}^{t} e^{-\delta F_{2}(t-s)} H_{1}(s) \widetilde{u}_{\frac{q}{2} \delta}^{\frac{2}{q}}(s) d s \tag{3.80}
\end{equation*}
$$

where

$$
H_{1}(t):=\left(h_{2}^{2 \kappa}(t)+f_{3}^{\kappa}(t)+1\right) \widetilde{u}_{\frac{\alpha}{2} \frac{q p}{q-p}}^{\frac{2(q-p)}{q p}}(t)
$$

Taking into account that $u_{\frac{q}{2} \delta}^{\frac{2}{q}}$ dissipates with $e^{-\delta \frac{F_{2}}{2}(t-\tau)}$ and that $H_{1}$ dissipates with an exponent independent of $\delta$, we consecutively apply (A.3) to (3.80) and
get

$$
\begin{aligned}
u_{\delta}(t) & \leqslant e^{-\delta \frac{F_{2}}{2}(t-\tau)} u_{\delta}(\tau)+B_{11} \delta^{2 \kappa} \tilde{u}_{\frac{q}{2} \delta}^{\frac{2}{q}}(t) \int_{\tau}^{t} e^{-\delta \frac{F_{2}}{2}(t-s)} H_{1}(s) d s \\
& \leqslant e^{-\delta \frac{F_{2}}{2}(t-\tau)} u_{\delta}(\tau)+B_{11} \delta^{2 \kappa-1} H_{2}(t) \widetilde{u}_{\frac{2}{2} \delta}^{\frac{q}{9}}(t),
\end{aligned}
$$

where

$$
H_{2}(t):=\left(h_{2}^{2 \kappa}(t)+\left\|f_{3}\right\|_{L_{b}^{\kappa}(\mathbb{R})}^{\kappa}+1\right) \widetilde{u}_{\frac{\alpha}{\frac{\alpha}{2} \frac{q p}{q-p}}}^{\frac{2(q-p)}{q-p}}(t)
$$

and $\delta \geqslant \delta_{*}$ is sufficiently large. The bound $\delta_{*}$ depends only on the parameters of the problem. Therefore, we may assume that

$$
\begin{equation*}
\widetilde{u}(t)=e^{-\delta \frac{F_{2}}{2}(t-\tau)} u_{\delta}(\tau)+B_{13} \delta^{2 \kappa-1} H_{2}(t) \widetilde{u}_{\frac{q}{2} \delta}^{\frac{2}{q}}(t) \tag{3.81}
\end{equation*}
$$

Since

$$
u_{\delta}(\tau)=\|M(\tau)\|_{\delta}^{\delta}+1 \leqslant\|M(\tau)\|_{\infty}|\Omega|+1
$$

we conclude from (3.81) that for

$$
\begin{equation*}
A_{\delta}(t):=\widetilde{u}_{\delta}(t)\left(\frac{e^{\frac{F_{2}}{2}(t-\tau)}}{\|M(\tau)\|_{\infty}+1}\right)^{\delta}+1 \tag{3.82}
\end{equation*}
$$

it holds that

$$
A_{\delta}(t) \leqslant B_{12} H_{2}(t) \delta^{2 \kappa-1} A_{\frac{2}{2} \delta}^{\frac{2}{q}}(t) .
$$

One can show by induction then that

$$
\begin{aligned}
A_{\left(\frac{q}{q}\right)^{n} \delta_{*}}^{\left(\frac{q}{2}\right)^{n}}(t) & \leqslant\left(B_{14} H_{2}(t) \delta_{*}^{2 \kappa-1}\right)^{\sum_{k=1}^{n}\left(\frac{q}{2}\right)^{k}}\left(\frac{q}{2}\right)^{(2 \kappa-1) \sum_{k=1}^{n} k\left(\frac{q}{2}\right)^{k}} A_{\delta_{*}}(t) \\
& \xrightarrow{\rightarrow}\left(B_{14} H_{2}(t) \delta_{*}^{2 \kappa-1}\right)^{\frac{\frac{q}{1}}{1-\frac{q}{2}}}\left(\frac{q}{2}\right)^{(2 \kappa-1) \frac{q}{2}\left(\frac{1}{1-\frac{q}{2}}\right)^{2}} A_{\delta_{*}}(t) \\
& =: H^{\delta_{*}}(t) A_{\delta_{*}}(t) .
\end{aligned}
$$

Therefore, we get

$$
\begin{equation*}
\limsup _{\delta \rightarrow \infty} A_{\delta}^{\frac{1}{\delta}}(t) \leqslant H(t) A_{\delta_{*}}^{\frac{1}{\delta_{*}}}(t) \tag{3.83}
\end{equation*}
$$

By combining (3.83) with (3.82), we finally arrive at an estimate for $\|M(t)\|_{\infty}$ :

$$
\begin{align*}
\|M(t)\|_{\infty}+1 & =\lim _{\delta \rightarrow \infty} u_{\delta}^{\frac{1}{\delta}}(t) \\
& \leqslant \limsup _{\delta \rightarrow \infty} \widetilde{u}_{\delta}^{\frac{1}{\delta}}(t) \\
& \leqslant H(t)\left(\widetilde{u}_{\delta_{*}}^{\frac{1}{\delta_{*}}}(t)+\left(\left\|M_{\tau}\right\|_{\infty}+1\right) e^{-\frac{F_{2}}{2}(t-\tau)}\right) . \tag{3.84}
\end{align*}
$$

Now, since the functions $H$ and $\widetilde{u}_{\delta_{*}}$ dissipate exponentially (recall (3.73)-(3.74) and the definition of $H$ and $H_{2}$ ), we apply Lemma $A .1$ to (3.84) and conclude that $\|M\|_{\infty}$ dissipates exponentially as well. Moreover, it follows from the proof that there exists a dissipative estimate for $\|M\|_{\infty}$ of the form given in (3.40). The dissipative estimate for $\|\nabla \rho\|_{\infty}+1=h_{2}$ is given in (3.73) and the Theorem 3.2 is thus proven.

### 3.5 Pullback attractor

The aim of this section is to apply the general theory from Section 1.4 to the problem (3.1)-(3.4). We prove

Theorem 3.3. Let the functions $f$ and $g$ satisfy the assumptions (3.5)-(3.10) and let the constants $\alpha$ and $\gamma$ satisfy $\gamma \in\left[\frac{\alpha}{2}+1, \alpha\right)$. Then for all $p \in[1, \infty]$ the solutions of the problem (3.1)-(3.4) can be described by a process $\{U(t, \tau)\}_{t \geqslant \tau}$ that acts on the space $\mathcal{H}^{p}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$. The process $\{U(t, \tau)\}_{t \geqslant \tau}$ possesses the pullback attractor $\{\mathcal{A}(t)\}_{t \in \mathbb{R}}$ in $\mathcal{H}^{p}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$, which is independent of the concrete choice of $p$. Moreover, the set $\bigcup_{t \in \mathbb{R}} \mathcal{A}(t)$ is relative compact in $\mathcal{H}^{p}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ for all $p \in[1, \infty]$.

Remark 3.4 (Rate of convergence to the pullback attractor). The rate of convergence to the pullback attractor $\mathcal{A}(t)$ may, of course, depend on $p$ and can be arbitrarily slow.

Proof of Theorem 3.3. We showed in Theorem 3.1 that the problem (3.1)(3.4), if considered in the space $L^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$, is well-posed: for each pair of initial values $\left(M_{\tau}, \rho_{\tau}\right) \in L^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ there exists a unique solution $(M, \rho)$ in terms of Definition 3.1.
We define the solving process $\{U(t, \tau)\}_{t \geqslant \tau}$ of the problem (3.1)-(3.4) on the phase space $L^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ as follows: for all $t \geqslant \tau$ let

$$
\begin{aligned}
& U(t, \tau): L^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right) \rightarrow L^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right) \\
& U(t, \tau)\left(M_{\tau}, \rho_{\tau}\right):=(M(t), \rho(t)) \text { for all }\left(M_{\tau}, \rho_{\tau}\right) \in L^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)
\end{aligned}
$$

The dissipative estimate (3.2) provides the existence of the ball $B_{*}$ of radius $2 D_{\infty}$ centered at $(0,1)$, which uniformly absorbs all bounded subsets of $L^{\infty}(\Omega) \times$
$\left(1+W_{0}^{1, \infty}(\Omega)\right)$. According to Remark 1.11, the set

$$
C_{*}:=\bigcup_{s \in\left[0, T\left(B_{*}\right)\right]} \bigcup_{t \in \mathbb{R}} U(t, t-s) B_{*},
$$

where $T\left(B_{*}\right)$ is such that $U(t, t-s) B_{*} \subset B_{*}$ for all $s \geqslant T\left(B_{*}\right)$, is a positively invariant set that uniformly absorbs all bounded subsets of $L^{\infty}(\Omega) \times$ $\left(1+W_{0}^{1, \infty}(\Omega)\right)$. With the dissipative estimate (3.2), it follows also that $C_{*}$ is actually contained in a ball $B_{* *}$ of a radius $R_{* *}, R_{* *} \geqslant 2 D_{\infty}$, centered at $(0,1)$.

Clearly, the spaces $\mathcal{H}^{p}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ inherit all the properties of the space $\mathcal{H}^{p}(\Omega)$ that are listed in Theorems 1.6 and 1.7 for $p=\infty$ and $p \in[1, \infty)$, respectively. In particular, they are locally convex spaces, so that the general theory from Section 1.4 is applicable.

The fact that $L^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ and all $\mathcal{H}^{p}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ coincide as sets and have the same set of bounded sets (see Theorems 1.6(2) and $1.7(2))$ has as a consequence that, in the spaces $\mathcal{H}^{p}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$, the family $\{U(t, \tau)\}_{t \geqslant \tau}$ remains to be a process, and the set $C_{*}$ remains to be a bounded positively invariant uniformly absorbing set for $\{U(t, \tau)\}_{t \geqslant \tau}$.

For $p \in[1, \infty)$, the $\mathcal{H}^{p}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ topology is, per definition, stronger than the $H^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ topology, and, if restricted to a bounded set, it coincides with the restriction of the $L^{2}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ topology (see Theorem 1.7(4)).

Altogether, we arrive at the following conclusion: it suffices to prove the existence of the family of compact sets with the invariance property (1.11) that pullback attracts $C_{*}$ equipped with one of the metrics that generates the $L^{2}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ topology, for example, with the metric $m_{*}^{(2)}$ defined as follows:

$$
m_{*}^{(2)}\left(\left(M_{1}, \rho_{1}\right),\left(M_{2}, \rho_{2}\right)\right):=\left(\left\|M_{1}-M_{2}\right\|^{2}+\left\|\rho_{1}-\rho_{2}\right\|_{W_{0}^{1, \infty}(\Omega)}^{2}\right)^{\frac{1}{2}}
$$

for all $\left(M_{1}, \rho_{1}\right),\left(M_{2}, \rho_{2}\right) \in L^{2}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$. This pullback attracting family is then the pullback attractor for the whole $\mathcal{H}^{p}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ for each $p \in[1, \infty]$.

However, to be able to apply the existence criterion for metric spaces, Theorem 1.14, it is necessary for the process operators to be mapping in a complete metric space.

The underling space, $\left(L^{2}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right), m_{*}^{(2)}\right)$, is a complete metric space, so that the set

$$
\bar{C}_{*}:=c l_{L^{2}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)}\left(C_{*}\right),
$$

equipped with the metric $m_{*}^{(2)}$, is complete too.
Every $L^{\infty}(\Omega)$ ball is a closed subset of $L_{w-*}^{\infty}(\Omega)$, thus closed in the stronger topology of $L^{2}(\Omega)$, so that

$$
\bar{C}_{*} \subset B_{* *},
$$

and the process $\{U(t, \tau)\}_{t \geqslant \tau}$ is well defined in $\bar{C}_{*}$.
Let us assume for a moment that $\{\underset{U}{U}(t, \tau)\}_{t \geqslant \tau}$ is a closed process in $\bar{C}_{*}$. As a closure of a positively invariant set, $\bar{C}_{*}$ is then also positively invariant under $\{U(t, \tau)\}_{t \geqslant \tau}$. Let us assume further that the set

$$
\begin{equation*}
K_{*}:=c l_{L^{2}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)}\left(\bigcup_{\tau \in \mathbb{R}} U(\tau+1, \tau) \bar{C}_{*}\right) \tag{3.85}
\end{equation*}
$$

is compact in $L^{2}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$. As a closure of a uniform time shift of $\bar{C}_{*}, K_{*}$ is also uniformly absorbing. All assumptions of Theorem 1.14 are then fulfilled since we are dealing with a closed process (the process $\{U(t, \tau)\}_{t \geqslant \tau}$ ) in a complete metric space (the set $\bar{C}_{*}$ equipped with a complete metric), and this process possesses a compact uniformly absorbing set (the set $K_{*}$ ). Theorem 1.14 yields the existence of the pullback attractor, its sets are contained in the compact $K_{*}$, and, as we showed above, it is also the pullback attractor for the process $\{U(t, \tau)\}_{t \geqslant \tau}$ in each of the spaces $\mathcal{H}^{p}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$ for $p \in[1, \infty]$.

In order to finish the proof, it remains to check the closedness of $\{U(t, \tau)\}_{t \geqslant \tau}$ and the compactness of $K_{*}$.

Let us first prove the closedness of the process operators. In the proof of Theorem 3.1 we encountered the local Lipschitz-type continuity property (3.39) for the solutions of (3.1)-(3.4). It can be translated into the following form:

$$
\begin{align*}
& \left\|U(t, \tau)\left(M_{\tau}^{(1)}, \rho_{\tau}^{(1)}\right)-U(t, \tau)\left(M_{\tau}^{(2)}, \rho_{\tau}^{(2)}\right)\right\|_{H^{-1}(\Omega) \times L^{2}(\Omega)} \\
\leqslant & L\left(t-\tau, R_{* *}\right)\left\|\left(M_{\tau}^{(1)}, \rho_{\tau}^{(1)}\right)-\left(M_{\tau}^{(2)}, \rho_{\tau}^{(2)}\right)\right\|_{H^{-1}(\Omega) \times L^{2}(\Omega)} \tag{3.86}
\end{align*}
$$

for all $\left(M_{\tau}^{(1)}, \rho_{\tau}^{(1)}\right),\left(M_{\tau}^{(2)}, \rho_{\tau}^{(2)}\right) \in \bar{C}_{*}$. The constant $L\left(t-\tau, R_{* *}\right)$ depends only on $t-\tau, R_{* *}$ and the parameters of the problem.

Recall that due to the embedding theorems for Sobolev spaces, we have

$$
\begin{equation*}
L^{2}(\Omega) \times W_{0}^{1, \infty}(\Omega) \hookrightarrow H^{-1}(\Omega) \times L^{2}(\Omega) \tag{3.87}
\end{equation*}
$$

Let $\left\{\left(M_{\tau}^{(n)}, \rho_{\tau}^{(n)}\right)\right\}_{n \in \mathbb{N}} \subset \bar{C}_{*}$ be a sequence of initial data convergent in $L^{2}(\Omega) \times$ $\left(1+W_{0}^{1, \infty}(\Omega)\right)$ to some $\left(M_{\tau}, \rho_{\tau}\right)$. Due to the continuous embedding (3.87), this sequence converges in $H^{-1}(\Omega) \times L^{2}(\Omega)$ to the same limit. From the property (3.86) we deduce that the sequence $\left\{U(t, \tau)\left(M_{\tau}^{(n)}, \rho_{\tau}^{(n)}\right)\right\}_{n \in \mathbb{N}}$ converges to
$U(t, \tau)\left(M_{\tau}, \rho_{\tau}\right)$ in $H^{-1}(\Omega) \times L^{2}(\Omega)$ for all $t \geqslant \tau$.
Let us further assume that for some $t \geqslant \tau$ the sequence $\left\{U(t, \tau)\left(M_{\tau}^{(n)}, \rho_{\tau}^{(n)}\right)\right\}_{n \in \mathbb{N}}$ is convergent in $L^{2}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$. Again, due to the continuity of the embedding (3.87), the limit is the same. This proves closedness.

To prove compactness of $K_{*}$ in $L^{2}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$, we multiply the equation (3.1) by $(\alpha+1) \partial_{t}|M|^{\alpha} M$ and integrate (formally) over $\Omega$ :

$$
(\alpha+1)\left(\partial_{t} M, \partial_{t}|M|^{\alpha} M\right)=\left(\Delta|M|^{\alpha} M+(\alpha+1) \hat{f}(t, M, \rho), \partial_{t}|M|^{\alpha} M\right)
$$

Here:

$$
\hat{f}(t, M, \rho)=-\nabla \cdot\left(|M|^{\gamma} \nabla \rho\right)+f(t, M, \rho)
$$

After integrating by parts, we obtain that

$$
\begin{aligned}
\left(\frac{\alpha+1}{\frac{\alpha}{2}+1}\right)^{2}\left\|\partial_{t}|M|^{\frac{\alpha}{2}+1}\right\|^{2}= & -\frac{1}{2} \partial_{t}\left\|\nabla|M|^{\alpha+1}\right\|^{2} \\
& +\frac{(\alpha+1)^{2}}{\frac{\alpha}{2}+1}\left(|M|^{\frac{\alpha}{2}} \hat{f}(t, M, \rho), \partial_{t}|M|^{\frac{\alpha}{2}+1}\right)
\end{aligned}
$$

With the Cauchy-Schwarz inequality we have

$$
\begin{aligned}
\left(\frac{\alpha+1}{\frac{\alpha}{2}+1}\right)^{2}\left\|\partial_{t}|M|^{\frac{\alpha}{2}+1}\right\|^{2} \leqslant & -\partial_{t}\left\|\nabla|M|^{\alpha+1}\right\|^{2} \\
& +(\alpha+1)^{2}\left\||M|^{\frac{\alpha}{2}} \hat{f}(t, M, \rho) \partial_{t}|M|^{\frac{\alpha}{2}+1}\right\|^{2}
\end{aligned}
$$

so that

$$
\partial_{t}\left\|\nabla|M|^{\alpha+1}\right\|^{2} \leqslant(\alpha+1)^{2}\left\||M|^{\frac{\alpha}{2}} \hat{f}(t, M, \rho)\right\|^{2}
$$

It follows with multiplying by $t-\tau, t>\tau$ that

$$
\partial_{t}\left((t-\tau)\left\|\nabla|M|^{\alpha+1}\right\|^{2}\right) \leqslant\left\|\nabla|M|^{\alpha+1}\right\|^{2}+(t-\tau)(\alpha+1)^{2}\left\||M|^{\frac{\alpha}{2}} \hat{f}(t, M, \rho)\right\|^{2}
$$

Integrating over $(\tau, \tau+1)$, we obtain that

$$
\begin{align*}
\left\|\nabla|M(\tau+1)|^{\alpha+1}\right\|^{2} \leqslant & \int_{\tau}^{\tau+1}\left\|\nabla|M(s)|^{\alpha+1}\right\|^{2} \\
& +(s-\tau)(\alpha+1)^{2}\left\||M(s)|^{\frac{\alpha}{2}} \hat{f}(s, M(s), \rho(s))\right\|^{2} d s \tag{3.88}
\end{align*}
$$

It remains, therefore, to estimate the integral on the right side of (3.88). We have

$$
\begin{aligned}
\left\||M|^{\frac{\alpha}{2}} \hat{f}(s, M, \rho)\right\|= & \left\|\frac{\gamma}{\frac{\alpha}{2}+\gamma} \nabla|M|^{\frac{\alpha}{2}+\gamma} \cdot \nabla \rho+|M|^{\frac{\alpha}{2}+\gamma} \Delta \rho+|M|^{\frac{\alpha}{2}} f(s, M, \rho)\right\| \\
\leqslant & \frac{\gamma}{\frac{\alpha}{2}+\gamma}\|\nabla \rho\|_{\infty}\left\|\nabla|M|^{\frac{\alpha}{2}+\gamma}\right\|+\|\Delta \rho\|_{2}\left\||M|^{\frac{\alpha}{2}+\gamma}\right\|_{\infty} \\
& +\left\||M|^{\frac{\alpha}{2}} f(s, M, \rho)\right\| .
\end{aligned}
$$

From the derivation of dissipative estimates for $\|M\|_{\delta}^{\delta}$ in Section 3.4 we conclude that for all $\left(M_{\tau}, \rho_{\tau}\right) \in \bar{C}_{*}$ It then holds:

$$
\begin{align*}
& \int_{\tau}^{\tau+1}\left\|\nabla|M(s)|^{\alpha+1}\right\|^{2} d s \leqslant B_{1}\left(R_{* *}\right)  \tag{3.89}\\
& \int_{\tau}^{\tau+1}\left\|\nabla|M(s)|^{\frac{\alpha}{2}+\gamma}\right\|^{2} d s \leqslant B_{2}\left(R_{* *}\right) \tag{3.90}
\end{align*}
$$

where the constants $B_{1}\left(R_{* *}\right)$ and $B_{2}\left(R_{* *}\right)$ depend only on $R_{* *}$ and the parameters of the problem.

Further, due to the classical energy estimate and assumptions on $g$, we have for all $\left(M_{\tau}, \rho_{\tau}\right) \in \bar{C}_{*}$

$$
\begin{align*}
\int_{\tau}^{\tau+1}\|\Delta \rho(s)\|^{2} d s & \leqslant\|\nabla \rho(\tau)\|^{2}+\int_{\tau}^{\tau+1}\|g(s, M(s), \rho(s)) d s\|^{2} \\
& \leqslant B_{3}\left(R_{* *}\right) \tag{3.91}
\end{align*}
$$

the constant $B_{3}\left(R_{* *}\right)$ depends only on $R_{* *}$ and the parameters of the problem.
By combining (3.89)-(3.91) with (3.88), we arrive at the following smoothing estimate for $M$ :

$$
\begin{equation*}
\left\||M(\tau+1)|^{\alpha+1}\right\|_{H_{0}^{1}(\Omega)} \leqslant B_{4}\left(R_{* *}\right) \tag{3.92}
\end{equation*}
$$

the constant $B_{4}\left(R_{* *}\right)$ depends only on $R_{* *}$ and the parameters of the problem. Finally, using Lemma 1.1 for $q=\alpha+1$, we obtain from (3.92) that

$$
\|M(\tau+1)\|_{W^{\frac{1}{\alpha+1}-\theta, 2(\alpha+1)}(\Omega)} \leqslant B_{M}\left(R_{* *}\right)
$$

for an arbitrary $\theta \in(0,1)$, the constant $B_{M}\left(R_{* *}\right)$ depends only on $R_{* *}, \theta$ and the parameters of the problem. We choose $\theta:=\frac{1}{2}$, so that

$$
\begin{equation*}
\|M(\tau+1)\|_{W^{\frac{1}{2(\alpha+1)}, 2(\alpha+1)}(\Omega)} \leqslant B_{M}\left(R_{* *}\right) \tag{3.93}
\end{equation*}
$$

Next, we deal with equation (3.2). Since

$$
\begin{aligned}
(-\Delta)^{\frac{11}{12}} \rho(\tau+1)= & (-\Delta)^{\frac{11}{12}} e^{\Delta} \rho_{\tau} \\
& -\int_{\tau}^{\tau+1}(-\Delta)^{\frac{11}{12}} e^{(\tau+1-\omega) \Delta} g(\omega, M(\omega), \rho(\omega)) d \omega
\end{aligned}
$$

we conclude with the properties (1.9)-(1.10) that, due to assumptions on $g$,

$$
\begin{align*}
& \left\|(-\Delta)^{\frac{11}{12}} \rho(\tau+1)\right\|_{6} \\
\leqslant & \left\|(-\Delta)^{\frac{11}{12}} e^{\Delta} \rho_{\tau}-\int_{\tau}^{\tau+1}(-\Delta)^{\frac{11}{12}} e^{(\tau+1-\omega) \Delta} g(\omega, M(\omega), \rho(\omega)) d \omega\right\|_{6} \\
\leqslant & A\left(\frac{5}{12}, 6\right)\left\|\nabla \rho_{\tau}\right\|_{6}+A\left(\frac{11}{12}, 6\right) \int_{\tau}^{\tau+1}(\tau+1-\omega)^{-\frac{11}{12}}\|g(\omega, M(\omega), \rho(\omega))\|_{6} d \omega \\
\leqslant & B_{\rho}\left(R_{* *}\right) \tag{3.94}
\end{align*}
$$

and the constant $B_{\rho}\left(R_{* *}\right)$ depends only on $R_{* *}$ and the parameters of the problem.

With the smoothing properties (3.93)-(3.94) and the compact embeddings (see Theorem 1.10)

$$
\begin{aligned}
& W^{\frac{1}{2(\alpha+1)}, 2(\alpha+1)}(\Omega) \hookrightarrow \hookrightarrow L^{2}(\Omega) \\
& W^{\frac{11}{6}, 6}(\Omega) \hookrightarrow \hookrightarrow W^{1, \infty}(\Omega)
\end{aligned}
$$

we obtain that $U(\tau+1, \tau)$ maps the set $\bar{C}_{*}$ into a compact subset of $L^{2}(\Omega) \times$ $\left(1+W_{0}^{1, \infty}(\Omega)\right)$, and that this set can be assumed to be one and the same for all $\tau \in \mathbb{R}$. Since $K_{*}$ is contained in it (see the definition of $K_{*}$ in (3.85)), it is also compact. Theorem 3.3 is thus proven.

Remark 3.5 (Pullback attractor in 1D-case). In case of one spatial dimension, there is no need to pass to a weaker topology. For $\Omega=(a, b)$ for some $-\infty<$ $a<b<\infty$ the process $\{U(t, \tau)\}_{t \geqslant \tau}$ possesses the pullback attractor in the phase space $L^{\infty}(a, b) \times\left(1+W_{0}^{1, \infty}(a, b)\right)$. The proof of this statement (can be found in [15]) is very similar to the proof of Theorem 3.3. It makes use of the compact embedding

$$
H_{0}^{1}(a, b) \hookrightarrow \hookrightarrow C([a, b]),
$$

see Theorem 1.10.

## Chapter 4

## A biofilm model with chemotaxis and volume-filling effects

### 4.1 The Model

In this chapter, we consider the following model:

$$
\begin{align*}
& \partial_{t} M=d_{M} \nabla \cdot\left(\frac{M^{\alpha_{1}}}{(1-M)^{\alpha_{2}}} \nabla M\right)-d_{c} \nabla \cdot\left(M^{\gamma_{1}}(1-M)^{\gamma_{2}} \nabla \rho\right)+f(M, \rho),  \tag{4.1}\\
& \partial_{t} \rho=d_{\rho} \Delta \rho-g(M, \rho) \tag{4.2}
\end{align*}
$$

satisfied in $(0, \infty) \times \Omega$, with the boundary conditions

$$
\begin{equation*}
M=0, \rho=1 \text { in }(0, \infty) \times \partial \Omega \tag{4.3}
\end{equation*}
$$

and the initial conditions

$$
\begin{equation*}
M(0, \cdot)=M_{0}, \rho(0, \cdot)=\rho_{0} \text { in } \Omega \tag{4.4}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{d}(d=1,2,3)$ is a nonempty smooth bounded domain, and the given constants $d_{M}, d_{c}, d_{\rho}, \alpha_{1}, \alpha_{2}, \gamma_{1}, \gamma_{2}$ satisfy

$$
\begin{align*}
& d_{M}, d_{c}, d_{\rho}>0  \tag{4.5}\\
& \alpha_{1}>0, \alpha_{2} \in(0,1) \tag{4.6}
\end{align*}
$$

and a 'balance' condition

$$
\begin{equation*}
\gamma_{1} \geqslant \frac{\alpha_{1}}{2}+1, \gamma_{2} \geqslant-\frac{\alpha_{2}}{2}+1 \tag{4.7}
\end{equation*}
$$

We assume that the given functions $f, g:[0,1]^{2} \rightarrow \mathbb{R}$ for all $M, \rho \in[0,1]$ satisfy the conditions

$$
\begin{align*}
& \partial_{M} f(M, \rho)=F_{1}+\frac{M^{\frac{\alpha_{1}}{2}}}{(1-M)^{\frac{\alpha_{2}}{2}}} \partial_{M} f_{2}(M, \rho), \partial_{\rho} f \in L^{\infty}\left((0,1)^{2}\right)  \tag{4.8}\\
& g(M, \rho)=G_{0}+G_{1} \rho+g_{2}(\rho) M \tag{4.9}
\end{align*}
$$

for such constants

$$
\begin{equation*}
F_{1}, G_{0}, G_{1} \in \mathbb{R} \tag{4.10}
\end{equation*}
$$

and functions

$$
\begin{equation*}
f_{2} \in W^{1, \infty}\left((0,1)^{2}\right), g_{2} \in W^{1, \infty}(0,1) \tag{4.11}
\end{equation*}
$$

that the conditions

$$
\begin{align*}
& f(0, \rho) \geqslant 0, f(1, \rho) \leqslant 0 \text { for all } \rho \in[0,1]  \tag{4.12}\\
& g(M, 0) \leqslant 0, g(M, 1) \geqslant 0 \text { for all } M \in[0,1] \tag{4.13}
\end{align*}
$$

are fulfilled. For the initial data we assume that

$$
\begin{equation*}
M_{0} \in L^{\infty}(\Omega), \rho_{0} \in W^{1, \infty}(\Omega), 0 \leqslant M_{0}, \rho_{0} \leqslant 1 \text { almost everywhere in } \Omega \tag{4.14}
\end{equation*}
$$

Remark 4.1 (On assumptions).
(1) It is clear from (4.6)-(4.7) that $\gamma_{1}>1, \gamma_{2}>\frac{1}{2}$ should necessarily hold.
(2) The function $f$ has, due to the assumption (4.8), the form

$$
f(M, \rho)=f(0, \rho)+F_{1} M+\int_{0}^{M} \frac{M^{\frac{\alpha_{1}}{2}}}{(1-M)^{\frac{\alpha_{2}}{2}}} \partial_{M} f_{2}(M, \rho) d M
$$

With $\alpha_{2} \in(0,1)$ and $\partial_{\rho} f, \partial_{M} f_{2} \in L^{\infty}\left((0,1)^{2}\right)$ it follows that $f \in C\left([0,1]^{2}\right)$.
(3) Since $g$ is linear in $M$, (4.13) is equivalent to the following set of conditions:

$$
G_{0} \leqslant 0, G_{0}+g_{2}(0) \leqslant 0, G_{0}+G_{1} \geqslant 0, G_{0}+G_{1}+g_{2}(1) \geqslant 0
$$

Example 4.1. The primary example of functions $f$ and $g$ satisfying the above assumptions is: a logistic-like growth function for the biomass growth

$$
\begin{equation*}
f(M, \rho)=k_{3} M^{a-1}(1-M)^{b} \frac{M \rho}{\rho+k_{2}} \tag{4.15}
\end{equation*}
$$

and a Monod's function for the nutrient uptake

$$
\begin{equation*}
g(M, \rho)=k_{1} \frac{M \rho}{\rho+k_{2}} \tag{4.16}
\end{equation*}
$$

so that the growth rate is proportional to the consumption rate $g$. The given constants in (4.15)-(4.16) should satisfy

$$
\begin{align*}
& k_{1}, k_{2}, k_{3}>0 \\
& a \geqslant \frac{\alpha_{1}}{2}+1, b \geqslant-\frac{\alpha_{2}}{2}+1 \tag{4.17}
\end{align*}
$$

The system (4.1)-(4.4) can be used to model biofilm formation with chemotaxis and volume filling effects present. A volume filling effect has been included into the biofilm prototype proposed in [32] and analyzed in [9, 14], as well as into several chemotaxis models for free-swimming populations, for which we refer the reader to [25] and to a survey of corresponding mathematical results [33]. It implies the existence of an upper threshold value for the biofilm density. This maximal density value corresponds to the tight packing state. In our modeling, we assume the threshold density to be normalized to 1 .

As in the system (2.1)-(2.4), the unknown quantities in (4.1)-(4.4) are the biomass density $M$ and the concentration $\rho$ of the chemoattractant. Thus, $M=1$ indicates the regions where the biomass is tightly packed. Note that, as in the case of free-swimming populations, the variable $M$ can be also seen as volume fraction of the biomass in a two-phase modeling: a chemoattractant diffuses through a two-component mixture of biomass and fluid (water, for example) surrounding it (so that the fluid has the volume fraction $1-M$ ).

The model (4.1)-(4.4) arises from an attempt to bring a volume filling effect into the model (2.1)-(2.4) for a biofilm with chemotaxis. The key difference between the new model and the original one lies in the possibility contained in equation (4.1) to control separately the asymptotics of the biomass motility coefficients at the both ends of density range. While in equation (4.1) one exponent $\alpha$ is responsible for the limiting behavior of the diffusion coefficient both as $M$ tends to 0 and as it tends to infinity, in equation (4.1), we have two different independent exponents, $\alpha_{1}$ and $\alpha_{2}$, that regulate the limiting behavior at 0 and at 1 , respectively. The same holds for the chemotaxis coefficient, where we now have two different independent exponents, $\gamma_{1}$ and $\gamma_{2}$, in place of $\gamma$, as in (4.1). This offers a wider parameter range. Still, for the same reasons as for the model (2.1)-(2.4), the exponents $\alpha_{1}$ and $\gamma_{1}\left(\alpha_{2}\right.$ and $\gamma_{2}$ ) cannot be chosen independently of each other. In place of the 'balance' condition eqrefbc1, a new 'balance' condition (4.7) is imposed to obtain a well-posed model. Note that in this work we deal only with the case where $\alpha_{2} \in(0,1)$, which, in Aronson's classification [3], corresponds to the so called fast diffusion, whereas the biofilm prototype from [9] includes the super-diffusion singularity instead.

The shape of the reaction term $f$ is forced by analysis, especially, by the uniqueness proof. It differs considerably from the standard growth kinetics terms used in most biofilm studies, the sink/source density (net number of particles created/lost per unit time and per unit volume) being dependent on the biomass density $M$. In the important case $f(0, \cdot) \equiv 0, F_{2}=0$, there is, due to $\alpha_{1}>0$, a delay in the biomass growth wherever $M$ is close to 0 , especially during the early stages of biofilm formation. This corresponds to a 'lag-phase' coursed by the physiological adaptation which is needed during the onset of the biofilm growth. In the regions where $M$ is close to 1 , particularly in a mature biofilm, the slowing in the production of the new cells (observe that $\alpha_{2}<1$ holds) agrees well with the volume filling effect.

In this work, we consider weak solutions of the system (4.1)-(4.4). The definition is as follows:

Definition 4.1 (Weak solution). A pair of functions $(M, \rho):[0, \infty) \times \bar{\Omega} \rightarrow$ $[0,1]^{2}$ is said to be a weak solution of (4.1)-(4.4) for $M_{0} \in L^{\infty}(\Omega), \rho_{0} \in$ $W^{1, \infty}(\Omega), 0 \leqslant M_{0}, \rho_{0} \leqslant 1$ almost everywhere in $\Omega$, if for all $T>0$
(i) $\int_{0}^{M} \frac{M^{\alpha_{1}}}{(1-M)^{\alpha_{2}}} d M \in L^{2}\left((0, T) ; H_{0}^{1}(\Omega)\right), \partial_{t} M \in L^{2}\left((0, T) ; H^{-1}(\Omega)\right)$;
(ii) $\rho-1 \in C\left((0, T) ; W_{0}^{1, \infty}(\Omega)\right)$;
(iii) $(M, \rho)$ satisfies the equation (4.1) in $L^{2}\left((0, T) ; H^{-1}(\Omega)\right), M(0)=M_{0}$ in $C\left((0, T) ;\left(L^{2}(\Omega), \sigma\left(L^{2}(\Omega),\left(L^{2}(\Omega)\right)^{\prime}\right)\right)\right)$-sense and

$$
\rho(t)-1=e^{t d_{\rho} \Delta}\left(\rho_{0}-1\right)-\int_{0}^{t} e^{(t-s) d_{\rho} \Delta} g(M(s), \rho(s)) d s
$$

in $W_{0}^{1, \infty}(\Omega)$.
Remark 4.2 (Initial condition). From $M \in L^{\infty}\left((0, T) ; L^{2}(\Omega)\right)$ and $\partial_{t} M \in$ $L^{2}\left((0, T) ; H^{-1}(\Omega)\right)$, it follows with (1.5) for $p_{0}=2, E=L^{2}(\Omega)$ and $E_{1}=$ $H^{-1}(\Omega)$ and the compact embedding (see Theorem 1.10) $L^{2}(\Omega) \stackrel{d}{\hookrightarrow} \leftrightarrows H^{-1}(\Omega)$ that $M \in C\left((0, T) ;\left(L^{2}(\Omega), \sigma\left(L^{2}(\Omega),\left(L^{2}(\Omega)\right)^{\prime}\right)\right)\right)$. Therefore, the initial condition for $M$ makes sense.

In the present work, we study the well-posedness and the long-time behavior of the system (4.1)-(4.4). We prove the following result on well-posedness:

Theorem 4.1 (Well-posedness). Let the given constants $d_{M}, d_{c}, d_{\rho}, \alpha_{1}, \alpha_{2}, \gamma_{1}, \gamma_{2}$ satisfy the assumptions (4.5)-(4.7) and the functions $f$ and $g$ satisfy the conditions (4.8)-(4.13). Then the initial boundary-value problem (4.1)-(4.4) is uniquely solvable (in the sense of Definition 4.1) for each pair of starting values ( $M_{0}, \rho_{0}$ ) that satisfies the condition (4.14).

The proof of Theorem 4.1 is divided between Sections 4.2 (global existence) and 4.3 (uniqueness).

In Section 4.4, we address the long-time behavior for our system and establish the existence of the global attractor. This chapter concludes with an illustration in Section 4.5 of a possible model behavior in numerical simulations.

Remark 4.3 (Notation).
(1) To shorten the notation, we introduce the functions

$$
\begin{aligned}
D(M) & :=\frac{M^{\alpha_{1}}}{(1-M)^{\alpha_{2}}} \\
\mathcal{E}(M) & :=\int_{0}^{M} D(M) d M
\end{aligned}
$$

(2) For the sake of convenience, we assume throughout this chapter that the constants $B_{i}$ (appear below) for all indices $i$ are only dependent upon the parameters of the problem, that is, upon the constants $d_{M}, d_{c}, d_{\rho}, \alpha_{1}, \alpha_{2}$, $\gamma_{1}, \gamma_{2}$, the functions $f$ and $g$ and the domain $\Omega$, and not upon the initial data $M_{0}, \rho_{0}$ or the time variable $t$, or, unless stated otherwise, any other parameters.

### 4.2 Existence of solutions

Proof of Theorem 4.1 (Existence). The main idea of the existence proof is to choose a suitable regularization sequence for the problem (4.1)-(4.4) and then apply the compactness method (see [21]).

Let us consider for arbitrary $T>0, n \in \mathbb{N}$ a non-degenerate approximation of the problem (4.1)-(4.4), the system

$$
\begin{align*}
\partial_{t} M_{n}= & d_{M} \Delta\left(\int_{0}^{M_{n}} \frac{\left(M+\frac{1}{n}\right)^{\alpha_{1}}}{(1-M)^{\alpha_{2}}} d M\right)-d_{c} \nabla \cdot\left(M_{n}^{\gamma_{1}}\left(1-M_{n}\right)^{\gamma_{2}} \nabla \rho_{n}\right) \\
& +f\left(M_{n}, \rho_{n}\right)  \tag{4.18}\\
\partial_{t} \rho_{n}= & d_{\rho} \Delta \rho_{n}-g\left(M_{n}, \rho_{n}\right) \tag{4.19}
\end{align*}
$$

satisfied in $(0, T) \times \Omega$, with the same initial and boundary conditions as before:

$$
\begin{array}{ll}
M_{n}=0, & \rho_{n}=1 \quad \text { in }(0, T) \times \partial \Omega \\
M_{n}(\cdot, 0)=M_{0}, & \rho_{n}(\cdot, 0)=\rho_{0} \text { in } \Omega \tag{4.21}
\end{array}
$$

To shorten the notation, we introduce for $\varepsilon \in[0,1]$ the functions

$$
\begin{aligned}
& D_{\varepsilon}(M):=\frac{(M+\varepsilon)^{\alpha_{1}}}{(1-M)^{\alpha_{2}}} \\
& \mathcal{E}_{\varepsilon}(M):=\int_{0}^{M} D(M) d M
\end{aligned}
$$

so that $D_{0}=D, \mathcal{E}_{0}=\mathcal{E}$. For any fixed $\varepsilon \in[0,1]$ the function $D_{\varepsilon}$ is clearly monotonically increasing and

$$
\begin{equation*}
D_{\varepsilon}(M) \geqslant M^{\alpha_{1}} \text { for all } M \in[0,1) . \tag{4.22}
\end{equation*}
$$

The function $\mathcal{E}_{\varepsilon}$ is due to assumptions on $\alpha_{1}$ and $\alpha_{2}$ continuous and bounded, and it holds that

$$
\begin{align*}
\mathcal{E}_{\varepsilon}(M) & \leqslant(1+\varepsilon)^{\alpha_{1}} \int_{0}^{M} \frac{d M}{(1-M)^{\alpha_{2}}} \\
& \leqslant \frac{(1+\varepsilon)^{\alpha_{1}}}{1-\alpha_{2}}\left(1-(1-M)^{1-\alpha_{2}}\right) \\
& \leqslant \frac{2^{\alpha_{1}}}{1-\alpha_{2}}=: B_{1} \tag{4.23}
\end{align*}
$$

We are now prepared to derive several a priori estimates that we then use to show the global existence of solutions of the problem (4.1)-(4.4). Observe first that for every $n \in \mathbb{N}$ the approximating equation (4.18) is clearly quasilinear and non-degenerate and that the equation (4.19) is even semi-linear. Therefore, we can conclude from the assumptions (4.7) on the constants, the assumptions (4.8)-(4.13) on the functions $f$ and $g$, the assumptions (4.14) on the initial data and the boundary conditions (4.20) that

$$
\begin{equation*}
0 \leqslant M_{n}, \rho_{n} \leqslant 1 \text { almost everywhere in }[0, T] \times \bar{\Omega} \text { for all } n \in \mathbb{N} . \tag{4.24}
\end{equation*}
$$

The proof can be done using the standard techniques, see, for example, [11].
As a consequence of the a priory uniform boundedness, the general theory from [20] may be extended to the non-degenerate problem (4.18)-(4.21) (for an alternative treatment via maximal regularity see [2]). It follows that this initialboundary value problem possesses a unique classical solution.

Further, using the properties (1.9)-(1.10) we then get

$$
\begin{align*}
\left\|\nabla \rho_{n}(t)\right\|_{\infty} & =\left\|e^{t d_{\rho} \Delta} \nabla \rho_{0}-\int_{0}^{t} \nabla e^{(t-s) d_{\rho} \Delta}\left(g\left(M_{n}(s), \rho_{n}(s)\right)\right) d s\right\| \\
& \leqslant e^{-\beta d_{\rho} t}\left\|\nabla \rho_{0}\right\|_{\infty}+A\left(\frac{3}{4}, 7\right) \int_{0}^{t} e^{-\beta d_{\rho}(t-s)}(t-s)^{-\frac{3}{4}}\|g\|_{\infty}|\Omega| d s \\
& \leqslant e^{-\beta d_{\rho} t}\left\|\nabla \rho_{0}\right\|_{\infty}+R_{\infty} \\
& =: B_{2}\left(\left\|\nabla \rho_{0}\right\|_{\infty}\right), \tag{4.25}
\end{align*}
$$

where the constant $R_{\infty}$ depends only on the parameters of the problem.
Next, we multiply the equation (4.18) by $\mathcal{E}_{\frac{1}{n}}\left(M_{n}\right)$ and integrate over $(0, T) \times$ $\Omega$ :

$$
\begin{align*}
& \int_{0}^{T}\left(\partial_{t} M_{n}(s), \mathcal{E}_{\frac{1}{n}}\left(M_{n}(s)\right)\right) d s \\
= & d_{M} \int_{0}^{T}\left(\nabla \cdot\left(\nabla \mathcal{E}_{\frac{1}{n}}\left(M_{n}(s)\right)\right), \mathcal{E}_{\frac{1}{n}}\left(M_{n}(s)\right)\right) d s \\
& -d_{c} \int_{0}^{T}\left(\nabla \cdot\left(M_{n}^{\gamma_{1}}(s)\left(1-M_{n}(s)\right)^{\gamma_{2}} \nabla \rho_{n}(s)\right), \mathcal{E}_{\frac{1}{n}}\left(M_{n}(s)\right)\right) d s \\
& +\int_{0}^{T}\left(f\left(M_{n}(s), \rho_{n}(s)\right), \mathcal{E}_{\frac{1}{n}}\left(M_{n}(s)\right)\right) d s . \tag{4.26}
\end{align*}
$$

Integrating (4.26) by parts, we obtain that

$$
\begin{aligned}
& \left(\int_{M_{n}(0)}^{M_{n}(T)} \mathcal{E}_{\frac{1}{n}}(M) d M, 1\right) \\
= & -d_{M} \int_{0}^{T}\left\|\nabla \mathcal{E}_{\frac{1}{n}}\left(M_{n}(s)\right)\right\|^{2} d s \\
& +d_{c} \int_{0}^{T}\left(\nabla \mathcal{E}_{\frac{1}{n}}\left(M_{n}(s)\right), M_{n}^{\gamma_{1}}(s)\left(1-M_{n}(s)\right)^{\gamma_{2}} \nabla \rho_{n}(s)\right) d s \\
& +\int_{0}^{T}\left(f\left(M_{n}(s), \rho_{n}(s)\right), \mathcal{E}_{\frac{1}{n}}\left(M_{n}(s)\right)\right) d s
\end{aligned}
$$

The Cauchy-Schwarz inequality, together with (4.23), (4.24) and (4.25), yields

$$
\begin{align*}
& \frac{d_{M}}{2} \int_{0}^{T}\left\|\nabla \mathcal{E}_{\frac{1}{n}}\left(M_{n}(s)\right)\right\|^{2} d s+\left(\int_{0}^{M_{n}(T)} \mathcal{E}_{\frac{1}{n}}(M) d M, 1\right) \\
\leqslant & \left(\int_{0}^{M_{n}(0)} \mathcal{E}_{\frac{1}{n}}(M) d M, 1\right)+\frac{d_{c}^{2}}{2 d_{M}} \int_{0}^{T}\left\|M_{n}^{\gamma_{1}}(s)\left(1-M_{n}(s)\right)^{\gamma_{2}} \nabla \rho_{n}\right\|^{2} d s . \\
& +\int_{0}^{T}\left(f\left(M_{n}, \rho_{n}\right), \mathcal{E}_{\frac{1}{n}}\left(M_{n}(s)\right)\right) d s \\
\leqslant & \left(B_{1}+\left(\frac{d_{c}^{2}}{2 d_{M}}+B_{1}\|f\|_{\infty}\right) T B_{2}\left(\left\|\nabla \rho_{0}\right\|_{\infty}\right)\right)|\Omega| \\
= & : B_{3}\left(\left\|\nabla \rho_{0}\right\|_{\infty}\right) \tag{4.27}
\end{align*}
$$

By using (4.27) as well, we can now estimate the right side of the equation (4.18) in $L^{2}\left((0, T), H^{-1}(\Omega)\right)$ uniformly in $n \in \mathbb{N}$. We obtain

$$
\begin{equation*}
\int_{0}^{T}\left\|\partial_{t} M_{n}\right\|_{H^{-1}(\Omega)}^{2} d s \leqslant B_{4}\left(\left\|\nabla \rho_{0}\right\|_{\infty}\right) \tag{4.28}
\end{equation*}
$$

where the constant $B_{4}\left(\left\|\nabla \rho_{0}\right\|_{\infty}\right)$ depends only on $\left\|\nabla \rho_{0}\right\|_{\infty}$ and the parameters of the problem. Further, (4.27) and (4.22) yield

$$
\begin{align*}
\int_{0}^{T}\left\|M_{n}^{\alpha_{1}+1}(s)\right\|_{H_{0}^{1}(\Omega)}^{2} d s & \leqslant\left(\alpha_{1}+1\right)^{2} \int_{0}^{T}\left\|\mathcal{D}_{\frac{1}{n}}\left(M_{n}(s)\right) \nabla M_{n}\right\|^{2} d s \\
& =\left(\alpha_{1}+1\right)^{2} \int_{0}^{T}\left\|\nabla \mathcal{E}_{\frac{1}{n}}\left(M_{n}(s)\right)\right\|^{2} d s \\
& \leqslant\left(\alpha_{1}+1\right)^{2} B_{4}\left(\left\|\nabla \rho_{0}\right\|_{\infty}\right) \tag{4.29}
\end{align*}
$$

Moreover, applying Lemma 1.1 for $q=\alpha_{1}+1$ and (for example) $s=\frac{1}{2}$ together with the Sobolev embedding theorem yields

$$
\left.\begin{array}{rl}
\left\|M_{n}\right\|_{W^{2\left(\alpha_{1}+1\right)}}^{2\left(\alpha_{1}+1\right)}, 2\left(\alpha_{1}+1\right) & \leqslant)
\end{array} \leqslant N^{2\left(\alpha_{1}+1\right)}\left(\alpha_{1}+1\right)\left\|M_{n}^{\alpha_{1}+1}\right\|_{W^{\frac{1}{2}, 2}(\Omega)}^{2}\right)
$$

Integrating (4.30) over ( $0, T$ ) and combining with (4.27)-(4.29) we conclude that

$$
\left.\left\|M_{n}\right\|_{W^{1,\left(2\left(\alpha_{1}+1\right), 2\right)}}\left((0, T) ; W^{\frac{1}{2\left(\alpha_{1}+1\right)}, 2\left(\alpha_{1}+1\right)}(\Omega), H^{-1}(\Omega)\right)\right) \leqslant B_{6}\left(\left\|\nabla \rho_{0}\right\|_{\infty}\right)
$$

where the constant $B_{6}\left(\left\|\nabla \rho_{0}\right\|_{\infty}\right)$ depends only on $\left\|\nabla \rho_{0}\right\|_{\infty}$ and the parameters of the problem. The spaces $E_{1}:=W^{\frac{1}{2\left(\alpha_{1}+1\right)}, 2\left(\alpha_{1}+1\right)}(\Omega), E:=L^{2\left(\alpha_{1}+1\right)}(\Omega)$, $E_{0}:=H^{-1}(\Omega)$ satisfy the assumptions of Theorem 1.12, consequently, it holds (set $\left.p_{1}:=2\left(\alpha_{1}+1\right), p_{0}:=2\right)$ that
$W^{1,\left(2\left(\alpha_{1}+1\right), 2\right)}\left((0, T) ; W^{\frac{1}{2\left(\alpha_{1}+1\right)}, 2\left(\alpha_{1}+1\right)}(\Omega), H^{-1}(\Omega)\right) \hookrightarrow \hookrightarrow L^{2\left(\alpha_{1}+1\right)}((0, T) \times \Omega)$, and the set $\left\{M_{n} \mid n \in \mathbb{N}\right\}$ is thus compact in the space $L^{2\left(\alpha_{1}+1\right)}((0, T) \times \Omega)$.

For the second component, we now use the (4.25) to estimate the right side of the equation (4.19) in $L^{\infty}\left((0, T), W^{-1, \infty}(\Omega)\right)$ and get

$$
\left\|\rho_{n}\right\|_{W^{1,(\infty, \infty)}\left((0, T) ; W_{0}^{1, \infty}(\Omega), W^{-1, \infty}(\Omega)\right)} \leqslant B_{7}\left(\left\|\nabla \rho_{0}\right\|_{\infty}\right)
$$

The spaces $E_{1}:=W_{0}^{1, \infty}(\Omega), E:=L^{\infty}(\Omega), E_{0}:=W^{-1, \infty}(\Omega)$ satisfy the assumptions of Theorem 1.12, consequently, it holds (set $p_{1}:=p_{0}:=\infty$ ) that

$$
W^{1,(\infty, \infty)}\left((0, T) ; W_{0}^{1, \infty}(\Omega), W^{-1, \infty}(\Omega)\right) \hookrightarrow \hookrightarrow C\left([0, T], L^{\infty}(\Omega)\right)
$$

The set $\left\{\rho_{n} \mid n \in \mathbb{N}\right\}$ is thus compact in the space $C\left([0, T], L^{\infty}(\Omega)\right)$, hence also in the larger space $L^{\infty}((0, T) \times \Omega)$.

By combining these results, we obtain there is a subsequence $\left(n_{m}\right)$ such that

$$
\begin{align*}
& M_{n_{m}} \underset{m \rightarrow \infty}{\rightarrow} M \text { in } L^{2\left(\alpha_{1}+1\right)}((0, T) \times \Omega) \\
& \rho_{n_{m}} \underset{m \rightarrow \infty}{\rightarrow} \rho \text { in } L^{\infty}((0, T) \times \Omega) \\
& \nabla \rho_{n_{m}} \underset{m \rightarrow \infty}{\rightarrow} \nabla \rho \text { in } L_{w-*}^{\infty}((0, T) \times \Omega) \tag{4.31}
\end{align*}
$$

for some $(M, \rho) \in L^{2\left(\alpha_{1}+1\right)}((0, T) \times \Omega) \times L^{\infty}((0, T) \times \Omega)$, and for a subsequence (not relabeled) the convergence is almost everywhere in the cylinder $(0, T) \times \Omega$.

It remains to check that $(M, \rho)$ is indeed a solution of the original problem (4.1)-(4.4) in the sense of distributions. Recall first that $f, g \in W^{1, \infty}\left((0,1)^{2}\right)$, so that, with the second part of the Sobolev embedding theorem, we have that $f, g \in C\left([0,1]^{2}\right)$.
With the continuity argument and the dominant convergence theorem, we obtain that

$$
\begin{align*}
& f\left(M_{n_{m}}, \rho_{n_{m}}\right) \underset{m \rightarrow \infty}{\rightarrow} f(M, \rho) \text { in } L^{2}((0, T) \times \Omega) \\
& g\left(M_{n_{m}}, \rho_{n_{m}}\right) \underset{m \rightarrow \infty}{\rightarrow} g(M, \rho) \text { in } L^{2}((0, T) \times \Omega) \\
& \mathcal{E} \frac{1}{n_{m}}\left(M_{n_{m}}\right) \underset{m \rightarrow \infty}{ } \mathcal{E}(M) \text { in } L^{2}((0, T) \times \Omega) \\
& M_{n}^{\gamma_{1}}\left(1-M_{n}\right)^{\gamma_{2}} \underset{m \rightarrow \infty}{\rightarrow} M^{\gamma_{1}}(1-M)^{\gamma_{2}} \text { almost everywhere in }(\tau, T) \times \Omega \tag{4.32}
\end{align*}
$$

Moreover, combining (4.32) with (4.31), we obtain with the dominant convergence theorem that

$$
M_{n}^{\gamma_{1}}\left(1-M_{n}\right)^{\gamma_{2}} \nabla \rho_{n_{m}} \underset{m \rightarrow \infty}{\rightarrow} M^{\gamma_{1}}(1-M)^{\gamma_{2}} \nabla \rho \text { in } L_{w-*}^{\infty}((0, T) \times \Omega)
$$

Since the convergence in the distributional sense is weaker than the $L^{p}$ convergence for any $p \in[1, \infty]$ or than the $L_{w-*}^{\infty}$ convergence and since differential operators are continuous in the space of distributions, it follows with the convergences we derived in this subsection that $(M, \rho)$ solves the problem (4.1)-(4.4) in the sense of distributions. The existence part of Theorem 4.1 is thus proven.

Remark 4.4. It follows from the proof that the solution ( $M, \rho$ ) enjoys the estimates

$$
\begin{align*}
& 0 \leqslant M, \rho \leqslant 1 \text { almost everywhere in }[0, T] \times \bar{\Omega}, \\
& \mathcal{E}(M, \rho) \leqslant B_{1} \text { almost everywhere in }[0, T] \times \bar{\Omega}, \\
& \int_{0}^{T}\|\nabla \mathcal{E}(M(s))\|^{2} d s \leqslant B_{8}\left(\left\|\nabla \rho_{0}\right\|_{\infty}\right) \tag{4.33}
\end{align*}
$$

and the dissipative estimate

$$
\begin{equation*}
\|\nabla \rho(t)\|_{\infty} \leqslant e^{-\beta d_{\rho} t}\left\|\nabla \rho_{0}\right\|_{\infty}+R_{\infty} \tag{4.34}
\end{equation*}
$$

### 4.3 Uniqueness of solutions

Proof of Theorem 4.1 (Uniqueness). Let us assume that the problem (4.1)(4.4) has two different solutions (in the sense of Definition 4.1) $\left(M_{1}, \rho_{1}\right),\left(M_{2}, \rho_{2}\right)$ with the same initial data:

$$
M_{1}(0)=M_{2}(0), \quad \rho_{1}(0)=\rho_{2}(0)
$$

Since both $\left(M_{1}, \rho_{1}\right)$ and $\left(M_{2}, \rho_{2}\right)$ are solutions of the equation (4.1), we get

$$
\begin{align*}
\partial_{t}\left(M_{1}-M_{2}\right)= & d_{M} \Delta \int_{M_{1}}^{M_{2}} \frac{M^{\alpha_{1}}}{(1-M)^{\alpha_{2}}} d M \\
& -d_{c} \nabla \cdot\left(M_{1}^{\gamma_{1}}\left(1-M_{1}\right)^{\gamma_{2}} \nabla \rho_{1}-M_{2}^{\gamma_{1}}\left(1-M_{2}\right)^{\gamma_{2}} \nabla \rho_{2}\right) \\
& +\left(f\left(M_{1}, \rho_{1}\right)-f\left(M_{2}, \rho_{2}\right)\right) \tag{4.35}
\end{align*}
$$

We want to estimate the difference $M_{1}-M_{2}$, and we choose to do so in the $\|\cdot\|_{H^{-1}(\Omega)}$ norm on an interval $[0, t]$ for arbitrary $t>0$. For this purpose, we
multiply (4.35) by $(-\Delta)^{-1}\left(M_{1}-M_{2}\right)$ and integrate over $\Omega$ :

$$
\begin{align*}
& \left(\partial_{t}\left(M_{1}-M_{2}\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right) \\
= & d_{M}\left(\Delta \int_{M_{1}}^{M_{2}} \frac{M^{\alpha_{1}}}{(1-M)^{\alpha_{2}}} d M,(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right) \\
& +d_{c}\left(-\nabla \cdot\left(M_{1}^{\gamma_{1}}\left(1-M_{1}\right)^{\gamma_{2}} \nabla \rho_{1}-M_{2}^{\gamma_{1}}\left(1-M_{2}\right)^{\gamma_{2}} \nabla \rho_{2}\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right) \\
& +\left(f\left(M_{1}, \rho_{1}\right)-f\left(M_{2}, \rho_{2}\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right) . \tag{4.36}
\end{align*}
$$

On the left side of the resulting equation, there appears:

$$
\begin{equation*}
\left(\partial_{t}\left(M_{1}-M_{2}\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right)=\frac{1}{2} \frac{d}{d t}\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\|^{2} \tag{4.37}
\end{equation*}
$$

Suitable estimates for the terms on the right side of (4.36) are required now. The operator $\Delta$ is self-adjoint, therefore, using the Cauchy-Schwarz inequality, we obtain for the first summand that

$$
\begin{align*}
& \left(\Delta \int_{M_{1}}^{M_{2}} \frac{M^{\alpha_{1}}}{(1-M)^{\alpha_{2}}} d M,(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right) \\
= & -\left(\int_{M_{1}}^{M_{2}} \frac{M^{\alpha_{1}}}{(1-M)^{\alpha_{2}}} d M, \int_{M_{1}}^{M_{2}} 1 d M\right) \\
\leqslant & -\left\|\int_{M_{1}}^{M_{2}} \frac{M^{\frac{\alpha_{1}}{2}}}{(1-M)^{\frac{\alpha_{2}}{2}}} d M\right\|^{2} . \tag{4.38}
\end{align*}
$$

The assumptions (4.7) and $M_{1} \in[0,1]$ together with the property (1.6) and the Cauchy-Schwarz inequality lead for the second summand to

$$
\begin{align*}
& \left|\left(-\nabla \cdot\left(M_{1}^{\gamma_{1}}\left(1-M_{1}\right)^{\gamma_{2}} \nabla \rho_{1}-M_{2}^{\gamma_{1}}\left(1-M_{2}\right)^{\gamma_{2}} \nabla \rho_{2}\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right)\right| \\
= & \left|\left(M_{1}^{\gamma_{1}}\left(1-M_{1}\right)^{\gamma_{2}} \nabla \rho_{1}-M_{2}^{\gamma_{1}}\left(1-M_{2}\right)^{\gamma_{2}} \nabla \rho_{2}, \nabla^{+*}\left(M_{1}-M_{2}\right)\right)\right| \\
\leqslant & \left|\left(\int_{M_{1}}^{M_{2}} \frac{d}{d M}\left(M^{\gamma_{1}}(1-M)^{\gamma_{2}}\right) d M \nabla \rho_{2}, \nabla^{+*}\left(M_{1}-M_{2}\right)\right)\right| \\
& +\left|\left(\left(M_{1}^{\gamma_{1}}\left(1-M_{1}\right)^{\gamma_{2}} \nabla\left(\rho_{1}-\rho_{2}\right)\right), \nabla^{+*}\left(M_{1}-M_{2}\right)\right)\right| \\
\leqslant & \left(\max \left\{\gamma_{1}, \gamma_{2}\right\}\left\|\nabla \rho_{2}\right\|_{\infty}\left\|\int_{M_{1}}^{M_{2}} \frac{M^{\frac{\alpha_{1}}{2}}}{(1-M)^{\frac{\alpha_{2}}{2}}} d M\right\|+\left\|\rho_{1}-\rho_{2}\right\|_{H_{0}^{1}(\Omega)}\right) . \\
& \cdot\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\| . \tag{4.39}
\end{align*}
$$

Further, we use assumptions on $f$ and the Cauchy-Schwarz inequality and get

$$
\begin{aligned}
f\left(M_{1}, \rho_{1}\right)-f\left(M_{2}, \rho_{2}\right)= & \left(f\left(M_{1}, \rho_{2}\right)-f\left(M_{2}, \rho_{2}\right)\right)+\left(f\left(M_{1}, \rho_{1}\right)-f\left(M_{1}, \rho_{2}\right)\right) \\
= & \int_{M_{1}}^{M_{2}}\left(\partial_{M} f\left(M, \rho_{2}\right)-F_{1}\right) d M+F_{1}\left(M_{1}-M_{2}\right) \\
& +\int_{\rho_{1}}^{\rho_{2}} \partial_{\rho} f\left(M_{1}, \rho\right) d \rho \\
= & \int_{M_{1}}^{M_{2}} \frac{M^{\frac{\alpha_{1}}{2}}}{(1-M)^{\frac{\alpha_{2}}{2}}} \partial_{M} f_{2}(M, \rho) d M+F_{1}\left(M_{1}-M_{2}\right) \\
& +\int_{\rho_{1}}^{\rho_{2}} \partial_{\rho} f\left(M_{1}, \rho\right) d \rho
\end{aligned}
$$

so that with the Poincaré, the Cauchy-Schwarz and the Young inequalities it follows that

$$
\begin{aligned}
& \left|\left(f\left(M_{1}, \rho_{1}\right)-f\left(M_{2}, \rho_{2}\right),(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right)\right| \\
\leqslant & \left|\left(\int_{M_{1}}^{M_{2}} \frac{M^{\frac{\alpha_{1}}{2}}}{(1-M)^{\frac{\alpha_{2}}{2}}} \partial_{M} f_{2}(M, \rho) d M,(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right)\right|+F_{1}\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\|^{2} \\
& +\left|\left(\int_{\rho_{1}}^{\rho_{2}} \partial_{\rho} f\left(M_{1}, \rho\right) d \rho,(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right)\right| \\
\leqslant & \left(\left\|\partial_{M} f_{2}\right\|_{\infty}\left\|\int_{M_{1}}^{M_{2}} \frac{M^{\frac{\alpha_{1}}{2}}}{(1-M)^{\frac{\alpha_{2}}{2}}} d M\right\|+\left\|\partial_{\rho} f\right\|_{\infty}\left\|\rho_{1}-\rho_{2}\right\|\right)\left\|(-\Delta)^{-1}\left(M_{1}-M_{2}\right)\right\| \\
& +F_{1}\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\|^{2} \\
\leqslant & \left(P(\Omega, 2)\left\|\partial_{M} f_{2}\right\|_{\infty}\left\|\int_{M_{1}}^{M_{2}} \frac{M^{\frac{\alpha_{1}}{2}}}{(1-M)^{\frac{\alpha_{2}}{2}}} d M\right\|+P(\Omega, 2)\left\|\partial_{\rho} f\right\|_{\infty}\left\|\rho_{1}-\rho_{2}\right\|_{H^{1}(\Omega)}+F_{1}\right)
\end{aligned}
$$

$$
\begin{equation*}
\cdot\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\|^{2} \tag{4.40}
\end{equation*}
$$

Observe that it holds

$$
\begin{equation*}
\left\|\nabla^{+*}\left(M_{1}-M_{2}\right)\right\|=\left\|M_{1}-M_{2}\right\|_{H^{-1}(\Omega)} \tag{4.41}
\end{equation*}
$$

due to the property (1.8). By combining (4.37)-(4.40), using (4.41), the Poincaré and the Cauchy-Schwarz inequalities, we can conclude from (4.36) that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|M_{1}-M_{2}\right\|_{H^{-1}(\Omega)}^{2} \leqslant \frac{d_{\rho}}{2}\left\|\rho_{1}-\rho_{2}\right\|_{H_{0}^{1}(\Omega)}^{2}+B_{1}(t, R)\left\|M_{1}-M_{2}\right\|_{H^{-1}(\Omega)}^{2} \tag{4.42}
\end{equation*}
$$

The constant $B_{1}(t, R)$ depends only on $t, R$ and the parameters of the problem. Now we turn to equation (4.2). Both $\left(M_{1}, \rho_{1}\right)$ and ( $M_{2}, \rho_{2}$ ) solve it, hence

$$
\begin{align*}
\partial_{t}\left(\rho_{1}-\rho_{2}\right)= & d_{\rho} \Delta\left(\rho_{1}-\rho_{2}\right)-\left(g\left(M_{1}, \rho_{1}\right)-g\left(M_{2}, \rho_{2}\right)\right) \\
= & d_{\rho} \Delta\left(\rho_{1}-\rho_{2}\right)-G_{1}\left(\rho_{1}-\rho_{2}\right)-\left(g_{2}\left(\rho_{1}\right)-g_{2}\left(\rho_{2}\right)\right) M_{1} \\
& -g_{2}\left(\rho_{2}\right)\left(M_{1}-M_{2}\right) \tag{4.43}
\end{align*}
$$

As usual, we multiply (4.43) by $\rho_{1}-\rho_{2}$ and integrate over $\Omega$

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|\rho_{1}-\rho_{2}\right\|^{2}= & d_{\rho}\left(\Delta\left(\rho_{1}-\rho_{2}\right), \rho_{1}-\rho_{2}\right)-G_{1}\left\|\rho_{1}-\rho_{2}\right\|^{2} \\
& -\left(M_{1}\left(g_{2}\left(\rho_{1}\right)-g_{2}\left(\rho_{2}\right)\right), \rho_{1}-\rho_{2}\right) \\
& -\left(M_{1}-M_{2}, g_{2}\left(\rho_{2}\right)\left(\rho_{1}-\rho_{2}\right)\right) \\
= & -d_{\rho}\left\|\nabla\left(\rho_{1}-\rho_{2}\right)\right\|^{2}-G_{1}\left\|\rho_{1}-\rho_{2}\right\|^{2} \\
& -\left(M_{1}\left(g_{2}\left(\rho_{1}\right)-g_{2}\left(\rho_{2}\right)\right), \rho_{1}-\rho_{2}\right) \\
& -\left(\nabla^{+*}\left(M_{1}-M_{2}\right), g_{2}\left(\rho_{2}\right) \nabla\left(\rho_{1}-\rho_{2}\right)\right) \\
& -\left(\nabla^{+*}\left(M_{1}-M_{2}\right),\left(\rho_{1}-\rho_{2}\right) \frac{d}{d \rho} g_{2}\left(\rho_{2}\right) \nabla \rho_{2}\right) \\
\leqslant & -\frac{d_{\rho}}{2}\left\|\rho_{1}-\rho_{2}\right\|_{H_{0}^{1}(\Omega)}^{2}+B_{2}(t, R)\left\|\rho_{1}-\rho_{2}\right\|^{2} \\
& +B_{2}(t, R)\left\|M_{1}-M_{2}\right\|_{H^{-1}(\Omega)}^{2}, \tag{4.44}
\end{align*}
$$

while we again made use of the property (4.41), the Cauchy-Schwarz and the Young inequalities, and the constant $B_{2}(t, R)$ depends only on $t, R$ and the parameters of the problem.

Finally, by adding (4.42) and (4.44) together, we obtain that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\left\|M_{1}-M_{2}\right\|_{H^{-1}(\Omega)}^{2}+\left\|\rho_{1}-\rho_{2}\right\|^{2}\right) \\
\leqslant & B_{3}(t, R)\left(\left\|M_{1}-M_{2}\right\|_{H^{-1}(\Omega)}^{2}+\left\|\rho_{1}-\rho_{2}\right\|^{2}\right) . \tag{4.45}
\end{align*}
$$

Integrating (4.45), we conclude that

$$
\begin{align*}
& \left\|M_{1}(t)-M_{2}(t)\right\|_{H^{-1}(\Omega)}^{2}+\left\|\rho_{1}(t)-\rho_{2}(t)\right\|^{2} \\
\leqslant & B_{4}(t, R)\left(\left\|M_{1}(0)-M_{2}(0)\right\|_{H^{-1}(\Omega)}^{2}+\left\|\rho_{1}(0)-\rho_{2}(0)\right\|^{2}\right) \tag{4.46}
\end{align*}
$$

for some constant $B_{4}(t, R)>0$ depending only on the parameters of the problem and on $R$ and $t$. This proves uniqueness for the problem (4.1)-(4.4) since the solutions $\left(M_{1}, \rho_{1}\right),\left(M_{2}, \rho_{2}\right)$ coincide at $t=0$. The uniqueness part of Theorem 4.1 is thus proven.

### 4.4 Global attractor

The aim of this section is to apply the general theory from Section 1.3 to the problem (4.1)-(4.4). We prove

Theorem 4.2. Let the given constants $d_{M}, d_{c}, d_{\rho}, \alpha_{1}, \alpha_{2}, \gamma_{1}, \gamma_{2}$ satisfy the assumptions (4.5)-(4.7) and let the functions $f$ and $g$ satisfy the conditions (4.8)(4.13). Then for all $p \in[1, \infty]$ the solutions of the problem (4.1)-(4.4) can be described by a semigroup $\{S(t)\}_{t \geqslant 0}$ that acts on the set
$B_{1}:=\left\{(M, \rho) \in L^{\infty}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right) \mid 0 \leqslant M, \rho \leqslant 1\right.$ almost everywhere in $\left.\Omega\right\}$
equipped with the metric defined by
$m_{*}^{(p)}\left(\left(M_{1}, \rho_{1}\right),\left(M_{2}, \rho_{2}\right)\right):=\left\{\begin{array}{l}\max \left\{d_{*}^{(\infty)}\left(M_{1}, M_{2}\right),\left\|\rho_{1}-\rho_{2}\right\|_{W_{0}^{1, \infty}(\Omega)}\right\} \text { for } p=\infty, \\ \left(\left\|M_{1}-M_{2}\right\|_{p}^{p}+\left\|\rho_{1}-\rho_{2}\right\|_{W_{0}^{1, \infty}(\Omega)}^{p}\right)^{\frac{1}{p}} \quad \text { for } p \geqslant 1 .\end{array}\right.$
Here $d_{*}^{(\infty)}$ is the metric defined in (1.2) for $R:=1$.
The semigroup $\{S(t)\}_{t \geqslant 0}$ possesses the global attractor in $\left(B_{1}, m_{*}^{(p)}\right)$ that is independent of the concrete choice of $p$.

Remark 4.5 (Rate of convergence to the attractor). The rate of convergence to the global attractor $\mathcal{A}$ may, of course, depend on $p$ and can be arbitrarily slow.

Proof of Theorem 4.2. We showed in Theorem 4.1 that the problem (4.1)-(4.4), if considered in $B_{1}$, is well-posed: for each pair of initial values $\left(M_{0}, \rho_{0}\right) \in B_{1}$ there exists a unique solution $(M, \rho)$ in terms of Definition 4.1.
We define the solving semigroup $\{S(t)\}_{t \geqslant 0}$ of the problem (4.1)-(4.4) on the phase space $B_{1}$ as follows: for all $t \geqslant 0$ let

$$
\begin{aligned}
& S(t): B_{1} \rightarrow B_{1} \\
& S(t)\left(M_{0}, \rho_{0}\right):=(M(t), \rho(t)) \text { for all }\left(M_{0}, \rho_{0}\right) \in B_{1} .
\end{aligned}
$$

Let us now prove the existence of the global attractor for the semigroup $\{S(t)\}_{t \geqslant 0}$.
Observe first that the projection of the semigroup domain $B_{1}$ on the $M$ component is the unit ball in $L^{\infty}(\Omega)$. Due to Theorem 1.7(4), it is sufficient, therefore, to show the existence of a compact invariant set that attracts $B_{1}$ in the metric $m_{*}^{(2)}$. This set is then, necessarily, the global attractor in the metric $m_{*}^{(p)}$ for all $p \in[1, \infty]$.

As a closed subset of a complete metric space $\left(L^{2}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right), m_{*}^{(2)}\right)$, the space $\left(B_{1}, m_{*}^{(2)}\right)$ is complete.

Let us assume for a moment that $\{S(t)\}_{t \geqslant 0}$ is a closed semigroup and that it possesses a compact absorbing set in $\left(B_{1}, m_{*}^{(2)}\right)$. All assumptions of Theorem 1.13 are then fulfilled since we are dealing with a closed semigroup (the semigroup $\{S(t)\}_{t \geqslant 0}$ ) in a complete metric space (the space $\left(B_{1}, m_{*}^{(2)}\right)$ ), and this semigroup possesses a compact absorbing set. Theorem 1.13 yields the existence of the global attractor, and, as we showed above, it is also the global attractor
for the semigroup $\{S(t)\}_{t \geqslant 0}$ in each of the spaces $\left(B_{1}, m_{*}^{(p)}\right)$ for $p \in[1, \infty]$.
In order to finish the proof, it remains to check the closedness of $\{S(t)\}_{t \geqslant 0}$ and the existence of a compact absorbing set.

Let us first prove the closedness of the semigroup operators. In the proof of Theorem 4.1 we encountered the local Lipschitz-type continuity property (4.46) for the solutions of (4.1)-(4.4). It can be translated into the following form:

$$
\begin{align*}
& \left\|S(t)\left(M_{0}^{(1)}, \rho_{0}^{(1)}\right)-S(t)\left(M_{0}^{(2)}, \rho_{0}^{(2)}\right)\right\|_{H^{-1}(\Omega) \times L^{2}(\Omega)} \\
\leqslant & L(t, R)\left\|\left(M_{0}^{(1)}, \rho_{0}^{(1)}\right)-\left(M_{0}^{(2)}, \rho_{0}^{(2)}\right)\right\|_{H^{-1}(\Omega) \times L^{2}(\Omega)} \tag{4.47}
\end{align*}
$$

for $\left(M_{0}^{(1)}, \rho_{0}^{(1)}\right),\left(M_{0}^{(2)}, \rho_{0}^{(2)}\right) \in B_{1}, R:=\max \left\{\left\|\nabla \rho_{1}\right\|_{\infty},\left\|\nabla \rho_{2}\right\|_{\infty}\right\}$. The constant $L(t, R)$ depends only on $t, R$ and the parameters of the problem.

Recall that due to the embedding theorems for Sobolev spaces, we have

$$
\begin{equation*}
L^{2}(\Omega) \times W^{1, \infty}(\Omega) \hookrightarrow H^{-1}(\Omega) \times L^{2}(\Omega) \tag{4.48}
\end{equation*}
$$

Let $\left\{\left(M_{0}^{(n)}, \rho_{0}^{(n)}\right)\right\}_{n \in \mathbb{N}} \subset B_{1}$ be a sequence of initial data convergent in $L^{2}(\Omega) \times$ $\left(1+W_{0}^{1, \infty}(\Omega)\right)$ to some $\left(M_{0}, \rho_{0}\right)$. Due to the continuous embedding (4.48), this sequence converges in $H^{-1}(\Omega) \times L^{2}(\Omega)$ to the same limit. From the property (4.47) we deduce that the sequence $\left\{S(t)\left(M_{0}^{(n)}, \rho_{0}^{(n)}\right)\right\}_{n \in \mathbb{N}}$ converges to $S(t)\left(M_{0}, \rho_{0}\right)$ in $H^{-1}(\Omega) \times L^{2}(\Omega)$ for all $t \geqslant 0$.
Let us further assume that for some $t \geqslant 0$ the sequence $\left\{S(t)\left(M_{0}^{(n)}, \rho_{0}^{(n)}\right)\right\}_{n \in \mathbb{N}}$ is convergent in $L^{2}(\Omega) \times\left(1+W_{0}^{1, \infty}(\Omega)\right)$. Again, due to the continuity of the embedding (4.48), the limit is the same. This proves closedness.

Next, the dissipative estimate (4.34) provides the existence of a ball $B_{*}$ centered at $(0,1)$ of a radius $R_{*}:=\left(1+4 R_{\infty}^{2}\right)^{\frac{1}{2}}$ in the $m_{*}^{(2)}$ metric, which absorbs all bounded sets of $B_{1}$. If we prove that $S(1) B_{*}$ is a relatively compact set, then $c l\left(B_{1}, m_{*}^{(2)}\right)\left(S(1) B_{*}\right)$ is a compact absorbing set for the semigroup.

To prove this, we multiply the equation (4.1) by $\left(\alpha_{1}+1\right) \partial_{t} M^{\alpha_{1}+1}$ and integrate (formally) over $\Omega$ :

$$
\begin{aligned}
\left(\alpha_{1}+1\right)\left(\partial_{t} M, \partial_{t} M^{\alpha_{1}+1}\right)= & \left(\nabla \cdot\left(\frac{1}{(1-M)^{\alpha_{2}}} \nabla M^{\alpha_{1}+1}\right), \partial_{t} M^{\alpha_{1}+1}\right) \\
& +\frac{\left(\alpha_{1}+1\right)^{2}}{\frac{\alpha_{1}}{2}+1}\left(M^{\frac{\alpha_{1}}{2}} \hat{f}(M, \rho), \partial_{t} M^{\frac{\alpha_{1}}{2}+1}\right)
\end{aligned}
$$

Here:

$$
\hat{f}(M, \rho)=-d_{c} \nabla \cdot\left(M^{\gamma_{1}}(1-M)^{\gamma_{2}} \nabla \rho\right)+f(M, \rho)
$$

After integrating by parts, we obtain that

$$
\begin{aligned}
\left(\frac{\alpha_{1}+1}{\frac{\alpha_{1}}{2}+1}\right)^{2}\left\|\partial_{t} M^{\frac{\alpha_{1}}{2}+1}\right\|^{2}= & -\frac{1}{2} \partial_{t}\left\|\frac{1}{(1-M)^{\frac{\alpha_{2}}{2}}} \nabla M^{\alpha_{1}+1}\right\|^{2} \\
& +\frac{\left(\alpha_{1}+1\right)^{2}}{\frac{\alpha_{1}}{2}+1}\left(M^{\frac{\alpha_{1}}{2}} \hat{f}(M, \rho), \partial_{t} M^{\frac{\alpha_{1}}{2}+1}\right)
\end{aligned}
$$

With the Cauchy-Schwarz inequality we have

$$
\begin{aligned}
\left(\frac{\alpha_{1}+1}{\frac{\alpha_{1}}{2}+1}\right)^{2}\left\|\partial_{t} M^{\frac{\alpha_{1}}{2}+1}\right\|^{2} \leqslant & -\partial_{t}\left\|\frac{1}{(1-M)^{\frac{\alpha_{2}}{2}}} \nabla M^{\alpha_{1}+1}\right\|^{2} \\
& +\left(\alpha_{1}+1\right)^{2}\left\|M^{\frac{\alpha_{1}}{2}} \hat{f}(M, \rho) \partial_{t} M^{\frac{\alpha_{1}}{2}+1}\right\|^{2}
\end{aligned}
$$

so that

$$
\partial_{t}\left\|\frac{1}{(1-M)^{\frac{\alpha_{2}}{2}}} \nabla M^{\alpha_{1}+1}\right\|^{2} \leqslant\left(\alpha_{1}+1\right)^{2}\left\|M^{\frac{\alpha_{1}}{2}} \hat{f}(M, \rho)\right\|^{2}
$$

It follows with multiplying by $t$ that

$$
\begin{aligned}
\partial_{t}\left(t\left\|\frac{1}{(1-M)^{\frac{\alpha_{2}}{2}}} \nabla M^{\alpha_{1}+1}\right\|^{2}\right) \leqslant & \left\|\frac{1}{(1-M)^{\frac{\alpha_{2}}{2}}} \nabla M^{\alpha_{1}+1}\right\|^{2} \\
& +t\left(\alpha_{1}+1\right)^{2}\left\|M^{\frac{\alpha_{1}}{2}} \hat{f}(M, \rho)\right\|^{2}
\end{aligned}
$$

Integrating over $(0,1)$, we obtain that

$$
\begin{align*}
\left\|\frac{1}{(1-M(1))^{\frac{\alpha_{2}}{2}}} \nabla M^{\alpha_{1}+1}(1)\right\|^{2} \leqslant & \int_{0}^{1}\left\|\frac{1}{(1-M(s))^{\frac{\alpha_{2}}{2}}} \nabla M^{\alpha_{1}+1}(s)\right\|^{2} \\
& +s\left(\alpha_{1}+1\right)^{2}\left\|M^{\frac{\alpha_{1}}{2}}(s) \hat{f}(M(s), \rho(s))\right\|^{2} d s \tag{4.49}
\end{align*}
$$

Let us estimate the integral on the right side of (4.49). Due to the assumption (4.7) on $\gamma_{1}$ and $\gamma_{2}$ we have

$$
\begin{align*}
\left|M^{\frac{\alpha_{1}}{2}} \hat{f}(M, \rho)\right| \leqslant & \left|\gamma_{1}(1-M)-\gamma_{2} M\right| M^{\gamma_{1}+\frac{\alpha_{1}}{2}-1}(1-M)^{\gamma_{2}-1}|\nabla M|\|\nabla \rho\|_{\infty} \\
& +M^{\gamma_{1}+\frac{\alpha_{1}}{2}}(1-M)^{\gamma_{2}}|\Delta \rho|+M^{\frac{\alpha_{1}}{2}}|f(M, \rho)| \\
\leqslant & \left(\gamma_{1}+\gamma_{2}\right) \frac{1}{(1-M)^{\frac{\alpha_{2}}{2}}}\left|\nabla M^{\alpha_{1}+1}\right|\|\nabla \rho\|_{\infty}+|\Delta \rho|_{2}+\|f\|_{\infty} \tag{4.50}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{1}{(1-M)^{\frac{\alpha_{2}}{2}}}\left|\nabla M^{\alpha_{1}+1}\right|^{2} \leqslant \frac{1}{(1-M)^{\alpha_{2}}}\left|\nabla M^{\alpha_{1}+1}\right|^{2}=(\alpha+1)|\nabla \mathcal{E}(M)|^{2} \tag{4.51}
\end{equation*}
$$

Further, due to the classical energy estimate, we have for all $\left(M_{0}, \rho_{0}\right) \in B_{*}$

$$
\begin{align*}
\int_{0}^{1}\|\Delta \rho(s)\|^{2} d s & \leqslant\left\|\nabla \rho_{0}\right\|^{2}+\int_{0}^{1}\|g(M(s), \rho(s)) d s\|^{2} \\
& \leqslant\left\|\nabla \rho_{0}\right\|^{2}+\|g\|_{\infty} . \tag{4.52}
\end{align*}
$$

By combining (4.50)-(4.52) with (4.49) and (4.33), we get the following smoothing estimate for $M$ :

$$
\begin{equation*}
\left\||M(1)|^{\alpha_{1}+1}\right\|_{H_{0}^{1}(\Omega)} \leqslant B_{1}\left(R_{*}\right), \tag{4.53}
\end{equation*}
$$

the constant $B_{1}\left(R_{*}\right)$ depends only on $R_{*}$ and the parameters of the problem. Finally, using Lemma 1.1 for $q=\alpha_{1}+1$, we obtain from (4.53) that

$$
\begin{equation*}
\|M(1)\|_{W^{\frac{1}{\alpha_{1}+1^{-\theta, 2}}(\Omega)}} \leqslant B_{M}\left(R_{*}\right) \tag{4.54}
\end{equation*}
$$

for an arbitrary $\theta \in(0,1)$, the constant $B_{M}\left(R_{*}\right)$ depends only on $R_{*}, \theta$ and the parameters of the problem. We choose $\theta:=\frac{1}{2}$ in (4.54), so that

$$
\begin{equation*}
\|M(1)\|_{W^{\frac{1}{2}, 2}(\Omega)} \leqslant B_{M}\left(R_{*}\right) . \tag{4.55}
\end{equation*}
$$

Next, we deal with equation (4.2). Since

$$
\begin{aligned}
(-\Delta)^{\frac{11}{12}} \rho(1)= & (-\Delta)^{\frac{11}{12}} e^{\Delta} \rho_{0} \\
& -\int_{0}^{1}(-\Delta)^{\frac{11}{12}} e^{(1-\omega) \Delta} g(M(\omega), \rho(\omega)) d \omega
\end{aligned}
$$

we conclude with the properties (1.9)-(1.10) that, due to assumptions on $g$,

$$
\begin{align*}
\left\|(-\Delta)^{\frac{11}{12}} \rho(1)\right\|_{6} & \leqslant\left\|(-\Delta)^{\frac{11}{12}} e^{\Delta} \rho_{0}-\int_{0}^{1}(-\Delta)^{\frac{11}{12}} e^{(1-s) \Delta} g(M(s), \rho(s)) d s\right\|_{6} \\
& \leqslant A\left(\frac{5}{12}, 6\right)\left\|\nabla \rho_{0}\right\|_{6}+A\left(\frac{11}{12}, 6\right) \int_{0}^{1}(1-s)^{-\frac{11}{12}} d \omega \\
& \leqslant B_{\rho}\left(R_{*}\right) \tag{4.56}
\end{align*}
$$

and the constant $B_{\rho}\left(R_{*}\right)$ depends only on $R_{*}$ and the parameters of the problem.
With the smoothing properties (4.55)-(4.56), the compact embeddings (see Theorem 1.10)

$$
\begin{aligned}
& W^{\frac{1}{2(\alpha+1)}, 2(\alpha+1)}(\Omega) \hookrightarrow \hookrightarrow L^{2}(\Omega), \\
& W^{\frac{11}{6}, 6}(\Omega) \hookrightarrow \hookrightarrow W^{1, \infty}(\Omega),
\end{aligned}
$$

we obtain that $S(1)$ maps the set $B_{*}$ into a relative compact subset of $L^{2}(\Omega) \times$ $\left(1+W_{0}^{1, \infty}(\Omega)\right)$. Theorem 4.2 is thus proven.

Remark 4.6 (Global attractor in 1D-case). In case of one spatial dimension, there is no need to pass to a weaker topology. For $\Omega=(a, b)$ for some $-\infty<$ $a<b<\infty$ the semigroup $\{S(t)\}_{t \geqslant 0}$ possesses the global attractor in the phase space $L^{\infty}(a, b) \times\left(1+W_{0}^{1, \infty}(a, b)\right)$. The proof of this statement is very similar to the proof of Theorem 4.2. It makes use of the compact embedding

$$
H_{0}^{1}(a, b) \hookrightarrow \hookrightarrow C([a, b]),
$$

see Theorem 1.10. We leave the details to the reader.

### 4.5 Numerical simulations

We conclude this chapter with a presentation of numerical simulation results that illustrate possible model behavior. The simulation was performed by Hermann Eberl. For computational convenience, we restrict ourselves to the case of one spatial dimension. Our goal is to investigate the potential effect of chemotaxis in early stages of biofilm colony formation, for a generic biofilm rather than a particular biological system. We will do this by comparing the simulations of the biofilm-chemotaxis model with the simulations of the corresponding biofilm model without chemotaxis.

Table 4.1: Model parameters used in the simulations

| parameter | symbol | value | unit |
| :--- | :---: | :---: | :--- |
| system length | $L$ | $5 \cdot 10^{-4}$ | $m$ |
| biomass motility coefficient (diffusion) | $d_{M}$ | varied | $m^{2} d^{-1}$ |
| biomass motility coefficient (chemotaxis) | $d_{c}$ | varied | $m^{2} d^{-1}$ |
| substrate diffusion coefficient | $d_{\rho}$ | $10^{4}$ | $m^{2} d^{-1}$ |
| maximum growth rate | $k_{1}$ | 6 | $d^{-1}$ |
| half saturation concentration | $k_{2}$ | 0.2 | - |
| maximum substrate uptake rate | $k_{3}$ | 95238.1 | $d^{-1}$ |
| biomass diffusion exponent | $\alpha_{1}$ | 4 | - |
| biomass diffusion exponent | $\alpha_{2}$ | 0.5 | - |
| chemotaxis exponent | $\gamma_{1}$ | 3 | - |
| chemotaxis exponent | $\gamma_{2}$ | 3 | - |
| logistic growth exponent | $a$ | 3 | - |
| logistic growth exponent | $b$ | 0.8 | - |

The simulations are done in a domain of length $L=0.5 \mathrm{~mm}$. For the reaction part, we use the functions from Example 4.1. The parameters $\alpha_{1}, \alpha_{2}, \gamma_{1}, \gamma_{2}$ that describe the spatial movement of the biomass and the growth parameters $a, b$ are chosen in accordance with (4.6) and (4.17), respectively, so that to ensure the existence of a unique solution of the problem (4.1)-(4.4). The remaining growth kinetics parameters and the chemotaxis diffusion coefficient are taken from Benchmark Problem 1 of the International Water Association's Taskgroup
on Biofilm Modeling [32], where the maximum uptake rate $k_{3}$ in (4.16) is compounded from the maximum specific growth rate $k_{1}$, a yield coefficient and the maximum cell density. The half saturation concentration $k_{2}$ is chosen clearly smaller 1, i.e. we consider the case of biomass growth that is not initially limited by the chemoattractant. These parameters are kept constant for all simulations. The biomass motility parameters $d_{M}$ and $d_{c}$ are varied to investigate different scenarios. All model parameters are collected in Table 4.1.

The numerical method that we use in these simulations is a straightforward adaptation of the finite difference scheme [7] for the density-dependent diffusionreaction biofilm model. This method is able to deal with both the degeneracy and the singularity in the biomass diffusion equation with sufficient accuracy, while requiring only moderate spatial refinement [7, 23]; in our simulations we use 200 grid points. In the numerical treatment, the additional chemotaxis terms in (4.2) are treated as convective terms with density dependent convective velocity.

The system which we simulate corresponds to a standard biofilm growth scenario. We use the initial data

$$
\begin{align*}
& M_{0}(x)=\left\{\begin{array}{ll}
m_{0} & \text { for } \frac{L}{2}-r \leqslant x \leqslant \frac{L}{2}+r, \\
0 & \text { else }
\end{array} \text { for } r=0.05 L, m_{0}=0.1\right.  \tag{4.57}\\
& \rho_{0} \equiv 1 . \tag{4.58}
\end{align*}
$$

The region where $M=0$ is the aqueous phase, the region with $M>0$ is the actual biofilm. Due to growth, both regions change in time. It is easy to verify that these symmetric initial data will lead to a symmetric solution, which is unique due to Theorem 4.1. This solution will have $M_{x}=\rho_{x}=0$ for $x=L / 2$. Hence, the solution of the problem restricted to the interval $0<x<L / 2$ can be interpreted as the solution of the system with a biofilm originally in a small pocket on an impermeable substratum at $L / 2$. As we present and discuss the solution, we, therefore, restrict ourselves to the interval $0<x<L / 2$.

The nutrients are added into the system at $x=0$, due to (4.3), i.e. at the boundary on the opposite side of the substratum. Thus chemotaxis is expected to lead to a faster expansion of the biofilm toward the nutrient source. A particularity of the Dirichlet boundary conditions is that, by virtue of the maximum principle, a higher amount of biomass leads to steeper chemoattractant gradients at the boundary, i.e. to improved environmental conditions. In Figure 4.1 we plot the solution $(M, \rho)$ of (4.1)-(4.3), (4.57)-(4.58) for biomass motility coefficients $d_{M}=d_{c}=10^{-12}$ as surface data over the $x$ - $t$-plane. In the beginning, biomass growth is very slow and appears to be almost stationary. After some time, biomass density in the biofilm pocket starts increasing without the biofilm region expanding. Initially, the biomass density increases faster in the outer layer of the biofilm (close to the biofilm/aqueous phase interface) than in the inner layer (at the substratum), due to higher nutrient availability and no pressure to diffuse. Once the biomass density reaches values close to unity, the biofilm region starts expanding and the biomass density attains a value $M \approx 1$ in the interior of the biofilm. The chemoattractant concentration


Figure 4.1: Biomass density $M(t, x)$ and chemoattractant concentration $\rho$ as a solution of (4.1)-(4.3), (4.57)-(4.58) with parameters according to Table 4.1 and biomass motility coefficients $d_{M}=d_{c}=10^{-10}$.
field coincides with the biomass density. It attains its minimum at the substratum. The more biomass there is in the system the lower is the chemoattractant concentration. The chemoattractant gradient at the boundary $x=0$ increases as biomass grows.

In order to assess the contribution of chemotaxis to biomass movement, relative to diffusion, we plot in Figure 4.2 the biomass densities for various choices of the biomass motility coefficients. Together with the solution of our original model (4.2) with $d_{M}>0, d_{c}>0$ we plot the solution of the corresponding biofilm model without chemotaxis-term $\left(d_{M}>0, d_{c}=0\right)$, i.e. the solution of

$$
\partial_{t} M=d_{M} \nabla \cdot\left(\frac{M^{\alpha_{1}}}{(1-M)^{\alpha_{2}}} \nabla M\right)+f(M, \rho) .
$$

In the left column of Figure 4.2 we show simulations of the model with the same biomass motility coefficient for both processes, diffusion and chemotaxis, i.e. $d_{M}=d_{c}$. These parameters range here from $10^{-12}$ to $10^{-8}$. This coefficient controls how fast the biofilm region expands and to which maximum biomass density it grows. For $d_{M}=10^{-12}$, expansion is very slow and the biomass density reaches values close to $M \approx 1$ inside the biofilm (Figure 4.2(a)). For $d_{M}=10^{-10}$ the biofilm expands faster, still growing close to maximum cell
density (Figure 4.2(c)). For the largest value, the biofilm expands quickly, but does not exceed values of $M \approx 0.6$ Figure 4.2(e)). This choice of parameters is therefore considered too big to be realistic. In all three cases with the same biomass motility coefficient for both spatial processes, the solution of the model with and without chemotaxis are essentially indistinguishable, indicating that chemotaxis does not contribute noteworthy to biofilm formation in such cases.

In the right column of Figure 4.2, we use different biomass motility coefficients $d_{M}, d_{c}$. In all cases we choose the chemotaxis coefficient to be higher than the diffusive one, $d_{M} \ll d_{c}$. We notice distinct differences in the biomass densities of the models with and without chemotaxis, in the cases of Figure 4.2(b) and Figure 4.2(d), where $d_{c}=10^{-8}$ but not so in Figure 4.2(f), where $d_{c}=10^{-10}$. In the case of Figure 4.2(b), with $d_{M}=10^{-12}$ and $d_{c}=10^{-8}$ chemotaxis leads to a very different biofilm structure than obtained by the model without chemotaxis. The chemotaxis effect pulls biomass toward the nutrient source and leads to a biofilm that is much denser close to the biofilm/water interface than in the inner layers close to the substratum. This could be understood as the 1D analogy of mushroom type biofilm colonies in 2D/3D. In the case of Figure 4.2(d), with $d_{M}=10^{-10}$ and $d_{c}=10^{-8}$, on the other hand the differences are not as pronounced. Interestingly, it appears that the biofilm without chemotaxis grows bigger and denser in this case than the one with chemotaxis. The chemoattractant concentration $\rho$ in all cases is similar as shown in Figure 4.2. These simulations were repeated several times with different exponents of the chemotaxis model and different initial data (smaller initial inoculum or non-constant biomass distribution in the inoculum). In all cases the results were qualitatively the same (data not shown). This suggests that in early stages chemotaxis will only affect biofilm structure quantitatively if the biomass motility coefficient is substantially larger than the biomass motility coefficient due to diffusive biomass spreading. It is reasonable to assume that this parameter depends on the material properties of the particular biofilm (species and environment), in particular of the EPS, in which cells are embedded, but also parameters that describe the ability of the cells to move, e.g., by flagellar motion or twitching motility.

(a) $d_{M}=d_{c}=10^{-12}$

(c) $d_{M}=d_{c}=10^{-10}$

(e) $d_{M}=d_{c}=10^{-8}$

(b) $d_{M}=10^{-12}, d_{c}=10^{-8}$

(d) $d_{M}=10^{-10}, d_{c}=10^{-8}$

(f) $d_{M}=10^{-12}, d_{c}=10^{-10}$

Figure 4.2: Comparison of the chemotaxis-diffusion biofilm model with the diffusion-only biofilm model. Plotted are biomass densities $M$ for various biomass motility coefficients. The units in $x$ direction are grid point spacings $\Delta x=L / 200$, the units in $t$ direction are output time steps $\Delta T=2 d$.

## Appendix A

## An auxiliary Lemma

Consider first the differential inequality

$$
\frac{d}{d t} y \leqslant-\omega_{y} y+d_{y} y^{\zeta_{y}}
$$

assuming that $y \geqslant 1, \zeta_{y} \in(0,1), d_{y} \in L_{b}^{1}(\mathbb{R})$ so that with some computation the estimate

$$
(y(t))^{1-\zeta_{y}} \leqslant(y(\tau))^{1-\zeta_{y}} e^{-\omega_{y}\left(1-\zeta_{y}\right) t}+\left(1-\zeta_{y}\right) \int_{\tau}^{t} e^{-\omega_{y}\left(1-\zeta_{y}\right)(t-s)} d_{y}(s) d s
$$

follows.

Lemma A.1. Let $z_{1}, z_{2}, z_{3}:[\tau,+\infty) \rightarrow[0,+\infty)$ be such functions that

$$
\begin{align*}
& z_{1}(t) \leqslant \psi_{1}\left(z_{1}(\tau)\right) e^{-\omega_{1} t}+D_{1} \\
& z_{2}(t) \leqslant \psi_{2}\left(z_{2}(\tau)\right) e^{-\omega_{2} t}+D_{2} \\
& z_{3}(t) \leqslant z_{3}(\tau) e^{-\omega_{3} t}+\int_{\tau}^{t} e^{-\omega_{3}(t-s)} d_{3}(t, s) z_{1}(s) d s  \tag{A.1}\\
& z_{1}(\tau), z_{2}(\tau), z_{3}(\tau) \geqslant 1
\end{align*}
$$

for some constants $\omega_{1}, \omega_{2}, \omega_{3}>0$ and $D_{1}, D_{2} \geqslant 1$, some non-decreasing functions $\psi_{1}, \psi_{2}:[1,+\infty) \rightarrow[1,+\infty)$ and some $d_{3} \in L^{\infty}\left(\mathbb{R}_{\tau}^{+}, L_{b}^{1}\left(\mathbb{R}_{\tau}^{+}\right)\right)$. Then it holds that
(1) $\left(z_{1}+z_{2}\right)(t) \leqslant\left(\psi_{1}+\psi_{2}\right)\left(\left(z_{1}+z_{2}\right)(\tau)\right) e^{-\min \left\{\omega_{1}, \omega_{2}\right\} t}+D_{1}+D_{2}$.
(2) $z_{1} z_{2}(t) \leqslant 3 D_{1} D_{2} \psi_{1} \psi_{2}\left(z_{1} z_{2}(\tau)\right) e^{-\min \left\{\omega_{1}, \omega_{2}\right\} t}+D_{1} D_{2}$.
(3) $z_{1}^{\sigma}(t) \leqslant \max \left\{1,2^{\sigma-1}\right\}\left(\psi_{1}^{\sigma}\left(z_{1}(\tau)\right) e^{-\sigma \omega_{1} t}+D_{1}^{\sigma}\right) \quad \forall \sigma>0$.
(4) For $\omega_{1} \neq \omega_{3}$

$$
\begin{align*}
z_{3}(t) \leqslant & \left(\psi_{1}\left(z_{1}(\tau)\right)\right. \\
1-e^{-\left|\omega_{1}-\omega_{3}\right|} & \left.e^{-\min \left\{\omega_{1}, \omega_{3}\right\} t}+D_{1} \frac{1}{1-e^{-\omega_{3}}}\right)  \tag{A.2}\\
& \cdot\left\|d_{3}\right\|_{L^{\infty}\left(\mathbb{R}_{\tau}^{+}, L_{b}^{1}\left(\mathbb{R}_{\tau}^{+}\right)\right)}+z_{3}(\tau) e^{-\omega_{3} t}
\end{align*}
$$

and for $\omega_{3}=\omega_{1}$

$$
\begin{aligned}
z_{3}(t) \leqslant & \left(\psi_{1}\left(z_{1}(\tau)\right)[t] e^{-\omega_{1} t}+D_{1} \frac{1}{1-e^{-\omega_{1}}}\right)\left\|d_{3}\right\|_{\left.L^{\infty}\left(\mathbb{R}_{\tau}^{+}, L_{b}^{1} \mathbb{R}_{\tau}^{+}\right)\right)} \\
& +z_{3}(\tau) e^{-\omega_{1} t}
\end{aligned}
$$

For $\omega_{1}<\omega_{3}$, we also have

$$
\begin{equation*}
z_{3}(t) \leqslant z_{3}(\tau) e^{-\omega_{3} t}+z_{1}(t) \int_{\tau}^{t} e^{-\left(\omega_{3}-\omega_{1}\right)(t-s)} d_{3}(t, s) d s \tag{A.3}
\end{equation*}
$$

Proof. We only check the property (A.2). Since

$$
\begin{aligned}
& \int_{\tau}^{t} e^{-\omega_{3}(t-s)} e^{-\omega_{1} s} d_{3}(t, s) d s \\
= & e^{-\min \left\{\omega_{1}, \omega_{3}\right\} t} \begin{cases}\int_{\tau}^{t} e^{-\left|\omega_{1}-\omega_{3}\right|(t-s)} d_{3}(t, s) d s & \text { if } \omega_{1}<\omega_{3} \\
\int_{\tau}^{t} e^{-\left|\omega_{1}-\omega_{3}\right| s} d_{3}(t, s) d s & \text { if } \omega_{1}>\omega_{3}\end{cases} \\
\leqslant & \frac{1}{1-e^{-\left|\omega_{1}-\omega_{3}\right|}} e^{-\min \left\{\omega_{1}, \omega_{3}\right\} t}| | d_{3} \|_{L^{\infty}\left(\mathbb{R}_{\tau}^{+}, L_{b}^{1}\left(\mathbb{R}_{\tau}^{+}\right)\right)},
\end{aligned}
$$

we conclude from (A.1) that

$$
\begin{aligned}
& \int_{\tau}^{t} e^{-\omega_{3}(t-s)} d_{3}(t, s) z_{1}(s) d s \\
\leqslant & \int_{\tau}^{t} e^{-\omega_{3}(t-s)} d_{3}(t, s)\left(\psi_{1}\left(z_{1}(s)\right) e^{-\omega_{1}(t-s)}+D_{1}\right) d s \\
\leqslant & \left(\psi_{1}\left(z_{1}(\tau)\right) \frac{1}{1-e^{-\left|\omega_{1}-\omega_{3}\right|}} e^{-\min \left\{\omega_{1}, \omega_{3}\right\} t}+D_{1} \frac{1}{1-e^{-\omega_{3}}}\right) \\
& \cdot\left\|d_{3}\right\|_{L^{\infty}\left(\mathbb{R}_{\tau}^{+}, L_{b}^{1}\left(\mathbb{R}_{\tau}^{+}\right)\right)},
\end{aligned}
$$

and (A.2) follows.
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