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Abstract

Mathematics and statistics have transformed day-to-day trading in the world’s financial markets. This has lead to new ways to reduce (or "hedge") risks which provides an important service to society, but also a temptation to very big gambles, with a potential for extreme losses. This paper discusses some of the ways statistics and mathematics can be used to understand and protect against very large, "catastrophic” financial risks. We argue that means don’t mean anything for catastrophic risk, that separate large financial risks often are better handled by separate companies, and that the mathematical aspects of risk can’t be summarized into one number. We also believe that there is a large potential for improved risk management in financial institutions, where extreme value theory, a speciality of the present authors, may be a useful tool. Improvements, however, will not come for free but require long and hard work, where mathematics is only one part of the total effort.

* Ambio. Special Issue on Risk Assessment – An International and National Perspective.
1 Introduction

On September 23, 1998, a consortium of banks and investment firms decided to spend 3.65 billion
US dollars to rescue the Connecticut based hedgefund LTCM, Long Term Capital Management.
The consortium included the Union Bank of Switzerland, which chipped in 300 million US
dollars, and may have lost more than $650m through direct dealings with LTCM, and investment
giants Merrill Lynch, J.P. Morgan and Goldman Sachs, and the decisions were presumably taken
under heavy pressure from the Federal Reserve Bank of New York.

LTCM had started in 1994 and used extensive computer modelling and sophisticated “hedg-
ing” strategies to trade in financial derivatives. It had produced spectacular profits, 43% in 1995
and 41% in 1996, and investors were lining up to be allowed to enter. The fund had almost com-
pletely free hands to invest as it chose without even insight from investors (or the public) and
money couldn’t be withdrawn until after 3 years. Instead unfettered use of the most advanced
financial technology in existence was promised. Parts of the fund’s attractiveness undoubtedly
was that two winners of the Nobel Prize in economics, Merton and Scholes, were partners, and
were rumoured to have invested some of their own (Nobel Prize?) money. However, in a few
months in the beginning of the fall of 1998 the fund came from glory to the verge of bankruptcy,
and the Federal Reserve stepped in to hinder a collapse which it believed could threaten the
stability of the world financial system. For more of the story, see [6, 7, 9, 20]

LTCM traded in a wide range of derivatives and other financial instruments. Derivatives
perform a very important service by providing companies and individuals with protection against
future changes in prices and exchange rates. Often the risks in trading with individual derivatives
are small, and the possible gains are correspondingly small. Hedgefunds nevertheless sometimes
are able to make spectacular gains by investing not only their own capital, but also borrowed
capital — LTCM had borrowed more than 50 times its own capital. Such borrowing, to get
increased “leverage”, is common, but the size of LTCM’s leverage was not. However, borrowing
doesn’t only increase the size of possible gains, risks also become much larger. LTCM, as other
hedgefunds, was betting on temporary disparities in the prices of related assets. This time a
main factor simply was playing the 4% spread between the ruble-dominated Russian Treasury
bills and the lower cost of borrowing rubles from banks. For LTCM disaster struck when the
Russians halted trading in their domestic government debt market.

In the aftermath, headlines like “Can you devise surefire ways to beat the markets? The
rocket scientists thought they could. Boy were they wrong” ([6], Bussiness Week) appeared.
(However, later on the article also says “In a sense, maybe the problem wasn’t too much rocket science but too little.”) In the quotes, “rocket science” means mathematical modelling, but also alludes to the substantial number of university physicists employed by the financial industry in recent years.

Other papers in this supplement deal with risks which pose direct threats to health and life. Financial crises could be shrugged off with “it’s only money”. However, in reality they make our entire society poorer, and may in the final analysis pose more serious threats to health and life than technical or natural disasters.

Figure 1.1 Long-term sickness? Reprinted from The Economist [9], with permission of the artist, Dave Simmonds.
<table>
<thead>
<tr>
<th>Time</th>
<th>Related to</th>
<th>Preceding speculation in</th>
<th>Countries</th>
</tr>
</thead>
<tbody>
<tr>
<td>1618-1623</td>
<td>Thirty Years War</td>
<td>subsidiary coin</td>
<td>Holy Roman Empire</td>
</tr>
<tr>
<td>1636-1637</td>
<td>boom in war against Spain</td>
<td>tulip bulbs</td>
<td>Dutch Republic</td>
</tr>
<tr>
<td>1720</td>
<td>Treaty of Utrecht</td>
<td>South Sea Company stock</td>
<td>England</td>
</tr>
<tr>
<td>1793</td>
<td>reign of terror in France</td>
<td>canal mania</td>
<td>England</td>
</tr>
<tr>
<td>1825</td>
<td>success of Baring loan, decline of interest rates</td>
<td>Latin American bonds, mines, cotton</td>
<td>England</td>
</tr>
<tr>
<td>1848</td>
<td>potato blight, wheat failure</td>
<td>railways, wheat</td>
<td>European Continent</td>
</tr>
<tr>
<td>1890</td>
<td>Sherman Silver Act</td>
<td>silver, gold</td>
<td>US</td>
</tr>
</tbody>
</table>

Table 1.2 Examples of financial crises 1618-1900. For a complete list until 1990 and more details see [14].

LTCM is not the first financial disaster, but one in a very long row (cf. Table 1.2), and not the last one either. In this article we discuss relations between mathematics and statistics and the practical problems of risk management in financial institutions, with a hope to indicate some ways that mathematics can be useful, and when it can’t, and to give examples of the interesting interplay between mathematics and the real world.

Our main assertions are that risk is complex and cannot be summarized into one number, and that society isn’t always better served by having very large enterprises handling big risks. The first assertion is accepted practice in many areas of risk analysis, and also often understood by people in the financial industry. Still in our belief it is poorly reflected in current practise and regulation. The second one, we think is much less understood, both practically and mathematically.

Better handling of financial risk will require long, determined and costly work on many fronts, mathematics being only one of those. In particular, better training and better systems for handling and disseminating information, both within firms and between firms and the public, are in our opinion of vital importance. There are no quick fixes!

2 Catastrophes do happen

Even very unlikely events will occur, given enough time. Of course we all know this. Time after time the catastrophes happen which were thought could never be. This in fact also is a theorem
Paul Lévy's zero one law: If the risk of a “catastrophe” tomorrow is greater than $p$ percent (where $p$ may be as small as 0.1% or even smaller) every day, then the catastrophe will happen (sooner or later).

A much discussed measure of financial risk is VaR, Value-at-Risk, defined as the $p$-th percentile of the distribution of the possible loss. The so-called Basle accord from 1988 and amendments ([2, 3]) proposed that capital requirement for individual trading desks should be set as follows. VaR for the profit/loss for the next 10 days and $p=1\%$, based on a historical observation period of at least 1 year (220 days) of data, should be computed and then multiplied by 3. Here the “safety factor” 3 is because it was realized that the commonly used normal distribution is unrealistic, and that 220 days history is altogether too little. This is well documented by risk managers and regulators through backtesting procedures, which are regularly performed; see e.g. [17].

The philosophy is that it is OK to take small enough risks even though they in the end (but hopefully only after a long while) by Paul Levy's zero-one law will end in a catastrophe. Indeed this is both right and inevitable. It is still useful to try to understand the consequences. Rather recent mathematics (see e.g. [15] or [10]) give a quite precise guide.

**Compound Poisson Limit Theorem:** Let the probability that a large loss happens tomorrow be $p\%$ each day, and assume large losses occur in small clusters of mean length $\ell$. Then the probability that at least one large loss occurs in a period of $T$ days is $1 - \exp(-T p/\ell)$.

Suppose one each day computes a VaR correctly and sets aside enough money to cover VaR. E.g. using the Basle “VaR” might in a (hypothetical) situation correspond to a real one-day VaR at $p = 0.1\%$, and a typical cluster length, say a period corresponding to large fluctuations in exchange rate, might be 3 days. Then the formula gives that the risk that the capital set aside is exceeded by the loss at least once in one year is $7.6\%$ ($= 1 - \exp(-220 \cdot 0.001/3)$).

### 3 Means don’t mean anything

The omnipresence of means is based on the law of large numbers — observed averages will be close to means if an experiment is repeated very many times. However, this is precisely *not* the case for catastrophic losses. Once incurred then the experiment which lead to the loss will not be repeated.
Consider a choice between two investments. *Bet 1* is that you win 2 with probability 0.5 (of course here 2 might mean 2 million dollars), and lose 1 with probability 0.5, for each of 365 days. In *Bet 2* you instead gain 2 with probability 0.9985 and lose 1000 with probability 0.0015 each day. The gains have (up to rounding errors) the same mean, 365 \cdot 0.5 in both situations, and for Bet 1 the distribution is nicely concentrated around the mean 182.5 (see Fig. 3.1). However, the second strategy will lead to a very different conclusion, either one looses 272 or (much) more, which happens with probability 42% or wins 730 with probability 58%. Clearly, for Bet 2 the mean provides very little information. It is this situation which is the typical one for large scale financial risk!

![Figure 3.1](image.png)

*Figure 3.1* The distribution of total gain in two bets with the same mean.

As illustrated by a variant of the celebrated Saint Petersburg paradox, risk may not even have a finite mean. Assume you are in a casino and play roulette, where red and black both have probability 1/2 (i.e. there is no 0 or 00). Now you play always “red” according to the following rule until the first time “red” happens: The first time you set $2 and win $2, if “red” comes up, if not you loose your stake. If this happens, you next time double your bet, i.e. $4, next time $8 etc. This means that at the $n$-th bet you may win $2^n$ with a probability $2^{-n}$. What is the result of the game? Your mean gain is $\sum_{n=1}^{\infty} 2^{-n}2^n = \infty$. Thus, from the view of the casino, the mean loss is infinite. However, this is not a worry for real casinos who do not have infinitely rich customers.

Even if means exist, they may be quite unstable. A very widely used model (the Pareto model) intended to capture catastrophic behaviour is that the risk of a loss which exceeds the (extreme) level $x$ has probability $cx^{-a}$, for some parameters $c,a$. Then the mean is finite if the parameter $a$ is larger than 1, but infinite for $a \leq 1$. However for $a > 1$ but close to 1 quite similar
models may have very different means. This is illustrated in Fig. 3.2, which shows two Pareto distributions which are very similar indeed, but where the means differ by about a factor 10.

![Graph showing two Pareto distributions with different means and probability of a loss larger than x, for two different Pareto distributions, with c = 0.105, a = 1.1 and c = 0.99, a = 1.01. The two distributions have means 1.2 and 10, respectively.]

**Figure 3.2** The probability of a loss larger than x, for two different Pareto distributions, with $c = 0.105, a = 1.1$ and $c = 0.99, a = 1.01$. The two distributions have means 1.2 and 10, respectively.

Hence, for catastrophic risk means don’t mean anything! Of course this is not a new observation, but nevertheless often forgotten. At a time when financial risk was measured solely by the mean square error as suggested by Gauss in the 18th century (Gauss used the method in astronomy, where measurements can be repeated many times, a situation where means make sense), Nobel Prize winner Harry Markowitz [16] proposed the so-called semivariance, where only one-sided deviations above a certain target value were considered. Fishburn [12] generalised this to so-called lower partial moments, which in present day terminology are conditional moments. They are based on the understanding that big losses should be measured by quantities related to high quantiles, such as, in the technical jargon of the area, expected target shortfall, target semivariance and perhaps target semiskewness. All these measures concentrate on the probability and conditional means of high exceedances.

4 An axiomatic approach

In [1] Artzner, Delbaen, Eber and Heath consider the problem of risk measurement from an axiomatic point of view. The authors want to determine properties which a “good” risk measure should have, and also aim at giving rules on which risks are acceptable to investment managers
and regulators. To this end, they introduce certain axioms which a “good” risk measure $R$ should satisfy.

In a way this approach is “typical” for a mathematician. We believe it is an important contribution which serves the good purpose of thinking carefully about the problem and formalizing it in a clear way. However, as will be seen below, we also don’t agree with the conclusions drawn from these axioms, and thus not with the axioms either. Our arguments are illustrated by examples, some of them taken from [1].

Consider a risk $X$ (the investor’s future net loss) and a risk measure $R$. If $R(X) > 0$ it is interpreted as minimum extra capital invested in a “reference position” (a prudent investment instrument), which makes the risky position acceptable. If $R(X) < 0$, the amount $-R(X)$ can be withdrawn from the position. Among the axioms considered as the most important ones in [1] are, for given risks $X$ and $Y$

**Axiom (1) Monotonicity:** If $X \leq Y$, then $R(X) \leq R(Y)$.
This is definitely, what you expect from a risk measure, that it assignes a higher extra capital to protect against a bigger risk.

**Axiom (2) Translation invariance:** $R(X + a) = R(X) - a$
If you add some real money, then the risk should decrease by the same amount.

**Axiom (3) Positive homogeneity:** $R(tX) = tR(X)$ for any positive real number $t$.
If you buy the same risk twice, this should simply double your risk.

**Axiom (4) Subadditivity:** $R(X + Y) \leq R(X) + R(Y)$
A big portfolio of different risks diversifies risk: although one asset may have a negative return, there may be assets to compensate for this.

If a risk measure $R$ satisfies these four axioms, then it is called a coherent risk measure. The conclusion of [1] is the following result, which in its present version requires some additional conditions.

**The Artzner, Delbaen, Eber, Heath theorem:** All coherent risk measures may be obtained as means of ”generalized scenarios”.

A generalised scenario is a set of possible outcomes with attached probabilities. The mathematical formulation is given by a set of probability measures $\mathcal{P}$. Then, in formulas, for a risk $X$,

$$R(X) = \sup\{E_P(X) | P \in \mathcal{P}\}$$
is a coherent risk measure.

E.g. for $\mathcal{P}$ which only contains one probability measure $P$ the mean satisfies Axioms (1)-(4) and is hence a coherent risk measure. On the other hand, the more scenarios are considered, the more conservative (i.e. larger) is the risk measure obtained.

Will the supremum over all possible probability measures $P \in \mathcal{P}$, i.e. over all possible scenarios provide the correct measure of risk? Even if it does, it may be very difficult to think up all relevant scenarios for our specific risk. To give an example, sources say that LTCM worst case scenario was only about 60% as bad as the one that actually occurred [6].

One conclusion in [1] (which we don’t agree with) is that VaR is not a good risk measure, since it sometimes can violate the subadditivity required by Axiom 4. An example of a risk measure which comes from a generalized scenario and at the same time is one of Fishburn’s high quantile risk measures is the expected shortfall with target VaR:

$$R(X) = E(X | X \geq \text{VaR}(X)).$$

It fits into the above framework of the theorem by choosing the set $\mathcal{P} = \{P_A(\cdot) = P(\cdot | A) : A \subset \Omega, P(A) \geq \alpha\}$, and hence is a coherent risk measure.

5 Big isn’t always beautiful

A standard useful way to reduce (ordinary) risks is to diversify. In the axiomatic theory of [1] this is translated into Axiom (4) which says ”big is beautiful”. In this section we argue that for really catastrophic risks the opposite may often be the truth.

Again we first consider an example where a firm has a choice between two propositions, or ”bets”, both with zero mean gain. In Bet 1 the firm gains 1 with probability 0.99 and looses 99 with probability 0.01 (and then is ruined). Bet 2 simply consists of two independent bets of the same kind, which means that the gain is 2 with probability 0.99^2 \approx .98 and that 99 or more is lost if at least one of the bets fails, which happens with probability approximately equal to 0.02. The probability of ruin is doubled in the second situation.

Next, let us again consider the Pareto model: the probability that the risk $X$ exceeds a high level $x$ is modelled by $P(X > x) = cx^{-a}$ so that the mean is finite for $a > 1$, but infinite for $a \leq 1$. Assume we have two independent Pareto risks, e.g. two hedge funds, oil platforms or tankers. The subadditivity axiom suggests that a portfolio of two risks in one company always is preferable to having these risks in two different companies.
A mathematical property of two such Pareto risks \( X \) and \( Y \) is that, if independent and added, then, for large values \( x \),

\[
P(X + Y > x) \approx P(X > x) + P(Y > x),
\]
i.e. the probability that the two risks together exceed some value \( x \) is approximately equal to the sum of the probabilities that the first risk is bigger than \( x \) and the probability that the second risk is bigger than \( x \). If we take the \( p\%\)-quantile as a risk measure, then \( R(X) = \text{VaR}(X, p) \) is given by that value \( x_p \) such that \( 1 - p = P(X > x_p) = cx_p^{-a} \). This is just the simplest definition of VaR. Easy calculation gives

\[
\text{VaR}(X, p) = \left( \frac{c}{(1 - p)} \right)^{1/a}.
\]

Checking Axioms (1)-(4) we see that Axioms (1)-(3) are satisfied – in fact, they are satisfied for VaR in general, independent of the model for \( X \). Axiom (4) is more problematic:

\[
\text{VaR}(X + Y, p) \approx (2c/(1 - p))^{1/a} = 2^{1/a} \left( \frac{c}{(1 - p)} \right)^{1/a}
\]

and

\[
\text{VaR}(X, p) + \text{VaR}(Y, p) = 2\left( \frac{c}{(1 - p)} \right)^{1/a}
\]

If \( a < 1 \) then \( 2^{1/a} > 2 \) and hence VaR then doesn’t satisfy Axiom 4. For instance for \( c = 1 \) and \( a = 1/2 \) we obtain \( \text{VaR}(X + Y, p) = 2(\text{VaR}(X, p) + \text{VaR}(Y, p)) \) and for \( c = 1 \) and \( a = 1/4 \) we have that \( \text{VaR}(X + Y, p) = 8(\text{VaR}(X, p) + \text{VaR}(Y, p)) \). Further numerical illustration is given in Table 5.1. The same picture would emerge if other values of \( p \) where considered, or indeed for the entire loss distribution function.

\[
\begin{array}{|c|c|c|}
\hline
a & \text{VaR}(X, 95\%) = \text{VaR}(Y, 95\%) & \text{VaR}(X + Y, 95\%) \\
\hline
1/2 & 400 & 1600 \\
1/3 & 8000 & 64000 \\
1/4 & 160000 & 2560000 \\
\hline
\end{array}
\]

**Table 5.1** Comparison of VaR for the sum of two Pareto risks with \( c = 1 \) and \( p = 95\% \).

In practical terms, this means that for Pareto risks with \( a < 1 \) overall risk is increased more than proportionally by taking on two independent risks. E.g. this might happen if an insurance company admits two oil platforms from completely different parts of the world into its portfolio.
These examples argue against the general usefulness of the subadditivity axiom (4). In [1] the authors claim that it is a natural requirement that “a merger does not create extra risk”. They support their statement by some examples:

1. If a firm were forced to meet a requirement of extra capital which did not satisfy this property, the firm might be motivated to break up into two separately incorporated affiliates.

2. Bankruptcy risk inclines society to require less capital from a group without “firewalls” between various business units than it does require when one “unit” is protected from liability attached to failure of another “unit”.

3. Suppose that two desks in a firm compute in a decentralized way, the measures $R(X)$ and $R(Y)$ of the risks they have taken. If the function $R$ is subadditive, the supervisor of the two desks can count on the fact that $R(X) + R(Y)$ is a feasible guarantee relative to the global risk $X + Y$.

We believe that these arguments are wrong for catastrophic business risk. The arguments for (1) and (3) seem to be that it would be convenient for firms and supervisors if risk actually behaves according to Axiom (4) — however, what is convenient and what is true isn’t necessarily the same.

In the past we have experienced dangers of bankruptcy with Baring’s bank, Metallgesellschaft, LTCM, and many others. If each such big risk is taken on by a different company, then if the catastrophe actually occurs only one of the companies is in the risk zone. Thinking of the economic and social consequences of the bankruptcy of a very large firm this may often be preferable. Moreover, whereas the bankruptcy of a very large firm is politically intolerable, so that the taxpayer has to come to the rescue, a smaller firm may well disappear from the market, in particular, if it becomes obvious that the management has failed to set up a proper risk management.

The claim (2) goes against long experience in the insurance industry of the desirability of firewalls between different parts of the businesses of handling risk.

On a more technical level we have learned above that the VaR violates the subadditivity axiom of Section 4 above. This has also been indicated in [1]. Does this mean that one should abandon VaR completely? We instead believe that several quantiles for different levels and time horizons give a realistic and very useful picture of the risk.
6 One number doesn’t suffice

In the previous sections we have argued that for catastrophic business risks, means don’t mean anything, and that big isn’t necessarily beautiful. However, our main disagreement with [1] is the basic underlying assumption that all (mathematical) aspects of risk can be measured by a single number. We simply don’t believe that this can be done in a useful way.

As an illustration of calculations we consider a Pareto model for a real example. (A similar analysis in an insurance context may be found in [18].) The use of Pareto models is not an ad hoc idea, but based on a mathematical theory for the extreme values and on considerable practical testing; see [15] or [10] for mathematical and statistical background. Mathematical thinking compensates the unavoidable drawback of little empirical experience from extremes (only the largest losses of the sample are responsible for the extreme risk) by a plausible model. In particular it provides ways to extrapolate beyond the data at hand, which is required of any realistic way of treating rare and extreme events. It is a completely constant experience – and in accordance with the Paul Lévy zero one law – that sooner or later risks exceeding any past risk do occur.

The example is built on the DAX (German share index) data of Figure 6.1. The investor has to worry about losses, which are here the negative daily price changes. The estimated VaR is based on the so-called peaks over threshold method; see [10], Chapter 6. The data are not catastrophic in our sense, but might have been at higher aggregation levels and longer time horizons. Table 6.2 presents the calculation of VaR for different percentages \( p \) and 2 different time horizons. The 10-day VaR corresponds to the regulator requirement, which is based on the idea that reserves should be built to cover losses for a time horizon needed to restructure a portfolio. This example has been treated in detail in [11].

Obvious problems are that the time period covered by the data might be too short to include any real extreme event, and that the possibility of future structural changes may limit the usefulness of historical data. However, as for other risk measures, these difficulties may, at least to some extent, be dealt with by using ”scenarios”. VaR-s like those of Table 6.2 in our opinion give a clear and useful measure of risk, and, if needed, a good basis for regulation.
Figure 6.1 DAX closing prices during 29.8.95–26.8.96 (250 data points in total). The corresponding differences, which are the daily price changes, are plotted in the right-hand graph.

Table 6.2 Calculation of the Value-at-Risk for different percentages and time horizons.

<table>
<thead>
<tr>
<th>p</th>
<th>VaR(p%, 1 day)</th>
<th>VaR(p%, 10 day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>31.42</td>
<td>48.23</td>
</tr>
<tr>
<td>5</td>
<td>42.86</td>
<td>65.79</td>
</tr>
<tr>
<td>1</td>
<td>74.83</td>
<td>114.86</td>
</tr>
</tbody>
</table>

Finally, we want to compare these figures to today’s normal practice in industry. We do this for the 5% VaR corresponding to Figure 6.3. Taking the normal quantile as an estimate gives VaR(p%, 1 day) = 29.90 which is much smaller than our estimate VaR(p%, 1 day) = 42.86. On the other hand, the 10-day VaR would be estimated by the scaling property of the (zero mean) normal distribution, by multiplying the one-day VaR by \( \sqrt{10} \). This gives VaR(p%, 10 day) = 94.55 which is much larger than our estimate VaR(p%, 10 days) = 65.79. A bank trying to fit the proper model of a Pareto distribution to the daily data and then use the scaling constant to get the 10-day VaR would even get VaR(p%, 10 days) = 135.53 giving a conservative upper bound for VaR(p%, 10 days). This has been pointed out by [19, 8].
Figure 6.3 Comparison of different 5%-quantile estimates, with fitted normal density and generalised Pareto density in the left tail region.

7 Markets can be made safer

The Black-Scholes theory of option pricing and its descendants have transformed trading in financial risk. The importance is hard to overestimate. However, its main concern is with individual risks from a micro-perspective and it has little to say about risk on a macro scale, where bankruptcy of major firms may be at stake. The present paper is aimed at the latter kind of risks. Our main assertions are that

- means don’t mean anything for catastrophic risks

- catastrophic financial risks don’t become smaller if collected in one big company

and, the most important one,

- a single number can’t capture all the different aspects of catastrophic financial risk

To elaborate on the last part, the final comprehensive picture of financial risk would be to have the joint distributions of the possible losses at many different levels of aggregation and time horizons. This is never completely possible. However, condensed versions, like Table 6.2 above, and much more sophisticated future versions, based on data analysis, theoretical reasoning and analysis of alternative scenarios are quite feasible, and in our belief will be very useful.
We also believe that quantitative methodology for financial risk management is capable of substantial improvement in the near future. Part of the improvement may be provided by actuarial science and by a speciality of the authors of this article – statistical extreme value theory. A comprehensive account of the present state of the art may be found in [10]. This theory is specifically aimed at modelling and analysing rare and extreme events, such as those involved in catastrophic financial risk. However, much research remains to be done, e.g. in development of better methods for multivariate and dependent situations, in understanding the effect of different levels of aggregation and in adapting the methods to the specifics of financial risk.

In the previous sections we tried to illustrate how mathematics and statistics is put to work in a practical situation. One face is general theory founded on theorems and axioms as a means to bring understanding to a complex and bewildering reality. The other face, and often the most important one, is statistical analysis of data and computer modelling to understand the detailed aspects of the problem.

Both general mathematics and detailed statistical modelling involve dangers: Improperly understood or inappropriate theory may become a straightjacket rather than liberator for clear thought, and statistics instead of giving understanding and detailed knowledge can drown in a flood of formulas and numbers and may put you at the mercy of complex and dubious computer programs. There are no automatic benefits from using mathematics and statistics in financial risk management. However, careful, thoughtful and persistent work on improvement of procedures and methods will make risks less risky.

It is important to understand that catastrophic risk always involve an element of gambling. What mathematics can do is to help finding the odds of the gamble. Whether to gamble or not is outside the realm of mathematics.

Quantitative measures are of course only part of management of financial risk. Good procedures and systematic ways of containing and reducing risk are of central importance. Similar risk handling problems permeate manufacturing and energy producing industries. Reliability technology has been spectacularly successful in ensuring high safety in extremely complex systems, such as the world telephone network. The systematic approaches developed in reliability theory to manage risks have a large potential for reducing financial risk. Examples of such methods are FMEA (Failure Mode and Effects Analysis), a systematic approach to detecting risks before they have occurred and FTA (Fault Tree Analysis) which also attempts at providing numerical
estimates of risk (cf. [13]).

Financial risk offers a host of important challenges, both for quantitative methods and for the many other basic issues in risk management. We hope these challenges will be taken up in long and hard work by financial institutions and by university researchers!
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