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Abstract

The advent of Next Generation Sequencing (NGS) technology makes the generation of sequence data for whole genomes and exomes possible. New challenges in Bioinformatics arise with more and more NGS data. One of these challenges is the adaptation of methods and tools coping with this new data type. Another challenge is the application of NGS. NGS opens new possibilities answering biological questions, otherwise difficult to solve with existing approaches. One important advantage of the NGS approach itself lies in the detection of novel transcripts (coding and noncoding RNA) and mutations. Differential quantitative expression levels of e.g. novel ncRNA and its target genes can be calculated in a cell line. In this work we focus on two applications of NGS: (i) Regulatory actions of large intergenic noncoding RNAs (lincRNAs) and (ii) SNP analysis of Restless legs syndrome (RLS).

The first application is based on recently published RNA-seq data from three mouse cell lines containing novel lincRNA reconstructions. Potential interaction partners between novel lincRNA reconstructions and annotated coding and noncoding RNA were identified via sequence similarity searches. One main action of lincRNA interactions with sequence complementary pre-mRNA is the influence on their target genes’ expression and alternative splice events. Alternate splice variants could be explained by lincRNA:mRNA duplexes for the first time in this dissertation. lincRNAs are predominately sequence complementary to introns of their target genes, especially 5’ introns. Exons, close to target sites, show a significant decrease in expression levels. According to an enrichment of sites at 5’ introns, strongest influence of duplexes on expression and splice events was observed at 5’ exons. This novel finding is of importance since duplexes represent a new and unprecedented mechanism for splicing regulation.

Secondly, we analysed exome sequencing data of two pedigrees in cooperation with Prof. Juliane Winkelmann and Daniel Ellwanger. Individuals are known to be affected by the disease RLS. The primary (idiopathic) form of RLS suggests an autosomal dominant inheritance and is the focus of our analysis. In our part of the cooperation raw data was processed to detect and interpret RLS associated SNPs. Candidate genes with novel and non-synonymous (deleterious) SNPs could be identified.
Zusammenfassung


autosomal dominanten Vererbung aus und ist der Schwerpunkt unserer Analyse. In unserem Teil der Kooperation wurden die Rohdaten prozessiert um RLS assoziierte SNPs zu entdecken und interpretieren. Kandidatengene, mit neuen nichtsynonymen schädlichen SNPs, konnten identifiziert werden.
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Thesis outline

The following dissertation is subdivided into two parts. The content of the first and main part delivers insight into the complex regulatory machinery of lincRNAs (large intergenic ncRNA). We focus on interactions of lincRNA transcriptome reconstructions with coding and noncoding transcripts and their associated functions. These functions are: (i) Regulation of their target alternative transcripts’ expression and events (ii) Generation and/or interference of the activity of small ncRNAs. The second part is about a basic NGS (Next Generation Sequencing) analysis of RLS (Restless Legs Syndrom) affected patients and the identification of novel non-synonymous disease relevant SNPs.

It has to be mentioned that we analyzed several distinct data sets during the scientific development of this dissertation (first part). Accordingly the methodology of our large scale analysis has been improved during the developmental stages. In the following we provide a short insight into the stages:

In the very beginning of both, my doctor and diploma thesis in the year 2009 we started with data of a public database fRNAdb [2] providing data of distinct types of ncRNA. Since few lncRNAs (long ncRNAs) were reported in literature and the lack of a public database explicitly of lncRNAs at this time to our knowledge, we solely restricted the sequence lengths of ncRNAs to be > 200 nt according to the consideration of Kapranov et al. [3] to exclude small ones. In the year 2010 during my doctoral thesis to our knowledge the first RNA-seq data including mouse lincRNA (large intergenic ncRNA) transcriptome reconstructions came online by Guttman et al. [1] allowing for a deeper and fine tuned NGS analysis. For example quantitative expression levels could be determined for all coding and noncoding transcripts in a cell line for the first time [1]. With increasing amounts of lincRNAs more characteristics of lincRNAs came up in an equal measure [1, 4]. These upcoming characteristics are additionally of importance for fine tuning of our analysis of their associated regulatory actions and target effects [1, 4].

The content of the first part of our work highlights the most promising findings of our NGS group based on the RNA-seq data of Guttman et al. [1]. The field of lincRNAs is in an early stage of research, more and more RNA-seq data sets across an increasing amount of cell lines are coming up and will pave the way for ongoing bioinformatics anal-
ysis. We lay the focus on the biological component of bioinformatics in this dissertation - gaining knowledge about the regulatory manner of lincRNAs.

In general, the content of each part is structured in the conventional chapters: Introduction, Methods, Results and Discussion. The Motivation raises the biological issue and the aim of the part. The Introduction further provides a brief overview of the analyzed topic (part 1 mainly: RNA-sequencing, lincRNAs and alternative splicing regulation; part 2: RLS and exome sequencing). In the Methods chapter the NGS data and analysis steps of the according semi-automatic pipeline are explained step by step. The Results chapter illustrates the findings revealed in the NGS data using the implemented pipeline and biological interpretations. These results are discussed in the end of a part. For example yet unsolved and still remaining open biological questions in this thesis are addressed in the first part. The field of lincRNAs is in the very beginning and we are aware that we could unravel just a piece of the puzzle of the whole functionality of lincRNAs in this thesis. Another example for the second part is one weak point in the current NGS (exome sequencing) technique itself applied for the RLS patients. SNPs in lincRNA loci are neglected in this approach, but SNPs in these so called 'gene deserts' are currently gaining importance [5, 4]. The estimated frequency of disease causing SNPs in these loci is still increasing [5, 4] (one linkage to the first part denoting the impact of lincRNAs’ SNPs and regulatory actions on disease such as cancer [6]).
Part I

Regulatory actions of lincRNAs
1 Introduction

1.1 Motivation

Advances in transcriptomics and RNA-sequencing technologies paved the way for various research fields, including the reconstruction and identification of novel coding and noncoding transcripts [7]. Hence the amount of ncRNA of eukaryotic transcriptomes is still increasing by RNA-sequencing [1, 4]. ncRNAs are recently categorized according to their sequence length in small (\(< 200 \text{ nt}\)) and long (\(> 200 \text{ nt}\)) by Kapranov et al. [3]. It turns out that lncRNAs (long ncRNAs) can originate from intronic or intergenic loci [6]. lincRNAs (large intergenic ncRNAs) account for a large fraction of noncoding RNA [8] and were primary analyzed in our work. These lncRNAs are capable to interact both with transcripts or splice variants of protein-coding genes and small ncRNAs [9]. This indicates that different coding and noncoding transcripts are not disconnected from each other, rather act in a joint regulatory manner [9]. Regulatory actions dependent on distinct interactions that were analyzed in our work are explained in the following subsections: (i) Regulation of their target alternative transcripts’ expression and events 1.1.1 (ii) Generation and/or interference of the activity of small ncRNAs 1.1.2 and additionally exemplified in Figure 1.1.

1.1.1 Regulation of their target alternative transcripts’ expression and events

Alternative splicing is a key regulator in eukaryotic gene function [10]. The majority of protein-coding genes (\(> 90 \%\)) is subject to this mechanism [11]. The dominant hypothesis how alternate splicing is controlled is based on the action of splicing factors and their regulatory sites [12, 13, 14]. If splicing factors are common to the process, why then can they conditionally and specifically regulate a large number of alternate transcripts such as the many known tissue specific variants? Other explanations such as RNA Pol II elongation rate and chromatin modifications are rather unspecific and not suited to explain splicing regulation as a process or tissue specific regulatory mechanism [10].

Eukaryotic transcriptomes harbour a large fraction of non-coding transcripts (ncRNAs) of which a significant proportion exceeds lengths of more than 200 nucleotides obviously
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not involved in miRNA guided translational control \[3\]. Such ncRNAs are commonly referred to as IncRNAs (long ncRNAs) \[3\]. Sound evidence shows that IncRNAs are functional and conserved in mammals \[15, 16, 9\]. For example, IncRNAs are involved in regulatory functions such as chromatin modification \[17\] and nuclear import \[18\]. In addition, several IncRNAs were reported to participate in the regulation of splicing \[19, 20, 21\]. For instance, the IncRNA Saf sequence is complementary to an intron of the human protein-coding gene Fas and induces alternative splicing of the Fas transcript \[20\]. Moreover, Kishore and colleagues showed that the snoRNA HBII forms a duplex RNA structure with the protein-coding serotonin-receptor transcript and leads to an alternatively spliced isoform \[22\].

The formation of specific mRNA:ncRNA duplex structures to regulate alternative splicing is an attractive hypothesis for the specific regulation of alternative splicing. We demonstrate, that a substantial part of alternative protein isoforms can be explained by the formation of RNA:RNA duplex structures paired between mRNAs and IncRNAs. While analysing deep-sequencing data, we found evidence for the convincing hypothesis that the formation of RNA duplex structures controls alternate splicing in a specific, almost digital way, while other mechanisms may act rather global. In this work, we investigate the regulatory impact of IncRNAs on alternate splicing for the first time systematically at large scale. RNA-sequencing allows the reconstruction and quantification of the expression levels of (i) coding and non-coding transcripts \[7\] and (ii) of mixtures of transcript isoforms \[23, 11\]. Based on experimental RNA-seq data, we analyzed the influence of antisense lincRNAs (large intergenic ncRNAs) on splicing regulation of their targets. We used recently published strand-specific RNA-seq data obtained from three mouse cell lines: embryonic stem cells (ESC), neural progenitor cells (NPC) and mouse lung fibroblasts (MLF) published by Guttman and colleagues \[1\]. As targets of a lincRNA we identified all protein-coding transcripts that are candidates to form RNA duplex structures with complementary lincRNA. Functional characteristics of targets and target sites, including for example KEGG pathways and the GC content were analyzed. In the main part of our analysis for determining the influence of antisense lincRNAs on splicing regulation, we derived the quantitative change in expression and splice events of targeted protein-coding isoforms (part 1: functional role (i) in our work).

lincRNAs that are significantly sequence complementary to protein-coding transcripts are predominantly located at introns. The majority of complementary lincRNAs target multiple genes. We found that the expression of lincRNAs correlates with the expression of their target genes. Moreover, we demonstrate that lincRNAs regulate the expression of protein-coding alternative splice forms. lincRNAs significantly down-regulate the expression of coding exons which are close to target sites. A prevalence of lincRNAs to
target terminal introns, especially 5’ introns, was observed. Down-regulation via complementary lincRNAs is strongest at 5’ exons. Alternative transcript events: AFE and ALE (Alternative First and Last Exon) are significantly more frequently observed than other splice types. These results were confirmed in three different cell lines and implies a strong and widespread influence of lincRNAs on splicing regulation.

1.1.2 Generation and/or interference of the activity of small ncRNAs

An interaction between a long and small ncRNA is associated with distinct functions [9]. For example, a few lncRNAs are reported to serve as precursor for small ncRNAs and to influence the generation of small ncRNAs (like endo siRNAs) [9]. Additionally some lincRNAs interfere the activity of small ncRNAs (like miRNAs) [9]. The examination of this interaction (functional role (ii) in our work) is interesting of the following reasons: (i) Identification of lincRNA:small ncRNA interactions (ii) Unravelling whether one class of small ncRNAs is favoured more than other classes by lincRNAs and (iii) Clarifying whether these lincRNAs have an aberrant influence on alternative splicing regulation (functional role (i) in our work).

To answer these issues we primarily determined the interplay of lincRNAs with distinct types of small ncRNAs using RNA-sequencing data including the reconstructions of novel lincRNAs across three mouse cell types [1], at large scale for the first time. To assess whether an interaction is existent, we run sequence similarity searches per cell line. As databases for small ncRNAs we included DeepBase\textsuperscript{1} and fRNAdb\textsuperscript{2}. The sequence similarity search analysis and calculation of quantitative expression levels is equivalent to the analysis of lincRNAs:protein-coding gene duplexes in context of the alternative splicing regulation (functional role (i)). Further we analyzed whether the regulatory influence of antisense lincRNAs on their coding transcripts’ expression and events is changed in relation to interacting and non-interacting with an additional small ncRNA.

We found that a notable fraction of lincRNAs is sequence similar to at least one small ncRNA in all cell lines, especially in the ESC cell line. Interestingly this lincRNA:small ncRNA interaction is revealed for various distinct types of small ncRNAs, such as miRNAs and snoRNAs. We found that e.g. the frequency of small ncRNAs per lincRNA deviates across the small ncRNA types. This finding indicates a relation of the behaviour of a lincRNA to the class of a small ncRNA. The functionality of these interactions needs further experimental examination, but the interaction could be shown for RNA-seq data

\textsuperscript{1}http://deepbase.sysu.edu.cn/
\textsuperscript{2}http://www.ncrna.org/frnadb/
across three cell lines provided by Guttman et al. [1]. The influence of lincRNAs on alternative splicing regulation is retained irrespective of further interactions with small ncRNAs.

Figure 1.1: lincRNAs’ regulatory actions at a glance. lincRNA exons can target either protein-coding genes or ncRNA. The lincRNA:gene interactions are associated with functional role (i): Regulation of their target alternative transcripts’ expression and events; lincRNA:ncRNA interactions with (ii): Generation and/or interference of the activity of small ncRNAs.

1.2 A novel type of ncRNAs: Long ncRNAs

1.2.1 General characteristics

Current publications report that the human genome encodes just 20,000–25,000 protein-coding genes representing < 2% of total DNA, based on findings of the International Human Genome Sequencing Consortium (IHGSC) [24]. These statistics denote that protein-coding genes alone are insufficient to entirely explain the complexity of human genomes. It was reported that > 90% of the human genome is transcribed [25]. Gaining knowledge about ncRNA is one important component for a deeper understanding of the addressed complexity.

Kapranov et al. introduced a classification schema for RNAs in the year 2007 [3]. In this schema RNAs were assigned to following categories: long and small based on their transcript size [3]. This is to our knowledge one of the first publications introducing the term long RNAs (lRNAs). According to Kapranov, IncRNAs were considered to have an approximate lengths of > 200 nt [3]. Current estimates suggest that IncRNAs show lengths even up to 100 kb [6]. One of the first studied and reported IncRNAs was
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discovered in the same year 2007 by Rinn et al. and termed HOTAIR [17] (according to a recent review [8]). HOTAIR is reported to play an important functional role in epigenetic gene silencing and is further associated with human cancers [26,27]. LncRNAs are critically associated with diseases, such as cancer [6] (see subsection 1.2.4) underlining the importance of their target effects. According to the time scale of Gibb et al. the discovery of the first (cancer-associated) lncRNA H19 goes back to the year 1990 [6,28]. The time scale can be found in the Appendix A Figure A.1, taken from the publication of Gibb and colleagues (Page 3 of 17) [6].

These lncRNAs were observed to be transcribed from distinct genomic regions [6]. Depending on these regions of origin and in relation to protein-coding genes, lncRNAs are often subclassified into e.g. intronic and intergenic [6]. The frequencies of distinct types of long and small ncRNAs are shown in diagram 1.2 taken from the review of Baker et al. [8]. This diagram illustrates the large amount of the lncRNA subclass, namely lincRNAs (large intergenic ncRNAs) in transcriptomes in relation to other types of ncRNA. 5,089 of 16,592 noncoding RNA genes are assigned to lincRNAs. We mainly focus on this subclass of lncRNAs consistently in the first part of our work, since we analyzed their functionality.

Figure 1.2: Overview about the frequency of distinct types of noncoding RNA genes. Each type is listed in the legend in a different colour. lincRNAs take a huge proportion of RNA genes into account. This Figure is taken from the review of Baker et al. [8].
Distinct techniques exist to date for the identification of lincRNAs in transcriptomes, such as chromatin state maps [29] and RNA-sequencing [1, 4]. The RNA-sequencing technique offers various opportunities [7]. One opportunity is the identification of novel transcripts as e.g. achieved in the work of Guttman and Cabili et al. [1, 4] in a high throughput manner. Ab initio transcriptome reconstruction applicable for RNA-seq data is a powerful method for the detection of large amounts of novel lincRNA loci among reconstructions [1, 4] (see subsection 1.2.2).

Not very long ago a debate was raised as addressed e.g. in the review of Mercer et al. [15]: LncRNAs were suggested to be non functional in the recent past mainly due to low conservation on the sequence level found in a few experiments. It turns out that this suggestion has to be reconsidered [15]. There is recent evidence that these lncRNAs rather yield as functional key players [15, 16, 9]. Their regulatory actions range from epigenetic gene silencing [26] to alternative splicing regulation [19, 20, 21].

A recent citation by Rinn addresses that lncRNA can be even considered as a new type of genes on the one hand. On the other hand the citation notes the underestimated and widespread functionality of this new type. The following citation of Rinn is taken from the review of Baker et al. [8]: “I don’t know why people think that lncRNAs are all doing one thing”, says Rinn. “They are just new types of genes, and their repertoire of functions I think will rival the proteome”.

lincRNAs seem to have shared characteristics, with both protein-coding genes and ncRNAs. One shared characteristic with protein-coding genes is that many lincRNAs are reported to be spliced. lincRNA transcripts are multiexonic with on average about 3-4 exons [1, 4]. For comparison, protein-coding transcripts have on average 10-11 exons [1, 4]. Hence lincRNAs show a gene structure according to Guttman and Cabili et al. [1, 4]. In contrast to protein-coding genes, lincRNAs show as one example an increased tissue and cell line specificity [1, 4]. Likewise to other ncRNA types lincRNAs are reported to have decreased coding potentials and lack large ORFs [1, 4].

The functional annotation and classification of lncRNAs will be one of the important goals in this novel field. In subsection 1.2.3 in the Introduction a short overview about an extract of functional roles of lncRNAs is provided. We especially go into detail of functions relevant for the understanding of the first part of our work. It has to be noted, that on the one hand we have a huge and increasing amount of lncRNA data, but we have a lack of functionally classified lncRNAs on the other hand. A first database came online in the year 2011, termed lncRNAdb [30] trying to solve this issue and to provide a platform explicitly for the annotation of this type of ncRNAs. For example 112 lncRNAs
are available for Homo sapiens (human) and 88 for Mus musculus (mouse) (download: April 25th, 2012).

1.2.2 NGS analysis

Next Generation Sequencing (NGS) generates millions of short reads from a sequence library. The most common second and third HT NGS platforms are listed in the following adopted from Table 1 of the review of Pareek et al. [31]. For a comparison of NGS platforms features such as read length, raw accuracy and sequencing run time are crucial. A detailed explanation and comparison of platforms can be found in reviews (e.g. [31, 32]). The read length is shown in rectangle in the following Enumeration.

NGS technologies

1. Roche GS FLX (400 bases)
2. Illumina (36 bases)
3. Life Technologies (35 bases)
4. Helicos Biosciences (Longer than 1000)
5. Pacific Biosciences (Longer than 1000)

RNA-seq and transcriptome reconstruction

RNA-sequencing is defined as the use of a NGS technology to sequence cDNA for transcriptome profiling. This method affords the reconstruction and quantification of whole transcriptomes (see reviews e.g. [7, 33, 34]). Determining the structure and expression level of transcripts from RNA-seq reads is an important issue for further scientific challenges. Transcriptome reconstruction approaches can be split into two strategies: (i) 'align-then-assemble' and (ii) 'assemble-then-align'. The strategies are illustrated in Figure 1.3, taken from Haas et al. [7]. A list of transcriptome reconstruction tools can be found in the Appendix A Table A.1 adopted from Garber et al. [33].

Determination of novel lincRNA reconstructions

We focus on ab initio transcriptome reconstructions and the challenge: identification of novel lincRNAs since we analyzed the regulatory actions and target effects of lincRNAs. In the following we describe the idea behind this challenge (no explicit pipeline), split in four main computational tasks (see Figure 1.4). This idea is based on recent publications and described in detail by e.g. Guttman and Cabili et al. [1, 4].

To achieve these four addressed tasks (1-4), RNA-seq reads are mapped onto a reference genome with a spliced aligner in a first task (1). A common spliced aligner is e.g. Tophat [35]. Next all transcripts are assembled using an ab initio (assemble-then-align) transcriptome reconstruction tool (e.g. Scripture [1]) in a second task (2). lincRNAs are discovered among reconstructions using specific criteria (3) (i-vi) [1, 4], such as e.g.: (i) multiexonic (ii) intergenic (iii) low coding potential (vi) transcript length > as applied threshold (e.g. 200 nt) (...). These lincRNA reconstructions are often classified in the categories [4] (4): (i) known or annotated and (ii) novel. Established annotation references are used (e.g. RefSeq NR*, GENCODE 4 and UCSC Non-coding) to retrieve known annotations [4]. An overview of RNA-seq analysis programs can be found in the
Appendix A Table A.1, taken from Garber et al. [33].

Figure 1.4: Overview of the discovery of lincRNA genes based on RNA-sequencing. The discovery is split in four steps (1-4). First reads are mapped onto genome (1). These pre-aligned reads are used to reconstruct the transcriptome (2). Next, lincRNA transcripts are identified (3) and categorized using annotation references (4).
One pipeline achieving this challenge was recently published by Cabili et al. built on this concept [4]. The lincRNA classification pipeline takes RNA-seq data and annotation sources as input. The pipeline is applicable for any RNA-seq data sets and is available online [1]. The steps can be summarized as follows (see Figure 1.5): First, RNA-seq data is assembled with the tools Scripture [1] and Cufflinks [36] and annotated lincRNAs are incorporated. Next, a unique set of reconstructed transcripts is generated with Cuffcompare. This unique set of isoforms is further filtered (i) known non-lincRNAs annotations (ii) transcripts with protein domain (iii) transcripts with positive coding potential and (iv) size selection.

Cabili and colleagues applied their implemented pipeline on human RNA-seq data across 24 tissues and cell lines [4]. A stringent set of 4662 human lincRNAs was generated. This set contains lincRNAs that were assembled in at least two different tissues or by two ab initio transcriptome reconstruction tools in the same tissue. These identified lincRNAs were further analyzed in the work of Cabili et al. [4]. Cabili and colleagues e.g. found that many lincRNAs show the presence of a K4-K36 domain [4]. A K4-K36 domain is a chromatin signature. Histone-3 Lys4 trimethylation modifications (H3K4me3) are reported to mark promoter regions and histone-3 Lys36 trimethylation modifications (H3K36me3) to mark the transcribed regions.

The pipeline of Cabili et al. shows several advanced possibilities [4] in contrast to other studies. For example Guttman and colleagues primary implemented and published the ab initio transcriptome reconstruction tool Scripture and provide a Scripture walkthrough [1]. They applied their implemented pipeline to identify novel lincRNAs. The tool Scripture and the data of reconstructed novel lincRNAs is available online. The technique for the identification of lincRNA loci is explained, but not provided as a tool by Guttman et al. [1].

Cabili et al. combine distinct ab initio transcriptome reconstruction tools (Figure 1.4 task 2) [4]. Further the discovery of both annotated and novel lincRNAs (Figure 1.4 task 3 and 4) is incorporated in one pipeline [4]. The pipeline and determined exon/intron structure of a reconstructed lincRNA of Cabili et al. [4] is shown in Figure 1.5A and C for illustration purposes. This lincRNA is reconstructed by the ab initio reconstruction tools: Scripture [1] and Cufflinks [36]. Further the ncRNA fulfils several of addressed criteria (such as e.g. multiexonic) and is checked for novelty (in this case, already annotated in GENCODE and UCSC).
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Figure 1.5: Study of Cabili et al. for the generation and analysis of lincRNA transcripts [4]. A lincRNA classification pipeline, as described above and by Cabili and colleagues. B The number of lincRNA reconstructions overlapping annotation sources (as Venn diagram). C Both ab initio transcriptome reconstruction tools identified a lincRNA locus, already annotated as noncoding RNA in GENCODE and UCSC. This Figure is taken from Cabili and colleagues [4].

1.2.3 Functionality

To provide a first brief overview about an extract of lincRNAs’ regulatory actions we took the Figure of a review over by Wilusz et al. [9], see Figure 1.6. 8 actions are illustrated in this Figure including 2 regulatory actions that were analyzed in our work (slightly modified for the interaction with small ncRNAs), namely: 3. Modulate alternative splicing patterns and 8. Small RNA Precursor.

3. corresponds to the function (i) Regulation of their target alternative transcripts’ expression and events and 8. to the function (ii) Generation and/or interference of the activity of small ncRNAs in our work. We explain these two functions based on recent findings in this subsection (2 findings per function). These findings are just shown in particular experiments and provide the building stones of ideas for the construction of our large scale analysis of lincRNA transcriptome reconstructions.
Figure 1.6: Illustration of the regulatory actions of lncRNAs. Eight actions are exemplified. This Figure is taken from the review of Wilusz et al. 9. 3. and 8. of depicted actions were analyzed in our work. 3. LncRNAs are reported to be capable to influence alternative splicing regulation. 8. In addition lncRNAs serve as precursors for small ncRNAs.

LncRNAs (antisense) are capable to bind complementary to distinct regions of their targets (sense): entirely to an intron or to an exon/intron boundary (splice junction). These regions of complementarity indicate to be crucial for the mode of splicing regulation of target genes: activatory or inhibitory. Activation can be associated with alternative transcript events such as e.g. skipped exon or mutually exclusive exon. Contrary, inhibition might show associations with other events e.g. intron retention. Splicing and splice types are summarized in the introduction, see section 1.3.

One example for splicing regulation (function 3.) is the ncRNA Saf analyzed in the work of Yan et al. 20. Saf is antisense (opposite transcript orientation) to intron 1 of its sense counterpart protein-coding gene Fas. Further Saf is in close proximity to the next splice site of exon 1 of Fas. The Fas (Apo-1/CD95) gene is a receptor of the tumor necrosis factor (TNF) and nerve growth factor family. Apoptosis is known to be induced by the association of receptor Fas with e.g. its natural ligand FasL. Saf shows an influence on the expression of alternative isoforms of the Fas gene. A significant upregulation was found for two of four isoforms or splice forms of Fas in Jurkat cells. This mechanism of the Saf:Fas RNA interaction as described might go along with e.g. isoforms lacking the death domain and thereby causing the observed inhibition of apoptosis. A
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Protection effect was observed under the influence of Saf:Fas. FasL-induced apoptosis was inhibited. 'Intronic’ antisense:sense transcript pairs, such as Saf:Fas are obviously crucial for alternative splicing regulation.

Another example for the formation of a non-'intronic’ RNA duplex or antisense:sense transcript pair is explained in the following. A ncRNA is reported by Beltran et al. [21] to show complementarity to the 5' splice site of 5' UTR intron (or intron 1) of the zinc finger homeobox mRNA of Zeb2 (Sip1). Zeb2 (Sip1) is a transcriptional repressor of E-cadherin (Calcium dependent adhesion molecules). E-cadherin is a transmembrane protein and important for cell-adhesion. This first intron, containing the internal ribosome entry site (IRE) is retained. This 'intron retention’ leads to the translation and expression of Zeb2 (Sip1). An increase of Zeb2 protein levels causes a down-regulation of E-cadherin mRNA and protein. This demonstrates that non-'intronic’ antisense:sense transcript pairs influence alternative splicing as well as 'intronic’ ones. In this explicit case study the alternative transcript event is verified: Inhibition of splicing of exon/intron 1 of Zeb2 (Sip1). The first intron is retained (see Figure 1.7 taken from Mercer et al. [15]).

Besides the capability of lncRNAs to target protein-coding genes, other targets such as small ncRNAs are reported. Small ncRNAs are suggested to be derived from lncRNAs (sense). Further small ncRNAs can be base paired by lncRNAs (antisense). Distinct small ncRNA types are reported as target candidates including miRNAs. The regula-

![Figure 1.7: Example of an antisense lncRNA preventing splicing of an intron. The ncRNA is located at the 5’ splice site of 5’ UTR intron. This mechanism of base pairing between lnc,- and mRNA leads to the retention of the intron. This Figure is taken over from Mercer et al. [15].](image-url)
tory behaviour of small ncRNAs can be modulated via the effect of lncRNAs.

For example the first nc-exon of lncRNA H19 (involved in genomic imprinting) serves as precursor for miRNA miR-675 in human and mouse [37]. Further small ncRNAs’ actions (such as targeting genes) can be inhibited through complementary lncRNAs (termed as ‘microRNA sponges’), as illustrated in the work of e.g. Ebert et al. [38].

1.2.4 Connection to disease

There is increasing evidence for a role of ncRNA in diseases, including cancer. The rise of according publications per year is illustrated in Figure A.2 in Appendix A. This Figure is taken from the review of Gibb et al. [6] and is based on a pubmed search for the terms “ncRNA” or “non-coding RNA” or “noncoding RNA” or “non-protein-coding RNA” with cancer and annual (January 1 to December 31). LncRNAs influence cancer progression via distinct modes of action. An extract of reported mechanisms are highlighted in Figure 1.8 and summarized below including case studies of lncRNAs (reviewed in e.g. the publications of Gibb et al. [6] and Tsai et al. [27]) A list of cancer-associated lncRNAs including references could be found in Table A.2 in Appendix A, additionally taken from the review of Gibb et al. [6].
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Figure 1.8: Overview about the mechanisms of lncRNAs in cancer progression. Differential expression: The expression of lncRNAs are reported to be up/down-regulated, Mutations: SNPs were found within e.g. intergenic loci on the genome in cancer tissues, Interaction with coding and noncoding transcripts: LncRNAs show the capability to target small ncRNAs and transcription factors that are associated with cancer.

lincRNAs are reported to show differential expression in cancer cells in comparison to normal cells. For example the lincRNA HOTAIR (HOX antisense intergenic RNA) is 2.2 kb in length, originates from Chromosome 12 and is up-regulated in one human cancer type (Breast, listed in Table A.2 in Appendix A). The mechanism of HOTAIR is shown in Figure 1.9 taken from Gibb et al. Upregulation of HOTAIR is correlated with cancer metastasis.

HOTAIR recruits the protein-complexes PRC2 and LSD1. Sequence motifs are crucial for these interactions, e.g. the 5' region of HOTAIR binds PRC2. This recruitment results in targeting of metastasis suppressor genes at Chromosome 2. Target genes are further silenced through H3K27 methylation and H3K4 demethylation leading to metastasis. The association of HOTAIR with cancer is reported [17 39], listed in Table A.2 in Appendix A.
Introduction

Figure 1.9: Example of a lincRNA involved in cancer progression. The lincRNA HOTAIR interacts with protein-complexes for silencing of metastasis suppressor genes at HOXD locus. This Figure is taken from the review of Gibb et al. [6]. According to Gibb and colleagues just the complex PRC2 is shown for simplification.

LncRNAs were found to harbour mutations such as SNPs. One example is PRCNR1 (prostate cancer non-coding RNA 1), 13 kb in length and transcribed from a ‘gene desert’ region on chromosome 8. SNPs between rs1456315 and rs7463708 are most significantly associated with PC (prostate cancer) susceptibility. PRCNR1 is up-regulated in PC cells. The findings of PRCNR1 are described in the work of Chung et al. [5], listed in Table A.2 in Appendix A. Likewise to HOTAIR, other cancer types have not been reported yet.

Besides differential expression and SNPs, lncRNAs interact with coding and noncoding transcripts. H19 is 2.3 kb in length and is in contrast to e.g. HOTAIR and PRCNR1 not just associated with one cancer type, but with over ten. This lncRNA H19 is reported to have both oncogenic and tumor suppressive potential. Interactions with genes (e.g. p53), transcription factors (e.g. c-Myc) and small ncRNAs (e.g. miR-675) are reported (see Table A.2 in Appendix A for references). As already mentioned in subsection 1.2.3 the first exon of H19 yields for example as precursor for miRNA miR-675. This generation of miR-675 is crucial since this miRNA targets the tumor suppressor retinoblastoma (RB) [40]. An inverse relation between the expression of RB and miR-675 was shown in e.g. human colorectal cancer (CRC) [40]. This is one example that the first lncRNA exon might be an important region of the lncRNA transcript for the generation of a small ncRNA. Further this example notes the severe regulatory interplay of long and
small ncRNA and association to disease.

### 1.3 RNA processing

#### 1.3.1 Splicing

The process of gene expression is achieved by two main steps: transcription and translation. In a first step the genomic DNA is transcribed into pre-mRNA (mRNA precursor) in the nucleus: transcription. The basic segments of the pre-mRNA of a gene are the exons and introns. These segments are bounded by signals, namely splice sites. In detail, the 5’ (or donor) splice site of an intron is marked by the dinucleotide GU, the 3’ (or acceptor) site by AG. Another additional and important signal is the branch point A, residing upstream of the 3’ splice site. The branchpoint is followed by a polypyrimidine tract. The sequence motifs of mentioned signals, are established under the term cis-acting regulatory elements and of importance for spliceosome assembly.

RNA processing is an important part of eukaryotic gene expression. The introns of the pre-mRNA are excised or spliced during this process. The exons of a gene are reconnected to the mRNA (mature RNA). The mRNA is finally transported into the cytoplasm and translated into protein in the second step of gene expression: translation. Explained fundamentals of gene expression and splicing are reviewed in e.g. [41, 12, 42]. For clarification, a detailed intron schema and an illustration of splicing are depicted in [Figure 1.10](#). The references are listed in the Figure legend.

![Figure 1.10](#)

**Figure 1.10:** Schemata of the pre-mRNA and the splicing process. (a) An illustration of the pre-mRNA with its exons and introns. cis-acting regulatory elements are marked with an arrow. The Figure is taken from the review of McManus [41]. (b) Diagram of the splicing process (Figure is taken from: [www.genome.gov](http://www.genome.gov)). Briefly, the introns are spliced out and exons are ligated in this process.
1.3.2 Alternative splicing

Splicing can be split into the categories constitutive and alternative. In the following, we further go into detail for the category alternative. The exons are reconnected in different ways during AS resulting in accordant mRNA transcripts, as reviewed by McManus [41]. These mRNA transcripts are also known as e.g. isoforms or splice variants. One single gene can thereby encode for multiple proteins [41]. This is in contrast to constitutive splicing (mentioned and illustrated above, see Figure 1.10) and goes along with an increase in proteomic diversity and complexity [41]. A few points are highlighted in the following in order to emphasize the importance of AS.

40-60% of human genes were estimated to be subject to AS (Alternative Splicing) in the year 2002 [43]. Just six years later in 2008, indication of even 92-94% was reported [11]. The human genome project found just twice as many genes as fruit fly (Drosophila) [44]. This high percentage of eukaryotic genes undergoing AS and the increased complexity of the proteome is one dominant explanation for the findings of this project. For example, humans show an increased rate of alternative splicing compared to fruit flies [45] to affirm this suggestion. In addition, specific introns can be retained through AS (AS types, see Figure 1.11). As previously mentioned in the introduction, ncRNA is associated with introns. On top both, AS and ncRNA are critically connected to disease as explained in the introduction.

Alternative splicing can be assigned to distinct events (as reviewed in e.g [41, 46]). These events are reported to be tissue specific [11, 41]. The four basic events are (i) exon skipping (cassette exon) (ii) alternative 5’ss (iii) 3’ss and (ii) intron retention [41]. A complex event is built by a combination of these basic events, such as Mutually exclusive exon (out of two cassette exons) [41]. According to recent reviews the most common event is cassette exon [46]. Cassette/alternative and constitutive exons differ in their biological patterns [46]. For example cassette exons tend to have (i) high conservation levels (ii) short exons and (iii) weak splice sites (e.g. for 5’ss the binding affinity to U1 snRNA) (reviewed by Kim et al. [46]). A schematic illustration of AS and its types is shown in Figure 1.11. References can be found in the Figure Legend.
Figure 1.11: Schemata of alternative splicing and splice types. (a) One gene (with Exon 1-5) can encode for multiple proteins (A,B,C) via alternative splicing (Figure is taken from: www.genome.gov) and the event: exon skipping (cassette exon). (b) Alternative splicing events are exemplified, namely alternative 5’ss, 3’ss, cassette exon and retained intron. This Figure is taken from the review of McManus et al. [41].

1.3.3 Spliceosome assembly

Splicing can be described as a two-step enzymatic reaction [42]. These two transesterification steps are carried out by the spliceosome [42]. The reaction is shown in Figure 1.12 and briefly summarized as follows, according to the review of Black et al. [42]. Two intermediates are produced in a first step. The 5’ splice site of an intron is cleaved producing a detached 5’ exon intermediate. A lasso like intermediate (or lariat) is built by concatenation of the 5’ splice site with the branch point. This first step is an attack of the 2’ hydroxyl group at the branchpoint on the phosphate at the 5’ splice site. Secondly, the 3’ site is cut, the two exons are joint and the intron released as lariat. This second step is an attack of the 3’ hydroxyl group of the exon intermediate on the phosphate at the 3’ splice site.
Figure 1.12: Exemplification of splicing as a two-step enzymatic reaction. First, an intron lariat is created by cleavage of the 5’ splice site. Secondly, exons are ligated after cutting the 3’ site. This Figure is taken from the review of Black et al. [42].

The ribonucleoprotein complex spliceosome is as mentioned responsible for the catalysis of splicing. This complex is mainly composed of five snRNPs (small nuclear ribonucleoproteins). The most common snRNPs are known as U1, U2, U4, U5 and U6. One snRNA in combination with proteins forms a particle. Regulation of splicing is traditionally explained by the combination of cis and trans components. cis components are sequence motifs of the pre-mRNA. trans components are factors, such as RNA or protein. Spliceosome assembly is directed by snRNPs recognizing according cis-acting sequence elements. For example U1 snRNP starts with binding to the 5’ splice site and U2 follows with binding to the branchpoint. Complexes of components are built to fulfill spliceosome assembly (known as E, A, B and the catalytic C complex [42]). For example the Early (E) complex consists of U1 and the 5’ splice site.

The previously mentioned cis-acting sequences as e.g. branchpoint are essential for the guidance of the splicing reaction. Further signals are located in exons and introns and of importance for alternative splicing regulation. The regulatory action of these additional signals can be either enhancing or silencing. Exonic signals are e.g. known as exon enhancers (ESEs) and silencers (ESSs), for intronic (ISEs) and silencers (ISSs) respectively. RNA binding proteins, such as SR proteins (serine/arginine-rich proteins) and hnRNPs (heterogeneous nuclear ribonucleoproteins), recognize these motifs. The basics of spliceosome assembly and signals are reviewed in e.g. [41] [42].
1.3.4 Complexity of splicing and connection to disease

The basic principles as addressed in this section of our work are simplified for illustration purposes. It has to be noted that splicing is a complex mechanism in many respects. Many full particulars of splicing regulation are still unknown. For example, regulation of splicing cannot be just explained by previously mentioned cis and trans components. There is recent evidence that chromatin structure and histone modifications play an important role in alternative splicing regulation [10].

In fact diseases, such as cancer, Parkinson's and Alzheimer's disease, are assumed to be caused by aberrant splicing. Cells and their genome in aged patients show alterations. Basically, mutations in cis and trans components are responsible for inaccuracies in splicing. According to the components, the classification in cis and trans effects is established. A cis effect is a mutation in a sequence motif of the pre-mRNA. This mutation might affect correct splicing in the sense that for example the binding affinity of a splicing factor is altered. For example one nucleotide of the 5’ (or donor) splice site of an intron, is point mutated. Consequently the sequence might not be recognized and bound any more by trans components. This misregulation to splice out an intron results in the AS type: Intron retention. The expression of one gene is affected. Contrary a trans acting effect is taking place if a trans component is mutated. As one possible result the splicing factor can loose its binding capability, for example to a splice site. This leads to accessibility and usage of this exposed splice site for splicing. The expression of multiple genes can be affected. Alternative splicing in association with disease is reviewed in e.g. [47, 48].

1.3.5 Regulatory mechanisms of alternative splicing

Recent reviews suggest additional mechanisms such as elongation rate and chromatin modifications to play a role in alternative splicing regulation (see [49, 10]). A link between elongation rate and splicing is supported by the 'promoter effect' in the first place. The promoter effect can be explained as a consequence of different rates of RNA Pol II elongation (kinetic coupling). Alternative splicing outcome (e.g. cassette exon 33 inclusion levels) can be affected by different RNA Pol II promoters (e.g. of human fibronectin (FN)). Chromatin structure is reported to show an effect on splicing factor recruitment and splicing (e.g. histone methyltransferase CARM1 interacts with snRNP proteins). Further, nucleosomes and RNA Pol II have a differential distribution along genes. For example an enrichment of nucleosomes at splice sites was observed. The enrichment is important for exon definition. Additional higher enrichment was found for included in comparison to excluded alternatively spliced exons. This finding is supportive for a link to splicing.
As already mentioned, RNA and proteins can serve as trans components. ncRNA, such as lncRNAs and snoRNAs, are additionally and most recently suggested to regulate alternative splicing \[49\]. Previously explained mechanisms are supported in few experiments. It is still unclear how and to which extent splicing is explicitly regulated. In addition to this unclarity, ncRNAs can act in a more specific way: in target choice and regulation. The pre-mRNA of target genes can be accurately bound by sequence complementary ncRNAs. Examples of lncRNAs participating in alternative splicing regulation via formation of RNA:RNA interactions are provided detailed in the introduction (see \[1.2.3\]). Alternative splicing regulation via lncRNA:mRNA interactions is analyzed in our work. Exons, close to binding sites, are specifically regulated and resulting splice variants can be explained by RNA:RNA interactions. In the following we additionally highlight for each type of ncRNA one example in context of splicing misregulation and disease (illustrated in Figure \[1.13\]).

Another lncRNA, namely MALAT-1 (metastasis associated lung adenocarcinoma transcript 1), regulates alternative splicing via another mechanism \[50, 19\]. MALAT-1 is processed into a 61-nt tRNA-like small RNA (mascRNA, MALAT1-associated small cytoplasmic RNA) and the mature long MALAT1 transcript. The long MALAT1 transcript interacts with the trans components, SR proteins \[50, 19\] in the nucleus. Downregulation of the expression of MALAT-1 results in a rise of unphosphorylated SR proteins and exon inclusion events \[19\]. The expression of MALAT-1 is reported to be three-fold increased in NSCLC (non-small-cell lung cancer) metastasizing tumors \[51\].

Splicing regulation is for example shown for the human snoRNA HBII-52 \[52, 22\]. This snoRNA is processed to smaller ones, termed psnoRNAs \[52, 22\]. These psnoRNAs show sequence complementarity to an ESE (exon silencing element) in exon Vb \[52, 22\]. These RNA:RNA duplexes interfere with a splicing factor leading to exon inclusion \[52, 22\]. This observation is described with an additional Figure in a recent review \[49\] (see Figure \[1.13\]). Interestingly, loss of the expression of HBII-52 in the Prader-Willi Syndrome is found to cause misregulation of splicing \[52, 22\].

Gaining more knowledge about regulatory mechanisms is an important step for the involvement splicing and diseases. The listed findings underline the concern to unravel splicing regulation of ncRNA as trans components and their associated effects.
Figure 1.13: Long and small ncRNAs regulating alternative splicing. Downregulation of MALAT1 leads to an increase of SR proteins and exon inclusion (left). RNA:RNA duplex with pseRNA and ESE (exon silencing element) is suggested to prevent binding of a splicing repressor leading to exon inclusion (right). This Figure is taken from Luco et al. [49].
2 Materials and Methods

2.1 Data sources

2.1.1 Novel lincRNA reconstructions and annotation resources

Strand-specific next generation sequencing data of mouse cell lines were taken as published by Guttman et al. [1]. This data consists of paired end RNA reads with length of 76 nucleotides [nt] of embryonic stem cells (ESC), neural progenitor cells (NPC) and mouse lung fibroblasts (MLF) sequenced on an Illumina GAII platform. The advantage using this RNA-seq data set is the coverage of distinct cell lines. In addition, Guttman and colleagues pre-aligned the reads and reconstructed the transcriptome. Novel lincRNA reconstructions were identified and are available from the original data. lincRNAs tend to be spliced and show an exon/intron structure. The exons of novel lincRNA reconstructions with strand orientation were taken as reference lincRNA set per cell line in our work.

Since Guttman et al. [1] provide just a catalogue of novel lincRNA reconstructions, annotation resources for known ncRNAs can be incorporated. We used the RefSeq gene annotation track and the mouse assembly (NCBI37/mm9) from UCSC genome browser\(^1\) (download: October 6, 2010). We selected transcripts satisfying the following criteria as suggested by Cabili et al. [4]: transcript ids starting with the prefix NR* (RNA\(^2\)), multiexonic and transcript size > 200 nt.

2.1.2 Coding transcripts

As genome reference sequence we used the mouse assembly (NCBI37/mm9). Information about protein-coding transcripts and their exon/intron structures were taken from the UCSC genome browser with track: RefSeq Genes and assembly: NCBI37/mm9 (download October 6, 2010; mRNA\(^3\)).

\(^{1}\)http://genome.ucsc.edu/cgi-bin/hgTables?command=start
2.1.3 small ncRNAs

Data of different types of small ncRNAs were obtained from the public databases: DeepBase\(^4\) (download: October 14, 2011; track: miRDeep miRNA, snoSeeker snoRNA, nasRNA, pasRNA, sense rasRNA and sense easRNA) and fRNAdb\(^5\) (download: October 14, 2011; track: snoRNA, snRNA, miRNAs of miRBase (pre-miRNA and mature-miRNA), piRNA). A list of the abbreviations and full names of small ncRNAs is given in Appendix A (see Table A.3). A comprehensive overview about our transcript types and according frequencies is shown in Figure 2.1.

---

\(^4\)http://deepbase.sysu.edu.cn/

\(^5\)http://www.ncrna.org/frnadb/
2.2 Regulatory actions of lincRNAs

In this work lincRNAs were analyzed for an interaction with coding and noncoding transcripts. According to these interactions lincRNAs can be associated with distinct regulatory actions on the transcriptional level: (i) Regulation of their target alternative transcripts’ expression and events and (ii) Generation and/or interference of activity of small ncRNAs. lincRNAs sequence complementary to protein-coding genes might be associated with the functional role: Influence on alternative splicing regulation (i). lincRNAs that are sequence similar to a small ncRNA might serve as precursor of small ncRNAs or activators/inhibitors for small ncRNAs’ actions via base pairing (ii). An overview of functional roles analyzed in this work is shown in Figure 2.2. In the following we explain the methodology for the large scale analysis of lincRNA reconstructions and their regulatory actions.

Figure 2.2: Overview of the functional ontology for lincRNAs interacting and regulating on the transcriptional level. lincRNAs are capable to interact with coding and noncoding transcripts. This leads to a variety of regulatory actions. We analyzed two functions in this work listed in rectangles. Each function is assigned to the according interaction with coding (blue frame) or noncoding (orange frame) RNA.
2.2.1 Identification of RNA:RNA interactions

Potential duplex structures between lincRNAs and pre-mRNA sequences were revealed by sequence similarity searches using the tool Blat \[53\] version 34 with default settings (-minScore=30, -minIdentity=90). Each lincRNA was mapped onto the complete set of all full pre-mRNA protein-coding sequences to identify target sites. The annotated RefSeq coding transcripts (NCBI version 37, mm9) were used as gene model reference. lincRNAs that show significant sequence complementarity are used for further analysis.

The regulatory effect of lincRNA:target pairs on alternate splice products was then compared to the relative expression of alternate splice variants.

An analogue analysis was run for lincRNAs and small ncRNA sequences to identify lincRNA:small ncRNA interactions (both strand orientations: sense and antisense interactions). This differentiation of the strand orientation is necessary to distinguish the noted scenarios linked to one lincRNA:small ncRNA interaction as addressed in the work of Wilusz et al. \[9\] and shown in Figure 2.2.

2.2.2 Quantitative expression of sequence regions

All sequence reads were mapped onto the mouse reference genome NCBI37, mm9 per cell line using the tool TopHat version v1.0.13 \[35\] in accordance to the protocols of Guttman and colleagues \[1\]. We applied default parameters modified by option ’g 1’ for the best or unique hit. To quantify transcripts, we applied the RPKM (Reads Per Kilobase of exon model per Million mapped reads) estimations that were introduced for the quantitative comparison of expression levels \[54\]. Accordingly, we calculated the expression level from the number of reads per nucleotide utilizing SAM tools version 0.1.7-18 \[55\]. To calculate RPKM values of any sequence segment on the pre-mRNA, the accumulated number of reads within the segment was taken and normalized by the length and total number of mapped reads in the experiment. We considered the strand orientation of mapped reads for this calculation since Guttman and colleagues used a strand-specific library for RNA-seq. For the large scale analysis, we calculated the RPKM for the following sequence regions: origin, target sites of each lincRNA (sites at targets, either protein coding gene or small ncRNA) and coding exons/introns of RefSeq transcripts. We eliminated all target transcripts where the corresponding maximal expressed exon has a lower mean read coverage than 10 to filter insufficiently expressed regions as previously introduced for transcriptional units by Zhang et al. \[56\].
Comparison of expression levels of RNA-seq data to Microarrays

We verified the expression levels of our RNA-seq data in comparing the mean coverage of mouse pre-mRNAs against microarray probe intensities from comparable experiments. Since we analyzed RNA-seq data of mouse embryonic stem cells (V6.5 cells) we selected corresponding microarray experiments from GEO (Gene Expression Omnibus). We chose the GEO accession GSE3231 and three experiments GSM72802, GSM72804 and GSM72806 as microarray expression data. The mean over these experiments was taken as the expression level for a probe. The probes were assigned to transcripts. This comparison was conducted by a colleague of mine, Kerstin Haase.

2.2.3 Regulation of their target alternative transcripts’ expression and events

Analysis workflow

The influence of lincRNAs on transcript variants was analyzed for each cell line separately in six steps (see Figure 2.3). Our analysis is based on lincRNA reconstructions provided by Guttman et al. The first part (steps 1-3) of this Figure describes the 'Scripture Walkthrough' as introduced by Guttman et al. and the subsequent identification of ncRNAs. Briefly Guttman and colleagues mapped RNA-seq reads onto the mouse genome in a first step (step 1). Secondly, the transcriptome was reconstructed to identify the exon/intron structure of all coding and non-coding transcripts (step 2). Next, novel lincRNA transcripts were identified based on multiple filtering criteria (step 3). In our work (steps 4-6), lincRNAs were mapped on protein-coding RefSeq pre-mRNA sequences to identify lincRNA:coding transcript duplexes (step 4). The antisense part is termed as antisense lincRNA and the sense counterpart of the protein-coding transcript is termed target. In addition, we calculated features such as GO enrichment and GC content for targets and unique target sites (step 5). Finally, we determined the influence of lincRNAs on splicing regulation by calculating the 'fraction of remaining expression' for exons, residing upstream and downstream of lincRNA target sites and predicting alternate events (step 6). These adjacent exons might be influenced in their expression or splice events by the presence of complementary lincRNAs.

To achieve this analysis workflow we set up a semi-automatic pipeline (mainly in the programming language Java). The illustrated workflow can be adapted to any RNA-seq data and ncRNA type. Pre-aligned RNA-seq reads, reference data sets for both ncRNA and protein-coding genes are in general required. As indicated by an arrow in Figure annotated lincRNAs can be incorporated as ncRNA type, as well as our small ncRNA data sets.
Figure 2.3: Analysis workflow for the reconstruction and functional analysis of expressed lincRNAs. Exons are shown as black boxes and introns as lines. The lincRNA target site is illustrated as a light blue box. The workflow is split in the following six steps: (1)-(3) lincRNAs are reconstructed and (4) checked for sequence complementarity to protein-coding transcripts (antisense lincRNAs). (5) Functional characteristics of targets and target sites are examined. (6) Duplexes are analyzed in context of their regulatory action on alternative transcripts’ expression and events. The arrow illustrates that not just novel lincRNAs can be analyzed with our workflow, but other noncoding references as well.

**Characteristics of lincRNA targets and target sites**

Distinct characteristics of ‘intronic’ lincRNA target sites and targets were investigated. The resulting distributions of target sites were compared to sequence regions up- and downstream of target sites of 100 nt (according to the median length of target sites). To test the NULL-hypothesis we additionally selected 1000 random sampled introns. The list of these characteristics can be optionally modified and extended. The features are listed in the following, targets:

1. GO annotation and KEGG pathway enrichment: We used the web-based tool IGEPROS (Integrated GEne and PROtein annotation Server) tool 6 for gene sets

6http://www.biosino.org/iGepros/Gene/index.jsp
to identify enrichment. IGEPROS was applied to the data set of target genes with default parameters (model organism: mouse and query term: gene name). The GO enrichment analysis of IGEPROS identifies e.g. common GO terms among target genes. Hypergeometric distribution with 0.05 as P-value threshold is used for enrichment of GO terms. The pathway enrichment analysis is similar to GO enrichment.

2. Half-Lives: The half-lives of 19,977 non-redundant genes of mouse embryonic stem cells were obtained from the work of Sharova et al. [60]. This feature was analyzed just for ESC since half-lives are not available for the other cell lines [60]. Each target gene was assigned to half life in hours. Sharova and colleagues reported that mRNA species with short half-lives are enriched in genes with regulatory functions. Shorter half-lives among target genes in comparison to non-targeted genes (background) might support the presence of lincRNAs:gene pairs. Hence, the resulting distribution of targeted genes was compared to non-targeted genes (background) and the Wilcoxon rank sum test was applied.

, target sites:

1. Length of target sites in nucleotides [nt].

2. Expression of target sites quantified as [RPKM].

3. Distance from target site to adjacent splice sites in nucleotides [nt].

4. GC content: The GC content was calculated as the percentage of G and C nucleotides for each sequence. A sequence consisting exclusively of G and C nucleotides has a GC content of 100%.

5. Shannon’s entropy: We used the Shannon’s entropy for the measurement of uncertainty: \[ H = \sum_{i=0}^{n} p_i \log_2 p_i \]. Considering one DNA sequence the probability \( p_i \) corresponds to the proportion of one nucleotide with \( i = ATGC \) and \( n = 4 \). The entropy ranges from 0 to \( \log_2 n \). The maximal entropy would be observed for equally distributed nucleotides (\( p_i = 0.25 \)) as expected for random sampled sequences.

6. Conservation: For the analysis of the conservation, we selected the conservation track from the UCSC table browser\(^7\) to calculate the conservation per nucleotide of a certain sequence region. The conservation ranges from 0 (no conservation) to 1 (complete conservation among the 30 organisms).

7. Clustering of sequences: We used CD-HIT (Cluster Database at High Identity with Tolerance) \[^6\] version 4.0 beta to cluster target sites according to their sequence

\(^{7}\)http://genome.ucsc.edu/cgi-bin/hgTables?command=start
similarity (default parameters for DNA sequences). Target sites of one cluster might share common antisense elements or conserved binding motifs. Therefore we calculated the frequency of target sites per cluster to determine the divergence of sequences.

8. SNPs: We called SNPs using samtools [55] version 0.1.7-18 with the previously mapped RNA-seq reads of Guttman et al. [1]. The frequencies of these potential SNPs were calculated for each sequence and normalized by sequence length.

9. SF (Splicing Factor)-binding motif prediction: We used the tool SFMap [62, 63] to detect distinct SF binding sites. SFs, such as SR (Serine/arginine Rich proteins) are involved in alternative splicing regulation. The binding sites of these factors may be blocked by the presence of lincRNA:mRNA duplexes. SF-binding motifs incorporated in the prediction can be found in the publication of Akerman et al. [63] and in Appendix A (see Table A.4). The normalized frequencies of these motifs were calculated for each sequence region.

An overview of all characteristics or features is shown in Figure 2.4 for targets and target sites.

Figure 2.4: Overview of all characteristics of targets and target sites analyzed in this work. Each characteristic or feature is shown in an outer circle, separated in (a) targets. (b) target sites (inner circle).
**Fraction of remaining expression of adjacent coding exons**

Determining the expression of exons individually allows for the detection of mixtures of expressed splice variants within a single sample. Here, we measure the ratio of splice variants for each exon. If one or more splice variants of a protein-coding gene are present in the same sample, the expression of a skipped exon will be significantly lower than the expression of the pre-mRNA and its other remaining exons. We calculated the quantitative expression as RPKM (Reads Per Kilobase of exon model per Million mapped reads) of an adjacent exon in relation to the maximal expressed exon as 'fraction of remaining expression'. Adjacent exons are exons residing upstream and downstream of 'intronic' lincRNA target sites. This measure indicates the regulatory change in expression levels via the functional influence of lincRNA target sites.

The significance of regulation was determined as follows: First, we randomly sampled the same amount of non-targeted introns as 'intronic' target sites. Secondly, the 'fraction of remaining expression' of adjacent exons, close to target sites (lincRNAs) was compared to adjacent exons, next to randomly sampled introns (background).

We observed a differential distribution of lincRNA target sites along the pre-mRNA. A preference of lincRNAs to bind at the 5' introns was found. This intron position might be crucial for accurate alternative splicing regulation. Thus we determined splicing regulation as the 'fraction of remaining expression' value in dependence on the intron position. Therefore, we generated a two dimensional matrix. The two dimensions are listed in the following:

1. Intron position: As intron positions of coding genes we chose the terminal introns 5' and 3' and internal ones (2-9, 5' to 3' direction).
2. Fraction of remaining expression: We used non-overlapping window sizes of ten percent ([0..10],[10..20]...[90..100]) for 'fraction of remaining expression' and the measure of splicing regulation.

In each entry of the matrix (intron position e.g. 1 and window of 'fraction of remaining expression' e.g. [0..10]) the frequency of both lincRNA target sites and randomly sampled introns was calculated. Next, the difference thereof was determined. Random sampling was repeated 100 times and results were averaged. An increased frequency of lincRNA target sites compared to randomly sampled introns in the first entry (1 and [0..10]) illustrates that the expression of adjacent coding exons is significantly down-regulated to a remaining expression level between 0% and < 10%, reflecting the maximal affect of lincRNAs on down-regulation of expression levels. This down-regulation might be associated with splicing regulation and potential events, such as exon skipping or alternative
variants in the first/last exon.

**Prediction of alternative transcript events**

We used the tool MISO (Mixture-of-Isoforms) (version 0.1) for the prediction of ‘alternative transcript events’ based on RNA-seq data (‘exon-centric’ analysis) \[23, 11\] with pre-aligned reads per cell line. Alternative event annotations are incorporated in the tool MISO additionally expanding the RefSeq gene model \[23, 11\]. Target genes’ events were derived for each lincRNA giving a detailed picture of alternative splicing regulation via complementary lincRNAs \[23, 11\]. Genes undergoing at least one event are indicative for the mode of regulation (category: ‘Event’ for simplification).

The percentage of genes assigned to the category ‘Event’ of targeted genes were compared to non-targeted genes (background). An increased percentage of targeted genes in comparison to non-targeted genes is supportive for an effect of lincRNAs on alternative transcript events. MISO is capable to predict eight distinct alternative transcript events as described in the work of Wang et al. \[11\]. The analysis was achieved for each of the eight events. The abbreviations for the events are listed in the following \[11\]:

1. SE: Skipped exon
2. RI: Retained intron
3. A5SS: Alternative 5’ splice site
4. A3SS: Alternative 3’ splice site
5. MXE: Mutually exclusive exon
6. AFE: Alternative first exon
7. ALE: Alternative last exon
8. TandemUTR: Tandem 3’ UTR

**2.2.4 Generation and/or interference of the activity of small ncRNAs**

We further analyzed the interplay of lincRNAs with distinct types of small ncRNAs. To assess whether an interaction exists, we run sequence similarity searches per cell line and identified expressed sites. The sequence similarity search is explained in \[2.2.1\].
3 Results

3.1 Antisense lincRNAs are predominately targeting intronic regions

In order to determine the influence of lincRNAs on splicing regulation we used recently published RNA-seq data of Guttman et al. [1] from three cell lines: embryonic stem cells (ESC), neural progenitor cells (NPC), mouse lung fibroblasts (MLF) transcripts provided by Guttman and colleagues [1]. This data includes the transcriptome reconstructions of novel lincRNAs, available from the data of Guttman et al. [1].

Out of reconstructed transcripts, 1931 in ESC, 1266 (NPC) and 786 (MLF) are annotated as novel lincRNAs respectively (see Table 3.1). In the following, we refer to the sense protein-coding genes that may form a duplex with antisense lincRNAs as targets. In this context, we address the sites of the putative duplex structures as target sites. Antisense lincRNAs have a large number of targets and target sites, resulting in 149,171 potential duplexes in ESC, 9654 (NPC) and 7154 (MLF) in our data, listed in Table 3.1. The vast majority of target sites are indeed located within introns: 91% (135,295 of 149,171) in ESC, 93% (8990 of 9654) in NPC and 95% (6764 of 7154) in MLF (shown in Table 3.1). The distribution of target sites located within intronic and exonic regions of their targets is additionally shown in the Appendix A, Figure A.3. These 'intronic' antisense lincRNAs and target sites are selected for further analysis. 18% (344 of 1931) in ESC, 8% (98 of 1266) in NPC and 7% (52 of 786) in MLF of lincRNAs that are antisense to intronic regions target at least one transcript.

The increased numbers of transcripts and duplexes in ESC fit to some illustrated results in the publication of Guttman et al. [1]. Guttman and colleagues reported that for example 497 novel exons in ESC, 274 in NPC and 76 in MLF were found. Reasons remain unclear. The results of our work are mainly discussed and illustrated for novel lincRNAs expressed in the ESC cell line for simplification since we obtained similar results for the other cell lines, NPC and MLF.
## Results

<table>
<thead>
<tr>
<th>Cell line</th>
<th>Frequency of lincRNA:coding duplexes in introns of total sites</th>
<th>Frequency of lincRNAs antisense to introns</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESC</td>
<td>91% (135295 of 149171)</td>
<td>18% (344 of 1931)</td>
</tr>
<tr>
<td>NPC</td>
<td>93% (8865 of 9522)</td>
<td>8% (97 of 1264)</td>
</tr>
<tr>
<td>MLF</td>
<td>95% (6764 of 7154)</td>
<td>7% (52 of 786)</td>
</tr>
</tbody>
</table>

Table 3.1: Data of reconstructed lincRNAs with significant expression that are annotated as novel lincRNAs according to Guttman et al. [1] for each cell line: ESC, NPC and MLF. The majority of RNA:RNA duplexes are located within introns (listed in the second column).

### 3.2 Complexity of multiple lincRNA:protein-coding RNA interactions

One of the first observations in our data of lincRNA:coding duplexes was that lincRNAs are capable to target multiple protein-coding genes resulting in various distinct duplexes per lincRNA in all cell lines. In addition to this capability of lincRNAs, protein-coding genes are obviously targeted by multiple distinct lincRNAs, as well.

A schematic illustration of this scenario is shown in Figure 3.1 in the first two parts. In the top part we illustrate that one lincRNA targets multiple genes. Distinct domains of a lincRNA might be crucial for the interactions. In the middle part the analogue illustration could be seen for protein-coding genes, targeted by multiple antisense lincRNAs. In the bottom part we indicate the probable target specificity of lincRNAs.

In our work we analyse the impact of lincRNA:coding duplexes on alternative splicing regulation of their target genes. Since lincRNAs are assumed to be involved in a variety of functions [15] [16] [9] just a subset of our data of lincRNAs may be involved in this specific regulatory action. The choice of the protein-coding RNA partner might be one of the crucial conditions for further regulatory actions. This subset e.g. might especially act in nuclear compartments since alternative splicing (constitutive and alternative) is reported to take place in the nucleus [64]. The distribution of the frequency of lincRNA:protein-coding RNA interactions in relation to both scenarios is explained in the following.
Figure 3.1: Scenario of the diversity of interactions of lincRNAs and coding transcripts. One lincRNA is indicated by a box (blue). One lincRNA might harbour distinct sequence motifs (marked by 1 and 2, corresponding to 2 domains). Different shades of the colours correspond to distinct lincRNAs. The exons of a protein-coding gene are illustrated as boxes (black) and introns as lines. In the top part we illustrate that one lincRNA can target multiple protein-coding genes, resulting in distinct target sites (red lines). Domains of lincRNAs might be crucial for the proper target (written in the cloud). In the middle part we show that distinct lincRNAs are capable to target common and different protein-coding genes. The cloud raises the question whether lincRNAs tend to share a common set of targets. The bottom part summarizes the complexity of lincRNA:protein-coding RNA interactions. A lincRNA is shown as red arrow and different coding genes as potential counterpart arrows in distinct colours. Since lincRNAs are reported to be target specific in the context of chromatin modifications the arrangement of the adequate pairs might be of importance for further regulatory actions. One action is shown in one wheel, bottom part (right side). In dependence of the target choice of a lincRNA distinct regulatory actions might be introduced. In this thesis we primary focus on the regulatory action - Regulatory influence of lincRNAs on target alternative transcripts’ expression and events.
More than 90% of predicted base-pairing duplexes between linc- and mRNAs are located at introns in all cell lines. Duplexes were identified using the tool Blat for sequence similarity searches as explained in the methods. These ‘intronic’ lincRNAs are found to be capable to target multiple protein-coding genes. Furthermore, the predicted duplexes involve several lincRNAs targeting the same intron, indicating alternate splicing being controlled by multiple input signals.

88% (229 of 259) of these ‘intronic’ antisense lincRNAs have multiple distinct target transcripts in the ESC cell line (see Figure 3.2). We obtained similar results for the other cell lines respectively: 79% (NPC) and 87% (MLF). One lincRNA targets on average about 201 distinct coding transcripts and 152 genes in ESC. In total 30% (8355 of 27636) of all RefSeq coding transcripts are targeted by a lincRNA. This distribution is shown in Figure 3.2 for illustration purposes. 83% (6909 of 8355) of these expressed coding transcripts in ESC are targeted by more than one lincRNA (on average about 6 lincRNAs per coding transcript). The percentage of targeted transcripts is decreased in the cell lines NPC with 36% and MLF 20% in comparison to ESC.

Since the current lack of knowledge about sequence domains or binding motifs of lincRNAs we run sequence similarity searches using Blat for the whole original sequence. Thereby we identify target sites of high sequence similarity for the whole stretch of a lincRNA. In section 3.7 we explain the results of some characteristics of target sites analyzed in our work, including sequence motifs. For example, the target choice might be dependant on binding motifs.
RNA-seq expression of protein-coding genes is comparable to microarrays

Different technologies exist to date for differential gene expression analysis [33, 65]. Two well established technologies are for example RNA-sequencing and microarrays [33, 65]. Several studies provide detailed comparisons of the advantages and disadvantages [65], but this is not the aim of our analysis. The choice of the technology depends on the scientific issue someone is interested in. One of the main advantages of RNA-seq over microarrays is the detection of novel coding and noncoding transcripts, as achieved e.g. in the work of Guttman et al. [1]. Guttman and colleagues detected novel lincRNAs across three mouse cell lines using the Illumina RNA-sequencing technology and an ab initio transcriptome reconstruction approach (Scripture) [1]. Since we are interested in alternative splicing regulation of these novel lincRNA reconstructions [1], RNA-seq brings a further advantage: the detection and incorporation of novel splice variants (of lincRNAs’ target genes in our work). Disregarding the differences in the technologies the expression values are reported to be correlated in other studies [1]. Guttman and colleagues found a significant correlation in their Illumina RNA-seq data (with Affymetrix expression arrays) for the expression ranks of protein-coding genes [1].

Since we modified the alignment procedure (of reads - provided by Guttman et al. [1] - onto the mouse genome) we repeated the comparison of the expression values of anno-

Figure 3.2: Distribution of the frequencies of coding and noncoding transcripts and their interactions (shown for the ESC cell line). lincRNAs are capable to target multiple protein-coding genes. Likewise to ncRNAs, genes can be targeted by multiple distinct lincRNAs. In this Figure we show the frequencies for one(=1)/multiple(>1) transcripts for these two possibilities. (a) Frequency of lincRNAs targeting genes. The majority of lincRNAs target multiple protein-coding transcripts and genes. (b) Frequency of targets. Transcripts are most often targeted by multiple lincRNAs.

3.3 RNA-seq expression of protein-coding genes is comparable to microarrays

(a)

(b)
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tated protein-coding transcripts of RNA-seq with microarrays. In agreement to reported findings of Guttman and colleagues [1], a correlation is existent in the ESC cell line, shown in Figure 3.3 (Pearson correlation coefficient: 0.7). This supports our methodology of the quantification of expression levels of our data (as described in the methods section) as a reliable measure. This comparison was achieved in teamwork with a colleague of mine, Kerstin Haase [59].

Figure 3.3: Comparison of the expression of 1000 randomly sampled RefSeq transcripts of RNA-seq with microarrays (shown for the ESC cell line). The expression of transcripts of RNA-seq is correlated with microarrays. Each data point describes the expression of one RefSeq transcript with the probe intensities of microarrays (as MAS5) on the x-axis and read coverage of RNA-seq (as mean read coverage) on the y-axis. The Pearson correlation coefficient is 0.7.

3.4 Expression of ncRNAs is correlated with their targets’ expression

lincRNAs have multiple distinct target genes and sites (as previously explained in section 3.2) with on average 153 genes in ESC, 63 in NPC and 124 in MLF per lincRNA. The expression of a lincRNA exon correlates beyond doubt with the expression of its target genes in all cell lines. The expression level was calculated as RPKM. This correlation is shown for the ESC cell line in Figure 3.4 (Pearson correlation coefficient: 0.9). This significant correlation holds also for the other cell lines investigated. We additionally proved whether the expression of randomly sampled introns is correlated
with the pre-mRNA of non-targeted protein-coding genes to avoid any bias in our result. We observed a slight correlation in our random model, see Appendix A Figure A.4 (Pearson correlation coefficient: 0.5) but the correlation of lincRNA target sites with a coefficient of 0.9 is significantly increased compared random sites with a coefficient of 0.5.

Figure 3.4: Comparison of the expression of lincRNAs with their target genes’ expression. The expression as RPKM of lincRNAs shows a positive correlation with the expression of their target genes (shown for the ESC cell line, expression [RPKM] > 0). Each data point describes one lincRNA with the expression of a lincRNA on the x-axis and the expression of its target genes on the y-axis. The expression of a lincRNA is composed of origin and target sites. The expression of one target corresponds to the maximal expressed exon of the regarded transcript (pre-mRNA). The Pearson correlation coefficient is 0.9.

3.5 Exons, next to target sites, show a significant decrease in expression

To determine the influence of lincRNAs on splicing regulation, we investigated whether the expression of adjacent exons is changed. Therefore we calculated the expression as RPKM and determined the 'fraction of remaining expression' per adjacent coding exon (as explained in the methods section). We compared the resulting distribution of coding exons, close to 'intronic' target sites to exons, close to randomly sampled introns (background).
The expression of adjacent coding exons, especially of the exons upstream, is significantly down-regulated by nearby target sites. The 'fraction of remaining expressions' for ESC are shown in Figure 3.5 as boxplots for upstream and downstream exons (lincRNA and Background). We applied the Wilcoxon rank sum test for lincRNAs and background, upstream and downstream (p-value < 2.2e-16) to determine the significance of the down-regulation of the expression levels via lincRNAs. Findings (e.g. enrichment of lincRNAs at 5' introns) have to be carefully considered in the calculation of the background distribution. For example the intron position has to be taken into account in random sampling of introns. Significance holds for an adjusted background distribution. The same distribution of the fractions of remaining expressions is shown for e.g. stratified intron positions (for lincRNAs and background) in ESC (see Figure A.5 in the Appendix A).

Figure 3.5: Comparison of the fraction of remaining expression of adjacent exons of target sites with random introns (shown for the ESC cell line). The expression of adjacent coding exons of target sites (lincRNA) is significantly decreased. The comparison is shown for (a) upstream, (b) downstream exons. The p-value of the Wilcoxon rank sum test for upstream and downstream in ESC is < 2.2e-16. The median is shown as black line in each boxplot.
3.6 Targets show functional characteristics, such as GO enrichment

We confirmed the hypothesis that common lincRNA targets should act in a common functional context. Thus we performed a GO enrichment analysis using the tool IGE-PROS\textsuperscript{1} to identify enriched GO annotations among target genes. This analysis results in 75 Biological Process (BP), 187 Molecular Function (MF) and 129 Cellular Component (CC) GO categories (ESC cell line and 0.05 as P-value threshold). For simplification we just show the 5 most significant GO categories for each of the three classes, listed in Table 3.2. Significance is assigned by a ranking of p-values. Each row in Table 3.2 describes one enriched GO annotation. Target genes are enriched in many GO annotations indicating a widespread functionality of targets. For example enrichment of target genes was observed in the cellular component (CC): nucleus (GO ID: GO:0005634 and Term: nucleus).

\textsuperscript{1}http://www.biosino.org/iGepros/Gene/index.jsp
Table 3.2: GO enrichment in target genes. lincRNA target genes are enriched in three GO classes: 375 (BP), 187 (MF) and 129 (CC). For illustration purposes just the Top 5 enriched GO annotations are listed for each class (ESC cell line). Top 5 correspond to the most significant enrichments (assigned by p-value). Each row describes one GO annotation. Columns represent (1-3): the id, name and p-value of one GO annotation. Target genes are enriched in splicing relevant GO annotations, such as cellular component: nucleus.

In addition we identified enriched KEGG pathways among target genes using IGE-PROS² (ESC cell line and 0.05 as P-value threshold). Target genes are enriched in 82 distinct pathways (5 most significant KEGG pathway enrichments listed in Table 3.3). Enrichments include KEGG pathways associated with diseases, such as cancer (e.g. 05200: Pathways in cancer, 6.93e – 06). These results hold for the other cell lines NPC and MLF.

It was reported that there is a relation of half-life to regulatory function. Sharova et al. provide the information about half-lives of 19,977 genes across pluripotent and differentiating mouse embryonic stem cells [60]. mRNA species with short half-lives show an

<table>
<thead>
<tr>
<th>GO ID</th>
<th>GO Term</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO:0043170</td>
<td>macromolecule metabolic process</td>
<td>1.61e – 42</td>
</tr>
<tr>
<td>GO:0008104</td>
<td>protein localization</td>
<td>1.60e – 41</td>
</tr>
<tr>
<td>GO:0044238</td>
<td>primary metabolic process</td>
<td>8.11e – 41</td>
</tr>
<tr>
<td>GO:0044257</td>
<td>cellular protein catabolic process</td>
<td>1.39e – 32</td>
</tr>
<tr>
<td>GO:0070727</td>
<td>cellular macromolecule localization</td>
<td>5.28e – 29</td>
</tr>
<tr>
<td>GO:0000166</td>
<td>nucleotide binding</td>
<td>5.68e – 71</td>
</tr>
<tr>
<td>GO:0001882</td>
<td>nucleoside binding</td>
<td>1.89e – 54</td>
</tr>
<tr>
<td>GO:0005524</td>
<td>ATP binding</td>
<td>7.00e – 54</td>
</tr>
<tr>
<td>GO:0032555</td>
<td>purine ribonucleotide binding</td>
<td>1.17e – 53</td>
</tr>
<tr>
<td>GO:0030554</td>
<td>adenyl nucleotide binding</td>
<td>1.41e – 52</td>
</tr>
<tr>
<td>GO:0005737</td>
<td>cytoplasm</td>
<td>1.48e – 146</td>
</tr>
<tr>
<td>GO:0044424</td>
<td>intracellular part</td>
<td>1.85e – 65</td>
</tr>
<tr>
<td>GO:0005634</td>
<td>nucleus</td>
<td>7.57e – 51</td>
</tr>
<tr>
<td>GO:0005623</td>
<td>cell</td>
<td>1.15e – 46</td>
</tr>
<tr>
<td>GO:0005622</td>
<td>intracellular</td>
<td>2.11e – 30</td>
</tr>
</tbody>
</table>

²http://www.biosino.org/iGepros/Gene/index.jsp
Targets show functional characteristics, such as GO enrichment

<table>
<thead>
<tr>
<th>KEGG ID</th>
<th>KEGG Term</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>04120</td>
<td>Ubiquitin mediated proteolysis</td>
<td>3.79e-19</td>
</tr>
<tr>
<td>01100</td>
<td>Metabolic pathways</td>
<td>1.73e-136</td>
</tr>
<tr>
<td>00310</td>
<td>Lysine degradation</td>
<td>5.73e-10</td>
</tr>
<tr>
<td>04110</td>
<td>Cell cycle</td>
<td>1.13e-09</td>
</tr>
<tr>
<td>00280</td>
<td>Valine, leucine and isoleucine degradation</td>
<td>7.85e-08</td>
</tr>
</tbody>
</table>

Table 3.3: KEGG enrichment in target genes. lincRNA target genes are enriched in 82 KEGG pathways. Top 5 enriched pathways are listed. Each row describes one KEGG pathway. Columns represent (1-3): the id, name and p-value of one KEGG pathway.

enrichment for genes with regulatory functions, such as transcription factors. Half-lives of targeted genes do not significantly differ from non-targeted genes (background), as shown as boxplots in Figure 3.6. As background we randomly sampled the same amount of introns as ‘intrinsic’ target sites.

Figure 3.6: Comparison of half-lives of targeted genes with non-targeted genes (shown for the ESC cell line). The p-value of the Wilcoxon rank sum test in ESC is < 2.2e-16 (2.201203e-132). The median is shown as black line in each boxplot. (Median of half lives in hours: targeted 5.7 and non-targeted 6.6)
3.7 lincRNA target sites show a significant increase in GC content

We analyzed distinct characteristics of target sites as described in the methods. The results of this analysis are summarized in Table 3.4 for selected features and sequence regions. In general lincRNA target sites have a median lengths of 103 [nt] and expression of 0 [RPKM]. The expression is comparable to the observed expression in intronic regions of coding genes (background). These target sites are in close proximity to the adjacent splice sites (median distance to next splice site: 2271 [nt] in comparison to median intron length, targeted: 10760 nt and all RefSeq: 1355 nt). The increased targeted intron length is a result of e.g. the enrichment of target sites at first introns (see section 3.8). It is reported that first introns show increased intron sizes [66]. This is of interest since the distance to splice sites might be one criterion whether a lincRNA is involved in splicing regulation or not. We compared each feature (listed in Table 3.4) such as GC content of each target site to its surrounding up- and downstream sequence regions on pre-mRNA. This comparison is additionally shown in the Appendix A for this feature (see Figure A.6). We applied the Wilcoxon rank sum test to assign the significance as p-value per feature. Features that differed significantly from the surrounding sequence are marked with a star in the first column in Table 3.4.

We observed significance only for the GC content. lincRNA target sites show an increased GC content compared to surrounding regions (p-value < 2.2e-16). An increased GC content might reflect an increased stability of duplexes supporting the functionality of target sites. Target sites and surrounding sequences are not conserved. The median is equal to zero. The low conservation might be the result of the location of target sites at introns since the distribution fits to our background model (random sampled introns).

The C/D box snoRNAs are known to harbour conserved motifs, known as the C (UGAUGA) and D (CUGA) boxes residing next to the 5’ and 3’ ends. These motifs are essential for the regulatory action on alternative splicing [22]. lincRNAs might show conserved motifs for proper binding and regulation, as well. Hence the program CD-hit was applied to identify clusters of target sites with sequence similarity [61]. Target sites in a cluster might share common binding motifs and can be used for Motif Finder tools. CD-hit revealed 18742 clusters of 46900 unique target sites in ESC. The median frequency of sites is just 1.00. Since target sites in our data are distributed in many small clusters and are not conserved the detection of significant motifs remains difficult.

We are mainly interested in regulation of transcript variants. There might be a cor-
lincRNA target sites show a significant increase in GC content

A relation between target sites and SF binding sites. We used the tool SFMap [62, 63] for the prediction of motifs. The normalized frequency of motifs within target sites is not significantly increased compared to surrounding sequence regions and background. Significance was additionally not observed for SNPs and entropy.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Target sites</th>
<th>Up,-Downstream</th>
<th>Background</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC content [%]*</td>
<td>47.15</td>
<td>43.00</td>
<td>44.57</td>
</tr>
<tr>
<td>Shannon’s entropy</td>
<td>1.96</td>
<td>1.95</td>
<td>1.97</td>
</tr>
<tr>
<td>Conservation</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Sequence similarity</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>SNPs</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Splicing factors</td>
<td>0.11</td>
<td>0.11</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Table 3.4: List of the median of analyzed functional characteristics of target sites (for the ESC cell line). The median is shown for distinct features. The features are listed in the first column and distinct sequence regions are listed in the first row. As sequence regions we used the lincRNA target sites, surrounding up,- downstream regions and randomly sampled introns (Background). To determine whether a feature is significant we compared the distribution of lincRNA target sites with their surrounding sequence regions on pre-mRNA and applied the Wilcoxon rank sum test to determine the p-value. A feature with a significant p-value is marked with a star. A significant increase within target sites could be observed for the GC content. The GC content is more increased than expected by chance. The p-value of the GC content of the target sites with its surrounding sequence region is p-value < 2.2e-16.
3.8 The 5' introns are most frequently targeted by ncRNAs and the according exons show the strongest down-regulation

The majority of distinct lincRNAs targeting protein-coding genes is antisense to the 5' introns of their counterpart transcripts (see Figure 3.7). We determined the total number of potential target sites and distinct coding/non-coding transcripts in relation to their intron position. The declining distribution of frequencies is shown in Figure 3.7 for distinct positions and the ESC cell line. As intron positions of coding genes we chose the terminal introns 5' and 3' and internal ones (2-9, 5'− > 3'). As shown in Figure 3.7, 208 lincRNAs and 15236 target sites are associated with the 5' intron. These results show that nearby 5' exons of protein-coding transcripts might be influenced in the first place.

Figure 3.7: Distribution of lincRNAs along distinct intron positions of their targets (shown for the ESC cell line). lincRNAs, target transcripts and sites are most significantly enriched at 5' introns. The declining distribution of frequencies is shown for distinct intron positions. As intron position of coding genes we chose the terminal introns 5', 3' and internal ones (2-9, 5' − > 3'). lincRNAs are especially enriched at the 5' intron, indicated by the maximal frequency. The frequency of duplexes declines with increasing exon/intron position of protein-coding genes.
The 5’ introns are most frequently targeted by ncRNAs and the according exons show the strongest down-regulation.

We further determined the influence of duplexes on splicing regulation in relation to their location on the pre-mRNA. First, we determined the frequency of lincRNAs and background (as explained in methods) for each intron position. Next, the frequencies of each intron position are split in non-overlapping windows of the ‘fractions of remaining expressions’ for adjacent coding exons. We additionally normalized the values by the total frequency of the regarded intron position in each window. The differences of lincRNAs and random sampled introns are shown per window and intron position in Figure 3.8. The expression of the 5’ exons of protein-coding genes is most significantly down-regulated (Figure 3.8). For example in the ESC sample, 15236 lincRNA target sites are located within the 5’ intron. On average 14047 randomly sampled 5’ introns were found. The normalized frequencies of 5’ lincRNA target sites and random introns are shown for the windows of the ‘fractions of remaining expressions’ in the supplement (5’ exon, see Figure Appendix A A.7). The maximal difference could be observed in the window of [0..10] with (0.28 = 0.5425 - 0.2641). This window corresponds to a down-regulation of the expression of the 5’ exon to a remaining expression of <10% if the corresponding lincRNAs are active.

Our results hold for the other cell lines and demonstrate that i) lincRNAs target the first exons more frequently as expected from a random distribution and ii) that the down-regulation in the 5’ exons is strongest. Further this indicates that alternative transcript events such as alternative first exons or 5’ splice sites as described in the work of Katz et al. [23] is caused by lincRNAs.
## Results

<table>
<thead>
<tr>
<th>Intron position</th>
<th>Remaining expression [%]</th>
<th>5'</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>3'</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adjacent exon, upstream</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0..10</td>
<td>0.28 0.11 0.04 0.05 0.01 0.02 0.03 0.02 0.02 -0.03</td>
<td>0.07 0.04 0.02 0.03 0.00 0.0 0.01 -0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10..20</td>
<td>-0.01 0.04 0.03 0.02 0.01 0.04 0.02 0.02 0.02 -0.01</td>
<td>0 0 0 0 0 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20..30</td>
<td>-0.04 0 0 0 0 0 0 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30..40</td>
<td>-0.03 0 0.03 0.01 0 0.01 0.01 -0.01 -0.01 0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40..50</td>
<td>-0.03 -0.02 0 0.01 0 0.02 0.01 0.03 0.02 0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50..60</td>
<td>-0.03 -0.02 -0.02 -0.02 -0.03 -0.02 -0.02 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60..70</td>
<td>-0.02 -0.01 -0.01 -0.02 -0.03 -0.02 -0.02 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70..80</td>
<td>-0.02 -0.04 -0.02 -0.02 -0.01 -0.02 -0.02 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80..90</td>
<td>-0.01 -0.02 -0.03 -0.02 -0.04 -0.01 -0.04 -0.03 -0.03 0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90..100</td>
<td>-0.01 -0.02 -0.02 0 -0.01 -0.01 0 0 0 0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>downstream</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0..10</td>
<td>0.07 0.03 0.01 0 -0.01 0 0.01 0 -0.01 -0.02</td>
<td>0.07 0.04 0.02 0.01 0.03 -0.01 -0.02 0.01 0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10..20</td>
<td>0.09 0.07 0.02 0.02 0.01 0.03 -0.01 -0.02 0.01 0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20..30</td>
<td>0.06 0.04 0.05 0.03 0.05 0.02 0.05 -0.01 0.01 0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30..40</td>
<td>0.01 0.05 0.05 0.02 0.03 0.02 0.06 0.04 0.01 0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40..50</td>
<td>0.03 0.04 0.03 0.01 0.02 0.02 0.02 0.02 0.02 0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50..60</td>
<td>0.02 0 0 0.01 -0.01 -0.01 0 0.05 0.02 -0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60..70</td>
<td>-0.01 -0.01 -0.01 0 0.02 -0.02 0 -0.04 -0.02 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70..80</td>
<td>-0.02 -0.03 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80..90</td>
<td>-0.01 -0.03 -0.02 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90..100</td>
<td>-0.02 0 0 0.03 0 0.03 -0.02 0.02 -0.02 -0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.8: Matrix of frequencies of target sites in dependence of the fractions of remaining expressions and intron position. lincRNAs, antisense to the 5' intron positions of their target genes have the most impact on splicing regulation of their adjacent exons, up- and downstream in all samples. In this table we show the results for the cell line ESC. In the first column the non-overlapping window sizes of ten percent ([0..10],...[90..100]) and in the first row the intron positions are listed. As intron positions of coding genes we chose the terminal introns 5’, 3’ and internal ones (2-9, 5’ – > 3’). We calculated the normalized frequency of ‘intronic’ target sites and random sampled introns as described in the methods per intron position and window. The difference of lincRNAs and background is shown in each unit. The distribution is shown for upstream and downstream adjacent coding exons. Positive values, shown in red, correspond to an excess of lincRNA target sites compared to random introns. Negative values correspond to an excess of background. The maximal decrease in the expression can be observed for the adjacent exon, upstream with the target sites located within the 5’ intron of target genes. The maximal difference is 0.28 with the maximal excess of lincRNAs in the bin [0..10]. Hence the 5’ exon is significantly down-regulated to a remaining expression of <10 %.
Alternative transcript events AFE/ALE are most significantly fostered by the regulation of complementary lincRNAs

First 'alternative transcript events' were predicted for each of the eight included events using the tool MISO [23, 11], see methods. This prediction was run for each cell line. Based on resulting predictions, the frequency of genes undergoing an event was calculated for each event in the next step (category: 'Event' for simplification). The percentage of genes with an event was calculated for distinct sets of genes: namely target genes, non-targeted genes and all RefSeq genes. An increased percentage in the set of target genes undergoing an event compared to the other sets would be indicative. This analysis was performed for each of the eight 'alternative transcript events' separately. Non-targeted genes were selected from our previous curated background model (see above).

One important observation was that lincRNAs are enriched primarily at 5' introns and additionally but not in the first place 3' (last) introns. We restricted our analysis on genes with target sites located at 5' (first) or 3' (last) introns to focus the analysis on nearby exons. The following events were merged: AFE with ALE and A5SS with A3SS. Merging of events was applied to reduce marginal noise e.g. from distinct annotation sources. The same restriction was applied to random sampling (background model).

Events such as for example AFE or ALE (AFE/ALE) are preferred. The distribution is shown in Figure 3.9 for the ESC cell line and the significant merged alternative transcript event: AFE/ALE. In the ESC cell line 40% (1430 of 3618) of target genes undergo AFE/ALE. This percentage is two-fold increased compared to non-targeted genes: 22% (754 of 3375). The results hold for the other cell lines: NPC (targeted: 43%, non-targeted: 26%) and MLF with (targeted: 43%, non-targeted: 23%). The percentage of target genes undergoing AFE/ALE is significantly increased in comparison to non-targeted genes. Thus there is evidence that lincRNAs especially antisense to 5' (first) introns are primary involved in alternative promoter usage. The other merged event: A5SS/A3SS is not significant with targeted: 23%, non-targeted: 27%. Just a minority of lincRNAs is distributed along internal introns. These lincRNAs seem not to be involved in alternative splicing regulation since other possible appropriate events, such as Skipped Exon and Mutually Exclusive Exon are not significant in all cell lines.
Figure 3.9: Distribution of the frequencies of genes undergoing an alternative transcript event. In this Figure the results are shown for AFE/ALE and the ESC cell line. We calculated the distribution for three distinct sets of genes: targeted, non-targeted genes and all RefSeq genes. We selected targets with target sites assembled at first and last introns of all sites for this analysis. The same restriction was set for random sampling. The frequencies of genes are split in undergoing an event and no event. This event is significantly fostered by lincRNAs. 40% of target genes undergo this merged event. This percentage is 2-fold increased compared to random sampling.

We included our list of features of targets and target sites in this analysis. There is no significant trend obvious for a relation between a feature, such as e.g. GO category and the merged event AFE/ALE or 'fraction of remaining expression' value. Restricting our analysis to genes with the assignment of the GO enriched cellular component e.g.: nucleus for instance, increases the percentages of genes undergoing an event on the one hand (from 40 to 43% in ESC). On the other hand this increase is not significant since it is observed for affected (43%) as well as non-affected genes (27%) (ESC).
3.10 Case study of a lincRNA involved in alternative splicing regulation

An example of one expressed lincRNA in ESC is shown in Figure 3.10. This lincRNA originates from chromosome 11 and its target site is located within the second intron of the protein-coding gene Calml4 on chromosome 9. The target site in this example is 61 nt in length, 2368 nt apart from the exon upstream of isoform NM_138304 and has a significantly increased GC content of 49% (compared to surrounding sequence regions). Further characteristics of the target site are shown in Table 3.5. Other features were investigated, but significance of target sites not observed. The expression of this exon upstream is down-regulated compared to pre-mRNA (‘fraction of remaining expression’=0%). This exon is not spliced out in the annotated transcript NM_001102468, but the observation indicates the existence of novel isoforms where this down-regulated exon is skipped. Therefore we run an additional analysis using the tool MISO \[23, 11\] to predict alternative transcript events. This exon is predicted to undergo exon skipping.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Upstream</th>
<th>Target site</th>
<th>Downstream</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC content [%]</td>
<td>31.00</td>
<td>49.18</td>
<td>47.00</td>
</tr>
<tr>
<td>Entropy</td>
<td>1.86</td>
<td>1.99</td>
<td>1.99</td>
</tr>
<tr>
<td>Conservation</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>SNPs</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Splicing factors</td>
<td>0.11</td>
<td>0.10</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Table 3.5: Characteristics of one lincRNA target site regulating the alternative transcript event SE (Skipped Exon) predicted by MISO \[23, 11\]. The features are listed in the first column and distinct sequence regions are listed in the first row. As sequence regions we used the lincRNA target site and surrounding upstream and downstream regions.
Figure 3.10: Schematic illustration of lincRNAs influencing target alternative transcripts’ expression and events. The lincRNA target site is shown as light blue box. The exons of protein-coding gene Calml4 are shown as black boxes and introns as lines. Exon 1 corresponds to the 5’ coding exon of a gene and exons 2,-3 to the adjacent exons, up-downstream of the target site. The expression is shown per coding exon in the bottom part as [RPKM] and fraction of remaining expression [%]. The lincRNA is transcribed from a different genomic location than its target site, namely from chr11. As found by sequence complementarity searches, the lincRNA could form a putative duplex structure with intron of Calml4. From the experimental expression levels, it can be seen that the known splice variants NM_138304 and NM_001102468 could be found in the sample. The second exon corresponds to the adjacent exon, upstream. This adjacent exon is down-regulated via the influence of the lincRNA target site to a remaining expression level of zero and 0%. This suggests a novel splice variant where the exon is skipped and most important that lincRNA fosters the alternative splicing of the adjacent exon and alternative transcript events such as exon skipping. This event and the novel variant are confirmed by the tool MISO [23][11]. This tool is as already mentioned capable to detect distinct alternative transcript events including (Skipped Exon) SE.
3.11 Illustration of the complexity of lincRNA:small ncRNA interactions

There is indication that a lincRNA could be sequence related to distinct targets, protein-coding transcripts and small ncRNAs. An interaction between lincRNAs and small ncRNAs could be associated with several functions. A few lincRNAs are reported to yield as precursor for small ncRNAs [9]. Besides these observations, some lincRNAs are suggested to interfere the activity of small ncRNAs (like miRNAs) by base pairing [9]. The complexity of distinct scenarios of the interaction of lincRNAs with small ncRNAs is shown in Figure 3.11.

Figure 3.11: Illustration of the complexity of lincRNAs’ regulatory actions. In the top part we illustrate one lincRNA exon/intron like structure. The exons of a lincRNA are illustrated as boxes and introns as lines (black). We go into detail of one exon of a lincRNA (marked with a red filled star) since we analyzed each part of a lincRNA in context of regulatory actions in this work. Sense (S): lincRNAs are assumed to yield as precursor of a small ncRNA. Antisense (A): Antisense lincRNAs could inhibit a small ncRNA’s regulation via base pairing. These two scenarios are indicated by a directed arrow.
3.12 A small fraction of lincRNAs potentially interplay with small ncRNAs

We run sequence similarity searches to determine the interaction of long with small ncRNAs as explained in the methods. Different database tracks corresponding to distinct types of small ncRNAs from two databases DeepBase\(^3\) and fRNAdb\(^4\) were included for this analysis. 9% (179 of 1931) of lincRNA loci in ESC, 5% (62 of 1264) in NPC and 4% (31 of 786) in MLF show sequence similarity to at least one small ncRNA included in DeepBase or fRNAdb. The percentage of interacting lincRNAs is shown for each cell line in Figure 3.12).

\[\text{9\%} \quad \text{5\%} \quad \text{4\%} \quad \text{ESC} \quad \text{NPC} \quad \text{MLF}\]

Figure 3.12: Distribution of the frequencies of lincRNAs interacting with at least one small ncRNA included in DeepBase or fRNAdb. The frequencies are shown as percentages for each cell line separately: ESC, NPC and MLF (bars in distinct colours: green, blue and red). The percentage is maximal in the ESC cell line with 9%.

\(^3\)http://deepbase.sysu.edu.cn/
\(^4\)http://www.ncrna.org/frnadb/
A detailed list of distinct statistics for interacting and expressed lincRNAs, subdivided in sense (S) and antisense (A) interaction, is given in Table 3.6. The table for lincRNAs irrespective of expression is additionally shown in the Appendix A (see Table A.5) for completeness. Sense/antisense was assigned according to the strand orientation reported by the sequence similarity search using Blat [53]. Each row describes the statistics for one type of small ncRNA, with small ncRNAs of DeepBase$^1$ and fRNAdb$^2$. lincRNAs seem to interplay sense with a distinct set of small ncRNAs compared to antisense.

For example 103 sense lincRNAs tend to have sequence similarity with rasRNAs$^1$ and 48 with snoRNAs$^2$ in the first place. This is in contrast to lincRNAs sequence complementary to small ncRNAs (antisense). Just 48 lincRNAs show complementary to rasRNAs$^1$ and 44 to snoRNAs$^2$. In the case of pasRNAs$^1$, easRNAs$^1$ and rasRNAs$^1$ the sets obviously have the strongest discrepancies.

None of lincRNAs interact with snRNAs of fRNAdb, nor with nasRNAs of DeepBase (excluded in Table 3.6). It also has to be noted that e.g. the frequency per lincRNA varies across small ncRNA types. The average frequency of small ncRNAs ranges from 1 to 35. It has to be noted that the statistics of the ncRNA types: easRNAs and rasRNAs have to be carefully considered.

For example the relatively high number of lincRNAs interacting with easRNAs might be just a result of the terminology. We used in our data the exons of lincRNAs and easRNAs (exon-associated small RNAs) overlap according to the methodology applied for the detection of these small ncRNAs by Yang et al. with exons [67]. The sequence similarity might be the result of the underlying sequence compositions of the exonic regions of lincRNA and easRNAs. Hence these lincRNA:easRNA interactions are of minor importance. The interaction of lincRNAs with miRNAs and snoRNAs is more interesting. For example in total 180 lincRNAs are sequence similar to at least one snoRNA of fRNAdb. Thereof 48 and 44 are assigned to sense and antisense transcript orientations. A lincRNA has on average one, rather than multiple, small ncRNA interaction partner.
Table 3.6: Statistics of the relation between our lincRNA data set with distinct types of small ncRNAs. The number of expressed lincRNAs with sequence similarity to a small ncRNA type are listed in this table. One lincRNA can interact with multiple distinct types of small ncRNAs. Each row describes the statistics of the interaction of lincRNAs (ESC) with one type of small ncRNA. Column 1 lists the distinct types of small ncRNAs, with small ncRNAs of DeepBase¹ and fRNAdb². Columns 2-4 show the statistics of lincRNA:one type of small ncRNAs interactions: (2) the frequency of lincRNAs with sequence similarity to at least one small ncRNA (expressed interaction sites), (3) average frequency of small ncRNAs a lincRNA is interacting with. The frequencies are separated in sense: S and antisense: A interactions (strand orientation + and -).

<table>
<thead>
<tr>
<th>small ncRNA type</th>
<th>Frequency of lincRNAs</th>
<th>Average frequency of small ncRNAs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>A</td>
</tr>
<tr>
<td>snoRNA¹</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>miRNA¹</td>
<td>26</td>
<td>25</td>
</tr>
<tr>
<td>pasRNA¹</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td>easRNA¹</td>
<td>82</td>
<td>48</td>
</tr>
<tr>
<td>rasRNA¹</td>
<td>103</td>
<td>48</td>
</tr>
<tr>
<td>miRNA²</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td>piRNA²</td>
<td>17</td>
<td>20</td>
</tr>
<tr>
<td>snoRNA²</td>
<td>48</td>
<td>44</td>
</tr>
</tbody>
</table>

3.13 Adjacent coding exons of interacting lincRNAs (with small ncRNAs) retain their decreased expression levels

We are further interested whether the lincRNA or the generated small ncRNA is the regulator of alternative splicing. A lincRNA serving as precursor (i) could additionally regulate alternative splicing regulation of a target gene (ii) as one possible scenario. Contrary such a lincRNA might not be directly involved in this second specific function (ii), but rather indirectly in the sense that generated small ncRNA takes the function over.

To gain further evidence about these complex scenarios we proceeded with our work in context of lincRNAs and their influence on alternative transcripts' expression and events. We already reported that 344 lincRNAs are antisense to introns of protein-
coding genes in ESC (see section [3.1]). 259 (of 344) lincRNAs are expressed and 53 (of 259) are sequence similar sense/antisense to a snoRNA of fRNAdb for instance. We observed as one of the most promising findings that adjacent exons, close to lincRNA target sites, show less expression than expected by chance. To verify the previously explained scenarios we compared the 'fractions of remaining expressions' (measure for the change in expression) of interacting with non-interacting lincRNAs for these snoRNAs. There is no difference apparent in all cell lines. The median for interacting lincRNAs is 34.15 and non-interacting: 34.61 in the ESC cell line. The same holds for snoRNAs of DeepBase.

These observations indicate that one lincRNA could interact with both, small ncRNAs and protein-coding genes (i) the influence on alternative target genes’ expression remains unchanged indicating that the lincRNA itself (not the small ncRNA) might maintain its role as alternative splicing regulator (ii). The regulatory effect of snoRNAs on alternative splicing regulation was examined by Kerstin Haase in her diploma thesis [59]. snoRNAs show similar key results to lincRNAs: (i) Enrichment of target sites at introns, especially 5’ introns (ii) Downregulation of the expression of nearby exons (iii) and effect on alternative transcript events AFE/ALE.

3.14 Case study of one lincRNA as potential precursor for a miRNA

A lincRNA yielding as precursor might overlap sense with an annotated small ncRNA. Further characteristics might be an increased expression or conservation at the site of the generated small ncRNA (interaction site) among others. Hence we compared these two features of an interaction site with surrounding sequence regions, up- and downstream. At large scale we could not observe any significant increase within interaction sites.

For example the lincRNA loci chr7:149762733-149764040 shows sequence similarity (sense) to the miRNA mir675 included in fRNAdb (miRNA track: pre-miRNA and mature miRNA). The pre-miRNA is e.g. 84 nt in length and has a 100% match on the lincRNA loci. According to this identical match there is indication that this lincRNA yields as precursor. It was particularly shown that this microRNA miR-675 is processed from the first nc-exon of lncRNA H19. Obviously this specific miRNA is additionally generated by other lncRNA transcripts besides H19. The first nc-exon criteria for the processing of miRNAs, but this is just for 1 of 8 interacting lncRNAs observed in our data. Interestingly the lincRNA loci is not sequence complementary to any protein-coding transcript in our data. Hence this lincRNA is according to our analysis workflow not capable to
be associated with the regulatory action - Regulatory influence of lincRNAs on target alternative transcripts’ expression and events.
4 Discussion

4.1 Regulatory influence of lincRNAs on target alternative transcripts’ expression and events

lincRNAs are assigned to a variety of distinct functional roles in recent studies [15, 16, 9]. In this work, we present evidence for the role of lincRNAs in alternate splicing. ncRNAs are candidates for the specific selection of protein-isoforms. In our analysis, RNA-seq data of Guttman et al. [1] including the transcriptome reconstruction of mouse lincRNAs in three cell lines, embryonic stem cells (ESC), neural progenitor cells (NPC) and mouse lung fibroblasts (MLF) for our large scale analysis were used.

The results show that a subset of lincRNAs is antisense to protein-coding genes, potentially forming RNA:RNA duplexes. These antisense lincRNAs target a large number of protein-coding genes. The majority of duplexes is located almost exclusively within intronic regions, with 91% in ESC-, 93% in NPC- and 95% in MLF- cells respectively. We found a positive correlation between the expression of a lincRNA and its protein-coding targets’ expression levels. We could show that protein-coding exons next to potential antisense and intronic lincRNAs sites are significantly less expressed compared to exons in close proximity to random sampled introns. This finding holds for all cell lines investigated. Most of these duplexes are notably assembled on the 5’ part of protein-coding genes and 5’ exons show the strongest decrease in expression.

Not just a clear correlation of linc- and mRNAs duplexes and down-regulation of adjacent exons was detected but splice events, especially the event: AFE/ALE. We are aware of some remaining limitations in predicting alternative transcript events. A fraction of genes is targeted by lincRNAs, but not predicted to undergo an event. Some genes are not targeted by a lincRNA, but are assigned to an event in our background model. These interacting pairs can be used for further investigation. It is unclear to date whether all duplexes must result in an alternative splicing event and what other types of small ncRNA participate.

Our findings are confirmed by experimental data published recently. Recently a sin-
gle case of a RNA:RNA duplex influencing the regulation of alternative splicing has been described [20]. The example is the human long ncRNA Saf, sequence complementary to the 5’ intron of its target and 521 nt apart from the 5’ exon [20]. Alternative splice variants of Fas could be explained by the regulation of Saf [20]. Furthermore Saf is expressed in several tissues such as heart and cancer cell lines including Jurkat (acute T-cell leukemia) [20]. Yan and colleagues explicitly show that Saf over-expression affects the expression of Fas isoforms [20].

Until now, the impact of lincRNAs on alternative splicing was just shown in specific studies and for single ncRNAs, but not on a large scale [19, 20]. Getting a more comprehensive insight into splicing regulation in context of RNA:RNA duplexes is of importance since the majority of eukaryotic genes undergo alternative splicing events and mis-regulation of splicing is associated with diseases, such as cancer [10, 49]. As an example the lincRNA HOTAIR is frequently altered in human cancers [27]. Although the causative effect of lincRNAs on the malignant properties of cancer cells is unclear, gaining knowledge about the regulatory effect on alternate isoforms might be of medical importance for cancer treatment [27].

Altogether, our analysis indicates a wide and general role of transcript variant regulation by lincRNAs and opens new perspectives for the systematic investigation of the conditional expression of isoforms and their cellular functions. The expression level of coding exons appears to be down-regulated by the influence of near binding lincRNA target sites. Alternative splice variants of protein-coding genes can be explained by such RNA:RNA duplexes. The systematic analysis of published deep-sequencing data as well as the design of hypothesis-driven experiments is needed to get a more detailed insight into the specific role of lncRNAs to control protein isoforms in various tissues and various conditions of differentiation.

The conditional control of protein isoforms needs to be specific and dynamic. The traditional view of interacting proteins such as enhancers, silencers or other factors involved in the splicing machinery is not sufficiently convincing to rationalize the rather precise tuning of alternate variants. The epigenetic explanation based on chromatin and histone modifications as regulators of alternative splicing appears to be plausible, but how histone modifications may affect the transcription of an individual exon remains an unsolved riddle. In contrast, the control by non-coding RNAs offers not only an explanation for the specificity of interaction it also allows the control of many targets by a single ncRNA similar to the miRNA translational suppression. To show experimentally that not the mRNA precursor itself, but the mRNA:ncRNA duplex is processed by the splicing machinery is a yet missing piece in the puzzle of alternate splice regulation. Our
data provide evidence that non-coding RNAs are candidates to control alternate splicing. Improved methods and detailed interpretation of the results are needed to monitor the presence of lincRNAs and their impact on the selection of alternate protein isoforms.

4.2 Generation and/or interference of activity of small ncRNAs

Besides the capability of lincRNAs to interact with protein-coding genes, it is reported that these lincRNAs further interact with noncoding RNA [9]. An interaction between a long and small ncRNA is reported to be associated with distinct functions [9]. Hence, we additionally determined the interplay of our lincRNA data with distinct types of small ncRNAs using the lincRNA reconstructions of Guttman et al. [1].

In this work, we found that many lincRNAs interplay with at least one small ncRNA: 9% (179 of 1931) in ESC, 5% (62 of 1264) in NPC and 4% (31 of 786) in MLF. lincRNAs are obviously capable to interact with distinct types of small ncRNA, such as miRNAs and snoRNAs.

There might be even a relation between type and function. This potential functionality needs further experimental examination. It is still another open question whether the lincRNA itself or the (sense) generated small ncRNA is the crucial ncRNA for alternative splicing regulation. There is a marginal evidence in our data that the lincRNA itself is responsible for the down-regulation of expression levels of their targets. The effect of lincRNAs on target isoforms’ expression and events is comparable of interacting and non-interacting lincRNAs.
Part II

SNP analysis of Restless legs syndrome
5 Introduction

5.1 Motivation

Restless legs syndrome (RLS) is assumed as one of the most common neurological disorders according to Allen et al. An urge to move the legs and odd sensations in resting situations are reported symptoms of RLS. The identification of genetic loci and associated variants for the RLS phenotype is of importance (reviewed by Allen et al. [68]).

Non-synonymous single nucleotide polymorphisms (SNPs) in coding regions are crucial since the SNP in a codon alters the amino acid of the protein product. This change of an amino acid can further lead to an effect on protein function and inherited diseases. Two established approaches for the identification of disease related genetic variants are genome-wide association study (GWAS) and exome sequencing. The GWAS can just detect SNPs that are common in the population. Contrary the exome sequencing technique affords the identification of novel SNPs.

We performed an analysis for the identification and interpretation of novel RLS associated variants based on exome sequencing data. The analysis can be split in three tasks: (i) Exome sequencing (ii) Raw data processing and (iii) Qualitative modelling. This study was achieved in cooperation with Dr. Volker Stämpflen and Daniel Ellwanger (BIS group, Helmholtz Zentrum München) and Prof. Juliane Winkelmann (Neurologische Klinik und Poliklinik, Klinikum rechts der Isar). Exome sequencing data of two pedigrees known to be affected by RLS was provided by Prof. Juliane Winkelmann (NKP). The exome sequencing data was processed using an implemented NGS pipeline by our group (NGS group, Helmholtz Zentrum München) to provide lists of candidate genes and their assigned variants. Interesting candidates were modelled by a colleague of mine Daniel Ellwanger (BIS).

We found three candidate genes with novel (not in dbSNP134) and non-synonymous (deleterious) SNPs common in all eleven exomes of both pedigrees (ii Raw data processing). These three most interesting genes were primary examined by Daniel Ellwanger in detail (iii Qualitative modelling).
5.2 RLS

5.2.1 Definition and symptoms

RLS (Restless Legs Syndrome) or Ekbom’s syndrome is a neurological sensory-motor disorder. The disorder is characterized by a need for movement and unpleasant sensations in the first place (reviewed by e.g. [69, 70, 71]). Symptoms similar to RLS were described for the first time by Thomas Willis, 1672 [72]. The term ‘Restless legs’ itself was introduced and published as doctoral thesis by the swedish neurologist Karl-Axel Ekbom, 1945 [73]. In this thesis RLS features were described, e.g. a prevalence of at least 5% and a dominant mode of inheritance [73]. Yoakum described RLS to the point as “the most common disorder you’ve never heard of” [74].

Clinical diagnostic criteria were later established and reviewed by the International Restless Legs Syndrome Study Group (IRLSSG) [75, 68]. The four essential RLS diagnostic criteria (updated version of 2003) are listed below, adopted from Allen et al. [68] and the review of Trenkwalder et al. [70]. All four criteria are required for a positive diagnosis of RLS [68]. Supportive and associated RLS features are listed in the Appendix B (Enumerations on Page 115).

Essential criteria

1. An urge to move the legs, usually accompanied or caused by uncomfortable and unpleasant sensations in the legs. Sometimes the urge to move is present without the uncomfortable sensations and sometimes the arms or other body parts are involved, in addition to the legs.

2. The urge to move or unpleasant sensations begin or worsen during periods of rest or inactivity such as lying down or sitting.

3. The urge to move or unpleasant sensations are partially or totally relieved by movement (walking or stretching), at least as long as the activity continues.

4. The urge to move or unpleasant sensations are worse in the evening or at night than during the day, or only occur in the evening or night. When symptoms are very severe, the worsening at night may not be noticeable but needs to have been present previously.

Symptoms of RLS are currently reported to occur most often in resting situation, worst in the evening and night (see reviews e.g. [69, 70, 71]). Primary the legs are affected, but arms are involved in up to 48.7% of patients [76]. Current estimates suggest that up to 10% of the human population is affected by RLS (at least in Europe and North
RLS shows a wide spectrum of severity and age of onset going along with difficulties in diagnostics and medical treatment [69, 70, 71]. The severity of RLS varies across patients from a minor to major disruption. A rating scale for the evaluation of the severity of symptoms was established by IRLSSG [78]. The age of onset of RLS is reported to range from an early age, even childhood (see e.g. [79, 80]) to over 80 years of age (reviewed [70]). Most RLS patients are reported to be middle-aged or older according to Trenkwalder et al. [70]. An 'Age-at-onset' study in a large cohort of RLS patients found a large peak at 20 years of age and a smaller peak in the mid-40s [81].

Increasing age and female sex are considered as risk factors [69, 70, 71]. This consideration of these factors is based on two observations: Prevalence in the population increases with age and women are more than twice (e.g. 2.6 times more [77]) affected than men.

5.2.2 Forms

Causes of RLS are divided into primary and secondary forms. These forms are reviewed [69, 70, 71] and briefly summarized below.

1. Primary (idiopathic): In this primary form, the disease RLS is inherited. An autosomal dominant inheritance is of suggest. The identification of the responsible RLS associated genes is still a major aim in the research of RLS. This primary form of RLS is studied in our work since it is the predominant form of RLS and one research area of our cooperation partners Prof. Juliane Winkelmann at the NKP (Neurologische Klinik und Poliklinik, Klinikum rechts der Isar). Explicitly a percentage of 40-60% of cases is reported to be assigned to familial RLS. For example Juliane Winkelmann and colleagues found 77% (232 of 300) RLS patients with iRLS (idiopathic restless legs syndrome): ‘positive family history’ in the year 2000 [82]. Thereof 42.3% were assigned to ‘definite positive’ [82]. The focus of treatment is on the dopaminergic system and iron metabolism. Patients are commonly treated with levodopa and dopamine agonists in the first place (dopaminergic treatment).

Research findings to date are briefly pointed in the following: The first genetic locus in one French Canadian pedigree was found on chromosome 12q in the year 2001 (autosomal dominant mode of inheritance) for the RLS phenotype [83]. Desauteles et al. note in their discussion that not just this one, but rather several...
genetic loci might be responsible for the RLS phenotype \[83\]. The gene locus on chromosome 12q was later confirmed in five more pedigrees \[84\]. Loci on chromosomes e.g. the following six: 12q, 14q, 9p, 2q, 20p and 16p were identified until 2009 according to the review of Ekbom et al. \[69\].

A search for GWAS (Genome wide association studies) hits using HuGE Navigator (version 2.0) \[1\] returns twelve GWAS hits (collected data since 2001). Most variants of GWAS hits are assigned to gene loci, but recent publications report variants in intergenic loci, such as lincRNAs \[4\]. The complete list of RLS variants and associated regions is given in Table 5.1. One intergenic RLS variant was discovered for the first time by our cooperation partner Prof. Juliane Winkelmann in the year 2011 \[85\].

<table>
<thead>
<tr>
<th>GWAS hit</th>
<th>Variant</th>
<th>Published gene</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>rs3104767</td>
<td>TOX3, BC034767</td>
<td>16q12.2</td>
</tr>
<tr>
<td>2</td>
<td>rs6747972</td>
<td>Intergenic</td>
<td>2p14</td>
</tr>
<tr>
<td>3</td>
<td>rs2300478</td>
<td>MEIS1</td>
<td>2p14</td>
</tr>
<tr>
<td>4</td>
<td>rs9357271</td>
<td>BTBD9</td>
<td>6p21.2</td>
</tr>
<tr>
<td>5</td>
<td>rs1975197</td>
<td>PTPRD</td>
<td>9p24.1</td>
</tr>
<tr>
<td>6</td>
<td>rs12593813</td>
<td>MAP2K5, SKOR1</td>
<td>15q23</td>
</tr>
<tr>
<td>7</td>
<td>rs9296249</td>
<td>BTBD9</td>
<td>6p21.2</td>
</tr>
<tr>
<td>8</td>
<td>rs12593813</td>
<td>MAP2K5, LBXCOR1</td>
<td>15q23</td>
</tr>
<tr>
<td>9</td>
<td>rs2300478</td>
<td>MEIS1</td>
<td>2p14</td>
</tr>
<tr>
<td>10</td>
<td>rs1975197</td>
<td>PTPRD</td>
<td>9p24.1</td>
</tr>
<tr>
<td>11</td>
<td>rs4626664</td>
<td>PTPRD</td>
<td>9p23</td>
</tr>
<tr>
<td>12</td>
<td>rs3923809</td>
<td>BTBD9</td>
<td>6p21.2</td>
</tr>
</tbody>
</table>

Table 5.1: List of RLS related GWAS hits, HuGE Navigator (version 2.0). Each row describes one GWAS hit. Columns represent (1-4): (1) the number of GWAS hit (2) variant (3) associated gene and (4) chromosome or region. GWAS hits 1-9 were found by Juliane Winkelmann (studies from 2007-2011).

2. Secondary (symptomatic): In the secondary form the disease RLS is the cause of a condition. Conditions can be roughly grouped into other intervening diseases and drugs. An overview of conditions is taken from the review of Byrne et al. \[71\] (see Figure 5.2). Contrary to the primary form a condition can be directly treated. The three most common conditions are iron deficiency, renal failure and pregnancy. It is reported that up to 25% of caucasian RLS patients are additionally affected by

\[1\]http://www.hugenavigator.net/HuGENavigator/downloadCenter.do
iron deficiency (‘low blood’ - low levels of haemoglobin) [86]. Low serum iron levels can be diagnosed: low serum ferritin, $< 50$ ng/ml (see associated RLS features in the Appendix B (Enumerations on Page 115)). For example iron deficiency was explicitly observed in 34% of Indian RLS patients in a study in the year 2007 [86]. This percentage was increased in comparison to a control of 6% [86].

---

**Figure 5.1:** Secondary causes of RLS at a glance. This Figure is taken from the work of Byrne et al. [71]. Causes are divided into three parts: (i) Neurological disorders (ii) medical disorders and (iii) other conditions and drugs.
5.3 Exome sequencing analysis

Exome sequencing can be summarized as the use of a NGS technology to sequence the coding regions of the genome (see reviews [87, 88, 89]). Applications of exome sequencing range from the discovery of mutations and genes associated with rare disorders to clinical diagnosis. In dependence of the aim of research distinct strategies can be pursued for discovery. Sequencing and variant filtering can be applied on exomes of related or unrelated affected individuals. For example one or multiple genes with a novel variant, shared among affected individuals of a pedigree, can be identified. In addition to the discovery of mutations, exome sequencing was successfully applied to diagnose genetic diseases. In one of the first studies diagnosis of chloride-losing diarrhea was achieved by the identification of a homozygous missense variant in the disease associated gene SLC26A3 [90].

The workflow of exome sequencing is shown in Figure 5.2. This Figure is taken from the review of Ku et al. [88] and is divided into three parts: (i) Sample Preparation and sequencing, (ii) Primary Data Processing and (iii) Secondary Data processing. In the first part of the workflow genomic DNA is extracted and a sequence library is prepared. This library is further used to sequence the exome using a NGS technology. Secondly, the resulting NGS data is processed to generate raw sequence reads. These reads are mapped onto genome and PCR duplicates are removed. Finally, in the third part, variants are called and annotated. As annotation resources dbSNP or 1000GP can be used to retrieve known SNPs. It has to be mentioned that SNPs can not just be annotated as e.g. ‘novel’, but other filterings can be applied. For example it might be of interest whether the causal SNP is predicted to show functional effects. Causal mutations are identified and interpreted among variant lists.
Figure 5.2: Exome sequencing analysis workflow. This Figure is taken from the work of Ku et al. The workflow is split into three parts: (i) Sample Preparation and sequencing (with steps 1-4), (ii) Primary Data Processing (with steps 5-7) and (iii) Secondary Data processing with steps (8-10).
6 Methods

6.1 Exome sequencing data

RLS diagnosis and exome sequencing was performed by our collaboration partners, Juliane Winkelmann and colleagues at the NKP (Neurologische Klinik und Poliklinik, Klinikum rechts der Isar). The group of Prof. Juliane Winkelmann focus on the molecular and cellular processes of PD (Parkinson’s disease) and RLS (Restless Legs Syndrome). Exome sequencing data was handed in for two families known to be affected by the disease: RLS (Restless Legs Syndrome). The first family comprises data of 5 exomes and the second one of 6 exomes. The generational pedigrees are available by Juliane Winkelmann on demand. The data was generated with (Illumina) sequencing and paired-end reads of 54 nucleotides [nt].

6.2 Data analysis design

One major aim is the identification and biological interpretation of novel variants in our exome sequencing data. We achieved the following analysis of the experimental data in close teamwork with Daniel Ellwanger and Volker Stümpflen from the BIS (Biological Information Systems) group at the Helmholtz Zentrum München. Hence the data analysis is subdivided into two tasks accordingly processed by our group: NGS (Next Generation Sequencing) group and the BIS group.

The workflow is shown in Figure 6.1 In a first task we processed the exome sequencing data across the eleven exomes of patients using our implemented semi-automatic NGS pipeline. The NGS pipeline was applied to identify gene loci carrying novel non-synonymous (deleterious) SNPs. A list of gene candidates carrying these SNPs was subsequently examined by Daniel Ellwanger in a second task. In this second task large scale networks were created, based on a bioinformatics pipeline analysing the impact of these candidates on the function of the expressed protein.
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Figure 6.1: Illustration of the data analysis design. The experimental data of Winkelmann et al. was processed by the NGS group. Interesting candidates were modelled by the BIS group.

6.3 Part NGS - Raw data processing

6.3.1 Analysis workflow

Briefly the NGS pipeline can be summarized in the following five steps, see Figure 6.2. In a first step the reads were mapped onto genome with an unspliced aligner. Next, variants were determined. These variants were filtered to identify novel non-synonymous (deleterious) SNPs. These potential novel SNPs were assigned to gene loci. Gene loci could be further classified. This processing procedure was run for each exome separately with the RNA-seq reads as input resulting in a gene list as output. Interesting candidates were identified and further validated. We mainly go into detail of our part in the following (NGS Raw data processing).

It has to be noted that the reads were already pre-aligned (assembly hg19) with the (unspliced) aligner BWA [91] and SNPs were called using samtools [55] by the group of Prof. Juliane Winkelmann. > 99% of reads could be mapped to the human reference genome in all exomes of the two pedigrees arguing for the correctness of their paired-end alignments. The list of called SNPs were the foundation for our subsequent analysis (skipping the first two steps (1) and (2) of our NGS pipeline). For each patient, we analyzed the list of variants separately in the three (3-5) steps.
Figure 6.2: Illustration of the raw data processing. The experimental data of Winkelmann et al. was processed by the NGS group in five sequential steps (each step in one rectangle): (1) Reads were mapped onto genome with an aligner (2) Variants were identified (3) SNPs were assigned to categories (e.g. non-synonymous) (4) and gene loci (5) Gene loci were categorized (e.g. novel deleterious non-synonymous SNPs)

6.3.2 Filtering of SNPs

We used the tool ANNOVAR (Function III: Filter based annotation) [92] - version 0800 (download: February 20, 2011) (step 3 of our NGS pipeline) for filtering of variants. The filterings were applied as described online. Variants were scanned against the AVSIFT data set to identify non-synonymous SNPs (assembly hg19 and threshold for SIFT 0.00). Since we are interested in the disease RLS we restricted our following analysis to non-synonymous SNPs. The SIFT score ranges from 0 to 1 (threshold 0.05): Prediction of Amino Acid change, damaging or deleterious with $\leq 0.05$ and neural or tolerated with $> 0.05$. Non-synonymous were ranked according to the SIFT score in deleterious and neutral (see [93] for SIFT). Each non-synonymous SNP was additionally checked for an annotation in dbSNP131 (assembly hg19). The data sets of AVSIFT and dbSNP131 are available online.

6.3.3 Assignment of SNPs to gene loci

In a further step (step 4), each non-synonymous SNP was assigned to a gene locus. We used the RefSeq gene track provided by UCSC genome browser [3] track hg19 referring to

---

1http://www.openbioinformatics.org/annovar/annovar_filter.html
2http://www.openbioinformatics.org/annovar/annovar_download.html
3http://genome.ucsc.edu/cgi-bin/hgTables?command=start
the latest RefSeq annotation version - 37 (download: October 6, 2011). This resulted in a gene list for each patient including the information about its non-synonymous SNPs.

6.3.4 Association of identified loci with PD and RLS relevance

In addition to the filtering procedure using ANNOVAR [92] for SNPs we incorporated reference gene lists provided by Daniel Ellwanger (step 5). In detail, we used one reference of 392 genes potentially playing a role in the PD (Parkinson’s disease) from HuGE Navigator[4] - version 2.0. Winkelmann et al. further provided a list of 7 genes directly associated with the progression of RLS [94, 95, 96]. Moreover they previously identified 103 genes playing a hypothetical role in RLS in other studies. These 109 RLS candidates were considered in our analysis, as well. Hence each gene was additionally classified in the following categories: at least one novel variant (no annotation in dbSNP131) (i) association to PD (ii) previous candidate for RLS (iii).

7 Results

7.1 Overview of statistics of variant lists for each patient

As explained in the methods we used previously called SNPs provided for two families (including in total 11 patients affected by RLS) by Winkelmann and colleagues. We applied distinct filterings on these variants for each exome. Two filterings for SNPs were used: (i) dbSNP131 and (ii) AVSIFT as described in the methods. The frequency of SNPs for the distinct filterings are listed in Table 7.1 for each exome of family 1 and in Table 7.2 for family 2 to give a first overview of our data. For example the exome of patient: 27997 of family 1 harbours 44000 variants. 7533 of 44000 variants are non-synonymous (in AVSIFT). 4312 of 44000 are not annotated in dbSNP (not in dbSNP131). We used the stringent set of non-synonymous variants for further analysis as explained in the methods. Next, we created a gene list per exome. The frequency of genes is additionally listed in Tables 7.1 and 7.2 with the restriction to: (i) genes with non-synonymous SNPs regardless of an annotation in dbSNP (in AVSIFT) and (ii) thereof with potential novel SNPs (not in dbSNP131).
### Table 7.1: Overview of the statistics of the list of variants for each exome (of one patient) of family 1. Each patient has an abbreviation according to the group of Winkelmann (columns (2-6) in row 1). Each row describes the frequencies of called SNPs for one filtering criterion and each of the 5 patients. Column 1 lists the distinct filterings set by the tool ANNOVAR [92] for SNPs: AVSIFT (SIFT score >= 0) and dbSNP131, other conditions for gene lists: >= 1 non-synonymous (novel) SNP.

<table>
<thead>
<tr>
<th>Frequency of called SNPs</th>
<th>27997</th>
<th>23352</th>
<th>25279</th>
<th>23347</th>
<th>25406</th>
</tr>
</thead>
<tbody>
<tr>
<td>no filtering</td>
<td>44000</td>
<td>52101</td>
<td>44548</td>
<td>44607</td>
<td>44776</td>
</tr>
<tr>
<td>in AVSIFT</td>
<td>7533</td>
<td>7870</td>
<td>7537</td>
<td>7561</td>
<td>7697</td>
</tr>
<tr>
<td>(non-synonymous)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>not in AVSIFT</td>
<td>36467</td>
<td>45231</td>
<td>37011</td>
<td>37046</td>
<td>37079</td>
</tr>
<tr>
<td>in dbSNP131</td>
<td>39688</td>
<td>47332</td>
<td>39603</td>
<td>39836</td>
<td>40380</td>
</tr>
<tr>
<td>not in dbSNP131</td>
<td>4312</td>
<td>5769</td>
<td>4945</td>
<td>4771</td>
<td>4396</td>
</tr>
</tbody>
</table>

### Table 7.2: Overview of the statistics of the list of variants for each exome (of one patient) of family 2. Each patient has an abbreviation according to the group of Winkelmann (columns (2-7) in row 1). Each row describes the frequencies of called SNPs or genes for one filtering criterion and each of the 6 patients. Column 1 lists the distinct filterings set by the tool ANNOVAR [92] for SNPs: AVSIFT (SIFT score >= 0) and dbSNP131, other conditions for gene lists: >= 1 non-synonymous (novel) SNP.

<table>
<thead>
<tr>
<th>Frequency of called SNPs</th>
<th>45475</th>
<th>22141</th>
<th>22123</th>
<th>22132</th>
<th>22137</th>
<th>22166</th>
</tr>
</thead>
<tbody>
<tr>
<td>no filtering</td>
<td>45472</td>
<td>45793</td>
<td>45247</td>
<td>65177</td>
<td>46177</td>
<td>45652</td>
</tr>
<tr>
<td>in AVSIFT</td>
<td>7520</td>
<td>7859</td>
<td>7583</td>
<td>7211</td>
<td>9321</td>
<td>7581</td>
</tr>
<tr>
<td>(non-synonymous)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>not in AVSIFT</td>
<td>36520</td>
<td>36622</td>
<td>36155</td>
<td>54435</td>
<td>52325</td>
<td>36733</td>
</tr>
<tr>
<td>in dbSNP131</td>
<td>39672</td>
<td>40174</td>
<td>39365</td>
<td>54788</td>
<td>40342</td>
<td>40031</td>
</tr>
<tr>
<td>not in dbSNP131</td>
<td>4368</td>
<td>4307</td>
<td>4373</td>
<td>6858</td>
<td>4385</td>
<td>4283</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Frequency of genes</th>
<th>45475</th>
<th>22141</th>
<th>22123</th>
<th>22132</th>
<th>22137</th>
<th>22166</th>
</tr>
</thead>
<tbody>
<tr>
<td>with non-synonymous SNPs</td>
<td>4687</td>
<td>4804</td>
<td>4658</td>
<td>5517</td>
<td>4737</td>
<td>4689</td>
</tr>
<tr>
<td>with novel non-synonymous SNPs</td>
<td>377</td>
<td>402</td>
<td>368</td>
<td>601</td>
<td>362</td>
<td>364</td>
</tr>
</tbody>
</table>
7.2 Subset of exomes carrying potential gene candidates

As explained, we determined for each exome of one patient a list of genes. This gene is according to our NGS pipeline associated with at least one non-synonymous SNP. The SNP (deleterious) of a gene might be causal for the disease phenotype.

The proportion of patients carrying such a gene was calculated, as subsets of exomes (of RLS patients): n out of 11 exomes, with n as the number of exomes. The values or subset sizes range from n = 1 to 11 exomes. We adopted the definition of subsets in context of exome sequencing from the work of Ng et al. [97]. As addressed in the motivation of the introduction, exome sequencing was not performed for a control group by Juliane Winkelmann and colleagues. It would be necessary to examine the proportion of affected and healthy individuals (control group) carrying a variant of a gene (gene X for simplification) to determine the penetrance. Further family background should be considered in the analysis using knowledge about the relations and symptoms between individuals of a pedigree. Subsets give us a slight evidence for the 'penetrance' of gene X without a control. A low penetrance might refer e.g. to a subset size of one (n = 1) or the minority of RLS patients carrying Gene X. Contrary the majority or even all patients of both pedigrees could carry Gene X (n = 11), high penetrance or highly heritable.

A gene of high penetrance should be of most importance for the monogenic form of RLS (especially with subset sizes n = 11, 10, 9 in our data). The distribution of the frequency of genes per subset size is listed in Table 7.3, column 2 with any condition.

One of our issues is the detection of novel (deleterious) non-synonymous SNPs (i). Furthermore we are interested for associations between the diseases RLS and PD (ii): to which degree can be PD related genes found in our RLS exome sequencing data? Candidate genes for RLS were previously identified by other studies (unpublished) and were checked for confirmation in our data (iii). We used the reference gene lists of 392 and 109 genes reported to be associated with the diseases PD and RLS for the last two issues (ii,iii) (provided by Daniel Ellwanger). Each gene with non-synonymous SNPs was assigned to an association: novel variant, PD, RLS (i,ii,iii). The frequencies are additionally listed in Table 7.3 columns 3-5.

For example all patients share 2035 genes with at least one non-synonymous SNP (subset size n = 11). Thereof 8 genes harbour at least one novel non-synonymous variant, 39 might be related to the disease PD and 24 of previous found RLS genes could be confirmed with the exome sequencing approach.
Subset size: n of 11  |  Frequency of genes, non-synonymous SNPs  
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Thereof association with</td>
</tr>
<tr>
<td></td>
<td>any condition</td>
</tr>
<tr>
<td>11</td>
<td>2035</td>
</tr>
<tr>
<td>10</td>
<td>2662</td>
</tr>
<tr>
<td>9</td>
<td>3204</td>
</tr>
<tr>
<td>8</td>
<td>3653</td>
</tr>
<tr>
<td>7</td>
<td>4093</td>
</tr>
<tr>
<td>6</td>
<td>4560</td>
</tr>
<tr>
<td>5</td>
<td>5072</td>
</tr>
<tr>
<td>4</td>
<td>5658</td>
</tr>
<tr>
<td>3</td>
<td>6302</td>
</tr>
<tr>
<td>2</td>
<td>7095</td>
</tr>
<tr>
<td>1</td>
<td>8383</td>
</tr>
</tbody>
</table>

Table 7.3: Overview of the frequency of genes per subset size. We selected genes with non-synonymous SNPs. We calculated the proportion of patients carrying a candidate gene, as subsets: n out of 11 exomes, with n as the number of exomes. The values range from n = 1 to 11 exomes. We adopted the definition of subsets in context of exome sequencing from the work of Ng et al. [97]. Each row describes the frequency of genes in one subset size. Column 1 lists the subset size n of exomes. Columns (2-5) show the frequencies of genes common in the subset of patients: (2) all genes with non-synonymous SNPs. These frequencies of all genes are subdivided in (3) with at least one novel non-synonymous SNP (4) related to PD (5) previous candidates for RLS.

### 7.2.1 Novel RLS variants detected in candidates

As mentioned 8 genes are shared among all eleven affected individuals in our data and are the most reliable candidates (see Table 7.3). Thereof just 4 genes harbour SNPs that are not annotated in dbSNP131 (and not in the preview version of dbSNP134, marked with a star*). To date just about 7 genes are reported to be associated with RLS [94, 95, 96]. The discovery of further novel variants is important.

It has to be remarked that these genes have a subset size n = 11, but a part of associated novel SNPs might slightly vary across exomes (especially between the families). For example, one variant (position) can be absent in one exome, but present in the majority of the other exomes in the worst case. In the other case, the fluctuation of a SNP could be just marginal e.g. in the nucleotide change or expression level (read coverage) of the position on genome.
The candidate genes and potential novel variant coordinates are listed in the following Table 7.4 for the maximal subset size $n = 11$. We report the statistics of a SNP (including for example the nucleotide change) according to merged SNP calls and filtering runs (reported in the majority of exomes). Additionally to the subset size, non-synonymous SNPs were ranked based on the SIFT score. We further report genes and their SNPs for subset sizes $n = 10$ and $n = 9$, with the restriction to one further association to a disease (RLS or PD).

We could identify a gene PLXNA2 associated to PD carrying a novel deleterious SNP (score = 0.00). This might be another interesting candidate. The 109 RLS genes of the reference list have to be carefully considered since they are just candidates. These candidates still need further examination and confirmation. The gene FLNB could be confirmed in our exome sequencing data (subset size $n = 9$), accordingly with a novel variant. This variant might give a further hint to the cause of RLS. This gene is already reported in context of other severe disorders apart from PD: such as dyspalsia boomerang and Larsen syndrome (20301736).

Genes with novel (not in dbSNP134) non-synonymous (deleterious) SNPs are highlighted in orange and examined by Daniel Ellwanger in detail.
<table>
<thead>
<tr>
<th>Gene name</th>
<th>Chr</th>
<th>Pos</th>
<th>SIFT score</th>
<th>Association (PD or RLS)</th>
<th>Nucleotides</th>
<th>Zygosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KIAA1267</td>
<td>chr17</td>
<td>44144993</td>
<td>0.05</td>
<td>PD</td>
<td>C/G</td>
<td>hom.</td>
</tr>
<tr>
<td>PRSS1</td>
<td>chr7</td>
<td>142460335*</td>
<td>0.47</td>
<td>-</td>
<td>A/G</td>
<td>het.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>142460369</td>
<td>1.00</td>
<td>-</td>
<td>G/A</td>
<td>het.</td>
</tr>
<tr>
<td>SELRC1</td>
<td>chr1</td>
<td>53158524*</td>
<td>0.51</td>
<td>-</td>
<td>A/C</td>
<td>het.</td>
</tr>
<tr>
<td>CYP2A7</td>
<td>chr19</td>
<td>41383849</td>
<td>1.00</td>
<td>-</td>
<td>C/G</td>
<td>het.</td>
</tr>
<tr>
<td>ABCC6</td>
<td>chr16</td>
<td>16271357</td>
<td>0.37</td>
<td>-</td>
<td>T/C</td>
<td>hom.</td>
</tr>
<tr>
<td>RETSAT</td>
<td>chr2</td>
<td>85571228*</td>
<td>0.07</td>
<td>-</td>
<td>G/C</td>
<td>het.</td>
</tr>
<tr>
<td>CDC27</td>
<td>chr17</td>
<td>45234303*</td>
<td>0.04</td>
<td>-</td>
<td>G/C</td>
<td>het.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>45234417*</td>
<td>0.01</td>
<td>-</td>
<td>A/G</td>
<td>het.</td>
</tr>
<tr>
<td>FAM135A</td>
<td>chr6</td>
<td>71187020*</td>
<td>0.00</td>
<td>-</td>
<td>A/C</td>
<td>het.</td>
</tr>
<tr>
<td>n = 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PLXNA2</td>
<td>chr1</td>
<td>208272313*</td>
<td>0.00</td>
<td>PD</td>
<td>A/C</td>
<td>het.</td>
</tr>
<tr>
<td>n = 9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FLNB</td>
<td>chr3</td>
<td>58145363*</td>
<td>0.08</td>
<td>RLS</td>
<td>A/C</td>
<td>het.</td>
</tr>
</tbody>
</table>

Table 7.4: Overview of the statistics of the list of gene candidates with novel SNPs. Each row describes one gene with novel non-synonomous SNPs and the information about further association to PD or RLS. We calculated the proportion of patients carrying a candidate gene, as subsets: n out of 11 exomes, with n as the number of exomes. The values range from n = 1 to 11 exomes. We adopted the definition of subsets in context of exome sequencing from the work of Ng et al. [97]. For n = 11 all candidate genes are listed with novel non-synonomous SNPs, n = 10 and n = 9 just the additional genes to n = 11 and the restriction to have at least one further association. Columns 1-7: (1) Name of the gene (2) Chromosome of the gene (3) Position of the novel SNP (no annotation in dbSNP131 - in dbSNP134 marked with a star) on genome positions of distinct SNPs are separated by newline (just an extract of all novel ones spread in more than half of all patients) (4) SIFT (Sorting Tolerant From Intolerant) score of AVSIFT, ranging from 0 (deleterious) to 1 (neutral) with $<= 0.05$ damaging or deleterious and $> 0.05$ tolerated (0 applied default threshold for ANNOVAR to get all non-synonomous SNPs), slightly above threshold could be considered as deleterious according to the SIFT manual (5) Any other associations to disease (PD or RLS), (6) Nucleotides (7) Zygosity (homozygous or heterozygous.) The most interesting candidate genes with potential novel, deleterious non-synonomous SNPs are highlighted in orange.
7.2.2 Parkinson’s disease relevant genes in RLS patients identified

The overlap of the reference lists of PD and RLS associated genes is zero. Although we obviously don’t have any overlap we found several Parkinson’s disease (PD) associated genes in our data. 39 of 8383 genes (with non-synonymous SNPs) are common in all exomes and reported to be involved in PD (subset size $n = 11$). The frequency of 39 is quite high in relation to 392 included PD relevant genes (reference list of Daniel Ellwanger). The frequency increases (maximal with 150) with decreasing subset size as expected (subset size $n = 1$). This observation implies that about 10% (39 of 392) up to 38% (150 of 392) of PD associated genes are found in RLS exome sequencing data.

For example the PD candidate gene KIAA1267 is abundant in all eleven patients of both families (subset size $n = 11$). This gene harbours one non-synonymous SNP among other variants: rs144838667, chr17:44144993 (already annotated in dbSNP134). This might be an interesting discovery, as well, since this SNP seems to be a quite novel variant and of relevance for RLS. The gene KIAA1267 is of unknown function, but interestingly reported to potentially play a role in Parkinson’s disease \[98\]. There is one recent publication indicating that several genes, namely MAPT, STH, and KIAA1267 were significantly increased in expression in PD brains \[98\]. This might be an indication for associations between PD and RLS (common genes and treatment with Dopamin?).

Another example is the gene LRRK2 (Leucine-Rich Repeat Kinase 2), reported as one idiopathic (monogenic) form of Parkinson’s disease \[99\]. There is one study describing that three out of 138 probands having the LRRK2 mutation G2019S analyzed in context of a study about PD are affected by RLS \[100\] (common SNPs?).

An overlap would be significant under the assumption that co-morbidity is caused by the same locus. LRRK2 is included in our exome data and interestingly in addition to KIAA1267 spread in all eleven patients, with already annotated non-synonymous SNPs.
8 Discussion

The determination of the causes inducing the disease RLS is one important research issue. We analyzed the idiopathic form of RLS in our exome sequencing data. Gene loci with novel non-synonymous SNPs could be identified. Three of these loci are spread across all eleven exomes of RLS affected patients in both families. We were not capable to determine the significance of our findings since a control group of healthy people is missing in the provided exome sequencing data. Potential candidate genes were analyzed in detail by a colleague of mine: Daniel Ellwanger.

According to reported findings it is supposable that not just a single gene is the cause for the disease RLS, rather other multiple genes and other factors might intervene. We focus on transcriptomics - NGS sequencing in this part of the dissertation. The inclusion of other ‘omics’ approaches is important to gain more comprehensive knowledge about diseases.

One disadvantage of the exome sequencing approach itself lies in the restriction of the sequencing and discovery of disease relevant SNPs on coding regions of the genome. Relevant variants in noncoding and intergenic loci are not considered in this technique. The first and main part of our work focus on lincRNAs (large intergenic ncRNAs). There is increasing evidence that these lincRNAs harbour SNPs related to disease phenotypes. Cabili et al. found several hundreds of these lincRNAs in disease associated regions (GWAS catalogue) [4]. One example of a lincRNA is PRNCR1 (prostate cancer non-coding RNA 1) [5]. This lincRNA is located in a so called ‘gene-desert’ region on chr8 [5] and harbours a variant. The expression of PRNCR1 is recently observed to be up-regulated in PC (prostate cancer) cells and to be associated with PC susceptibility [5].
Conclusion, contribution and outlook

Improvement in the research of the development of sequencing technologies make it possible to sequence and investigate whole genomes, exomes and transcriptomes with the NGS technique. RNA-seq provides an unprecedented insight into the complex network of interacting coding and noncoding RNA in a cell line or tissue. This network of interactions can be used for detailed bioinformatics analysis facing new biological challenges and questions. In this doctoral thesis, we lay the focus on two applications of NGS. The first application of RNA-seq and main part of this thesis is an analysis of the functionality of lincRNAs. The second application of Exome-seq is about the detection of novel RLS variants.

In the first part of this doctoral thesis we analysed recently published RNA-seq data in three mouse cell lines including novel lincRNA reconstructions [1]. lincRNA (large intergenic ncRNA) is a subclass of lncRNA (long ncRNA) and is predominant among ncRNA types in the GENCODE7 data [8]. This subclass is associated with a variety of regulatory actions in recent publications including the investigated actions, alternative splicing regulation and the generation of small ncRNAs in our work [15, 16, 9].

Potential interactions between lincRNAs and coding, noncoding RNA partners were identified with sequence similarity searches. In the following we highlight the influence of lincRNAs on the regulation of their target alternative transcripts’ expression and events since the results of this analysis are the most promising findings and contributions of the first part of this thesis. Target and target site candidates of high sequence similarity were searched for the detection of lincRNA:mRNA duplexes in the analysis workflow. We calculated a set of features for identified sequence regions, such as GO enrichment and GC content. The change in expression of splice variants was calculated and alternate splice events predicted for target genes for investigation of their regulatory role in splicing regulation.

We identified a set of potential lincRNA:mRNA duplexes, with an enrichment at 5' introns. The expression levels of nearby coding exons are significantly decreased. Accordingly to the enrichment at 5' introns, the strongest regulatory influence of lincRNAs was found on 5' exons: (i) strongest down-regulation of the expression and (ii) a sig-
significant increased frequency of the splice events AFE and ALE (Alternative First and Last Exon). These findings show supportive evidence that lincRNA:mRNA duplexes present a new regulatory mechanism of alternative splicing. Alternate splice variants were demonstrated to be regulated via duplexes with recent RNA-seq data in three cell lines for the first time in this doctoral thesis.

Ongoing research in RNA-seq and the detection of lincRNAs among transcriptome reconstructions will lead to new publications with increased data amounts and cell lines. The contribution of this thesis is a framework for the generation of advanced computational pipelines, the incorporation of new ideas and the applications of the pipeline on new RNA-seq data sets to confirm and continue this work on regulatory actions of lincRNAs. This work mainly focused on two actions. Since there is sound evidence that there are further actions, these can be additionally incorporated in the improved analysis in an equivalent fashion as one idea. In addition, single steps in the analysis workflow for the action (Regulation of their target alternative transcripts' expression and events) can be improved. For example, the sequence similarity search can be modified to check whether the interaction is specific or just restricted to the segment for the removal of FP’s (False Positives). Likewise to the tool BLAST [101] a hit can be taken and adjacent sequences inspected to check whether an alignment (extension) is possible. In addition, quantitative data concerning the total score/length of the homolog segment can be extracted. Further, parameter settings of applied tools, like Blat can be modified or entirely exchanged by other tools. Single cases of candidate lincRNA:mRNA duplexes that were found with our bioinformatics analysis should be taken for detailed biological experiments to reconfirm their influence on the regulation of alternate splicing by Biologists.

In the second part we analysed exome sequencing data of individuals of two pedigrees that are affected by the disease RLS (Restless legs syndrome) in cooperation with Juliane Winkelmann (Neurologische Klinik und Poliklinik, Klinikum rechts der Isar) and Daniel Ellwanger (BIS group, Helmholtz Zentrum München). RLS is a neurological disorder with a prevalence of at least 5%. There is evidence for an autosomal dominant inheritance [73]. The detection and interpretation of gene loci associated with the RLS phenotype is still an important challenge in the research of RLS.

The analysis workflow for this challenge was split in three tasks. Our task (NGS) is the raw data processing of the provided exome sequencing data. It has to be mentioned, that the steps, mapping of reads onto genome and SNP calling, were already achieved by our cooperation partners. We continued with the classification of SNPs. SNPs were annotated in e.g. known and novel. Further annotated SNPs were assigned to gene loci.
Associated genes could be further inspected in association with conditions, such as other disease. We could create a list of candidate genes with novel and non-synonymous SNPs in agreement with Juliane Winkelmann. These candidate genes can be used for further research.

Since the provided exome sequencing data lack a control group of healthy individuals the significance of our identified variants remains unclear. The findings have to be confirmed with a control group and further investigated with Qualitative modeling by Daniel Ellwanger in his task. The analysis workflow of our NGS task can be modified and extended. Tools for e.g. the alignment of reads can be exchanged or adjusted. Information about the relation of individuals within a pedigree is necessary to adjust and improve our analysis workflow. Another idea is the incorporation of parent-child trios in the analysis design to identify de novo mutations.
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Appendix A

Figure A.1: Time scale of cancer-associated ncRNA in relation to technologies. This Figure is taken from the review of Gibb et al. [6]
<table>
<thead>
<tr>
<th>Class</th>
<th>Category</th>
<th>Package</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read mapping</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unspliced aligners</td>
<td>Seed methods</td>
<td>SHRiMP[102]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Stampy[103]</td>
</tr>
<tr>
<td></td>
<td>Burrows-Wheeler transform methods</td>
<td>Bowtie[104]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BWA[91]</td>
</tr>
<tr>
<td>Spliced aligners</td>
<td>Exon-first methods</td>
<td>MapSplice[105]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SpliceMap[106]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TopHat[35]</td>
</tr>
<tr>
<td></td>
<td>Seed-extend methods</td>
<td>GSNAP[107]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QPALMA[108]</td>
</tr>
<tr>
<td>Transcriptome</td>
<td></td>
<td></td>
</tr>
<tr>
<td>reconstruction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Genome-guided</td>
<td>Exon identification</td>
<td>G-Mo.R-Se[109]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Genome-guided assembly</td>
<td>Scripture[1]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Genome-independent assembly</td>
<td>Velvet[110]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TransABySS[111]</td>
</tr>
<tr>
<td>Expression</td>
<td></td>
<td></td>
</tr>
<tr>
<td>quantification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expression</td>
<td>Gene quantification</td>
<td>ALEXA-seq[112]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ERANGE[54]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NEUMA[113]</td>
</tr>
<tr>
<td></td>
<td>Isoform quantification</td>
<td>Cufflinks[36]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MISO[23]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rsem[114]</td>
</tr>
<tr>
<td></td>
<td>Differential expression</td>
<td>Cuffdiff[36]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Degseq[115]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Edger[116]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DESeq[117]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Myrna[118]</td>
</tr>
</tbody>
</table>

Table A.1: Overview of RNA-seq analysis tools. This Table (Columns 1-3) is taken (slightly modified) from the review of Garber et al. [33]. As addressed by Garber et al. the RNA-seq analysis programs in this Table are not exhaustive.
Figure A.2: Number of publications in relation to year of publications. This Figure is taken from the review of Gibb et al. [6]
Figure A.3: Distribution of the frequency of lincRNA target sites in relation to the location on pre-mRNA along coding transcripts. We compared the frequencies of target sites located within introns to sites located within exons. Target sites and potential duplexes are enriched at introns of protein-coding genes.

Figure A.4: Comparison of the expression of 1000 randomly sampled introns with pre-mRNA. Each data point describes one intron with the expression of the intron on the x-axis and the expression of pre-mRNA on the y-axis. As pre-mRNA we selected the maximal expressed coding exon of the associated non-targeted transcript. The expression as RPKM of 1000 randomly sampled introns is slightly correlated with the pre-mRNA. The Pearson correlation coefficient is 0.5.
Figure A.5: Comparison of the fraction of remaining expression of adjacent exons of target sites with random introns (shown for the ESC cell line and stratified intron positions). The expression of adjacent coding exons of target sites (lincRNA) is significantly decreased. The comparison is shown for (a) upstream. (b) downstream exons. The p-value of the Wilcoxon rank sum test for upstream and downstream in ESC is < 2.2e-16. The median is shown as black line in each boxplot.
### Table A.2: Overview of reported cancer-associated lncRNAs. This Table is taken from the review of Gibb et al. [6].

<table>
<thead>
<tr>
<th>LncRNA</th>
<th>Size</th>
<th>Cytoband</th>
<th>Cancer types</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOTAIR</td>
<td>2158 nt</td>
<td>12q13.13</td>
<td>Breast</td>
<td>[17, 39]</td>
</tr>
<tr>
<td>MALAT1/α/NEAT2</td>
<td>7.5 kb</td>
<td>11q13.1</td>
<td>Breast, lung, uterus, pancreas,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>colon, prostate, liver, cervix,</td>
<td>[51, 119, 120, 121, 122,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>neuroblastoma, osteosarcoma</td>
<td>123, 124</td>
</tr>
<tr>
<td>HULC</td>
<td>500 nt</td>
<td>6p24.3</td>
<td>Liver, hepatic colorectal</td>
<td>[125, 126]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>metastasis</td>
<td></td>
</tr>
<tr>
<td>BC200</td>
<td>200 nt</td>
<td>2p21</td>
<td>Breast, cervix, esophagus, lung,</td>
<td>[127, 128]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ovary, parotid, tongue,</td>
<td></td>
</tr>
<tr>
<td>H19</td>
<td>2.3 kb</td>
<td>11p15.5</td>
<td>Bladder, lung, liver, breast,</td>
<td>[129, 130, 131, 132, 133,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>endometrial, cervix, esophagus,</td>
<td>134, 135, 136, 137, 138,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ovary, prostate, chorionicarcinoma,</td>
<td>139, 140</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>colorectal</td>
<td></td>
</tr>
<tr>
<td>BIC/MIRHG155/</td>
<td>1.6 kb</td>
<td>21q11.2</td>
<td>B-cell lymphoma</td>
<td>[120]</td>
</tr>
<tr>
<td>MIRHG2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRNCR1</td>
<td>13 kb</td>
<td>8q24.2</td>
<td>Prostate</td>
<td>[5]</td>
</tr>
<tr>
<td>LOC285194</td>
<td>2105 nt</td>
<td>3q13.31</td>
<td>Osteosarcoma</td>
<td>[141]</td>
</tr>
<tr>
<td>PCGEM1</td>
<td>1643 nt</td>
<td>2q32.2</td>
<td>Prostate</td>
<td>[132, 133, 134, 135, 136]</td>
</tr>
<tr>
<td>UCA1/CUDR</td>
<td>1.4 kb, 2.2 kb, 2.7 kb</td>
<td>19q13.12</td>
<td>Bladder, colon, cervix, lung, thyroid, liver, breast, esophagus, stomach</td>
<td>[139, 140]</td>
</tr>
<tr>
<td>DD3/PCA3</td>
<td>0.6 kb, 2 kb, 4 kb</td>
<td>9q21.22</td>
<td>Prostate</td>
<td>[130, 131]</td>
</tr>
<tr>
<td>anti-NOS2A</td>
<td>~ 1.9 kb</td>
<td>17q23.2</td>
<td>Brain</td>
<td>[150]</td>
</tr>
<tr>
<td>uc.73A</td>
<td>201 nt</td>
<td>2q22.3</td>
<td>Colon</td>
<td>[151]</td>
</tr>
<tr>
<td>TUC3S8</td>
<td>590 nt</td>
<td>12q13.13</td>
<td>Liver</td>
<td>[152]</td>
</tr>
<tr>
<td>ANRIL/p15AS/</td>
<td>34.8 kb splice variants</td>
<td>9p21.3</td>
<td>Prostate, leukemia</td>
<td>[153, 154, 155, 156]</td>
</tr>
<tr>
<td>CDK2RBAS</td>
<td>1.6 kb &amp;</td>
<td>14q32.2</td>
<td>Brain (down-regulated)</td>
<td>[157, 158, 159]</td>
</tr>
<tr>
<td>MEG3</td>
<td>splicing isoforms</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAS5/SNHG2</td>
<td>Multiple isoforms</td>
<td>1q25.1</td>
<td>Breast (down-regulated)</td>
<td>[160]</td>
</tr>
<tr>
<td>SRA-1/SRA</td>
<td>1965 nt</td>
<td>5q31.3</td>
<td>Breast, uterus, ovary (hormone</td>
<td>[151, 162]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>responsive tissue)</td>
<td></td>
</tr>
<tr>
<td>PETENP1</td>
<td>~ 3.9 kb</td>
<td>9p13.3</td>
<td>Prostate</td>
<td>[163, 164]</td>
</tr>
<tr>
<td>ncRAN</td>
<td>2186 nt, 2087 nt</td>
<td>17q25.1</td>
<td>Bladder, neuroblastoma</td>
<td>[165, 166]</td>
</tr>
</tbody>
</table>

1. cell lines.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full name</th>
</tr>
</thead>
<tbody>
<tr>
<td>easRNA</td>
<td>exon-associated small RNA</td>
</tr>
<tr>
<td>rasRNA</td>
<td>repeat-associated small RNA</td>
</tr>
<tr>
<td>pasRNA</td>
<td>promoter-associated small RNA</td>
</tr>
<tr>
<td>nasRNA</td>
<td>ncRNA-associated small RNAs</td>
</tr>
<tr>
<td>snoRNA</td>
<td>small nucleolar RNA</td>
</tr>
<tr>
<td>snRNA</td>
<td>small nuclear RNA</td>
</tr>
<tr>
<td>piRNA</td>
<td>piwi interacting RNA</td>
</tr>
<tr>
<td>miRNA</td>
<td>micro RNA</td>
</tr>
</tbody>
</table>

Table A.3: Overview of distinct types of small ncRNAs. Each row lists the information of one type of small ncRNA included in our work. This information is taken from DeepBase\cite{DeepBase} and fRNAdb\cite{fRNAdb}. Column 1 represents the abbreviation and 2 the full name of a type.

<table>
<thead>
<tr>
<th>Splicing factor</th>
<th>Motif</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF2ASF</td>
<td>crsmsgw, ugrwgyvh</td>
</tr>
<tr>
<td>9G8</td>
<td>aegagagay, wggacra</td>
</tr>
<tr>
<td>SC35</td>
<td>gryyynvr, ugygyvy</td>
</tr>
<tr>
<td>Tra2alpha</td>
<td>gaagaggaag</td>
</tr>
<tr>
<td>Tra2beta</td>
<td>gaagaa, ghvvganr, aaguguu</td>
</tr>
<tr>
<td>SRp20</td>
<td>cuckucy, wcwwc</td>
</tr>
<tr>
<td>SRp40</td>
<td>yywcwsg</td>
</tr>
<tr>
<td>SRp55</td>
<td>yrckrkm</td>
</tr>
<tr>
<td>hnRNPA1</td>
<td>uagaca, uagagu, uagggw</td>
</tr>
<tr>
<td>hnRNPA2</td>
<td>uagaca</td>
</tr>
<tr>
<td>hnRNPH/F</td>
<td>ggcgg, gggug, ugggg, ugggg</td>
</tr>
<tr>
<td>MBNL</td>
<td>ygckuky</td>
</tr>
<tr>
<td>NOVA1</td>
<td>ycaay</td>
</tr>
<tr>
<td>PTB</td>
<td>cuccucu, ucuu</td>
</tr>
<tr>
<td>CUG-BP</td>
<td>ugcug</td>
</tr>
<tr>
<td>YB1</td>
<td>caaccacaa</td>
</tr>
<tr>
<td>FOX1</td>
<td>ugcgaug</td>
</tr>
</tbody>
</table>

Table A.4: Overview of the splicing factors and motifs searched by the tool SFmap \cite{SFmap}. The list of SF-binding motifs was previously described and taken from the work of \cite{SFmap}. Each row describes one type of splicing factor. Column 1 represents the abbreviation and 2 the sequence motif of a factor.
Figure A.6: Comparison of the percentage of the GC content of target sites with surrounding sequence regions. The GC content is significantly increased within target sites. The p-value of the Wilcoxon rank sum test for upstream and downstream in ESC is < 2.2e-16. The median is shown as black line in each boxplot.
Figure A.7: Distribution of the frequency of lincRNAs and background split in non-overlapping windows of the fractions of remaining expressions. The frequencies are shown for target sites and randomly sampled introns located at the 5' intron position of coding genes. The frequencies are separated in windows of the fractions of remaining expression. In this Figure we show the results for adjacent exons upstream (corresponding to the 5’ exon of protein-coding genes). We used non-overlapping window sizes of ten percent ([0..10,..,90..100]). The frequencies are normalized by the total frequency of target sites and random introns within the 5’ intron in each window. lincRNAs most significantly down-regulate the expression of the 5’ exon of their targets in comparison to random sampling. The maximal difference is 0.28 with the maximal excess of lincRNAs in the bin of ’fraction of remaining expression’ [0..10]. This notes that the 5’ exon is down-regulated to a remaining expression level of <10 %.

Figure A.8: Distribution of the frequencies of genes undergoing an alternative transcript event. In this Figure the results are shown for the merged event: A5SS and A3SS and the ESC cell line. We calculated the distribution for three distinct sets of genes: targeted, non-targeted genes and all RefSeq genes. We selected targets with target sites assembled at first and last introns of all sites for this analysis. The same restriction was set for random sampling. The frequencies of genes are split in undergoing an event and no event. This event is not significantly fostered by lincRNAs.
<table>
<thead>
<tr>
<th>small ncRNA type</th>
<th>Frequency of lincRNAs</th>
<th>Average frequency of small ncRNAs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>A</td>
</tr>
<tr>
<td>snoRNA¹</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>miRNA¹</td>
<td>27</td>
<td>30</td>
</tr>
<tr>
<td>pasRNA¹</td>
<td>1</td>
<td>31</td>
</tr>
<tr>
<td>easRNA¹</td>
<td>110</td>
<td>59</td>
</tr>
<tr>
<td>rasRNA¹</td>
<td>130</td>
<td>63</td>
</tr>
<tr>
<td>miRNA²</td>
<td>8</td>
<td>-</td>
</tr>
<tr>
<td>piRNA²</td>
<td>18</td>
<td>22</td>
</tr>
<tr>
<td>snoRNA²</td>
<td>53</td>
<td>47</td>
</tr>
</tbody>
</table>

Table A.5: Statistics of the interaction between our lincRNA data set with distinct types of small ncRNAs. The number of lincRNAs with sequence similarity to a small ncRNA type are listed in this table. One lincRNA can interact with multiple distinct types of small ncRNAs. Each row describes the statistics of the interaction of lincRNAs (ESC) with one type of small ncRNA. Column 1 lists the distinct types of small ncRNAs, with small ncRNAs of DeepBase¹ and fRNAdb². Columns 2-4 show the statistics of lincRNA:one type of small ncRNAs interactions: (2) the frequency of lincRNAs with sequence similarity to at least one small ncRNA (expressed interaction sites), (3) average frequency of small ncRNAs a lincRNA is interacting with. The frequencies are separated in sense: S and antisense: A interactions (strand orientation + and -).
Appendix B

Supportive criteria

2. Periodic limb movements (during wakefulness or sleep).

Associated criteria

1. Natural clinical course of the disorder. Can begin at any stage, but most patients seen in clinical practice are middle-aged or older. Most patients seen in the clinic have a progressive clinical course, but static clinical course is sometimes seen. Remissions of a month or more are sometimes reported.
2. Sleep disturbance. The leg discomfort and the need to move result in insomnia.
3. Medical investigation/neurological examination. A neurological examination is usual in idiopathic and familial forms of the syndrome. Peripheral neuropathy or radiculopathy are sometimes carried out in the non-familial form of the syndrome. A low serum ferritin may be found in the syndrome.