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ABSTRACT In Section II, we introduce the system model and derive the
. . optimum MAP detector for BICM-ID with extended mappings.
The.performarllce of Bit-Interleaved Coded Modulation vvithll The trade-off between the ambiguity of the mapping and a more
erative Decoding (BICM-ID) depends strongly on the appliegy, yerful channel code is described in Section Iil. Sectién |
mapping. We analyse the use of extended mapping SChemegeyoted to the optimization of the extended mappings and
with more than one label per signal point: Assuming a fix Sigyc|ydes some results for 16-QAM. The obtained mappings are
nal constellation and a constant number of informationfi®ts ., cterized by a distance spectrum. Section V containg so

symbol, the increase in label length results in an ambiguoys, jation results that show the performance gains dueeto th
mapping scheme but also provides additional parity bitehijy.rease of the label length. The paper is summarized in Sec-
allow the use of a stronger channel code. tion VI.

We derive the optimum MAP detector and give some opti-
mized mapping schemes for 16-QAM. Simulation results in-
clude an EXIT-Chart analysis and show the considerable re-
duction of the asymptotic bit error probability.

As a consequence of the more powerful mapping, we can !l-  SYSTEM MODEL WITH EXTENDED MAPPINGS
obtain a very low bit error floor with extremely simple chahne
codes. We describe an extended system model of Bit-Interleaved

Coded Modulation with Iterative Decoding (BICM-ID) de-
picted in Fig. 1. A block ofl; information bitsu;, € {+1}

is encoded by a convolutional code of ratg, and memory
Bit-Interleaved Coded Modulation is a bandwidth efficiend/. After random interleaving, a multiplexer partitions the b
transmission scheme built up of a serially concatenated etream into blocks of lengthwhich are mapped to symbois
coder, bit interleaver and mapper [1] [2]. according to the labeling mapand an/V-ary signal constella-

Several approaches of combinatorial mathematics, e.g. tig# x.
Binary Switching Algorithm, the Reactive Tabu Search Algo- Note that the label length does not necessarily fulfil-

rithm _and th? Quadratic Integer Erog_ramming [3] haYe be?&Q(N). The use of a larger label alphabet does not change
investigated in [4] [S] for the optimization of the mapping. yhe channel capacity as long as an equal number of labels is

distance spectrum for the mapping has been introduced in L@signed to each signal point. The received signa! s, +
to characterize the mapping. The free distance of the mgppin

is given by the first non-zero entry in the spectrum.
Irregular PSK signal constellations with a non-uniformleng, .~ |
between the signal points enable a considerable "offset’ gapits u Mlinter- [ @

I. INTRODUCTION

———* Coder leaver Multipl.

for high SNR [6]. Moreover, the use of larger label alphabets
with more than one label per signal point is suggested for PSK
signal constellations. estimated

Mapper —l
AWGN

info.—
ts

In this paper, we present the optimum MAP detector foits a = | Deinter- [~ | De- =
BICM-ID with mappings that are based on extended label al- | 2%%" |} |leaver | * |muitipl. |} | Demappel
phabets. The complexity of the MAP detector is analyzed
by counting the number of additive operations and comparing J
them to a traditional mapping scheme. Tinter- 77 :

We describe the fundamental trade-off underlying extended leaver | | Multpl

mapping schemes: Assuming a fixed signal constellation and

transmission with a constant number of information bits per Figure 1: System model for Generalized Signal Shaping
symbol, the increase in label length means an ambiguous map-

ping but also additional parity bits and a stronger chanoééc

The second effect predominates for a sufficiently high numbis distorted by AWGN of variance? = 21}5;“5 for each real
of iterations and enables a considerablg N, gain at moder- dimension. For simplicity, we do not write any longer thedim

ate SNR. indext. The MAP detector computes the extrinsic reliability
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information [7]: powerful channel code predominates the loss due to the am-
biguous mapping.

Play = +1Jy)
L =ln(—=——"—"—-""
(o) =t (=
, . IV. OPTIMIZATION OF THE EXTENDED MAPPING
ly—s(z)] 5 L(z5)
e — + o ) . )
mmz;rl P 205 j=§¢k ) We optimize the mapping with the aid of the Chernoff upper
In . » (A pound [2] on the symbol error probabilify(s — §).
>, exp (‘7’250(?)2 + > mJLé“"”) The cost function for the mapping without a priori informa-
@|zp=—1 ! i=Lj#k tion is obtained by summation over all possibly detected bit

where the first addend of the argument of the exp functi&n_: {13 e ’_l}' all transmittgq and received labeisand y
describes the geometric Maximum Likelihood (ML) decisio¥nich differ in the detected bit:
metric and the second addend considers the a priori informa-

l
tion from previous iterations. 7 1 ox (ES z) — 2)

Let us consider the complexity of equation (1) by counting”™® 1 -22(—1 ;m§:0y|yz=1 PTG @) =@l )
the number of additions per L-value. There exdst! differ- g A3)

ent a priori information vectors:|z, = +1 and each expo- where we used the euclidian metric of [1] [4] for the AWGN
nential function implies’ + 1 summations leading to totally channel. For ideal a priori information, the third summatid

(I +1)2'=" +2'~! — 1 additions in the numerator of equatiornequation (3) is reduced to a single vector. We add up over all
(1). Consequently, the price of the extended labels is an fussibly a priori information vectors,, and obtain

crease in complexity of the demapper.

We can simplify the MAP detector of equation (1) by sum-
2l 1

mation of symbols instead of labels such that the ML metric is 1 ! Eg )
computed only\ times, i.e. Zia = o > Y exp N, w@) —u@)l”
k=16(zap)=0 0 %,’_/
L(zkly) = Tj=Y;j=Tap,j Vi#k
’ - 4)
R l wheref denotes the binary-to-decimal conversion operator and
_ ly—s(=)| z; L(z;) . . .
> |exp 507 Y. oexp| X 5 the labelsz andy differ only in the detected bitu, # ).
s z|p(z)=sA j=1 . . .. . .
) Tp=—+1 J#k 1l - A comparison of different optimization algorithms for the
n 7 @ mapping is given in [5]. We investigate the Binary Switching
Jy=—s(@)? x; L(z;) Algoritm (BSA) which is initialized by a random assignment
XS: P ( 2073 wg:M P ; 2 of the labels to the symbols. In each iteration, the cost ofea
L Tp=—1 I#k J label and the total cost are calculated with equations (3¢

. . . label with the largest cost is selected and a switch parger i
The numerator of equation (2) requitkis- N additions less earched such that the decrease in total cost is maximizeal. |

:]hoamnisgtléarltlon (1) and the ML metric can be reused in the Switch partner is found, the label with the second highest co

will be considered. This process continues until two switch
partners are found. The realization of a switch completes an
iteration. The BSA terminates when an iteration brings nme fu
ther reduction of the total cost. 100 random initializaiaof
Traditional mapping schemes use an unambiguous mappihg BSA are sulfficient to find the global minimum of the cost
which assigns one bitlabel to one signal point. Conseqgyenfunction with high reliability [5].

the label length fulfilld = log, (). Fig. 2 and 3 show optimized extended mappings for 16-
Increasing the label lengtiresults in a larger label alphabeiQAM, E, /N, = 5 dB, [ = {5, 6} and ideal a apriori informa-

and an ambiguous mapping with/N labels per signal point. tion.

The advantage of the increased label length is the optioBe0 U \\,e can derive a distance spectrum for the mapping from

a more powerful channel code. Let us compare two diﬁere@ﬁuations (3,4) by replacing the exp function with tHe]

label alphabets of length andl, with I; > [;: In both cases, f nction which is defined by[0] = 1 andd[m] = 0 for m # 0,

we want to obtain the same spectral efficiency= Rc.i - li, j.e. we are interested only in the number of label pairs dbaer
i € {1,2} whereas we assumed the same signal constellatiQiy|igian distanced;.

x. A larger label lengthl; means additional parity bits and,
thus, a lower coding ratBc .

Clearly, the unambiguous mapping € log,(V)) is opti-
mum for non-iterative BICM where any ambiguity can not be 1 l
removed. For BICM-ID, the ambiguity can be solved througly,,, = ———=>" >~ Y~ §[m —dy(u(=), u(y))] .

L ) ) : : . 9220-1) J

the a priori information obtained over the iterations. Afée k=1 @|z,=0y|y,=1
sufficiently high number of iterations, the gain due to theeno (5)

Ill. TRADE-OFF BETWEENAMBIGUITY OF MAPPING
AND AN IMPROVED CHANNEL CODE

The distance spectrum with no a priori information can be
written as
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01101 00111 01000 00001
>< 10101 >< 11111 >< 10000 >< 11001

00100 01110 00010 01011
>< 11100 >< 10110 >< 11010 >< 10011
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Figure 2: Extended mapping for 16-QAM with= 5 and ideal Figure 3: Extended mapping for 16-QAM with= 6 and ideal

a priori information

For ideal a priori information, we obtain from equation (4):

2t—1

l
Bam oY S 0 [ B @)aw)| . 6

k=10(xap)=0

! ! .
T;=Y;j=Tap,; VjF#k

Tab. 1 and 2 compare the distance spectra of different lal ! 16-QAM, |=4 demapper
lengths for 16-QAM. We restrict to mappings which are of g 0.9} Y
timized for ideal a priori information. The unambiguous mag %0‘8'_

ping (| = 4) is characterized by a larger free distarigewhich

is defined as the number of zeros entries until the first noa-z¢s %71
entry of the distance spectrum. The extended mapping of F 2 0.6}

3 benefits from a significantly lowek;q (d% = 5a).

Table 1: Distance spectrumn,, with no a priori inform.

| & [ 0o | 1a | 20 | 40 | 5a |-+ | 18a |
1=6]004]019]015][015]0.19 [ --- ] 0.02
l=4] 0 020016 016|019 | --- | 0.02

Table 2: Distance spectrusing with ideal a priori inform.

| d& [0a|1a]20] 40 | 5a |- | 180 |
i=6] 0] 0f]oJo03]o34] -] 0
i=4]o0]ofo] o Joso][ -] 0

V. SIMULATION RESULTS

a priori information

the L-values at the input of the demapper whereas the oalinat
shows the mutual informatiof), between the coded and inter-
leaved information bits and the L-values at the output of the
demapper. For a more detailled introduction to EXIT-Charts
we refer to [8].
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Figure 4: EXIT-Charts for; = 3, convolutional coding{{ =
1), 10log(E}/Np) = 8 dB and label lengtth = {4, 6}

Fig. 4 shows the EXIT-Charts for 16-QAM arid},/ Ny = 8
dB with M = 1 convolutional coding and label lengthe
{4,6}. The curve of the demapper with= 6 starts with a
considerably lowef(0) due to the ambiguity of the mapping.
Moreover, the curves of th& = 1 convolutional codes differ
significantly in form and shape: The raft- = 1/2 code is

The iterative information transfer between the demapper acharacterized by an almost constant moderate slope such tha
the decoder is analysed by EXtrinsic Information Transféhe maximumig(1) = 1 is obtained after nearly 10 iterations.
(EXIT) Charts [8]. The abscissa represents the mutualinéer On the contrary, the poordtc = 3/4 code is decribed by a
tion I; between the coded and interleaved information bits afatge slope for low/; leading to an early intersection with the
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curve of the corresponding demapper. The EXIT-Chart alsi 0

. . ) S 10
visualizes the channel capacity which is independant oafhe . ; ; ;
plied label length, i.e. R —
1 1072 ~~~~~
cC=1- / I,(I;,1)dI; = const V. @)
JO
. . D
We compare the BER of two scenarios with commpos 3 E o )
andM = 1 but differentl = {4,6} andRc = n/linFig. 5. A  ©
traditional label length means a very poor channel codehvhic | O----\_
leads to a relatively small iterative gain even if the magps jy — N N\
.. . . . - 10 °| = =6, M=1, 1st iteration ‘~~<>
optimized for ideal a priori information. The extended mizgp “© 126, M=1, 5th iteration \)
. . . . . N =6, M=1, 10th iterati
is characterized by a strong bit error cliff which resultsaim § =6, M1 200 ration
E},/Ny gain of 4 dB at aBER = 1072 and 6 dB atl0~° over 3 o4, M2, 5 feraion
traditional schemes. 10052 2% M2 200 feraton |, ‘ :
5 7 9 10
. 10|0g(Eb/N0)
10° g
10,2 — Figure 6: Comparison of BER for = 3, convolutional coding
sttt with! =6, M = 1andl =4, M =2
§ § effect of the stronger channel code predominates for higR SN
10" Ry and leads to a considerably reduced asymptotic bit errer rat
& 3 3
SO '
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