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1 Introduction

During the development of parallel application programs or load balancing strategies, it would be extremely helpful to have powerful and easy-to-use facilities to observe what is happening at run-time. In particular, many developers have in mind a number of events pertaining to the run of the application that should be recorded on-line and visualized either on-line or post mortem. The exact characteristics of events, however, differ among different developers. Hence, it is very important to find a unifying framework for specifying and recording relevant events and for visualizing and analyzing the recorded events in a meaningful way.

In this report, we use data collected from interviews with a number of application developers and developers of load balancing systems in order to specify a general group of event types that are meaningful in many application contexts and that can be customized to fit individual needs. Furthermore, we present a concept for developing a flexible visualization tool that can help in making good use of recorded events.

Our considerations apply to parallel application programs running on a multiprocessor system with distributed memory, e.g., a cluster of Ethernet-coupled workstations or an IBM SP2 parallel computer. A substantial portion of the results are meaningful for different types of parallel systems (like shared-memory multiprocessors) as well.

2 Overview of Parallel Systems and their Analysis Requirements

Within the SFB 342 a lot of projects work on load distribution. In the following we give an overview of these projects and we summarize what kind of tools are already used within these projects to analyze the applied load distribution strategies and mechanisms.

The data we present here were collected from interviews. This technique was chosen to get objective and comparable information which is not only influenced by the developers’ viewpoint. Questions of interest were the application domain respectively the load distribution system a project works on, the applied load model and the chosen load distribution mechanisms and strategies. Another topic was the observation of load distribution and the kind of information observation tools should offer.
2.1 Views of Load Distribution

In this section, we shortly describe parallel applications, systems, and tools of projects within the SFB 342 that are concerned with load distribution and balance.

The applications involved are automated theorem proving, test pattern generation for integrated circuits, parallel database systems, adaptive finite element simulations, and cooperative simulation of logic circuits. The systems and tools cover online monitoring with consistent checkpointing, load distribution in operating systems, and adaptive load distribution.

Finally, the requirements of theoretically founded approaches for worst and average case analysis are treated in a dedicated project.

2.1.1 Cooperative Parallel Automated Theorem Proving (project A5)

Finding a proof for the validity of a conjecture in some given theory (e.g. First Order Predicate Logic) is a search problem, with the corresponding search tree being immense.

At present, exactly one prover is encapsulated in a process and represents a load object. In the future, it would be useful to split the proof tree and to treat each layer as an individual load object.

Critical resources are CPU time and main memory. Whereas good distribution of processes to computers with sufficient free memory (typically 10MB or more) is essential, migration of processes would be too expensive. Another criterion for process distribution is CPU speed and user load in order to minimize the response time of the newly spawned prover.
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2.1.2 Automatic Test Pattern Generation (project B1)

During the design process of an integrated circuit, the circuit designer has to generate a set of test patterns. These patterns are applied to the inputs of the manufactured circuit in order to detect circuit malfunctions due to physical defects. For an automatic generation of test patterns so-called fault models are used covering certain physical defects.

The fault model usually used for detection of dynamic defects is the path delay fault model. Since the number of paths in a circuit grows in the worst-case exponentially with the circuit depth the set of modeled faults is typically very large, i.e. up to $10^{20}$. Since for each path delay fault a test pattern has to be determined, test pattern generation is an expensive task. Therefore, it is advisable to perform test pattern generation in parallel.

To perform test pattern generation in parallel, the whole set of path delay faults is partitioned into blocks. Since partitioning into blocks can be carried out such that there are only a few dependencies among blocks, they can be administrated in a client-server topology. Thereby, each server processes one block after the other. Additionally, redistribution of blocks is carried out by a work-stealing strategy towards the end of the computation when some computers become idle. The blocks are the load objects, and the remaining block length is a straightforward load index.
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2.1.3 Parallel Database Systems (project B2)

One of the typical parallel applications is the distribution of database queries or parts thereof to several database servers. Each (partial) query is encapsulated in an individual interpreter process. CPU time is not the critical performance factor, but main memory and predominantly network load because of high I/O requirements of database queries. Any load balancing strategy has to prevent swapping. Once a process has been assigned to a machine, it should not be migrated any more,
since the amount of allocated main memory and data which would have to be transmitted is too large.

At present a simple scheduler for load distribution and balancing is implemented. It assigns processes to the nodes of the system, considering the current system state.

General purpose tools for load distribution or visualization would have to cope with the wide range of database parameters influencing the query evaluation.
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2.1.4 Distributed Adaptive Finite Element Simulations (project B3)

In technical or physical simulations using the finite element method, the domain of the physical object (whose properties are to be modeled and simulated) is split into so-called elements. The elements do not overlap and can be grouped to larger (meta-)elements. Conversely, existing elements can be split into smaller ones.

In the end, this substructuring procedure yields a tree data structure whose nodes contain a system of linear equations each. The task is to solve the combination of all node equation systems, where a node can be seen as individual load object. The solution is calculated by several complete tree traversals. For one traversal, the load index of a tree node can be derived from the number of unknowns in its equation system. Communication is directed along the tree edges.

In a distributed environment, it is sensible to balance the load of the tree nodes (i.e. migrate tree nodes) each time the tree is modified (extended).

Up to now, a load balancing strategy based on good bisectors has been implemented. In this application, load balance is achieved with respect to both CPU time and main memory consumption, since both values grow proportionally.
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2.1.5 Parallel Simulation of Logic Circuits (project B4)

A logic circuit consists of gates as well as signals connecting those gates. The circuits used consist of about 30 K gates. Unfortunately, industry does not provide bigger designs for university research. But experiments show that the developed algorithms scale well to bigger circuits.

A single gate is too small to be an entity for load distribution. So gates and signals are grouped together into partitions before the simulation starts. If signal propagation is simulated in parallel, it is essential to keep track of the virtual time progress (VTP) of each simulator. Big differences in VTP indicate a bad load balance. Then, load is dynamically balanced by the migration of partitions between simulators.

The actually implemented strategy uses the optimistic time warp protocol for synchronisation with incremental state saving and migration. The better the partitions are chosen, distributed and migrated, the smaller the total CPU time usage and the saved states (and hence memory consumption) are.

An important issue in applying general purpose load balancing libraries is the appropriate translation of VTP into more abstract and general load indices.
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2.1.6 The OMIS Project (project A1)

OMIS stands for Online Monitoring Interface Specification. Tools that use the OMIS interface are independent of the underlying platform and therefore portable.
For this interface OCM - an OMIS Compliant Monitoring system - was developed. OCM can be used by several tools, also by load balancers.

A tool for Consistent Checkpointing called CoCheck has been integrated into OCM. CoCheck allows the migration of processes of parallel applications on networks of workstations. The migration is done transparently for the application. By integrating CoCheck into OCM the service of transparent process migration is available via the OMIS interface and can be used by scheduling and load balancing tools. For load balancing decisions information about the status of processes is needed. Therefore a Node Status Reporter (NSR) was developed that will also be integrated into OCM.
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2.1.7 Distributed Operating Systems (project A8)

This project aims at developing a distributed operating system for parallel applications. The parallel activities of a parallel application should be evenly distributed among the available resources by such an operating system.

The approach pursued in this project uses actor spheres. An actor sphere is a set consisting of an active object and several related passive objects. The active object represents an action that needs the passive objects - as for example memory - to be executed. The model of these actor spheres can be understood as an abstraction of the underlying hardware system. The application has to be realized in form of actor spheres.

The scheduler of the distributed operating system maps the actor spheres to hosts where the active objects can be executed. The task of the load management is to choose the most suitable, that means less loaded, host for an actor sphere. For load distribution several actor spheres can be scheduled together. It is also possible to define dependencies between actor spheres (e. g. if there are actor spheres which must be terminated before others).
The load distribution strategies and mechanism should be adjustable to get a flexible and application based system. At the moment a selection of fixed strategies is provided. In the future, the resource management should be able to adjust strategies and mechanisms, too.
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2.1.8 Adaptive Load Distribution System ALDY (project B5)

ALDY is a library of functions for the integration of load distribution into parallel applications. The focus of the design of ALDY was portability.

To reach portability ALDY does not work with real application objects. Instead the application objects have to be mapped to virtual objects. Furthermore ALDY is not fixed to a specific communication and synchronization platform. This is realized by call back functions which the application programmer must implement. Concerning strategies the idea of ALDY is to provide a collection of different load distribution strategies, where the most suitable one can be chosen at runtime. At the moment only a receiver initiated strategy is implemented where several parameters can be chosen at program start.

The load model of ALDY consists of three classes of virtual objects: Virtual processes represent the distributed resources, to which work load is assigned. Virtual agents are assigned preemptively to virtual processes, that means they can be migrated between processes. Using the neighborship directive affinities among agents can be defined. Virtual tasks represent the subproblems of the application. They are non-preemptively assigned to the agents. Each agent processes one task after the other. That means there is no parallelism within agents, but several agents may be assigned simultaneously to the same host.
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2.1.9 Theory and Algorithms for Load Distribution (project A7)

If load distribution is considered from a theoretical point of view, one is interested in the modeling of load and the development and analysis of load distribution algorithms.

In most cases the load is modeled as a scalar and often as a real value. This simplifies the development of scheduling and partitioning methods, but it is hardly applicable to real applications. Sometimes it is necessary to model more than one resource, therefore a multi-dimensional load value is required. Furthermore, many theoretical analyses do not take affinities between the entities of load distribution into account, e.g., heavily communicating entities.

Current work considers the affinities between tree nodes by embedding tree-like graphs into hypercubes. A related work aims to find embeddings into hypercubes with smaller dimensions. This is needed for mapping problems to existing parallel machines, because the dimension of real hypercubes is limited. In addition, some theoretical load distribution strategies are developed, which are based on approximation algorithms.

Several graph algorithms have already been implemented using C++ and the LEDA library.
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2.2 Existing and Expected Tools

Table 1 gives a rough overview of tools which have been developed (D), which are currently used (U), or the use or expansion of which is planned (P) in the individual projects. A dash indicates that this tool type will not be applicable or usable in the project.

The projects can be grouped in three categories: applications, tools, and theory. The first five projects are concerned with applications and therefore (will potentially) use existing or planned tools. The next three projects develop and provide tools. Finally, project A7 plays a special role, providing load distribution
Table 1: Developed, Used, and Planned tool types within the individual projects

<table>
<thead>
<tr>
<th>Tool \ Project</th>
<th>A5</th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>B4</th>
<th>A1</th>
<th>A8</th>
<th>B5</th>
<th>A7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Debugger</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance Anal.</td>
<td></td>
<td></td>
<td>D/U</td>
<td>U</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>D</td>
</tr>
<tr>
<td>Visualization</td>
<td></td>
<td></td>
<td>D/U</td>
<td>P</td>
<td>U</td>
<td></td>
<td></td>
<td></td>
<td>P</td>
</tr>
<tr>
<td>Animation</td>
<td></td>
<td></td>
<td>D/U</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td>P</td>
</tr>
<tr>
<td>Trace Files</td>
<td>P</td>
<td>U</td>
<td>U/P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td>P</td>
</tr>
<tr>
<td>Monitoring</td>
<td></td>
<td></td>
<td>D/U</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td>(P)</td>
</tr>
<tr>
<td>Checkpointing</td>
<td></td>
<td></td>
<td>D/U</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>Load Distribution</td>
<td>P</td>
<td>U</td>
<td>U/P</td>
<td>D/U</td>
<td>D/U</td>
<td></td>
<td></td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>Load Balancing</td>
<td></td>
<td></td>
<td>U/P</td>
<td>D/U</td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td>D</td>
</tr>
</tbody>
</table>

and balancing algorithms and theoretical foundations rather than tools. Nevertheless, tools supporting simulations and experimental tests are of interest in this area as well.

3 Relevant Event Types

The previous section presented a number of research projects in parallel computing. Each of the projects requires load balancing in one form or another, but the application contexts vary substantially. Our goal is to design a framework for recording and visualizing load balancing events that is general enough to be applicable and useful for all these applications.

As a first step, representatives from several projects were asked to specify which particular events they would like to monitor and visualize in their specific application context. Although the lists of relevant events provided by the projects differed substantially, a large number of events could easily be classified to belong to the same basic event type. For example, every project was interested in recording events pertaining to the creation or removal of load objects, while the load objects themselves varied substantially (agents, nodes of a finite element tree, processes, etc.). An overview of the events relevant to the individual projects can be found in Section 3.1.

Then, in Section 3.2, we specify the general event types, special instances of which occur in a huge number of different application contexts. The description of the event types is intended to be as general as possible, thus allowing indi-
individual event types to be derived from the general event types by customization. We propose an object-oriented framework for specifying which events should be recorded in a particular parallel system running a particular application. The different event types should form a class hierarchy, and users should be able to devise customized event classes by inheriting from the available classes.

3.1 Relevant Events in Different Applications

3.1.1 Automatic Test Pattern Generation (project B1)

The application developed in project B1 can be classified as a client-server type (or task farming) application: clients send tasks to servers and receive back the results. This characteristic is reflected in the events considered relevant by B1:

- state change of client
- state change of server
- sending of tasks from client to server
- sending of results from server to client

The expected benefit of recording these events is a visualization of the states of all processes in the system.

3.1.2 Distributed Adaptive Finite Element Simulations (project B3)

The structure of the load created by the ARESO application of project B3 is an unbalanced binary tree. Its nodes are traversed in top-down and bottom-up direction repeatedly. Nodes are associated with processes, and communication takes place between parents and their children only. The main memory and CPU time requirements of a node are proportional to its size. The tree can grow dynamically through addition of new leaves. The events of interest to B3 are tailored to this special problem structure:

- creation of a new leaf
- enlargement of an internal node
- migration of a node
- beginning/end of local computation within a node
• beginning of a new tree traversal

The goal of analyzing these event traces is to visualize the growth of the tree and the migrations of nodes, and to draw conclusions about the progress of the computation and its various components (communication, local computation, migrations).

3.1.3 Parallel Simulation of Logic Circuits (project B4)

The time warp simulations employed by B4 are carried out by a number of simulators that are implemented as processes running on different machines. Each simulator simulates a part of the circuit and can measure the local progress of virtual time. A global controller initiates migrations if the progress of virtual time is too slow in certain simulators. The events of interest for this application are:

• migration-related events (sending and receiving of the following messages: migration initiation, migration of topology data, migration of simulation state, migration completion, new-location information, event forwarding)

• time warp events (local virtual time, rollback, global virtual time, local virtual time progresses)

The temporal relation among the observed events is expected to provide information about the efficiency of the migration protocol, the progress of the computation, and the mutual influence of the migration mechanism and the time warp protocol.

3.1.4 The OMIS Project (project A1)

Project A1 is concerned with the development of general tools that make developing, tuning, running and monitoring parallel application programs easier. Also, they work on system-integrated support for load balancing. Taking this into account, it is not surprising that they are interested in the following event types:

• creation and termination of load objects (processes, threads, objects), and changes in resource requirements of a load object

• addition and removal of targets (computers, processors); changes in the parameters of a target

• changes in the network load, changes in the load on a target

• login and logout of interactive users
3.1.5 Distributed Operating Systems (project A8)

Like the events specified by A1, the events given by A8 are not tailored to any particular parallel application. The events considered relevant by A8 reflect the characteristics of the distributed operating system designed in their research project. They are interested in the following event types:

- creation and termination of components (local thread, remote thread, etc.)
- usage of a component
- sending or receiving of load indices
- receiving of location information

A8 would be interested in deriving component-specific profiles regarding their usage and the creation of load. This information could then be used in guiding the load distribution strategies.

3.1.6 Adaptive Load Distribution System ALDY (project B5)

ALDY is a library that supports adaptive application-integrated load balancing. The execution of the application program is viewed as tasks being performed by agents, where the agents themselves are executed by processes and represent the units of placement and migration. The events that are considered relevant to observe a running application using ALDY load balancing are:

- creation, termination, and load of processes
- creation, placement, state change, migration, and termination of agents
- neighborhood of agents
- buffering of tasks, blocking of agents until arrival of tasks, assignment of tasks to agents
- internal messages of ALDY

Visualization and statistical analysis of the recorded event traces are desired. One goal is assessing the overhead imposed by the ALDY system.
3.1.7 Theory and Algorithms for Load Distribution (project A7)

Project A7 studies load balancing problems and algorithms from a theoretical point of view. Typically, simplified models of real-life parallel systems and applications are assumed, and statements regarding the average-case or worst-case behavior of load balancing strategies are derived. In order to evaluate the performance of load balancing strategies in parallel application programs, the following events are considered relevant by A7:

- creation, migration, state change, and termination of load objects
- regular load measurements on targets
- internal messages of the load balancing strategy

Observing these events is assumed to provide information about the practical efficiency and overhead of the load balancing strategy. In addition, it can help to find suitable and meaningful models for the load created by typical application programs.

3.2 General Event Types

Concerning the variety of events considered relevant by researchers working in different application areas, we observe that a number of general event types (like creation, migration, and termination of load objects) are of interest to almost all projects in one form or another. Therefore, we have devised a general set of event types that can capture all the specific events listed in the previous subsections. The goal was to provide a small, consistent set of event types such that most specialized events can be derived from one of the types in this set.

It is not straightforward to devise such a general set of event types. First, note that even the underlying system model varies substantially between different applications. Therefore, the general event types should not be restricted to handle load in form of threads, processes, etc. Instead, we phrase the event types in terms of load objects and targets. A load object can be placed onto a target or into another load object. In this way, systems involving processes placed on workstations can be modeled with equal ease as tasks placed into agents being executed by processes running on computing nodes.

Every load object, target, or message in the system is assumed to be assigned a unique identifier automatically. This can be realized easily with little additional overhead.
3.2.1 Events Pertaining to Load Objects

Generally speaking, a load object is something that can be viewed as coming into existence, consuming resources, and terminating at some time during the execution. Load objects can be processes, threads or objects (in the sense of object-oriented programming languages), for example. Usually some other load object can be identified as the creator of the load object, and upon creation the new load object is placed onto either another load object or on a target (see Section 3.2.2). The following types of events pertain to load objects (prefixed with LO, which stands for load object).

- **LO_Creation_Event**: the load object is created.
  Parameters: id, type, creator, time stamp

- **LO_Placement_Event**: the load object is placed onto another load object or a target.
  Parameters: id, destination, time stamp

- **LO_Migration_Event**: the load object is moved from one place to another.
  Parameters: id, source, destination, time stamp

- **LO_State_Change_Event**: the load object changes its state.
  Parameters: id, old state, new state, time stamp

- **LO_Termination_Event**: the load object is destroyed.
  Parameters: id, time stamp

- **LO_Message_Event**: the load object sends a message.
  Parameters: id, type, size, receiver, time stamp

- **LO_Create_Neighborship_Event**: two or more load objects are considered to be neighboring load objects.
  Parameters: id, ids of the load objects, time stamp

- **LO_Destroy_Neighborship_Event**: neighborship between load objects is canceled.
  Parameters: id, ids of the load objects, time stamp

The LO_Creation_Event and LO_Placement_Event can be combined to a LO_Creation_Placement_Event in many applications. The LO_Message_Event and the LO_Migration_Event can be specialized into a send event and a receive event (with the “receiver” parameter changed to “sender”), if required.
3.2.2 Events Pertaining to Targets

The targets are the computing nodes (hardware) of the parallel system. They can be workstations or processors in a multiprocessor system, for example.

- **Target Addition Event**: a new target is added to the system.
  Parameters: id, attributes, time stamp.

- **Target State Change Event**: the state of the target is changed (for example, an interactive user logs in).
  Parameters: id, old state, new state, time stamp.

- **Target Removal Event**: a target is removed from the system.
  Parameters: id, time stamp.

- **Target Create Neighborship Event**: two or more targets are considered to be neighboring targets.
  Parameters: id, ids of the targets, time stamp.

- **Target Destroy Neighborship Event**: neighborship between targets is canceled.
  Parameters: id, ids of the targets, time stamp.

3.2.3 Events Pertaining to Load Management

The load management routines can be incorporated into the application code directly, into the runtime-system, or into the operating system. The names of the event types related to load management are prefixed by LM (for load management).

- **LM Target Load Event**: the load of the target is measured (possibly a regular event).
  Parameters: id, new load, time stamp.

- **LM Network Load Event**: the load of the network is measured (possibly a regular event).
  Parameters: id, new load, time stamp.

- **LM Message Event**: one component of the load management system sends a message to another component.
  Parameters: id, receiver, type of message, time stamp.
The LM_Message_Event can be specialized into a send event and a receive event (with the “receiver” parameter changed to “sender”), if required.

### 3.2.4 Application-Specific Events

The event types in the previous three categories should capture most events of interest for a wide variety of parallel computing applications with load balancing. For the case that a certain application-specific event type cannot be derived, however, we provide the following custom event that can be specialized to capture any application-specific event type.

- **Custom_Event**: application-specific, user-defined event.

This should be needed only rarely, because most application-specific events can be modeled as LO_State_Change_Events.

### 4 Customization of Trace Events

In the previous section we have presented a collection of general event classes. These event classes can be customized for the different projects to provide appropriate event types. This section will describe the customization process in further detail.

First, in Section 4.1, we will explain how all the specific event types mentioned in Section 3.1 can be viewed as special instances of the general event types listed in Section 3.2. Then, in Section 4.2, we explain in more detail how a customization of the general event types to obtain specific event types can be carried out, and how it interacts with a potential visualization environment.

#### 4.1 Fitting Specific Events into the Framework

For a specific application of our event model, it is basically sufficient to specify which types of load objects and targets occur in the system and which parameters in addition to the standard parameters are required. We will outline the results of this customization for the events considered relevant by the different projects according to Section 3.1.

**B1**: Regarding the automatic test pattern generation application in project B1, the load object types are servers and clients. The relevant events are then LO_State_Change_Events and LO_Message_Events.
B3: In the ARESO application of B3, the load objects are the nodes of the unbalanced binary tree. Creation of a new leaf is a LO\_Creation\_Event, migration of a node is a LO\_Migration\_Event. Enlargement of an internal node and the beginning and end of a local computation are LO\_State\_Change\_Events. The beginning of a new tree traversal can either be considered a LO\_State\_Change\_Event in the root of the tree, or a Custom\_Event.

B4: The load objects in the time warp simulation application of project B4 are the distributed simulators and the central controller. In addition, the partitions of the simulated logic circuit are load objects, which are themselves placed in the simulators. B4 distinguishes migration events regarding the topology data and the simulation state; these event types should both be derived from the LO\_Migration\_Event. The initiation of a migration, the completion message, the event-forwarding, and the new-location information are all instances of the LM\_Message\_Event. The events concerning the time warp protocol can be modeled as LO\_State\_Change\_Events (local virtual time, rollback, global virtual time, local virtual time progresses).

A1: The load objects relevant to A1 are processes, threads and objects. The events specified by A1 with respect to load objects belong to the general event types LO\_Creation\_Event, LO\_State\_Change\_Event, and LO\_Termination\_Event. Their remaining events are Target\_Addition\_Event, Target\_Removal\_Event, Target\_State\_Change\_Event (including login and logout of interactive users), LM\_Target\_Load\_Event, and LM\_Network\_Load\_Event.

A8: For A8, the relevant types of load objects are the different components in their system model (actor and depot). The relevant events are LO\_Creation\_Events and LO\_Termination\_Events. Every usage of a component can be modeled as two LO\_Message\_Events, possibly accompanied by LO\_State\_Change\_Events in the client and server object of the usage call. Sending and receiving of load indices and location information are LM\_Message\_Events.

B5: For applications using ALDY developed by B5, the load objects are tasks, agents, and processes. Most of their events can be seen as LO\_Creation\_Events, LO\_Termination\_Events, LO\_Placement\_Events, and LO\_Migration\_Events. In addition, they use LO\_Create\_Neighborship\_Events,
LM_Message_Events, and LO_State_Change_Events (including load of processes, blocking of agents).

A7: The events specified by A7 are LO_Creation_Events, LO_Migration_Events, LO_State_Change_Events, LO_Termination_Events, LM_Target_Load_Events, and LM_Message_Events.

4.2 Methodology for Fitting the Event Model to an Application

So far we have discussed which events are considered meaningful for creating event traces by researchers working in different research projects. We derived a general and more abstract set of event classes that can capture most of the specific events through customization, and we have shown how the specific events mentioned by the individual researchers can be incorporated in this general event model.

In this section, we describe our general implementation concept first. Then we show a way how the general event model can be incorporated in a flexible object model. At last, we explain how the customization for a specific project could be carried out in detail.

Object-oriented principles are applied frequently in this section. This suggests the usage of OO-languages like C++ or Java. Nevertheless, most of the concepts and models we will describe can be realized with non-OO-languages (C, Fortran, etc.) as well.

4.2.1 Implementation Concept

The implementation of a general framework for tracing events in a parallel system with load balancing requires two main components: an event recording component and an event trace visualization component. The application program must be instrumented using the event recording component, and the resulting traces must be analyzed and visualized (either off-line or on-line) using the visualization component. The main functionality of both components could be realized as Java packages or C++ class libraries, for example.

The event recording component provides one class for each of the general event types mentioned in Section 3.2, plus convenient facilities for recording events into main memory, into a file, or sending them to the visualization component through the network. A recording component provides only local event traces.
The visualization component provides a graphical user interface, a visualization class for each event class (the corresponding name can be obtained by replacing “Event” with “Visualizer” in the event class name), and facilities for reading event traces from main memory, from a file, or receiving them over a network channel. As a conceptual simplification we assume that a visualization component may process only a single stream of event traces. Therefore, to visualize non-local aspects of the system we have to merge all locally recorded event traces into one sequence of events in a consistent way, i.e. the sequence must be complete and adequately ordered (usually based on the events’ timestamp). Conceptually, the construction of such a global stream of events is left to an additional merging component. Nevertheless, the realization of the merging may be a part of the visualization component itself.

An example for a typical realization of the visualization component is a customizable stand-alone application program. It presents a view of the parallel system on screen and animates the occurring events through the observed time period. In particular, targets and load objects are depicted on screen using graphical icons, and additional information can be displayed by request of the interactive user of the program. The user possibly can move forward or backward in time (on-line visualization often lacks this feature due to timing restrictions).

The components provided for event recording and visualization should allow to deal with a standard scenario without requiring substantial effort by the application developer. Consider, for example, an application program consisting of processes running on a cluster of workstations. It should be sufficient for achieving a simple visualization if the code of the application program is augmented by calls for recording of LO_Creation_Placement_Events (see Section 3.2.1 for details) and LO_Termination_Events at the points in the code where processes are created or terminated. The visualization component should be able to provide a graphical animation of targets with their assigned processes through the run of the application from this simple event trace. In general, however, an application pro-
grammer may be willing to invest more effort into customizing the event recording and visualization components in order to achieve a more application-specific visualization. The methodology for doing this is presented in the Sections 4.2.4 and 4.2.5.

### 4.2.2 Serialization of Events

Recording of events is mainly a serialization of structured information. We need a way to generate an output stream that contains all the information to rebuild (deserialize) the event structures needed for visualization. Of course, the serialization must be non-ambiguous.

An object-oriented approach to serialize events is to encapsulate the trace generation in the event classes. We assume that every event object has the ability to serialize itself for trace output. This could be done by providing a method `writeTrace()` or using language-specific serialization methods (e.g., the `Serializable` interface and the `writeObject()` method in Java). All parameters of the event (passed to the event object as constructor parameters) may influence the serialization. As a default, we serialize the parameters themselves and include their trace output into the event trace. So all parameter objects should be serializable, too.

A simple recording component invokes the serialization for every event object, combines the resulting trace sequence to a data stream, and writes the stream to main memory, a file, or a network port. The corresponding visualization component reads the stream, breaks up the trace sequence into single event traces and deserializes these parts to rebuild the event objects.

Generating an event trace requires information about event parameters. Generally, the gathering of this information is left to the application developer. One way is to directly apply the object model presented in the next subsection. We could generate proxy objects representing the events and their parameters. This approach should simplify the integration of existing recording components significantly. Unfortunately, the explicit object creation may impose an overhead not tolerable for high-performance applications. To avoid this overhead we have to customize the information gathering resp. the recording component.

### 4.2.3 An Object Model for Events

Based on the event lists presented in Section 3.2 we can build a simple object model to describe events and their parameters that can be easily adapted to the requirements of the different projects. This model could be incorporated in a
framework to ease the integration of flexible event tracing for different applications.

The visualization should be defined separately for each component of the model. If the visualization component allows polymorphism we can define generic visualization capabilities for all superclasses of the model that can be reused directly by all derived classes. Thus, for each subclass we just have to develop those parts of the visualization not covered by its superclass.

**Events** Generally, every event trace should provide some basic information:

- a unique identifier for each event (its `id`)
- the class the event belongs to (its `type`)
- the time when the event occurred (its `timestamp`)
- the origin of the event (its `source`)

We encapsulate all data that are needed to identify an event in a class `Event_ID` (the event type is implicitly specified for each event class). This allows us to change the information provided by event identifiers without touching the event classes themselves. An example for the integration of extended event identifiers can be found in Section 4.2.5.

The `id` is inherited from a superclass `Identifier`. We override its initialization method in `Event_ID` to include information about the time (`timestamp`) and place (taken from `source`) of the event creation in the event identifier itself. We can reuse the `Identifier` class resp. its subclasses for all other components of our model that incorporate identifiers.

The three different superclasses of events can be derived easily from the `Event` class. Our general event classes are direct subclasses of these superclasses (see Section 4.2.4 for details on event subclassing).
**Active Objects**  The source attribute that we have introduced before references a load object or a target. Additionally, some event types contain information about other load objects or targets, for example the destination attribute in a LO-Migration_Event. Therefore, it makes sense to model load objects and targets as separate objects. This allows us to reuse the event creation/visualization classes even if the load objects’ and/or targets’ structure has changed substantially. In this case, only the creation/visualization of the load object/target classes must be adapted.

Load objects and targets can be seen as different types of active objects. Some general event classes like LO_Placement_Event don’t make a distinction between these two types of objects. So we create Active_Object as a common superclass for the classes Load_Object and Target. With event creation/visualization based on active objects we can treat load objects and targets in a common way. For a more specialized object handling for one of the classes we can subclass it and override its defaults (the usage of such subclasses is described in the Sections 4.2.4 and 4.2.5).

The locations of active objects are essential for analyzing both static and dynamic aspects of load distribution. Therefore, any active object should offer some information where it is placed in the distributed system. Locations can be defined in many ways: targets may be referenced with an IP address and a load object’s location could be determined by referencing the active object that currently holds this load object, for example.

Load management components (for monitoring, distribution strategies, etc.) produce some overhead. Therefore, they are modeled as a specialized form of load objects (LM_Component). This way they can be handled as usual load objects without restricting a separate analysis of the load management’s impact on the application performance.
Resources and Object States  The event types LO_State_Change_Event and Target_State_Change_Event signal state changes for active objects, so we need a class to represent the state of an active object. This is done with the StateList class that contains a list of state information. The ResourceList class can be used in a similar way to model the resources needed by load objects resp. provided by targets. The main difference between resources and states is that states may change their value dynamically (causing an event) while resources normally are fixed. The design of the ResourceList and StateList classes and their components depends on the application resp. the used load distribution system and will not be investigated further in this text.

Resource lists may be used to model connections between active objects. Thus we are able to model events for establishing/destroying neighborship relations by creating/deleting a resource object that represents the connection between two neighbors. To model dynamic changes of the network load it would be necessary to add state information to the connection resource object.

We can create an event for a state change simply by specifying its new state. The current state may be referenced with the source attribute from the event identifier id. Again, differently designed state information can be created and visualized without touching the event classes themselves.

Messages  The transfer of messages can be modeled with a simple Message class. As messages are transferred between load objects (assuming that load management components are specialized load objects), we just augment the event classes for messaging with the identifier of the load object to/from which the message is sent/received.

The other classes used in the model (Timestamp, Size etc.) are not described here in further detail. These classes should be designed according to the given applications resp. to the requirements of the visualization.
Developing Trace Formats with the Object Model

We don’t recommend one general trace format to be used for all event tracing. The choice of a trace format appropriate to a particular purpose depends on many factors. Usually there’s a tradeoff between the expressive power of a trace format and the overhead for its creation, transfer, and visualization. Both the traced application and the desired visualization for this application must be analyzed carefully to build a suitable trace format with appropriate recording and visualization components.

The object model presented before can be used as a basic reference for own trace formats. Single components of the model can be serialized only partially or may even be completely ignored if they are not needed further. Trace recording and/or visualization according to our model can also be used with programming languages without object-oriented concepts, like C. This requires a mapping of the object structures to the corresponding structures of the application/visualization program.

4.2.4 Customization of Event Classes

The event classes from Section 3.2 are part of the object model from the previous subsection. In Section 4.1 we have described how these event classes fit into the different projects. Now we describe how to customize the general event classes.

If the customization of an event class can be reduced to an adaption of its parameters (for example, introducing specialized versions of load objects, targets, or messages), the customization can be achieved by subclassing the corresponding parameter type. In this case, no customization of the event class itself is necessary (we assume that polymorphism is supported). We just could call the event constructor with the changed parameter.

For example, if the application involves load objects in the form of processes and objects, the following specification might be sufficient:

- LO_Object (derived from Load_Object)
- LO_Process (derived from Load_Object)

If additional parameters are required for a specific event class, customizing the recording and visualization components requires the specification of a new event class. The new event class is created by subclassing an existing event class. A new visualization class should be created by subclassing the corresponding class in the visualization component as well.

For example, we consider a scenario where the LO_Creation_Event corresponding to process creation (the attribute created references an LO_Process
object) should also record the load object that requested the process creation. created references the initiator of the process creation while the location of the process creation can be retrieved from the source attribute (part of the event’s id). In this case, the following subclasses might be created:

- Process_Creation_Event (derived from LO_Creation_Event)
- Process_Creation_Visualizer (derived from LO_Creation_Visualizer)

Creation of these two subclasses should be sufficient to allow recording and visualizing the new event class Process_Creation_Event: In the application code, the programmer will insert code to record Process_Creation_Event events, and the visualizer will automatically be able to display the additional parameter (for example by drawing a colored line between the process and the requesting load object).

### 4.2.5 Extensions of the Object Model

In the previous subsection we described how to customize single event classes. If we want to add features that affect the whole event class hierarchy (or at least large parts of it) we must extend the model appropriately. Again, we try to keep the changes in the recording and visualization components as small as possible.

As an example for such an extension we assume a visualization tool that shows dependencies between causally ordered events. To integrate the ordering in our model in a simple way we can derive a new identifier class Ordered_Event_ID from Event_ID. The new class additionally references the predecessor of the event according to the causal ordering. More sophisticated extensions (e.g. a list of predecessors) could be realized in a similar way.
All we have to do for the new class itself is to extend the recording and visualization methods inherited from Event_ID. A more demanding task is the modification of the recording component so that all events automatically will have an id with the type Ordered_Event_ID. To avoid the derivation of all existing event classes we must find a way to create Ordered_Event_ID objects instead of Event_ID objects. The obvious place for this change is the Event class where the id attribute is specified. If we don’t want to change the type of the id attribute directly, we must change our program at all places where objects of the type Event_ID are explicitly created to be used later as id attribute in an event object.

The creation of traces based on an extended object model is quite simple if the recording component is designed to be flexible and adaptable. A general design principle to mention here is to avoid hard-wired references to classes/objects that may be changed in the future. This decoupling is normally done by introducing additional levels of indirection.

An example for this technique is the use of factories instead of direct constructor calls. To integrate a derived class we just have to modify the factory for this class to produce objects of the derived class (assuming that all hard-wired constructor calls in the program are replaced by factory calls). Thus we can reduce the number of code changes. We can use this approach if we want to integrate the Ordered_Event_ID class into our recording component without changing the data type of the id attribute in the Event class.

The design of an adaptable recording component may be a difficult task. Many design decisions for better adaptivity induce a performance penalty because of the additional levels of indirection. The resulting overhead may be prohibitive for some applications. Yet, flexible generation of event traces is essential to many of our projects.

5 Related Work

Systems to generate and visualize event traces now exist for virtually every parallel computing environment. Examples of such systems are AIMS [4], Pablo [3] or VAMPIR [1]. These systems have in common that they are designed for performance analysis only. So the types of events that can be monitored only partially overlap with the event types defined in Section 3.2. In particular, the LO_Migration_Event and the LM_Target/Network_Load_Event are not supported.
The trace systems are typically targeted towards the monitoring of the low-level message passing instead of the higher level views outlined in Section 2.1. They do not employ a general object and event model that can be customized to different environments. Pablo with its accompanying trace format SDDF [2] is in some respect an exception. SDDF is a generic trace format, together with libraries to store a trace-file and to read it again in a visualization tool. It allows to store any kind of events, as the event types including their parameters are explicitly defined within the trace file itself (SDDF stands for Self Defining Data Format). The drawback of SDDF is that these definitions only specify the syntactical structure of an event, without providing information on the semantics. Thus, a trace processing tool still needs detailed knowledge about the environment that created the trace file. In the object-oriented approach outlined in Section 4.2, information about the semantics of a specific event type is made explicit by deriving it from one of the general event types introduced in Section 3.2. The approach therefore helps to overcome the problem of the dependency between the environment generating a trace and the tools processing this trace, provided that it can be implemented with sufficient efficiency.

References


6 Summary

The projects within the SFB 342 cover many different aspects of load balancing (resp. load distribution), including application and tool development as well as theoretical research. The different approaches result in a large variety of project-specific event types and corresponding trace formats. Unfortunately, no standardized trace format based on a common set of event types had been defined so far.
for the various projects. Tools for trace recording and visualization were developed only for single projects. A reuse by other projects normally wasn’t possible without considerable customization effort. Our approach to improve this situation is documented in this report.

As a first step, general information about project-specific events related to load balancing was collected in interviews. Then we analyzed the interviews to extract a list of the essential events for each project. Based on these event lists we constructed a common set of event classes covering the needs of all participating projects. This set is divided into three major categories to distinguish between events related to load objects (using resources), targets (providing resources) and load management components.

The integration of different trace formats can be simplified by encapsulating trace recording and visualization into separate components. These components can be independently attached to the application resp. to an appropriate tool for trace analysis. To simplify the construction and reuse of tools for the analysis of event traces we built a class hierarchy that models the common set of events in an object-oriented way. The object model allows us to enhance event classes or add new ones while existing tools can still be used without any change. This allows the development of a flexible framework for trace recording and visualization.

Based on this report a prototypic implementation of the aforementioned framework should be possible. A basic set of visualization components to provide some core functionality (e.g. to display sequences of events) will be a central part of the framework. Additionally, a general-purpose trace recording component should be included to alleviate the instrumentation of applications. Further extensions of the framework can be applied by the different projects individually.
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