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I N S T I T U T F Ü R I N F O R M A T I K

The Complexity of the Equivalence Problem
for Commutative Semigroups

Ulla Koppenhagen
Ernst W. Mayr

������
TUM-I9603
Januar 1996

T E C H N I S C H E U N I V E R S I T Ä T M Ü N C H E N
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The Complexity of the Equivalence Problem forCommutative SemigroupsUlla Koppenhagen, Ernst W. MayrInstitut f�ur InformatikTechnische Universit�at M�unchenD-80290 M�unchen, GERMANYe-mail: fkoppenhajmayrg@informatik.tu-muenchen.deWWW: http://wwwmayr.informatik.tu-muenchen.de/November 7, 1995AbstractIn this paper, optimal decision procedures for the equivalence, subword,and �nite enumeration problems for commutative semigroups are obtained.These procedures require at most space 2c�n, where n is the size of the probleminstance, and c is some problem independent constant. Furthermore, we showthat this space requirement is inevitable: any decision procedure for theseproblems requires at least exponential space in the worst case, the equivalence,subword, and �nite enumeration problems for commutative semigroups areexponential space complete.For the equivalence problem, our results close the gap between the 2c0�n�lognspace upper bound shown by Huynh and the exponential space lower boundresulting from the corresponding bound for the uniform word problem estab-lished by Mayr and Meyer.1 IntroductionCommutative semi-Thue systems, or equivalently, vector addition systems (VAS),and Petri nets, their equivalent graphical representation, are well-known models forparallel processes. Much e�ort has been devoted to the study of the mathematicalproperties of these models. In particular, decidability and complexity questions ofdecision problems for these models have received much attention.In this paper we focus on the equivalence problem. This is the problem of deter-mining for any two given commutative semi-Thue systems, or equivalently, VAS, orPetri nets whether the reachability set of the �rst is equal to the other. In [Hac76]this problem was shown to be undecidable. The situation changes, however, whenone considers an important subclass of commutative semi-Thue systems, the class ofcommutative Thue systems, or commutative semigroups (or equivalently, reversibleVAS, or reversible Petri nets) [Bir67, Emi63, Mar47, Tai68].1



The equivalence (containment) problem for commutative semigroups, or equiva-lently, reversible Petri nets is the problem of deciding for any two given congruenceclasses [u]P, [v]Q, where P, Q are two commutative semigroup presentations oversome alphabetX, and u, v are two words inX�, whether [u]P is equal to (is containedin) [v]Q. In [Huy85] Huynh exhibited a decision algorithm for the equivalence prob-lem for commutative semigroups which operates in space 2d�size(u;v;P;Q)�log(size(u;v;P;Q)),where d > 0 is some constant independent of u, v, P and Q. The arguments forthis upper bound are based on the 2d0�s�log s space upper bound for the coverabilityand selfcoverability problems for general Petri nets obtained by Racko� in [Rac78],where s is the size of the problem instance.We are able to show a 2c�size(u;v;P;Q) space upper bound for deciding the equiva-lence problem for commutative semigroups, with c > 0 some constant independentof u, v, P and Q.In Section 3 we present e�cient decision procedures for the subword and �niteenumeration problems which operate in exponential space. The proofs are based onan algorithm for generating the reduced Gr�obner basis of a binomial ideal using atmost exponential space. Furthermore, we show that the exponential space require-ment is inevitable: any decision procedure for the subword and �nite enumerationproblems requires at least exponential space. The proof of this lower bound on thecomplexity of the problems is based on reducing the uniform word problem resp., aspecial form of the uniform word problem, which is exponential space complete (see[MM82]), to the subword resp., �nite enumeration problem.In Section 4, these complexity results are applied to obtain the exponential spaceupper bound for the equivalence problem for commutative semigroups. Thus, thegap between the 2c�size(u;v;P;Q)�log(size(u;v;P;Q)) space upper bound and the exponentialspace lower bound resulting from the exponential space completeness of the uniformword problem is closed, and the exponential space completeness of the equivalenceproblem for commutative semigroups is established.2 Basic De�nitions and NotationsIn this section we review some de�nitions and notations used in this work.2.1 Semigroups, Thue Systems, and Semigroup Presenta-tionsA semigroup (H; �) is a set H with a binary operation � which is associative. Ifadditionally � is commutative we have a commutative semigroup, and a semigroupwith a unit element is called a monoid . For simplicity, we write ab instead of a � b.A commutative monoid M is said to be �nitely generated by a �nite subsetX = fx1; : : : ; xkg �M if1M = fuju = x1 : : : x1| {z }e1 x2 : : : x2| {z }e2 : : : xk : : : xk| {z }ek ; ei 2 N; xi 2 Xg:1N denotes the set of nonnegative integers,Zthe set of integers, Q the set of rationals, and Rthe set of reals. 2



Each element of M can then be represented as a k-dimensional vector in Nk , i.e.,there is a surjection ' : Nk !M such thatu = x1 : : : x1| {z }e1 x2 : : : x2| {z }e2 : : : xk : : : xk| {z }ek () '(e1; : : : ; ek) = u:If ' is also injective, and hence bijective, then every element of M has a uniquerepresentation in Nk, and M is said to be free.For a �nite alphabet X = fx1; : : : ; xkg, X� denotes the free commutativemonoidgenerated by X.Let � =def '�1 : X� ! Nk be the inverse of ', the so-called Parikh mapping,i.e., (�(u))i (also written �(u; xi)) indicates, for every u 2 X� and i 2 f1; : : : ; kg,the number of occurrences of xi 2 X in u.For an element u of X�, called a (commutative) word, the order of the sym-bols is immaterial, and we shall in the sequel use an exponent notation: u =xe11 : : : xekk , where ei = �(u; xi) 2 N for i = 1; : : : ; k. For instance, we may denotex1x2x1x1x3x3x2 by x31x22x23, interchangeably with, say, x21x3x1x22x3.Notice that power products in Q[x1; : : : ; xk] (monomials with coe�cient 1) maybe regarded as elements of fx1; : : : ; xkg�.A commutative semi-Thue system overX is given by a �nite set P of productionsli ! ri, where li, ri 2 X�. A word v 2 X� is derived in one step from u 2 X�(written u ! v(P)) by application of the production (li ! ri) 2 P i�, for somew 2 X�, we have u = wli and v = wri. The word u derives v i� u �! v(P), where�! is the reexive transitive closure of !. More precisely we write u +! v(P), where+! is the transitive closure of !, if u �! v(P) with u 6= v. A sequence (u0; : : : ; un)of words ui 2 X� with ui ! ui+1(P) for i = 0; : : : ; n � 1 is called a derivation (oflength n) of un from u0 in P.A commutative Thue system is a symmetric commutative semi-Thue system P,i.e., (l! r) 2 P ) (r ! l) 2 P:Derivability in a semigroup establishes a congruence �P on X� by the ruleu � v mod P ,def u �! v(P):For semigroups, we also use the notation l � r mod P to denote the pair ofproductions (l! r) and (r ! l) in P.If it is understood that P is a commutative Thue system the commutativityproductions are not explicitly mentioned in P nor is their application within aderivation in P counted as a step.A commutative Thue system P is also called a presentation of the quotient semi-group X�= �P.We remark that commutative semi-Thue systems appear in the literature in twoadditional equivalent formulations: vector addition systems (see next section) andPetri nets. Finitely presented commutative semigroups are equivalent to reversiblevector addition systems or Petri nets. A reader more familiar with reversible Petrinets may want to think of a vector in Nk as a marking.3



2.2 Exponential SpaceIn this section we briey review the few necessary technical de�nitions from com-plexity theory.Complexity is usually measured relative to the size of a problem instance. Notethat we use exponential notation in representing words over X. For example, aword consisting of 805 x's has size 4 because it has a representation in exponentialnotation of 4 symbols, namely, x805. Thus, a word, or equivalently, a term u 2 X�with size(u) = n has degree O (2n) resp., a term u 2 X� with deg(u) = d has sizeO(log d).Let X1;X2 be �nite alphabets. A function f : X�1 ! X�2 reduces a set A � X�1to a set B � X�2 in case � 2 A() f(�) 2 Bfor all � 2 X�1 . If f is computable by a Turing machine which visits at most log2 nwork tape squares during its computation on any word � 2 X�1 of length n > 1,then A is said to be log-space reducible to B. (We assume the Turing machine hasa read-only input tape and a write-only output tape separate from its work tape.)If in addition the length of f(�) is O(length(�)), then A is log-lin reducible to B.The set B � X�2 is said to be decidable in space g : N ! N if there is a Turingmachine which accepts B and visits at most g(n) work tape squares during itscomputation on any word � 2 X�2 of length n.B is decidable in exponential space if it is decidable in space g, where g(n) � cnfor some c > 1.B is exponential space complete with respect to log-lin reducibility if(i) it is decidable in exponential space, and(ii) every set which is decidable in exponential space is log-lin reducible to B.If B satis�es condition (ii) only, it is said to be exponential space hard.2.3 Polynomials and IdealsLet X denote the �nite set fx1; : : : ; xkg, and Q[X] the (commutative) ring of poly-nomials with indeterminates x1; : : : ; xk and rational coe�cients. An ideal in Q[X]is any subset I of Q[X] satisfying the following conditions:(I1) p, q 2 I ) p+ q 2 I;(I2) r 2 Q[X], p 2 I ) r � p 2 I.For f1; : : : ; fh 2 Q[X], hf1; : : : ; fhi � Q[X] denotes the ideal generated byff1; : : : ; fhg, that is2hf1; : : : ; fhi := ( hXi=1 pifi; pi 2 Q[X] for i 2 Ih) :2for n 2 N, In denotes the set f1; : : : ; ng 4



If I = hf1; : : : ; fhi, ff1; : : : ; fhg is called a basis of I.A term t in x1; : : : ; xk is a product of the formt = xe11 � xe22 � � � xekk ;with e = (e1; e2; : : : ; ek) 2 Nk the degree vector of t.By the degree deg(t) of a term t we shall mean the integer e1 + e2 + : : : + ek(which is � 0).Each polynomial f(x1; : : : ; xk) 2 Q[X] is a �nite sumf(x1; : : : ; xk) = X1�i�n ai � ti;with ai 2 Q � f0g the coe�cient of the ith term ti of f . The product mi = ai � tiis called the ith monomial of the polynomial f . The degree of a polynomial is themaximum of the degrees of its terms.An admissible term ordering � on Q[X] is given by any admissible order on Nk,i.e., any total order < on Nk satisfying the following two conditions:(T1) e > (0; : : : ; 0) for all e 2 Nk � f(0; : : : ; 0)g;(T2) a < b ) a+ c < b+ c for all a; b; c 2 Nk.If (d1; : : : ; dk) > (e1; : : : ; ek), we say that any monomial a1 � xd11 � � �xdkk , a1 2Q�f0g, is greater in the term ordering than any monomial a2�xe11 � � � xekk , a2 2 Q�f0g(written a1 � xd11 � � �xdkk � a2 � xe11 � � � xekk ).For a polynomial f(x1; : : : xk) = Pni=1 ai � ti we always assume that t1 � t2 �: : : � tn. For any such nonzero polynomial f 2 Q[X] we de�ne the leading termLT (f) := t1.For the sake of constructiveness, we assume that the term order is given as partof the input by a k � k integral matrix T such that a1 � xd11 � � �xdkk � a2 � xe11 � � �xekki�, for the corresponding degree vectors d and e, Td is lexicographically greater thanTe [Rob85, Wei87].Let I be an ideal in Q[X], and let some admissible term ordering � on Q[X] begiven. A �nite set fg1; : : : ; grg of polynomials from Q[X] is called a Gr�obner basisof I (w.r.t. �), if(G1) fg1; : : : ; grg is a basis of I;(G2) fLT (g1); : : : ; LT (gr)g is a basis of the leading term ideal of I, which is thesmallest ideal containing the leading terms of all f 2 I, or equivalently: iff 2 I, then LT (f) 2 hLT (g1); : : : ; LT (gr)i :Gr�obner bases have been introduced in [Hi64, Hi64a] and [Buc65].A basis is called minimal if it does not strictly contain some other basis of thesame ideal. A Gr�obner basis is called reduced if no monomial in any one of itspolynomials is divisible by the leading term of some other polynomial in the basis.5



Now let P = fli � ri; i 2 Ihg be any (�nite) commutative semigroup presenta-tion with li, ri 2 X� for i 2 Ih. We identify any u 2 X� (resp., the corresponding vec-tor u = (�(u; x1); : : : ;�(u; xk)) 2 Nk) with the term u = x�(u;x1)1 �x�(u;x2)2 � � � x�(u;xk)kand vice versa any term u = xe11 � xe22 � � �xekk 2 Q[X] with the wordu = x1 : : : x1| {z }e1 x2 : : : x2| {z }e2 : : : xk : : : xk| {z }ek 2 X�:Then I(P) denotes the Q[X]-ideal generated by fl1 � r1; : : : ; lh � rhg, i.e.,I(P) := ( hXi=1 pi(li � ri); pi 2 Q[X] for i 2 Ih) :We call such an ideal a binomial ideal , i.e., each polynomial in the basis is thedi�erence of two terms. By looking at Buchberger's algorithm [Buc65] it is nothard to see that the reduced Gr�obner basis of a binomial ideal still consists only ofbinomials.The following proposition shows the connection between the uniform word prob-lem for commutative semigroups and the membership problem for ideals in Q[X].The uniform word problem for commutative semigroups is the problem of decid-ing for a commutative Thue system P over X and two words u; v 2 X� whetheru � v mod P. The polynomial ideal membership problem is the problem of decidingfor given polynomials f; f1; : : : ; fh 2 Q[X] whether f 2 hf1; : : : ; fhi.In [MM82], Mayr and Meyer proved:Proposition 1 [MM82] Let X = fx1; : : : ; xkg, P = fli � ri; li; ri 2 X�; i 2 Ihg,and u, v 2 X�. Then the following are equivalent:(i) There exist p1; : : : ; ph 2 Q[X] such thatv � u = hXi=1 pi(li � ri):(ii) There is a derivation u = 0 ! 1 ! : : :! n = v (P) of v from u such thatfor j 2 In length(j) � maxfdeg(lipi); deg(ripi); i 2 Ihg:(iii) u � v mod P.In the fundamental paper [Her26], G. Hermann gave a doubly exponential degreebound for the polynomial ideal membership problem:Proposition 2 [Her26] Let X = fx1; : : : ; xkg; g; g1; : : : ; gh 2 Q[X] ; and d :=maxfdeg(gi); i 2 Ihg. If g 2 hg1; : : : ghi, then there exist p1; : : : ; ph 2 Q[X] suchthat(i) g = Phi=1 gipi; 6



(ii) (8i 2 Ih) [deg(pi) � deg(g) + (hd)2k ].These two propositions yield an exponential space upper bound for the uniformword problem for commutative semigroups.Proposition 3 [MM82] Let X = fx1; : : : ; xkg and P = fli � ri; li; ri 2 X�; i 2Ihg. Then there is a (deterministic) Turing machine M and some constant c > 0independent of P, such that M decides for any two words u, v 2 X� whether u �v mod P using at most space (size(u; v;P))2 � 2c�k.For the proofs in Sections 3 and 4 we need the following three theorems. The�rst shows that in each binomial of the reduced Gr�obner basis G of I(P) the smallerterm (w.r.t. �) is the minimal element of the congruence class of the leading term.Theorem 1 [KM96] Let X = fx1; : : : ; xkg, P = fli � ri; li; ri 2 X�; i 2 Ihg, andG = fh1�m1; : : : ; hr�mrg the reduced Gr�obner basis of the ideal I(P) w.r.t. someadmissible term ordering � (mi � hi). Then mi is the minimal element (w.r.t. �)of the congruence class [hi]P, i 2 Ir.The next theorem gives a characterization of the leading terms of the polynomialsin I(P).Theorem 2 [KM96] Let X = fx1; : : : ; xkg, P = fli � ri; li; ri 2 X�; i 2 Ihg, andG = fh1�m1; : : : ; hr�mrg the reduced Gr�obner basis of the ideal I(P) w.r.t. someadmissible term ordering � (mi � hi). Then LT (I(P)) (the set of the leading termsof I(P)) is the set of all terms with nontrivial congruence class and which are NOTthe minimal element in their congruence class w.r.t. �. H = fh1; : : : ; hrg is the setof the minimal elements of LT (I(P)) w.r.t. divisibility.Finally, we need the following complexity result.Theorem 3 [KM96] Let X = fx1; : : : ; xkg, P = fli � ri; li; ri 2 X�; i 2 Ihg, and� be some admissible term ordering. Then there is an algorithm which generatesthe reduced Gr�obner basis G = fh1 �m1; : : : ; hr � mrg of the binomial ideal I(P)using at most space (size(P))2 � 2�c�k � 2c�size(P), where �c; c > 0 are some constantsindependent of P.For a proof of these Theorems see [KM96].3 The Basic Problems and Their ComplexityIn this section we are going to prove the exponential space completeness of the sub-word and �nite enumeration problems for commutative semigroups. These resultswill then be applied in Section 4 to provide a space optimal decision procedure forthe equivalence problem for commutative semigroups.7



3.1 The Subword Problem for Commutative SemigroupsLet X = fx1; : : : ; xkg be a �nite alphabet, and P = fli � ri; li; ri 2 X�; i 2 Ihg a�nite commutative semigroup presentation. The subword problem for commutativesemigroups is to decide, for any two words u, v1 2 X�, whether there is a v2 2 [u]Psuch that v2 = v1 � w for some w 2 X� which contains no variable occuring in v1.I.e., if such a word v2 exists, then w.l.o.g. the variables can be renamed such thatv2 = xe11 � � � xell| {z }v1 � xel+1l+1 � � � xekk| {z }w ;for some e1; : : : ; el 2 N � f0g and el+1; : : : ; ek 2 N.We denote by Xv1 = fx1; : : : ; xlg (l � k) the set of variables occuring in v1, andif l < k by Xv1 = fxl+1; : : : ; xkg the set of variables not occuring in v1.Let Y be the subset fxl1; : : : ; xl2g of X with l2 � l (if l1 > l2 then Y = ;).Similarly, Z is the subset fxl3; : : : ; xkg of X with l2 < l3, and Z = ; if l3 > k.Then, for the case l1 < l < l2 < l3 we get the following picture:Xv1z }| {x1; : : : ; xl1�1; xl1; : : : ; xl; Xv1z }| {xl+1; : : : ; xl2; xl2+1; : : : ; xl3�1; xl3; : : : ; xk| {z }Y | {z }ZWith this notation we de�ne the subword , word, and coverability problems forcommutative semigroups as follows. Note that the de�nition of the subword problemextends the de�nition given at the beginning of this section.� The Subword Problem: Given X, P, u, v1, Y , and Z, decide whether there isa v2 2 [u]P such that v2 = v1 � xl1 � � � xl2 � w for some w 2 (Y [ Z)�.� The Word Problem: Given X, P, u, v1, decide whether v1 2 [u]P. In [MM82]this problem is shown to be exponential space complete.� The Coverability Problem: Given X, P, u, v1, decide whether there is av2 2 [u]P such that v1 is a subword of v2, i.e., v2 = v1 �w for some w 2 X�. In[KM95] we showed that this problem is exponential space complete.We see that the word problem and the coverability problem are special cases ofthe subword problem. If Y and Z are the empty set, then the subword problem isequivalent to the word problem. If Y is the empty set and Z = X, then the subwordproblem is equivalent to the coverability problem.If Y is the empty set and Z = Xv1 , i.e., l3 = l + 1, we get the former de�nition.Then the subword problem is to decide whether there is a v2 2 [u]P such thatv2 = v1 � w for some w 2 X�v1 .Theorem 4 Let X = fx1; : : : ; xkg, and P = fli � ri; li; ri 2 X�; i 2 Ihg bea commutative semigroup presentation over X. Then there is an algorithm whichdecides for any two words u, v1 2 X�, and sets Y , Z � X de�ned as above whetherthere is a v2 2 [u]P such that v2 = v1 �v �w, where w 2 (Y [Z)�, and v = xl1 � � �xl2 if8



Y = fxl1; : : : ; xl2g resp., v = " 3 if Y = ;, using at most space (size(u; v1;P))2 �2�c�k �2c�size(u;v1;P) for some constants �c, c > 0 independent of u, v1 and P.Proof: We show that if there is a v02 2 [u]P as described in the Theorem, then thereis a v2 2 [u]P with the same properties as v02 and v2 can be determined in space(size(u; v1;P))2 � 2�c�k.In addition to x1; : : : ; xk we introduce three new variables s, �s, and t. LetXt = X [ fs; �s; tg. Given P and the two words u, v1 2 X�, we construct a newcommutative semigroup presentation Pt over Xt as follows: For every congruenceli � ri in P, Pt contains the congruencet � li � t � ri.Then we add to Pt the congruences s � t � u,and t � v1 � v � �s.To be able to argue by the degree bounds in Gr�obner bases we need an admissibleterm ordering �. We use a lexicographic order which is de�ned by the followingorder on the variables:s � t � Xv1 � (Y [ Z) � Xv1 � (Y [ Z) � �s � Y � Z ;where the variables in the sets are ordered arbitrarily.By Theorem 2, s 2 LT (I(Pt)), and, since s is minimal in LT (I(Pt)) w.r.t. divis-ibility, s 2 Ht, where Ht is the set of the minimal elements of LT (I(Pt)) w.r.t. divis-ibility. By Theorem 1 and Theorem 2, s�ms 2 G, where G is the reduced Gr�obnerbasis of I(Pt), and ms is the minimal element of [s]Pt w.r.t. �.Because we assume that there is a v02 2 [u]P such that v02 = v1 � v � w0 for somew0 2 (Y [Z)�, it follows that t�v1�v�w0 2 [t�u]Pt. Since t�v1�v�w0 � �s�w0 mod Pt, it is�s�w0 2 [t�u]Pt. Forms is the minimal element of [s]Pt = [t�u]Pt it must bems � �s�w0,or ms = �s � w0. In particular, the variables s, t, and the variables in Xv1 � (Y [ Z),Xv1 � (Y [ Z) do not occur in ms. In Lemma 1 we will see that �(ms; �s) = 1, i.e.,ms = �s � w for some w 2 (Y [ Z)� with w � w0, or w = w0. Since s �ms 2 G, byTheorem 3, ms = �s � w can be determined in space (size(u; v1;Pt))2 � 2d�k for someconstant d > 0 independent of u, v1 and Pt.In the following it will be shown that in a repetition-free derivation in Pt leadingfrom s to ms the variables s and �s only occur in the words s and ms. Furthermore,we will see that any word except of s and ms in a repetition-free derivation of msfrom s in Pt has the form t �x with x 2 X�. So there is a derivation of v1 � v �w fromu in P.In Pt the variable s as well as the variable �s occurs in exactly one congruence,namely s � t � u resp., t � v1 � v � �s. In the remaining congruences in Pt each sidehas the form t � y with y 2 X�. Thus the only congruence in Pt that can be appliedto s is s � t � u, and any derivation in Pt starting at s �rst leads from s to t � u, i.e.,s! t � u (Pt). Generally from the structure of Pt it follows:3" denotes the empty word 9



Lemma 1 Every word  in a derivation in Pt starting at s satis�es:(i) �(; s), �(; �s), �(; t) 2 f0; 1g, and(ii) �(; s) + �(; �s) + �(; t) = 1, i.e., exactly one of the variables s, �s, and toccurs exactly once in every word  of any derivation in Pt starting at s.If some word i, i 2 N, i > 1, in a derivation s! t � u! 1 ! : : :! i�1 ! i(Pt) contains the variable s, then the only way to continue is to apply the congruences � t � u. Since this is the only congruence of Pt in which s occurs, this congruencemust be the congruence that derived i from i�1. Thus the resulting derivation isnot repetition free.Similarly, if some word  in a derivation ofms from s in Pt contains the variable �s,then either  = ms and we are �nished, or there is exactly one applicable congruence,namely the congruence applied last, which causes a repetition in the derivation.Hence, the words i in a repetition-free derivations! t � u = 0 ! 1 ! : : :! n�1 ! n ! ms (Pt);n 2 N, do not contain s or �s. So the only congruences applied to i, i 2 f0; : : : ; n�1gare the congruences t � li � t � ri and thus any repetition-free derivation of ms froms in Pt has the forms! t � u! t � �1 ! : : :! t � �n = t � v1 � v � w! �s � w = ms (Pt)with n 2 N, and t � �i = i, i 2 In.We obtain the following derivation in P leading from u to v2 = v1 � v � w :u! �1 ! : : :! �n = v1 � v � w = v2 (P):By Theorem 3 ms = �s �w can be determined in space (size(u; v1;Pt))2 � 2d�k, andthus v2 can be determined using at most space (size(u; v1;P))2 � 2�c�k. 2Theorem 5 The subword problem for reversible Petri nets and commutative semi-groups is exponential space complete with respect to log-lin reducibility.Proof: From the results in [MM82] we know that the word problem for commutativesemigroups is exponential space complete with respect to log-lin reducibility. Sincethe word problem is a special case of the subword problem, and because of Theorem 4we conclude the assertion. 23.2 The Finite Enumeration Problem for CommutativeSemigroupsLet P be a �nite commutative semigroup presentation over some alphabet X, andu 2 X� a word such that the congruence class of u is bounded. Then the �niteenumeration problem for reversible Petri nets and commutative semigroups is theproblem of generating a complete list of all the elements of [u]P. We give a procedurefor the solution of this problem which needs at most exponential work space.10



Theorem 6 Let X = fx1; : : : ; xkg, P = fli � ri; li; ri 2 X�; i 2 Ihg be a �nitecommutative semigroup presentation over X, and u 2 X� a word such that thecongruence class of u is bounded. Then there is an algorithm which generates theelements of [u]P using at most space (size(u;P))2 � 2�c�k � 2c�size(u;P), where �c, c > 0are some constants independent of u and P.Proof: In addition to x1; : : : ; xk we introduce 2k+3 new variablesm, s, t, y1; : : : ; yk,and z1; : : : ; zk. Let X 0 = X [ fm; s; t; y1; : : : ; yk; z1; : : : ; zkg. Given P and the wordu 2 X�, we construct a new commutative semigroup presentation P 0 over X 0 asfollows: P 0 contains the congruencess � xj � s � yj � zj; for j = 1; : : : ; k; (1)s � y(u) � t; (2)s � u � m; (3)and, for every congruence li � ri in P, the congruencess � y(li) � s � y(ri); and (4)t � z(li) � t � z(ri); (5)where y (resp., z) are the homomorphisms replacing xj by yj (resp., zj) for j 2 Ik.Let � be a lexicographic term ordering satisfyingm � a � s � b for all a 2 fx1; : : : ; xkg; b 2 ft; y1; : : : ; yk; z1; : : : ; zkg:In the following we prove that v 2 [u]P i� the term s � v occurs in a binomial ofG, where G is the reduced Gr�obner basis of the ideal I(P 0) w.r.t. �. Then, byTheorem 3, the elements of [u]P can be generated using at most space (size(u;P 0))2 �2d0 �k � (size(u;P))2 � 2d�k, where d0, d > 0 are some constants independent of u andP 0 (resp., P).First we establish some technical details.Lemma 2 Every word w 2 [s � u]P 0 satis�es the following conditions:(i) �(w; s); �(w; t); �(w;m) 2 f0; 1g;(ii) �(w; s) + �(w; t) + �(w;m) = 1;(iii) if �(w; s) = 1, then x�(w;x1)+�(w;y1)1 �x�(w;x2)+�(w;y2)2 � � �x�(w;xk)+�(w;yk)k 2 [u]P,x�(w;x1)+�(w;z1)1 �x�(w;x2)+�(w;z2)2 � � �x�(w;xk)+�(w;zk)k 2 [u]P;if �(w; t) = 1, then �(w; x1) = �(w; x2) = : : : = �(w; xk) = 0,�(w; y1) = �(w; y2) = : : : = �(w; yk) = 0,x�(w;z1)1 �x�(w;z2)2 � � �x�(w;zk)k 2 [u]P.Proof: Let w be any word in [s � u]P 0, then there is a repetition-free derivation inP 0 leading from s � u to w. If w = m, then w is derived in one step from s � u by11



congruence (3) and w trivially satis�es the conditions (i) - (iii). Note that if in aderivation starting at s �u congruence (3) is applied, then this derivation can only becontinued by again using congruence (3) what causes a repetition. If w 6= m, thenin any repetition-free derivation starting at s � u leading to w only the congruencesin (1) and (4) can be applied until the word s � y(u) � z(u) is reached and changed tot � z(u) by congruence (2). Since [u]P is bounded, there is no u0 2 fy1; : : : ; ykg� withs �u0 � z(u) 2 [s �u]P 0, u0 6= y(u), and y(u) divides u0. Therefore, any word w occuringin this derivation of s � y(u) � z(u) from s � u satis�es the conditions (i) - (iii):(i) & (ii): �(w; s) = 1, �(w; t) = 0, �(w;m) = 0,(iii): x�(w;x1)+�(w;y1)1 � x�(w;x2)+�(w;y2)2 � � �x�(w;xk)+�(w;yk)k 2 [u]P, andx�(w;x1)+�(w;z1)1 � x�(w;x2)+�(w;z2)2 � � � x�(w;xk)+�(w;zk)k = u.Then, as long as congruence (2) is not applied, by the congruences in (5) wordst � z(v) with v 2 [u]P can be derived from t � z(u). Note, that for all such wordst � z(v) with v 2 [u]P �(t � z(v); s) = 0, �(t � z(v); t) = 1, and condition (iii) issatis�ed. Congruence (2) changes t � z(v) to s � y(u) � z(v) and again the congruencesin (1) and (4) can be applied. As above the words w in the resulting sub-derivationstarting at s � y(u) � z(v) satisfy (i), (ii), and (iii) withx�(w;x1)+�(w;z1)1 � x�(w;x2)+�(w;z2)2 � � �x�(w;xk)+�(w;zk)k = v:By the congruences in (4) from s � y(u) � z(v) any word s � y(v0) � z(v) with v0 2 [u]Pcan be derived. Congruence (2) can only be applied to the word s �y(u) �z(v) causinga repetition. Thus, the conditions (i) - (iii) are satis�ed within the whole derivation.2Lemma 2For the derivation of some word s � v 2 [s � u]P 0 with v 2 X� from s � u in P 0 weconclude from Lemma 2 and its proof:Lemma 3 Let s � v 2 [s � u]P 0 with v 2 X�, v 6= u, and let s � u = 0 ! 1 ! : : :!n = s � v be any repetition-free derivation in P 0 leading from s � u to s � v. Then,there is exactly one i 2 In�1 with i = s � y(u) � z(u), i+1 = t � z(u), and exactly onej 2 In�1, j > i, with j = t � z(v), j+1 = s � y(u) � z(v).Thus, we have:Lemma 4 Let v be some word in X�, thenv 2 [u]P () s � v 2 [s � u]P 0Proof: By Lemma 2 and Lemma 3 a repetition-free derivation in P 0 leading froms � u to s � v with v 2 X� has the following form:s � u +�!(1); (4) s � y(u) � z(u) �!(2) t � z(u) +�!(5) t � z(v) �!(2) s � y(u) � z(v) +�!(1); (4) s � v;where +�!(:) denotes some repetition-free derivation only applying the congruencesgiven in (.) . Within the sub-derivations +�!(1); (4) the values �(w; xi) + �(w; zi) are12



constant for all i 2 Ik, i.e., the word x�(w;x1)+�(w;z1)1 �x�(w;x2)+�(w;z2)2 � � �x�(w;xk)+�(w;zk)kremains the same within +�!(1); (4) . Furthermore, all the words occuring in the abovederivation satisfy Lemma 2. 2Lemma 4Lemma 5 [s � u]P 0 is bounded.Proof: Since [u]P is bounded, it follows from the de�nition of P 0 and Lemma 2 that[s � u]P 0 is also bounded. 2Lemma 5Lemma 6 Let v be some word in X� with v 62 [u]P, and v divides some u0 2 [u]P.Then s � v is the minimal element of its congruence class [s � v]P 0 w.r.t. �.Proof: If v 2 X� with v 62 [u]P, and v divides some u0 2 [u]P, then there is somev0 2 X� � f"g with u0 = v � v0 2 [u]P. Because of the boundedness of [u]P thereis no �v 2 [v]P with �v = u � �u for �u 2 X�. If there would be such a �v 2 [v]P, thenu0 = v � v0 � �v � v0 mod P, �v � v0 = u � �u � v0 2 [u]P, i.e., [u]P is not bounded. Thus, inany derivation starting at s �v the congruences (2) and (3) can not be applied. Onlythe congruences in (1) and (4) can possibly be used. Since yi � xi (resp., zi � xi)for all i 2 Ik, s � v is the minimal element of [s � v]P 0 w.r.t. �. 2Lemma 6Since [s �u]P 0 is bounded, it follows from Dickson's Lemma that each w 2 [s �u]P 0is minimal in [s � u]P 0 w.r.t. divisibility, i.e., if w 2 [s � u]P 0 there is no w0 2 [s � u]P 0,w0 6= w such that w0 divides w. Thus, by Lemma 6, if w 2 [s � u]P 0, and w isnot the minimal element ms�u = m of [s � u]P 0 w.r.t. �, then w 2 H, where Hdenotes the set of the minimal elements of LT (I(P 0)) w.r.t. divisibility, and henceG � fw �m j w 2 [s � u]P 0; w 6= mg (see Theorems 1 and 2). 2Theorem 7 The �nite enumeration problem for reversible Petri nets and commu-tative semigroups is exponential space complete with respect to log-lin reducibility.From the work in [MM82] we know that the uniform word problem for com-mutative semigroups is exponential space complete. Actually, the construction in[MM82] proves the following, slightly stronger statement, which we will use for theproof of Theorem 7:Proposition 4 [MM82] Let P be a �nite commutative semigroup presentation overX, v a word in X�, and u 2 X� a word such that [u]P is bounded. Even withthis restriction, the uniform word problem, i.e., the problem of deciding whetheru � v mod P, is exponential space complete with respect to log-lin reducibility.Proof of Theorem 7: Let P be the commutative semigroup presentation, andu, v 2 X� the two words of Proposition 4. Then, v � u mod P, i.e., v 2 [u]P i�v is contained in the list of elements of [u]P generated by the enumeration algo-rithm of Theorem 6. Thus, an exponential space complete word problem reduces tothe enumeration problem for commutative semigroups, which together with Theo-rem 6 establishes the exponential space completeness of the enumeration problemfor reversible Petri nets and commutative semigroups. 213



In the following we are going to show that Theorem 6 also provides an exponentialspace upper bound for the �nite containment problem (FCP) (and the �nite equalityproblem (FEP)) for reversible Petri nets and commutative semigroups.The �nite containment problem (the �nite equality problem) for general (notnecessary reversible) Petri nets is the problem of determining for any two givenPetri nets with �nite reachability sets whether the reachability set of the �rst iscontained in (is equal to) the other. A result by Karp and Miller in [KaMi69] showsthat FCP (FEP) for Petri nets is decidable, but in [MM81] Mayr and Meyer provedthat the complexity of each decision procedure for FCP (FEP) for general Petri netsexceeds any primitive recursive function in�nitely often. For reversible Petri nets,or equivalently, commutative semigroups the situation changes.Corollary 1 Let X = fx1; : : : ; xkg, and P, Q be two �nite commutative semigrouppresentations over X. Then there is an algorithm which decides for any two wordsu, v 2 X� with bounded congruence classes [u]P, [v]Q whether [u]P � [v]Q using atmost space (maxfsize(u;P); size(v;Q)g)2 � 2�c�k � 2c�size(u;v;P;Q), where �c, c > 0 aresome constants independent of u, v, P and Q.Proof: By Theorem 6 a complete list of all the elements of [u]P can be gener-ated using at most space (size(u;P))2 � 2c0 �k for some constant c0 > 0 indepen-dent of u and P. For every w 2 [u]P, by Proposition 1 and Proposition 2,it can be decided whether w � v mod Q, i.e., w 2 [v]Q, using at most space(maxfsize(u;P); size(v;Q)g)2 � 2�c�k. 2From Proposition 4 we can derive that FCP for commutative semigroups, orequivalently, reversible Petri nets is exponential space hard. Thus, we establish theexponential space completeness of the �nite containment problem (the �nite equalityproblem) for reversible Petri nets and commutative semigroups.Theorem 8 The �nite containment problem (the �nite equality problem) for re-versible Petri nets and commutative semigroups is exponential space complete withrespect to log-lin reducibility.Proof: Let P be the commutative semigroup presentation, and u, v 2 X� the twowords of Proposition 4, and Q = ; the empty commutative semigroup presentation.Then [v]Q = fvg � [u]P () v � u mod P:Thus, an exponential space complete word problem reduces to FCP for commuta-tive semigroups, which together with Corollary 1 establishes the exponential spacecompleteness of FCP (FEP) for reversible Petri nets and commutative semigroups.24 The Equivalence Problem for CommutativeSemigroupsThe equivalence problem for commutative semigroups, or equivalently, reversiblePetri nets is the problem of deciding for any two given congruence classes [u]P, [v]Q,14



where P, Q are two commutative semigroup presentations over some alphabet X,and u, v are two words in X�, whether [u]P is equal to [v]Q.Using the results of the previous section we are able to prove an exponentialwork space upper bound for the equivalence problem.Theorem 9 Let P, Q be two �nite commutative semigroup presentations overX = fx1; : : : ; xkg, and u, v two words in X�. Then there is an algorithm whichdecides whether [u]P is equal to [v]Q using at most space 2c�maxfsize(u;P);size(v;Q)g �2c�size(u;v;P;Q), where c is some constant independent of u, v, P and Q.For the proof of this Theorem we note that X� is isomorphic to Nk and that thecongruence classes in Nk are uniformly semilinear sets (see [ES69]), i.e.,[u]P = n[j=1(aj + tXi=1 nib(i);ni 2 N for i = 1; : : : ; t)for some vectors aj; b(1); : : : ; b(t) 2 Nk , j = 1; : : : ; n. Thus, the congruence class[u]P is completely determined by its minimal elements (w.r.t. divisibility) aj and itsminimal periods (w.r.t. divisibility) b(i). The proof of Theorem 9 follows from thenext theorem.Theorem 10 Let X = fx1; : : : ; xkg, P = fli � ri; li; ri 2 X�; i 2 Ihg be a �nitecommutative semigroup presentation over X, and u 2 X�. Then there is an algo-rithm which generates a closed representation of [u]P using at most space 2c�size(u;P),where c > 0 is some constant independent of u and P.Proof: If [u]P is bounded, then, by Theorem 6, there is an algorithmwhich generatesthe elements of [u]P using at most space (size(u;P))2 � 2�c�k, where �c > 0 is someconstant independent of u and P. In the following we assume that [u]P is unbounded,i.e. the set of periods P[u]P = fPti=1 nib(i);ni 2 Ng of the congruence class [u]P isnot the empty set.First we show that the minimal periods b(i) of the uniformly semilinear set [u]Pcan be determined using at most space 2c1�size(u;P), where c1 > 0 is some constantindependent of u and P. Then we show a 2c2�size(u;P) space bound for the minimalelements aj of [u]P, where c2 > 0 is some constant independent of u and P.The bound for the minimal periods b(i) of [u]P can be derived from the bound forthe subword problem in Theorem 4. To see this we briey review a useful propertyof subtractive submonoids in Nk.A submonoid P of Nk is said to be subtractive (see [ES69]), if p, p+ q 2 P withq 2 Nk implies q 2 P . Note that the set of periods P[u]P of [u]P in Nk is a subtractivesubmonoid of Nk. The set of the nonzero minimal elements of P w.r.t. the canonicalpartial ordering of Nk is denoted by Min(P ). From the work in [Huy85] and [SW70]we know the following:Proposition 5 [Huy85], [SW70] Let P � Nk be a subtractive submonoid, and letI be the set of all minimal subsets I � Ik such that Min(P ) \ fp = (p1; : : : ; pk) 215



Nk j pj > 0 for j 2 I, pj = 0 for j 62 Ig contains exactly one element pI . LetU = fpI j I 2 Ig. Then every p 2 Min(P )� U can be written asp = Xu2U %uu ; %u 2 Q+; 0 � %u < 1:We call the elements pI of U extreme minimal periods.Let pI = (pI1; : : : ; pIk) be some extreme minimal period of P[u]P . Since [u]P isa uniformly semilinear set and pI is a period of [u]P, i.e., pI 2 P[u]P , the wordv = u � xpI11 � � �xpIkk is an element of [u]P. From Theorem 4 it follows that v, andthus pI , can be determined in space (size(u;P))2 � 2c01 �k for some constant c01 > 0independent of u and P. By Proposition 5, the minimal periods b(i) can be writtenas b(i) = XpI2U %I � pI ; %I 2 Q+; 0 � %I < 1;where U is the set of the extreme minimal periods pI of P[u]P , and hence can bedetermined in space (size(u;P))2 � 2c001 �k for some constant c001 > 0 independent of uand P.For determining the minimal elements of [u]P, we �rst consider the commutativesemigroup presentation P 0 obtained from P by the same way as in Section 3.2. Since[u]P is unbounded, Lemma 2, 3, and 4 have to be modi�ed slightly. The proofs ofthe resulting lemmata are analogous to the proofs of the corresponding lemmata inSection 3.2.Lemma 7 For some v 2 X�, every word w 2 [s � v]P 0 satis�es the following condi-tions:(i) �(w; s); �(w; t); �(w;m) 2 f0; 1g;(ii) �(w; s) + �(w; t) + �(w;m) = 1;(iii) if �(w; s)=1, then x�(w;x1)+�(w;y1)1 �x�(w;x2)+�(w;y2)2 � � �x�(w;xk)+�(w;yk)k 2 [v]P,x�(w;x1)+�(w;z1)1 �x�(w;x2)+�(w;z2)2 � � �x�(w;xk)+�(w;zk)k 2 [v]P;if �(w; t)=1, then x�(w;x1)+�(w;y1)1 �x�(w;x2)+�(w;y2)2 � � �x�(w;xk)+�(w;yk)k �u2 [v]P,x�(w;x1)+�(w;z1)1 �x�(w;x2)+�(w;z2)2 � � �x�(w;xk)+�(w;zk)k 2 [v]P.Lemma 8 For some v 2 X� let s � w 2 [s � v]P 0 with w 2 X�, w 6= v, and lets � v = 0 ! 1 ! : : : ! n = s � w be any repetition-free derivation in P 0 leadingfrom s�v to s�w. Then there must be some i 2 In�1 with i = s�y(u)�v, i+1 = t�v, v 2fx1; : : : xk; y1; : : : yk; z1; : : : zkg�, x�(v;x1)+�(v;z1)1 � x�(v;x2)+�(v;z2)2 � � �x�(v;xk)+�(v;zk)k = v,and some j 2 In�1, j > i, with j = t � w, j+1 = s � y(u) � w, w 2fx1; : : : xk; y1; : : : yk; z1; : : : zkg�, x�(w;x1)+�(w;z1)1 � x�(w;x2)+�(w;z2)2 � � �x�(w;xk)+�(w;zk)k =w.Lemma 9 Let v, w be two words in X�, then s �w 2 [s � v]P 0 i� w 2 [v]P, and thereis some w 2 [v]P such that u divides w. 16



Thus, for all minimal elements aj of [u]P w.r.t. divisibility, from Theorem 2 itfollows that s � aj 2 LT (I(P 0)). Furthermore, if s � v 2 LT (I(P 0)) for some v 2 X�,then there is some w 2 [v]P such that u divides w. Hence, for all words v 2 X� withs �v 2 LT (I(P 0)), and all periods p = (p1; : : : ; pk) 2 P[u]P , we have that v �xp11 � � �xpkkis an element of [v]P. Especially, this is true for the minimal (w.r.t. divisibility) ele-ments H 0 of LT (I(P 0)), which, by Theorem 3, can be determined in space 2c�size(u;P)for some constant c > 0 independent of u and P.Now we project [u]P onto the bounded coordinates. The set Xb � X of thebounded coordinates can be found using the exponential space algorithm for theselfcoverability problem for commutative semigroups described in [KM95]. Thisalgorithm is based on the following proposition:Proposition 6 [KM95] Let X = fx1; : : : ; xkg, P = fli � ri; li; ri 2 X�; i 2 Ihg,and u 2 X�. Then for j 2 Ik the following are equivalent:(i) There exist p1; : : : ; ph; qj 2 Q[X] such thathXi=1 pi(li � ri) = u � xj � qj � u(ii) There is a derivation u = 0 ! 1 ! : : :! n = v(P) leading from u to somev 2 [u]P such that u is a proper subword of v, �(v; xj) > �(u; xj), and for~n 2 In length(~n) � maxfdeg(lipi); deg(ripi); i 2 Ihg:From Dickson's Lemma we can derive that an element xj of X is inXb i� there isno v 2 [u]P such that u is a proper subword of v, and �(v; xj) > �(u; xj). Thus, byProposition 6 and Proposition 2, for every j 2 Ik it can be decided whether xj 2 Xbusing at most space 2d�size(u;P) for some constant d > 0 independent of u and P.Let wb denote the projection of any word w 2 X�, and Pb the projection of Ponto the bounded coordinates in Xb. Then the congruence class [ub]Pb is bounded,and, by Theorem 6, there is an algorithm which generates the elements of [ub]Pbusing at most space (size(ub;Pb))2 � 2c02 �k � (size(u;P))2 � 2c02 �k, where c02 > 0 is someconstant independent of u and P.Let ([u]P)b denote the projection of [u]P onto the bounded coordinates in Xb.Then ([u]P)b = [ub]Pb. In particular, the projection (aj)b of each of the minimalelements aj of [u]P onto the bounded coordinates is an element of [ub]Pb, and eachelement of [ub]Pb is the projection of at least one minimal element aj. For each wordub 2 [ub]Pb, we determine some u = ub � t 2 [u]P, t 2 (X �Xb)�, as `representative'of the elements v of [u]P with vb = ub. By Theorem 4, this computation requires atmost space (size(u;P))2 � 2c002 �k for some constant c002 > 0 independent of u and P.In the following we show that the representative u together with the mini-mal periods of [u]P provides all minimal elements aj of [u]P with (aj)b = ub.We consider the words in X� as vectors in Nk . Let Z(u) � Zk denote the setnu+Pti=1 zib(i); zi 2Zfor i = 1; : : : ; to with b(i), i 2 It, the minimal periods of thecongruence class [u]P. Because [u]P = [u]P is a uniformly semilinear set, for all min-imal elements aj of [u]P with (aj)b = ub, we have aj 2 Z(u). Assume that a 2 Nk17



is a minimal element of [u]P w.r.t. divisibility such that ab = ub, and some of itsentries are greater than 22c2�size(u;P), where c2 > 0 is some constant speci�ed below.Since s � a 2 LT (I(P 0)), there is some s � ha 2 H 0 such that ha divides a. We knowthat ha + P[u]P � [ha]P, and moreover, v + P[u]P � [v]P for all v 2 Nk such that hadivides v.Consider the intersection (ha +Nk) \ Z(u) which is nonempty (since it containsa). This intersection is a set of the formM+P[u]P , whereM is the set of all minimalelements w.r.t. divisibility. Because of the exponential space upper bounds for ha,u, and for the elements of Min(P[u]P ), every element of M has entries bounded by22c2�size(u;P) , where c2 > 0 is some constant independent of u and P.Let a0 be an element in M such that a0 + P[u]P contains a. Then a = a0 + t forsome t 2 Nk � f0g. Since a 2 [u]P, and by construction a0 � a mod P, we havea0 2 [u]P which provides a contradiction to the minimality of a.Hence, the minimal elements aj of the uniformly semilinear set [u]P can bedetermined using at most space 2c2 �size(u;P). 2Now we are able to prove the main result, Theorem 9.Proof of Theorem 9: Equality of [u]P and [v]Q can be tested by the exponentialspace algorithm given in Figure 1.Since the word problems occuring in this algorithm, by Proposition 3, can be de-cided using at most space 2�c�maxfsize(u;P);size(v;Q)g for some constant �c > 0 independentof u, v, P and Q, this algorithm can be implemented on a Turing machine with spacebound 2c�maxfsize(u;P);size(v;Q)g � 2c�size(u;v;P;Q) for some constant c > 0 independent ofu, v, P and Q. 2Corollary 2 The equivalence problem for reversible Petri nets and commutativesemigroups is exponential space complete with respect to log-lin reducibility.Proof: Since FEP for reversible Petri nets, or equivalently, commutative semigroupsis a special case of the equivalence problem, and because of Theorem 8 and Theo-rem 9 we conclude the assertion. Together with Theorem 9 this fact establishes theexponential space completeness of the equivalence problem for reversible Petri netsand commutative semigroups. 25 ConclusionThe results obtained in this paper show that the equivalence problem for commuta-tive semigroups is decidable in space 2c�n, where n is the size of the problem instance,and c is some constant independent of n. This space bound is optimal up to the sizeof the constant c. We closed the gap between the 2c0 �n�logn space upper bound shownin [Huy85] and the exponential space lower bound resulting from the exponentialspace completeness of the uniform word problem established in [MM82].Furthermore, we provide asymptotically optimal decision procedures for the sub-word and �nite enumeration problems for commutative semigroups. These proce-dures also require at most space 2d�n. An immediate consequence of this complexity18
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