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#### Abstract

This paper deals with the problem of computing a spanning tree of a connected undirected graph $G=(V, E)$ minimizing the sum of distance differences of all vertex pairs $u, v \in V$ which are connected by an edge $\{u, v\} \in E$. We show that the decision variant of this optimization problem is NP-complete with respect to the $L_{p}$ norm for arbitrary $p \in \mathbb{N}$. For the reduction, we use the well known NP-complete problem Vertex Cover.


## 1 Introduction

### 1.1 Motivation

Recently, there has been some interest in problems related to simplification of graphs (with respect to the number of edges, i.e. network sparsification), which intended to thin out the graph while retaining certain network characteristics (such as the distances between node pairs or the centrality measures of the nodes). The aim was to reduce the complexity of a given graph in order to simplify computations of network problems or to feature a concise visualization of a complex network with its most important structural properties (which makes the network more amenable to visual examination).

If this simplification is carried to an extreme, we would require the resulting graph to be a spanning tree, since the elements of this graph class have a minimum number of edges among all connected subgraphs and they offer a variety of beneficial properties which can be exploited for fast network algorithms. A couple of concrete applications, e.g. in systems biology, can be found in [4].

In this paper, we study the problem of computing a spanning tree of a graph, that minimizes, in its simplest form, the sum of the distances between all pairs of nodes, that were connected by an edge in the original graph. Actually, we consider a more general form, where the sum is computed of $p$-th powers of the respective distances (or distance differences), i.e., the calculation is made with respect to the $L_{p}$-norm.

### 1.2 Related Work

The problem is related to a couple of other problems, the most similar of which is the problem of computing distance-minimizing or distance-approximating spanning trees (DMST, DAST, [4]). In contrast to the setting in this paper, the DMST and DAST problems consider the distances of all vertex pairs (instead of only pairs connected by single edges in the original graph). Both problems (DMST and DAST) were shown to be NP-complete for all norms $L_{p}$, $p \in \mathbb{N}$. For both problems a fixed-edges variant was introduced in [4], where the input includes a set of fixed edges that have to appear in any admissible solution. For this fixed-edges version of DAST and arbitrary $L_{p}$-norms, there is no constant-factor approximation unless $\mathrm{P}=\mathrm{NP}$.

The simplest case of the DMST problem, i.e., DMST using the $L_{1}$-norm, is equal to the Simple Network Design Problem introduced in [8] as well as the problem of computing a Minimum Average Distance (MAD) Tree [2]. Moreover, this problem is equivalent to the DAST problem with respect to the $L_{1}$-norm.

In the more general form of the Network Design Problem, we are given a weighted undirected graph and want to compute a connected subgraph, that respects a certain budget constraint (regarding the sum of the edge weights) and minimizes the sum of all shortest path lengths. Of course, this problem was also shown to be NP-complete [8].

A similar relationship exists between GAST and the problem of computing a minimum fundamental cycle basis. Again, we are given a weighted undirected graph. The aim is to compute a spanning tree (or the respective cycle basis), that causes a minimum sum of the weights of all fundamental cycles (induced by the edges of the spanning tree). Deo et al. [3] have shown NP-completeness of this problem. Galbiati and Amaldi [5] proposed an $2^{\mathcal{O}(\sqrt{\log n \log \log n})}$ approximation algorithm for arbitrary graphs. Their approach used a related problem introduced by Hu, namely the Minimum Communication Cost Spanning Tree Problem [7], which was shown to be approximable within the same factor by Peleg and Reshef [10].

While all these problems are NP-complete, there is also an example for polynomial computability of distance-sum-related spanning trees, namely the problem of computing a Minimum Diameter Spanning Tree [1, 9, 6].

## 2 Preliminaries

Throughout this paper, we assume that graphs $G=(V, E)$ are always simple, undirected, connected, and unweighted. The adjacency matrix of $G$ is denoted by $A_{G}$. For two vertices $u, v \in V$, the distance between $u$ and $v$ in $G$ is defined as the length of a shortest path between $u$ and $v$ in $G$. This length is denoted by $d_{G}(u, v)$. We define the distance matrix $D_{G}$ by $D_{G}[i, j]=d_{G}\left(v_{i}, v_{j}\right)$. Obviously, $D_{G}$ is a symmetric matrix with non-negative entries. Furthermore, for any given spanning tree $T$ of $G$, it holds $D_{T}[i, j] \geq D_{G}[i, j]$ for all $v_{i}, v_{j} \in V$.

Let $A \in \mathbb{N}^{n \times m}$ and $B \in \mathbb{N}^{n \times m}$ be two $n \times m$-matrices. We denote by $C=A \circ B$ the matrix we obtain by performing a multiplication element by element, i.e. $C[i, j]=A[i, j] \cdot B[i, j]$ for all pairs $(i, j)$. This entrywise product of two matrices of equal dimension is also known as the Hadamard or Schur product.

For evaluating a matrix $A \in \mathbb{N}^{n \times n}$, we use the $L_{p}$-norm which is defined as

$$
\|A\|_{L_{p}}=\left(\sum_{i=1}^{n} \sum_{j=1}^{n} A[i, j]^{p}\right)^{1 / p}
$$

for all $1 \leq p<\infty$.

## 3 The 2-Hitting-Set Gadget

For the reduction, we use the Vertex Cover problem, which is well known to be NP-complete. To avoid confusion between 'vertices' and 'edges' of the instance of Vertex Cover and of the constructed graph, we use the less common terminology of the equivalent 2-Hitting Set (2HS) problem, i.e. 'literals' (vertices) and 'clauses' (edges).

Problem: 2-Hitting Set (2HS).
Input: A triple $(\mathcal{C}, \mathcal{S}, k)$ consisting of
a family $\mathcal{C}=\left\{C_{1}, \ldots, C_{m}\right\}$ of 2-element subsets of
a set $\mathcal{S}=\left\{s_{1}, \ldots, s_{n}\right\}$ and a number $k \in\{1, \ldots, n\}$.
Question: Is there a subset $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ such that $\left|\mathcal{S}^{\prime}\right| \leq k$ and the set $C_{\mu} \cap \mathcal{S}^{\prime}$ is not empty for each $\mu \in\{1, \ldots, m\}$ ?

A subset $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ having the required properties is called an admissible solution to a 2 HS instance $(\mathcal{C}, \mathcal{S}, k)$. For a given 2 HS instance, we define the graph $G(\mathcal{C}, \mathcal{S})$ (similar to [4]) as follows:

- For each $s_{\mu} \in \mathcal{S}, \mu \in\{1, \ldots, n\}$, we define a literal gadget $G_{\mu}$ consisting of two connection vertices $v_{\mu}$ and $v_{\mu}^{\prime}$. Both vertices are connected by the so-called elongation path $\left(v_{\mu}, e_{1}^{\mu}, \ldots, e_{m+1}^{\mu}, v_{\mu}^{\prime}\right)$ of length $m+2$ and the so-called literal path $\left(v_{\mu}, l_{1}^{\mu}, \ldots, l_{m}^{\mu}, v_{\mu}^{\prime}\right)$ of length $m+1$.
- For each $\mu \in\{1, \ldots, n-1\}$, we connect the literal gadgets $G_{\mu}$ and $G_{\mu+1}$ by adding an edge $\left\{v_{\mu}^{\prime}, v_{\mu+1}\right\}$.
- Additionally, we introduce a vertex $v_{0}^{\prime}$ which is connected to the first literal gadget $G_{1}$ by the edge $\left\{v_{0}^{\prime}, v_{1}\right\}$.
- For each $\mathcal{C}_{\mu}=\left\{s_{\nu}, s_{\kappa}\right\}$, we define a clause path of length $2 n(m+2)$ that connects the vertices $l_{\mu}^{\nu}$ and $l_{\mu}^{\kappa}$ and a safety path of length $2 n(m+2)$ that connects the vertices $v_{0}^{\prime}$ and $l_{\mu}^{\nu}$ whereas we assume w.l.o.g. that $\nu<\kappa$.

In Figure 1, there is an illustration of the graph representation $G(\mathcal{C}, \mathcal{S})$ for the 2 HS instance $(\mathcal{C}, \mathcal{S}, k)$ with $\mathcal{S}=\left\{s_{1}, s_{2}, s_{3}, s_{4}\right\}$ and $\mathcal{C}=\left\{\left\{s_{1}, s_{3}\right\},\left\{s_{2}, s_{4}\right\},\left\{s_{1}, s_{4}\right\},\left\{s_{3}, s_{4}\right\}\right\}$.

Lemma 1. Let $(\mathcal{C}, \mathcal{S}, k)$ be an instance of 2 HS . Then we have $d_{G(\mathcal{C}, \mathcal{S})}\left(v_{0}^{\prime}, v_{n}^{\prime}\right)=n(m+2)$. Moreover, there exists an admissible solution $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ of size $\left|\mathcal{S}^{\prime}\right| \leq k$ if and only if there exists a spanning tree $T$ of $G(\mathcal{C}, \mathcal{S})$ containing all edges in the clause paths such that $d_{T}\left(v_{0}^{\prime}, v_{n}^{\prime}\right) \leq$ $d_{G(\mathcal{C}, \mathcal{S})}\left(v_{0}^{\prime}, v_{n}^{\prime}\right)+k$.


Figure 1: Graph representation $G(\mathcal{C}, \mathcal{S})$ of a 2 HS instance.
Proof. First, we observe that any path from $v_{0}^{\prime}$ to $v_{n}^{\prime}$ using a clause or safety path has length at least $2 n(m+2)$ whereas the shortest path between $v_{0}^{\prime}$ and $v_{n}^{\prime}$ via literal paths has length $n(m+2)$. Thus, it holds that $d_{G(\mathcal{C}, \mathcal{S})}\left(v_{0}^{\prime}, v_{n}^{\prime}\right)=n(m+2)$. For proving the second statement, we consider both directions separately.
$(\Longrightarrow)$ Let $\mathcal{S}^{\prime}$ be an admissible solution to the 2 HS instance $(\mathcal{C}, \mathcal{S}, k)$. We construct a spanning tree of the graph representation $G(\mathcal{C}, \mathcal{S})$ as follows:

1. For each $s_{\mu} \in \mathcal{S}^{\prime}$, we remove the edge $\left\{l_{m}^{\mu}, v_{\mu}^{\prime}\right\}$ which is the last edge on the literal path of the literal gadget $G_{\mu}$.
2. For each $s_{\mu} \notin \mathcal{S}^{\prime}$, we remove the edge $\left\{v_{\mu}, e_{1}^{\mu}\right\}$ which is the first edge on the elongation path of the literal gadget $G_{\mu}$.
3. For each $C_{\mu}=\left\{s_{\nu}, s_{\kappa}\right\} \in \mathcal{C}$ do the following: if $s_{\nu} \in \mathcal{S}^{\prime}$ then remove the edge $\left\{l_{\mu-1}^{\nu}, l_{\mu}^{\nu}\right\}$. If $s_{\kappa} \in \mathcal{S}^{\prime}$ then remove the edge $\left\{l_{\mu-1}^{\kappa}, l_{\mu}^{\kappa}\right\}$. Here, we denoted $v_{0}^{\nu}=v_{\nu}$ and $v_{0}^{\kappa}=v_{\kappa}$. If not both $s_{\nu}$ and $s_{\kappa}$ are elements of $\mathcal{S}^{\prime}$ then remove an arbitrary edge from the safety path between $v_{0}^{\prime}$ and $v_{\mu}^{\nu}$.

Note that no edge from a clause path was removed during this construction. Now, we have to prove that each cycle in $G(\mathcal{C}, \mathcal{S})$ is broken when applying the three construction rules. By the first and second construction rule, at least one edge of each cycle induced by the literal and elongation paths is removed. The cycles induced by the clause and safety paths are broken by the first and third construction rule: For each clause $C_{\mu}=\left\{s_{\nu}, s_{\kappa}\right\} \in \mathcal{C}$, at least one of the sets $\left\{\left\{l_{\mu-1}^{\nu}, l_{\mu}^{\nu}\right\},\left\{l_{m}^{\nu}, v_{\nu}^{\prime}\right\}\right\}$ and $\left\{\left\{l_{\mu-1}^{\kappa}, l_{\mu}^{\kappa}\right\},\left\{l_{m}^{\kappa}, v_{\kappa}^{\prime}\right\}\right\}$ is removed because $\mathcal{S}^{\prime}$ is an admissible solution. Thus, either $l_{\mu}^{\nu}$ or $l_{\mu}^{\kappa}$ is not reachable via the clause path from $v_{\nu}$ or $v_{\nu}^{\prime}\left(v_{\kappa}\right.$ or $v_{\kappa}^{\prime}$, respectively). An edge from the safety path is removed, except if both $\left\{\left\{l_{\mu-1}^{\nu}, l_{\mu}^{\nu}\right\},\left\{l_{m}^{\nu}, v_{\nu}^{\prime}\right\}\right\}$ and $\left\{\left\{l_{\mu-1}^{\kappa}, l_{\mu}^{\kappa}\right\},\left\{l_{m}^{\kappa}, v_{\kappa}^{\prime}\right\}\right\}$ are removed, in which case neither $l_{\mu}^{\nu}$ nor $l_{\mu}^{\kappa}$ is reachable via the clause path from any vertex $v_{\nu}, v_{\nu}^{\prime}, v_{\kappa}, v_{\kappa}^{\prime}$.

A cycle induced by multiple clause paths not going through any connection vertices cannot occur since the connection is broken at one of the literals in $\mathcal{S}^{\prime}$. As a result, the path between $v_{0}^{\prime}$ and $v_{n}^{\prime}$ in $T$ is leading through elongation $\left(s_{\mu} \in \mathcal{S}^{\prime}\right)$ or literal ( $s_{\mu} \notin \mathcal{S}^{\prime}$ ) paths only, and does not contain any safety or clause path.

By construction of the graph representation $G(\mathcal{C}, \mathcal{S})$, the distance of $v_{\mu}$ and $v_{\mu}^{\prime}$ via a literal path is shorter by 1 compared to the distance via an elongation path. Thus, it holds that

$$
d_{T}\left(v_{0}^{\prime}, v_{n}^{\prime}\right)=\left(n-\left|\mathcal{S}^{\prime}\right|\right)(m+2)+\left|\mathcal{S}^{\prime}\right|(m+3)=n(m+2)+\left|\mathcal{S}^{\prime}\right| \leq d_{G(\mathcal{C}, \mathcal{S})}\left(v_{0}^{\prime}, v_{n}^{\prime}\right)+k
$$

$(\Longleftarrow)$ Let $T$ be a spanning tree of $G(\mathcal{C}, \mathcal{S})$ containing all clause path edges and satisfying $d_{T}\left(v_{0}^{\prime}, v_{n}^{\prime}\right) \leq d_{G(\mathcal{C}, \mathcal{S})}\left(v_{0}^{\prime}, v_{n}^{\prime}\right)+k$. Since $d_{G(\mathcal{C}, \mathcal{S})}\left(v_{0}^{\prime}, v_{n}^{\prime}\right)+k \leq n(m+3)<2 n(m+2)$, the path
between $v_{0}^{\prime}$ and $v_{n}^{\prime}$ in $T$ cannot lead through clause or safety paths. Hence, it only goes through literal and/or elongation paths.

By construction, the length of any (intact) elongation path is $m+2$, the length of any (intact) literal path is $m+1$. Therefore, the path from $v_{0}^{\prime}$ to $v_{n}^{\prime}$ contains exactly $k$ elongation paths. Let $\mathcal{S}^{\prime}$ be the set of literals $s_{\mu}$ for which this path leads from $v_{\mu}$ to $v_{\mu}^{\prime}$ via an elongation path. Here, the literal path must be broken since otherwise $T$ is not a spanning tree. Conversely, for every $s_{\mu} \notin \mathcal{S}^{\prime}$, the literal path is not broken, i.e., $\left(v_{\mu}, l_{1}^{\mu}, \ldots, l_{m}^{\mu}, v_{\mu}^{\prime}\right)$ is a path in $T$. Assume, there is a clause $C_{\mu}=\left\{s_{\nu}, s_{\kappa}\right\} \in \mathcal{C}$ (where $\nu<\kappa$ ) such that $C_{\mu} \cap \mathcal{S}^{\prime}=\emptyset$. The clause path corresponding to the clause $C_{\mu}$ connects $l_{\mu}^{\nu}$ with $l_{\mu}^{\kappa}$. Since $s_{\nu}, s_{\kappa} \notin \mathcal{S}^{\prime}$, the vertex $l_{\mu}^{\nu}$ is connected to $v_{\nu}^{\prime}$ which is connected to $v^{\kappa}$ which is connected to $l_{\mu}^{\kappa}$. This is a contradiction to $T$ being a spanning tree.

## 4 Graph-Approximating Spanning Trees

In this section, we consider the problem of computing a spanning tree of a graph $G$ that minimizes the distances of pairs of vertices which are connected in the original graph. We study this problem under certain matrix norms. First, we give a formal definition of the problem:

Problem: GAST (with respect to $\|\cdot\|_{L_{p}}$ ).
Input: A connected graph $G$ and an algebraic number $\gamma$.
Question: Is there a spanning tree $T$ of $G$ with $\left\|\left(D_{T}-D_{G}\right) \circ A_{G}\right\|_{L_{p}} \leq \gamma$ ?
Remember that $D_{G}$ and $D_{T}$ are the distance matrices of graph $G$ and tree $T$, while $A_{G}$ denotes the adjacency matrix of $G$.

In the following, we show that computing such a tree is hard under the $L_{p}$-norm for all $p \in \mathbb{N}$. Note that $p=1$ is a special case of the NP-complete Minimum Fundamental Cycle Basis Problem (Min-FCB) [3].

Theorem 2. GAST with respect to $\|\cdot\|_{L_{p}}$ is NP-complete for all $p \in \mathbb{N}$.
Proof. The containment in NP is obvious. We prove the hardness by reduction from 2HS using the graph representation $G(\mathcal{C}, \mathcal{S})$. The idea of the reduction is simple: We join the end vertices of $G(\mathcal{C}, \mathcal{S}), v_{0}^{\prime}$ and $v_{n}^{\prime}$, by a connection consisting of a couple of paths. Moreover, the same technique is used to force the clause path edges of $G(\mathcal{C}, \mathcal{S})$ into any optimal spanning tree. The number of additional paths and their length depends on the given 2HS instance and is polynomial in the number of literals in $\mathcal{S}$ and clauses in $\mathcal{C}$.

Let $(\mathcal{C}, \mathcal{S}, k)$ be an instance of 2 HS and let $N$ be the number of vertices in its graph representation $G(\mathcal{C}, \mathcal{S})$. We define the graph $G=(V, E)$ such that $V$ consists of the vertices in the graph $G(\mathcal{C}, \mathcal{S})$ and

- $N_{A}$ vertex sets $\left\{a_{\mu, 1}, a_{\mu, 2}, \ldots, a_{\mu, L_{A}}\right\}$ for each $\mu \in\left\{1, \ldots, N_{A}\right\}$ and
- $N_{B} \cdot K$ vertex sets $\left\{b_{\nu, 1}^{\mu}, b_{\nu, 2}^{\mu}, \ldots, b_{\nu, L_{B}}^{\mu}\right\}$ for each $\mu \in\{1, \ldots, K\}$ and each $\nu \in\left\{1, \ldots, N_{B}\right\}$
where $K$ is the number of clause path edges in $G(\mathcal{C}, \mathcal{S})$ and $N_{A}, N_{B}, L_{A}, L_{B} \in \mathbb{N}$ are four parameters which will be chosen later.

The edge set $E$ consists of all edges in $G(\mathcal{C}, \mathcal{S})$ and

- $N_{A}$ paths $A_{\mu}=\left(v_{0}^{\prime}, a_{\mu, 1}, a_{\mu, 2}, \ldots, a_{\mu, L_{A}}, v_{n}^{\prime}\right)$ for each $\mu \in\left\{1, \ldots, N_{A}\right\}$ and
- $N_{B} \cdot K$ paths $B_{\nu}^{\mu}=\left(u, b_{\nu, 1}^{\mu}, b_{\nu, 2}^{\mu}, \ldots, b_{\nu, L_{B}}^{\mu}, v\right)$ for each $\mu \in\{1, \ldots, K\}$ and for each $\nu \in$ $\left\{1, \ldots, N_{B}\right\}$ where $\{u, v\}$ is a clause path edge.

The gadget is illustrated in Figures 2 and 3 where the latter figure is a detailed view onto the extension of a clause path edge which is not displayed in Figure 2. Obviously, the number of vertices and edges in $G$ are polynomial in $n$ and $m$ if $N_{A}, N_{B}, L_{A}$, and $L_{B}$ are polynomial in $n$ and $m$.


Figure 2: Extended graph representation of a 2 HS instance.

Now, we define

$$
\gamma=N^{p+1}+N_{A} \cdot\left(L_{A}+n(m+2)+k\right)^{p}+K \cdot N_{B} \cdot L_{B}^{p}
$$

and we claim that $G$ has a spanning tree $T$ such that $\left\|\left(D_{T}-D_{G}\right) \circ A_{G}\right\|_{L_{p}}^{p} \leq \gamma$ if and only if $(\mathcal{C}, \mathcal{S}, k)$ has an admissible 2 HS-solution $\mathcal{S}^{\prime}$ of size $\left|\mathcal{S}^{\prime}\right| \leq k$.

Claim 3. Let $(\mathcal{C}, \mathcal{S}, k)$ be an instance of 2 HS . Then $G=(V, E)$ has a spanning tree $T$ such that $\left\|\left(D_{T}-D_{G}\right) \circ A_{G}\right\|_{L_{p}}^{p} \leq \gamma$ if $(\mathcal{C}, \mathcal{S}, k)$ has an admissible solution $\mathcal{S}^{\prime}$ of size $\left|\mathcal{S}^{\prime}\right| \leq k$.

Proof. Let $\mathcal{S}^{\prime}$ be an admissible solution of $(\mathcal{C}, \mathcal{S}, k)$ such that $\left|\mathcal{S}^{\prime}\right| \leq k$. We construct the spanning tree $T$ of $G$ as follows: For the part of $G$ which corresponds to $G(\mathcal{C}, \mathcal{S})$, we use the spanning tree $T_{G(\mathcal{C}, \mathcal{S})}$ according to Lemma 1 . In that construction, we remove two edges for


Figure 3: Extension paths of a clause path edge $\{u, v\}$.
each clause in $\mathcal{C}$ as well as one edge for each literal in $\mathcal{S}$ of the given 2 HS instance $(\mathcal{C}, \mathcal{S}, k)$. Thus, if $N$ is the number of vertices in $G(\mathcal{C}, \mathcal{S})$, it holds that

$$
\begin{equation*}
\sum_{\{u, v\} \in G(\mathcal{C}, \mathcal{S})}\left(d_{T}(u, v)-1\right)^{p} \leq N \cdot N^{p}=N^{p+1} \tag{1}
\end{equation*}
$$

Note that $\{u, v\} \in G(\mathcal{C}, \mathcal{S})$ denotes all edges in $G(\mathcal{C}, \mathcal{S})$ (it does not mean all pairs of vertices). For the sake of readability, we assume this meaning of the notation unless stated otherwise.

Additionally, we break the paths $A_{\mu}$ and $B_{\kappa}^{\nu}$ as follows:

1. For each path $A_{\mu}, \mu \in\left\{1, \ldots N_{A}\right\}$, we remove the edge $\left\{a_{\mu, 1}, a_{\mu, 2}\right\}$.
2. For each path $B_{\kappa}^{\nu}, \nu \in\{1, \ldots, K\}$ and $\kappa \in\left\{1, \ldots, N_{B}\right\}$, we remove the edge $\left\{b_{\kappa, 1}^{\nu}, b_{\kappa, 2}^{\nu}\right\}$. For the first construction rule, the contribution to $\left\|\left(D_{T}-D_{G}\right) \circ A_{G}\right\|_{L_{p}}^{p}$ is bounded by

$$
\begin{equation*}
\sum_{\mu=1}^{N_{A}} \sum_{\{u, v\} \in A_{\mu}}\left(d_{T}(u, v)-1\right)^{p} \leq N_{A} \cdot\left(L_{A}+n(m+2)+k\right)^{p} \tag{2}
\end{equation*}
$$

and for the second rule, we obtain

$$
\begin{equation*}
\sum_{\nu=1}^{K} \sum_{\kappa=1}^{N_{B}} \sum_{\{u, v\} \in B_{k}^{\nu}}\left(d_{T}(u, v)-1\right)^{p} \leq K \cdot N_{B} \cdot L_{B}^{p} \tag{3}
\end{equation*}
$$

Combining (1), (2), and (3), we get the required quality of $T$

$$
\sum_{\{u, v\} \in E}\left(d_{T}(u, v)-1\right)^{p} \leq N^{p+1}+N_{A} \cdot\left(L_{A}+n(m+2)+k\right)^{p}+K \cdot N_{B} \cdot L_{B}^{p}=\gamma
$$

Claim 4. Let $(\mathcal{C}, \mathcal{S}, k)$ be an instance of 2 HS . Then $(\mathcal{C}, \mathcal{S}, k)$ has an admissible solution $\mathcal{S}^{\prime}$ of size $\left|\mathcal{S}^{\prime}\right| \leq k$ if the graph $G$ has a spanning tree $T$ such that $\left\|\left(D_{T}-D_{G}\right) \circ A_{G}\right\|_{L_{p}}^{p} \leq \gamma$ with $N_{A}>N^{p+1}, N_{B}>N_{A} \cdot\left(2 N^{2}\right)^{p}, L_{A}=N^{2} \cdot(n(m+2)+k)$, and $L_{B}>N^{2}+1$.

Proof. Let $T$ be a spanning tree of $G=(V, E)$ such that

$$
\begin{equation*}
\left\|\left(D_{T}-D_{G}\right) \circ A_{G}\right\|_{L_{p}}^{p} \leq \gamma=N^{p+1}+N_{A} \cdot\left(L_{A}+n(m+2)+k\right)^{p}+K \cdot N_{B} \cdot L_{B}^{p} . \tag{4}
\end{equation*}
$$

Assume, there is a clause path edge which does not belong to $T$. We consider the extension paths of this edge (see Figure 3) and distinguish two different cases. Either there is exactly one path $B_{\kappa}^{\nu}\left(\kappa \in\left\{1, \ldots, N_{B}\right\}\right.$ and $\nu$ depends on the removed clause path edge), which is intact, or each of these paths is broken. Note that two or more intact extension paths of the same clause path edge would imply the existence of a cycle. For the first case, we can lower bound the contribution to $\left\|\left(D_{G}-D_{T}\right) \circ A_{G}\right\|_{L_{p}}^{p}$ for removing an edge from $A_{\mu}, \mu \in\left\{1, \ldots, N_{A}\right\}$, by

$$
\begin{equation*}
\sum_{\mu=1}^{N_{A}} \sum_{\{u, v\} \in A_{\mu}}\left(d_{T}(u, v)-1\right)^{p} \geq N_{A} \cdot\left(L_{A}+n(m+2)\right)^{p} \tag{5}
\end{equation*}
$$

and for all deleted edges of paths $B_{\kappa}^{\nu}, \nu \in\{1, \ldots, K\}$ and $\kappa \in\left\{1, \ldots, N_{B}\right\}$, we obtain

$$
\begin{align*}
\sum_{\nu=1}^{K} \sum_{\kappa=1}^{N_{B}} \sum_{\{u, v\} \in B_{\kappa}^{\nu}}\left(d_{T}(u, v)-1\right)^{p} & \geq(K-1) \cdot N_{B} \cdot L_{B}^{p}+\left(N_{B}-1\right) \cdot\left(2 L_{B}\right)^{p}+L_{B}^{p} \\
& =K \cdot N_{B} \cdot L_{B}^{p}+\left(2^{p}-1\right) \cdot\left(N_{B}-1\right) \cdot L_{B}^{p} \tag{6}
\end{align*}
$$

By assumption, we have $N_{A}>N^{p+1}, L_{B}>N^{2}+1, N_{B}>N_{A} \cdot\left(2 N^{2}\right)^{p}$ with $p \in \mathbb{N}$. Thus,

$$
N_{A} \cdot\left(N^{2} \cdot(n(m+2)+k)+n(m+2)\right)^{p}>N^{p+1}
$$

and

$$
\left(2^{p}-1\right) \cdot\left(N_{B}-1\right) \cdot L_{B}^{p}>N_{A} \cdot\left(\left(N^{2}+1\right)+(n(m+2)+k)\right)^{p}
$$

imply the following contradiction to (4):

$$
\begin{aligned}
& N_{A} \cdot\left(N^{2} \cdot(n(m+2)+k)+n(m+2)\right)^{p}+\left(2^{p}-1\right) \cdot\left(N_{B}-1\right) \cdot L_{B}^{p} \\
&> N^{p+1}+N_{A} \cdot\left(\left(N^{2}+1\right) \cdot(n(m+2)+k)\right)^{p} \\
& \Longrightarrow N_{A} \cdot\left(L_{A}+n(m+2)\right)^{p}+K \cdot N_{B} \cdot L_{B}^{p}+\left(2^{p}-1\right) \cdot\left(N_{B}-1\right) \cdot L_{B}^{p} \\
&>\left\|\left(D_{T}-D_{G}\right) \circ A_{G}\right\|_{L_{p}}^{p+1}+N_{A} \cdot\left(L_{A}+n(m+2)+k\right)^{p}+K \cdot N_{B} \cdot L_{B} \\
& \Longrightarrow \quad
\end{aligned}
$$

For the second case where each path $B_{\kappa}^{\{u, v\}}$ with $\kappa \in\left\{1, \ldots, N_{B}\right\}$ is broken, the lower bound in (5) holds and (6) changes to

$$
\begin{aligned}
\sum_{\nu=1}^{K} \sum_{\kappa=1}^{N_{B}} \sum_{\{u, v\} \in B_{\kappa}^{\nu}}\left(d_{T}(u, v)-1\right)^{p} & \geq(K-1) \cdot N_{B} \cdot L_{B}+N_{B} \cdot\left(L_{B}+2 n(m+2)\right)^{p} \\
& =K \cdot N_{B} \cdot L_{B}^{p}+N_{B} \cdot(2 n(m+2))^{p}
\end{aligned}
$$

Analogously to the previous case, we get a contradiction to (4). Thus, all $K$ clause path edges are forced into each optimal spanning tree by the extension paths $B_{\nu}^{\mu}, \mu \in\{1, \ldots, K\}$ and $\nu \in\left\{1, \ldots, N_{B}\right\}$.

Now, we turn our attention to the paths $A_{\mu}, \mu \in\left\{1, \ldots, N_{A}\right\}$, and show that all of these paths must be broken. Afterwards, we prove that the distance between $v_{0}^{\prime}$ and $v_{n}^{\prime}$ is at most $n(m+2)+k$. Since all clause path edges belong to $T$, we are able to apply Lemma 1 in order to prove the existence of an admissible solution $\mathcal{S}^{\prime}$ of size $\left|\mathcal{S}^{\prime}\right| \leq k$ for the 2 HS instance $(\mathcal{C}, \mathcal{S}, k)$. To this end, we first assume that there is an intact path $A_{\mu}$ for some $\mu \in\left\{1, \ldots, N_{A}\right\}$. The contribution of all broken paths $A_{\mu}$ includes the length of the intact path:

$$
\sum_{\mu=1}^{N_{A}} \sum_{\{u, v\} \in A_{\mu}}\left(d_{T}(u, v)-1\right)^{p} \geq\left(N_{A}-1\right) \cdot\left(2 L_{A}\right)^{p}
$$

Since the direct connection between $v_{0}^{\prime}$ and $v_{n}^{\prime}$ (inside the original 2 HS gadget) is broken, there exists some edge $\{u, v\} \in G(\mathcal{C}, \mathcal{S})$ such that

$$
\left(d_{T}(u, v)-1\right)^{p} \geq L_{A}^{p} .
$$

This is a contradiction to (4) since

$$
\begin{aligned}
& \left\|\left(D_{T}-D_{G}\right) \circ A_{G}\right\|_{L_{p}}^{p}>\gamma \\
\Longleftarrow & \left(N_{A}-1\right) \cdot\left(2 L_{A}\right)^{p}+L_{A}^{p}+K \cdot N_{B} \cdot L_{B}^{p} \\
& >N \cdot N^{p+1}+N_{A} \cdot\left(L_{A}+n(m+2)+k\right)^{p}+K \cdot N_{B} \cdot L_{B}^{p} \\
\Longleftarrow & \left(N_{A}-1\right) \cdot\left(2 N^{2} \cdot(n(m+2)+k)\right)^{p}+\left(N^{2} \cdot(n(m+2)+k)\right)^{p} \\
& >N^{p+1}+N_{A} \cdot\left(\left(N^{2}+1\right) \cdot(n(m+2)+k)\right)^{p} \\
\Longleftarrow & \left(N_{A}-1\right) \cdot 2^{p} \cdot N^{2 p}>N_{A} \cdot\left(N^{2}+1\right)^{p} \\
\Longleftarrow & N^{2} \cdot 2^{p} \cdot N^{2 p}>\left(N^{2}+1\right)^{p+1} \\
\Longleftarrow & N^{2} \cdot 2^{\frac{p}{p+1}}>N^{2}+1
\end{aligned}
$$

which is true if $N_{A}>N^{p+1}, L_{A}=N^{2} \cdot(n(m+2)+k), N>1$, and $p \in \mathbb{N}$.
Closing the proof, we assume that the distance between $v_{0}^{\prime}$ and $v_{n}^{\prime}$ is greater than $n(m+2)+k$. Choosing $N_{A}>N^{p+1}$, we obtain a contradiction to (4) since $N_{A} \cdot\left(L_{A}+n(m+2)+k+1\right)^{p}>$ $N^{p+1}+N_{A} \cdot\left(L_{A}+n(m+2)+k\right)^{p}$ implies $\left\|\left(D_{T}-D_{G}\right) \circ A_{G}\right\|_{L_{p}}^{p}>\gamma$.

This proves the theorem.

## 5 Conclusion

We investigated the complexity of the GAST problem which is related to a couple of other network optimization problems. We proved NP-completeness for all $L_{p}$-norms $(p \in \mathbb{N})$. A remaining open question is the approximability of GAST for $p>1$. The case $p=1$ is a special case of the Minimum Fundamental Cycle Base (Min-FCB) problem and can be approximated within $\mathcal{O}\left(\log ^{2} n\right)$, since the distances are metric [11].
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