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Abstract

This work treats two different aspects of the cubic helimagnets MnSi and Mn$_{1-x}$Fe$_x$Si. In the first part of this thesis, spin transfer torque effects in MnSi are examined. In the second part, the spin fluctuations in pure MnSi and in Mn$_{1-x}$Fe$_x$Si are studied.

Spin transfer torque effects are interesting for applications in the area of spintronics, which is a further development of common electronics, where in addition to the charge, the spin degree of freedom of the electron is utilized. The spin transfer torque is exerted between the spin of the conduction electron and the magnetic structure passed by the electric current. In this way, a magnetic structure can be directly influenced by an electric current, which could pave the way for novel magnetic storage systems. Typically, spin transfer torque effects are examined in ferromagnetic thin film systems, in which, e.g., the ferromagnetic domain walls (Bloch walls) can be displaced by current. So far, current densities larger than 10$^{11}$ Am$^{-2}$ had to be applied for measurable spin transfer torque effects, which constitutes a considerable obstacle for practical applications.

In this thesis, the influence of an unpolarized electric current on the helimagnetic structure of MnSi was examined. Preliminary theoretical work indicated that in helimagnetic structures already much smaller current densities could be sufficient for measurable spin transfer torque effects.

The experimental method used for examining the magnetic structure was magnetic small angle neutron scattering, which allows for analyzing the microscopic nature of a structure. In the course of these measurements, an important new aspect of the magnetic phase diagram of MnSi was discovered. By the observation of a hexagonal scattering pattern, an already known magnetic phase (called the A-phase) near the magnetic transition temperature was identified as a so-called skyrmion lattice [1]. Such a lattice had been proposed as a possible magnetic structure in preliminary theoretical studies [2] [3] inspired by experimental works on the pressure dependence of MnSi. But for the A-phase of MnSi, a skyrmion lattice was not predicted. It could be shown that this skyrmion phase is stabilized by thermal fluctuations [1]. The hexagonal alignment of the magnetic vortices the skyrmion lattice is composed of is reminiscent of the vortices in type II superconductors (Shubnikov phase). Only in this skyrmion phase were current-induced effects measured. If a current flows through the sample in the presence of a temperature gradient, a rotation of the hexagonal scattering patterns could be observed. The rotational sense is dependent on the direction of the current, the direction of the applied magnetic field, and the direction of the temperature gradient. We were able to explain this rotational behavior by a very efficient coupling of the spin current to the magnetic vortices and a varying magnetization within the sample, caused by the temperature gradient [4].

The current densities necessary to observe this effect were 5 to 6 orders of magnitude smaller than the current densities typically applied in studies of spin transfer torque effects. This thesis could thus make a contribution to the development of practical applications of the spin transfer torque effect.

The second part of this thesis treats the spin fluctuations in helimagnets. As pointed
out above, fluctuations can explain the stabilization of the skyrmion phase in MnSi [1]. The experimental method used was inelastic neutron scattering on a triple axis spectrometer. The quasi-elastic scattering, which is a Lorentzian function in energy centered at $E = 0$ convoluted with the instrument resolution, was analyzed

Pure MnSi was examined because data on this material was already existent [5] [6] [7] [8] [9]. It had been possible to interpret this data in the framework of the self-consistent renormalization theory developed by Moriya and Kawabata [5] [6]. The primary goal of our measurements was to confirm the previous experimental works and to demonstrate that our measurement method agrees with these works. We were able to confirm the consistence of our data with the previous measurements. However, we also found discrepancies of the data to the theory, which treats the material as an isotropic itinerant ferromagnet. This is a strong indication that a new theory is needed in order to account for the chiral interactions in the helimagnet MnSi.

Next, the spin fluctuations in Mn$_{1-x}$Fe$_x$Si with a Fe concentration of $x = 0.12$ were examined in the same way. For this material, only few data existed prior to our experiments [9]. Mn$_{1-x}$Fe$_x$Si has attracted interest because it is suspected to have a quantum critical point at a Fe concentration of $x = 0.2$ (i.e. not far from the Fe concentration of our sample). Moreover, with increasing Fe concentration an intermediate regime already existent in pure MnSi is enlarged, in which complex spin structures (e.g. skyrmion textures) might play an important role. Our measurements indicate that also for Mn$_{1-x}$Fe$_x$Si a new theory has to be developed in which the chiral interactions have to be taken into consideration.
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Chapter 1

State of the art and motivation

The experiments presented in this PhD thesis were carried out on pure MnSi and on Mn$_{1-x}$Fe$_x$Si (doping of MnSi with Fe). Two different aspects of these helimagnets were examined. One part was measuring spin transfer torque effects in pure MnSi and the other part was measuring spin fluctuations in pure MnSi and in Mn$_{1-x}$Fe$_x$Si. In this chapter, we will give an introduction to these materials and a motivation for our experiments.

1.1 The helimagnet MnSi

MnSi is an itinerant weak magnetic 3d transition metal compound with the cubic B20 structure (space group $P\bar{2}1_3$) [10] [11]. The lattice constant is $a = 4.558$ Å. The magnetic properties of MnSi are the result of three hierarchical interactions [12] [13] [14] [15].

- Ferromagnetic interaction [16] [17] [18] [15] favors the parallel orientation of the magnetic moments beneath the magnetic ordering temperature $T_c = 29.5$ K. The spontaneous magnetic moment per Mn atom in the ferromagnetic phase is $\mu_s = 0.4\mu_B$. The ferromagnetic interaction is the strongest interaction on the energy scale.

- The missing inversion symmetry of the B20 structure results in the so-called Dzyaloshinsky Moriya interaction [19] [20]. This interaction is caused by the dominant spin orbit coupling in the case of missing inversion symmetry. It favors an orthogonal alignment between the magnetic moments. Together with the stronger ferromagnetic coupling, this results in MnSi in a helical magnetic order [21] [22] with the periodicity length $\lambda_H = 180$ Å [23] [24] (see figure 1.1). The magnetic moments are oriented perpendicular to the propagation direction of the helix. This periodicity length is much larger than the lattice constant, because the Dzyaloshinsky Moriya interaction is much weaker than the ferromagnetic interaction.

- Crystal field interactions represent the weakest energy scale. They lock the
The propagation direction of the helix in one of the four crystallographic \langle111\rangle directions \cite{21,23,25} (when there is no external magnetic field).

**Figure 1.1:** Illustration of a helical magnetic structure. The magnetic moments are ordered in the form of a spiral where the moments are oriented perpendicular to the propagation direction.

Figure 1.2 shows the $B-T$ phase diagram of MnSi \cite{14,26}. The phase boundary at $T_c \approx 29.5$ K separates the paramagnetic region from the helimagnetic region. In the helically ordered phase, the propagation directions are oriented along the crystalline \langle111\rangle directions. At $H_c1 = 0.1$ T, the helical propagation directions reorient into the direction of the applied external magnetic field. With increasing field, the magnetic moments reorient into the field direction \cite{23,27}, until above $\approx 0.6$ T the magnetic moments are aligned in field direction \cite{14}. This phase of reorienting spins is called the conical phase.

Slightly beneath $T_c$ (at approximately between 27 K and 29.5 K) and between approximately 0.1 T and 0.3 T, the so-called A-phase is encountered \cite{28,14}, where it was originally (before the measurements of this PhD thesis) believed that the helical propagation directions are oriented perpendicular to the direction of the applied magnetic field \cite{29,30}. But in the course of our experiments, we were able to determine the real nature of this A-phase, which is in fact a complex magnetic vortex structure with a non trivial topology called skyrmion lattice \cite{1}. This structure is described below.

**Figure 1.2:** Phase diagram of MnSi from \cite{14} with helical phase, conical phase, phase of field induced ferromagnetism (field-polarized), paramagnetic phase and A-phase.
At temperatures above $T_c$, one observes Curie Weiss behavior of the paramagnetic susceptibility [10]:

$$\chi \propto \frac{\mu^2_{\text{eff}}}{T - T_c},$$

where $\mu_{\text{eff}}$ is the Curie Weiss moment. $\mu_{\text{eff}}$ is about $2.2 \mu_B$ for MnSi and therefore it is much bigger than the spontaneous magnetic moment $\mu_s = 0.4 \mu_B$ in the phase region of the helimagnetic order [18] [15]. The value of $\mu_s$ in the helimagnetic state can be determined consistently by neutron scattering, $\mu$-SR and NMR or it can be extrapolated from the magnetization for $H > H_{c2}$ [10].

An intermediate phase at $T_c$ between helimagnetic and paramagnetic phase with a temperature width of less than 1 K was detected in MnSi. The first observations of this intermediate phase [3] [31] [32] were made by measurements of the specific heat. The existence of this phase in MnSi was also verified in neutron scattering experiments, where at temperatures around $T_c$ scattering patterns in the form of a ring were seen [33] [34] [35] [36] [37], which means that the scattering intensity lies on a sphere in reciprocal space. Currently, it is under debate whether this intermediate phase with the ring shaped diffraction pattern is just due to isotropically distributed helices unpinning from the crystalline directions or whether this is due to some kind of skyrmion phase described below or even to a two-phase region.

### 1.2 MnSi under pressure and skyrmion structures

We briefly introduce the behavior of MnSi under pressure, where MnSi shows non-Fermi liquid behavior and unusual features that could only be described by complex spin structures with non-trivial topology. This gave rise to the theoretical works that finally led to the discovery of skyrmion structures in MnSi [1]. The outline of the following is taken in large parts from [38].

Figure 1.3(i) shows the pressure-temperature phase diagram of MnSi. The pressure is hydrostatic. The transition temperature $T_c$ that separates the helimagnetic phase from the paramagnetic phase was determined by measurements of the susceptibility and the resistivity. It decreases at first linearly as a function of the pressure. At a critical pressure of $p_c = 14.6$ kbar, the transition temperature is completely suppressed ($T_c = 0$). But already above a pressure $p^* \approx 12$ kbar, the phase transition changes from a second order transition to a first order transition. The phase area where this first order transition occurs is distinguished from the “normal” helimagnetic phase (shown in light blue) by a darker blue. Most recent studies of the susceptibility even suggest that under ambient pressure the phase transition is of weak first order [39].

Below $p_c$, the measurements of the resistivity are consistent with the behavior of a Fermi liquid (FL). Above $p_c$ and beneath a temperature of $T \approx 12$ K, non-Fermi liquid behavior is observed in a broad range of temperature, pressure and magnetic field. The temperature dependence of the resistivity does not show the behavior typical for Fermi liquids, which would be an increase with $T^2$. Instead, the temperature dependence is proportional to $T^{3/2}$. This non-Fermi liquid behavior is not
expected at a quantum phase transition of first order \[40\] [32]. In figure 1.3(i), the phase region with non-Fermi liquid behavior (NFL) is shown in green.

In figure 1.3(i), we see in the green non-Fermi liquid phase area at low temperatures a region colored in dark green. Together with the dark blue area above \(p^*\), this is a phase region where partial magnetic order (PO) was observed in neutron scattering by the observation of new scattering patterns [41]. The sharp diffraction peaks in the helimagnetic phase pointing into the crystalline \(\langle 111\rangle\) directions can be observed up to \(p^*\). In the newly observed partial ordered phase, the sharp peaks are replaced by very broad scattering maxima in the \(\langle 110\rangle\) directions. The pressure range of this phase is \(p^* < p < p_0 \approx 20\) kbar (see the dark colored area in figure 1.3(i)). Figure 1.3(ii) shows the intensity distributions in the helical phase (left) and in the partial ordered phase (right) on a sphere in reciprocal space. The latter is reminiscent of the behavior of liquid crystals and therefore it is called partial magnetic order. These diffraction patterns cannot be produced by simple helices pinned into the \(\langle 110\rangle\) directions, because the energy of the crystal field has only a saddle point in those directions. Energy minima are only possible theoretically in the \(\langle 111\rangle\) and the \(\langle 100\rangle\) directions [21].

Figure 1.3: (i) Pressure temperature phase diagram of MnSi [13]. The transition temperature \(T_c\) drops as a function of pressure. At a critical pressure of \(p_c = 14.6\) kbar, the transition temperature is completely suppressed. Below \(p_c\), typical Fermi liquid behavior is observed (FL, in blue color), above \(p_c\), the behavior of a non-Fermi liquid is seen (NFL, in green). In the dark colored region between a pressure \(p^* \approx 12\) kbar and \(p_0 \approx 20\) kbar, a partial magnetic order is observed in small angle neutron scattering. (ii) Distribution of the diffraction intensity in the helical phase (left) and in the partial ordered phase (right) displayed on a sphere in reciprocal space. In the helical phase, sharp maxima point into the eight \(\langle 111\rangle\) directions, in the partial ordered phase, broad maxima point into the \(\langle 110\rangle\) directions.

The discovery of the partial magnetic order led to a series of theoretical attempts to explain the unusual scattering patterns with new complex spin structures with non trivial topology. For example, it was tried to explain the partial order as a superposition of spin spirals with different lengths of the spiral modulation [42]. In this model, the spin texture is expected to condense into crystalline structures of spin vortices, resulting, e.g., in a bcc ordered spin crystal, which could explain the observed partial order. A similar approach was to propose spin structures reminiscent
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of ordered phases in liquid crystals [43] [44].

Another very important work was done by Rößler et al. [3]. They introduced the vortex-like skyrmion structure as a possible candidate for the partial order in MnSi at high pressures and tried to minimize the energy of this structure. The skyrmion structure is a spin crystal where the lattice points consist of the skyrmions, which are cylinder-like objects of spins.

These studies were done before the magnetic skyrmion structure of the A-phase in MnSi was unveiled [1]. They were very important for developing the background for the theoretical works that finally described the skyrmion structure of the A-phase.

1.3 A-phase as a skyrmion lattice

The discovery of hexagonal neutron diffraction patterns in the A-phase of MnSi in the course of our spin torque experiments led to the interpretation of the A-phase as a skyrmion lattice [1]. The diffraction patterns (one is shown in figure 1.4 (ii)) are always oriented perpendicular to the applied magnetic field, independent of crystal orientation.

The hexagonal magnetic structure in the A-phase is described by a triple $q$ structure with $q$ vectors separated by an angle of $120^\circ$, which are oriented perpendicular to the applied external magnetic field. The spin structure is illustrated in figure 1.4 (i). It displays a cut through a plane perpendicular to the applied magnetic field $H$. Three vectors, $q_1$, $q_2$ and $q_3$, represent the triple $q$ structure perpendicular to the field $H$. In the direction of the magnetic field, the structure is translation invariant. It is a hexagonal lattice of vortex lines, the so-called skyrmion lattice.

The Ginzburg Landau free energy as a function of the magnetization can be written as (see [1])

$$F[M] = \int d^3r (r_0 M^2 + J(\nabla M)^2 + 2DM \cdot (\nabla \times M) + UM^4 - B \cdot M). \quad (1.2)$$

The quartic term in $M$ leads to (see [1])

$$\sum_{q_1, q_2, q_3} (M_f \cdot m_{q_1})(m_{q_2} \cdot m_{q_3})\delta(q_1 + q_2 + q_3), \quad (1.3)$$

where $M_f$ is a uniform component of the magnetization and $m_q$ is the Fourier transform of $M(r)$. This term leads to a local minimum in the free energy when three $q$ vectors add up to zero, like in the skyrmion lattice shown in 1.4. It was found that this energy minimum is only slightly higher than the free energy of the conical structure, making the skyrmion lattice a metastable state. But when small thermal fluctuations beneath $T_c$ were taken into account, it was shown that the skyrmion lattice becomes the ground state (see [1]).

Already in 1989, such structures were predicted in chiral magnets [2]. But the structure was only predicted to be stable in anisotropic magnetic systems. For cubic
compounds like MnSi, the skyrmion lattice was only predicted as a metastable state.

![Figure 1.4: (i) Schematic view of the spin texture by a cut perpendicular to the applied magnetic field $H$. The structure can be seen as a superposition of three helices with propagation vectors $q_1$, $q_2$ and $q_3$, which are separated by an angle of 120°. (ii) Resulting hexagonal diffraction pattern of this structure measured in MnSi.](image)

### 1.4 Doping of MnSi

Substitutional doping in MnSi is the replacement of manganese atoms by neighbouring transition metal atoms. The lattice spacings of 4.48 Å in FeSi and 4.45 Å in CoSi are only slightly smaller than in MnSi (where it is 4.58 Å). Therefore, doping with Fe and Co can be interpreted as chemical pressure and, indeed, it has an effect similar to hydrostatic pressure, which was discussed above. For example, the transition temperature is suppressed under doping. However, not only the lattice spacing is changed, but also the electronic structure, like the density of states at the Fermi level.

The two doped MnSi compounds Mn$_{1-x}$Fe$_x$Si and Mn$_{1-x}$Co$_x$Si had been studied in previous works [45] [46] [47] [38]. Like MnSi, they show helical magnetic ordering. It was known that in Mn$_{1-x}$Fe$_x$Si and Mn$_{1-x}$Co$_x$Si the transition temperature $T_c$ decreases as a function of the doping concentration $x$. The bulk properties (specific heat, magnetization, magneto resistance) [47] and also data measured by small angle neutron scattering [38] provide strong evidence of a quantum critical point (where $T_c$ is zero) with $x_c \approx 0.1$ and 0.2 for Co and Fe doping, respectively.

Figure 1.5 presents the magnetic phase diagram for Mn$_{1-x}$Fe$_x$Si with a Fe concentration of 4%. The phase diagram was obtained from data taken from bulk measurements (see [47]). Later, neutron scattering measurements confirmed the data [38]. Like in MnSi, a helical phase exists at low fields. The conical phase at higher fields as well as the A-phase is present. The latter shows up like in MnSi as hexagonal diffraction patterns. Furthermore, there is a phase of field-induced ferromagnetism
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(FM) above 0.6 T at low temperatures, like in pure MnSi. At higher temperatures, the system is in the paramagnetic phase (PM), like in pure MnSi. The green arrow indicates the transition temperature $T_c$. Around this transition temperature, a phase which we will call the intermediate phase (IM) shows up, where ring-shaped intensity patterns are observed. It has been said above that in pure MnSi an intermediate phase also exists at ambient pressure around $T_c$. But it had a temperature range of less than 1 K. Here, in contrast to pure MnSi, the intermediate phase has a large temperature range of nearly 5 K. It was said above that this intermediate phase is suspected to be some sort of skyrmion liquid.

Another difference to pure MnSi is a pronounced hysteresis in Mn$_{1-x}$Fe$_x$Si due to the disorder produced by the doping. For example, at a concentration of 4 % Fe, the A-phase shows up as a hexagonal diffraction pattern only if the A-phase is entered after field cooling. When the A-phase is entered zero-field cooled, then the diffraction pattern appears as a homogeneous ring. Generally, the width of the diffraction peaks increases with doping, and finally the diffraction pattern becomes ring-like at high doping.

Figure 1.5: Magnetic phase diagram for 4% Fe doping determined from bulk measurements after zero-field cooling (zfc) with magnetic field oriented in $\langle 100 \rangle$ direction. Like in MnSi, a helical phase exists at low fields, a conical phase at higher fields and an A-phase with hexagonal diffraction patterns. At high fields and low temperatures, field-induced ferromagnetism (FM) shows up and at high temperatures paramagnetism (PM). The transition temperature is indicated by a green arrow. Around this transition temperature, there is an intermediate phase (IM), where ring shaped intensity patterns are observed.

The magnetic phase diagram for $x = 0.12$ is presented in figure 1.6. A sample with this Fe concentration was used in this PhD thesis for examining the spin fluctuations. The phase diagram was obtained from the data taken in the bulk measurements. When comparing it to the phase diagram at $x = 0.04$, it is obvious that the transition temperature has been further suppressed by the doping. Still, a helical phase exists at low fields and temperatures below 4 K. Also, the conical phase at higher fields is present. The bulk measurement data suggest the existence of an A-phase, which is extrapolated to $T = 0$ here (shown by the magenta shading). Furthermore, a phase of field-induced ferromagnetism (FM) exists above 0.6 T at low temperatures. The transition temperature is again indicated by a green arrow. Around $T_c$, an
intermediate phase (IM) is detected. It now dominates the phase diagram. All other aspects are similar to $x = 0.04$.

The diffraction patterns for $x = 0.12$ taken with neutron scattering were ring shaped throughout the whole phase diagram, which means that the scattering intensity lies on a sphere in reciprocal space. No further distinguishing of phases was possible, as the scattering intensity was very weak [38].

![Figure 1.6: Magnetic phase diagram for 12% Fe doping [47] with helical phase at low fields, conical phase at higher fields and A-phase (extrapolated to $T = 0$). At high fields and low temperatures, field-induced ferromagnetism (FM) shows up and at high temperatures, paramagnetism (PM). The transition temperature is indicated by a green arrow. Around this transition temperature, an intermediate phase (IM) is detected, where ring-shaped intensity patterns are observed. The intermediate phase now dominates the phase diagram. The phase diagram was determined from bulk measurements [47] after zero field cooling (zfc) with magnetic field oriented in $\langle 100 \rangle$ direction.](image)

It has been demonstrated that the intermediate phase observed in MnSi, where it is very narrow (temperature range of less than 1 K), grows under Fe doping, until it finally dominates the phase diagram at high doping concentrations. This intermediate phase is a strong candidate for a complicated non-trivial topological spin structure (for example, a skyrmion texture) and therefore very interesting. Furthermore, it was mentioned that the data suggest a quantum critical point for a critical Fe concentration of $x_c \approx 20\%$. Thus, the study of spin fluctuations in $\text{Mn}_{1-x}\text{Fe}_x\text{Si}$ with a Fe concentration of 12%, which is quite near the critical concentration $x_c$, allows us to explore the nature of these fluctuations near quantum criticality in the presence of skyrmion textures. This information will also be essential for an understanding of the non-Fermi liquid phase and the partial order in pure MnSi under pressure. Generally, the linewidth of magnetic fluctuations reveals information on the development and stabilization of the structures.
1.5 Spin transfer torques

A brief introduction to spin transfer torque effects will be given here. It describes on a general level the research conducted in this field and mentions some existent applications and devices that already use spin transfer torque effects. Then, a motivation is given why spin transfer torque effects are interesting in helimagnets, especially in MnSi.

Spintronics is a further development of the electronics used today. In electronics, only the charge of the conduction electron $e$ is used, whereas in spintronics also the spin degree of freedom of the electron is used. Therefore, through the interaction of the conduction electron spin with magnetically ordered structures, new ways of data storage and new logical components might be possible [48] [49] [50].

The possibility of controlling electric current by magnetism has already lead to a number of important applications, for example the GMR effect (giant magneto resistance) (Nobel price 2007 for Peter Grünberg) [51] [52], the TMR-effect (tunnel magneto resistance) [53] and the AMR effect (anisotropic magneto resistivity) [54]. These belong to the group of the magneto resistive effects, sometimes referred to as XMR. In fact, the discovery of the giant magneto resistance effect now used commercially in the hard disk drive industry is widely recognized as the starting point of the field of spintronics. It represents the first example of electric currents controlled efficiently by spin structures.

An interesting question is whether the complementary process of controlling and manipulating magnetic structures and textures by electric currents is feasible [55] [56] [57] [58] [59]. This is currently intensively examined, because in this way important applications in magnetic data storage might become possible [60] [61] [62] [63] [64] [65]. The underlying physical process is the spin transfer torque: the spins of the conduction electrons exert a torque on the magnetic structure of the material, the so-called spin transfer torque. The spins of the conduction electrons are turned into the direction of the magnetic moments of the material. In this process, the spin of the conduction electrons exerts a torque on the magnetic moments of the material. Spin pumping is the reverse process, where the magnetic structure can influence the spin directions of the conduction electrons of an electric current through the material. These processes appear to be even more promising for applications than the already used magneto resistive effects.

Examinations of this spin transfer torque were done on various different material systems. All these systems have a ferromagnetic (or antiferromagnetic) or another magnetically ordered structure, which is influenced by the spins of the conduction electrons of the electric current.

There have been examinations where the magnetization of ferromagnetic thin films is manipulated by electric currents, allowing the switching of magnetic domains in multilayer devices [66] [67]. Here it was achieved in so-called magnetic tunnel junctions (mtj) to imitate a few characteristics of semiconductor diodes [68]. In other experiments on spin transfer torque, strong current pulses allowed the induction of microwave oscillations in nanomagnets [69] or the switching of ferromagnetic
Another field of research is the question what influence the current has on magnetic domain walls [70] [71] [72]. The rotation of the magnetic moments caused by spin transfer torque interaction is seen in a displacement of the domain walls. Figure 1.7 shows a ring made of permalloy, in which ferromagnetic ring structures can be created, i.e. the direction of the magnetic moment circulates along the ring. Here, domain walls of different types can be localized at narrow points of the ring (realized by notches). Displacements of the domain walls by spin transfer torque effects can be generated by pulsed currents with current densities of $10^{12}$ A/m$^2$ [73].

![Figure 1.7: Current induced displacement of ferromagnetic domains in ferromagnetic ring structures made of permalloy [73].](image)

(a) Permalloy ring with 8 contacts. The location of the domain wall is determined by the measurement of the magnetoresistivity between two contacts. (b) Narrow point (notch) for localizing a domain wall. (c) Transversal domain wall (the gray scale shows the direction of the magnetization). (d) Vortex-like domain wall.

As the typical current densities required to create observable spin transfer torques in present-day studies exceed $10^{11}$ Am$^{-2}$, which implies extreme Ohmic heating, it was generally believed that spin transfer torque effects can be studied exclusively in nanostructures.

Another interesting question is how spin transfer torque effects show up in helical magnetic materials like FeGe or MnSi [55]. The helimagnetic structure can be seen as a domain wall (Bloch wall) that is infinitely extended through the whole material (figure 1.1).

The experiments on spin transfer torque in helimagnets in this PhD thesis were inspired by theoretical predictions [74] which indicated the possibility of observing spin transfer torques in such helimagnetic materials at current densities that are orders of magnitude smaller than those used typically in experimental studies on current driven magnetization dynamics in ferromagnetic metals and semiconductors.

When working on my diploma thesis, which I also did in this group [75], first ex-
experimental examinations were made on this subject. The effects of an unpolarized electric current on the magnetic structure of MnSi were examined mainly by measurements of the magnetic susceptibility. We found strong indications that in MnSi spin transfer torque interactions lead to changes in the magnetic structure. The current densities required to observe these changes were a few $10^6 \text{ A m}^{-2}$ and thus were about 5-6 orders of magnitude smaller than in comparable examinations in soft ferromagnets [70] [73].

1.6 Spin fluctuations

In weak itinerant ferromagnets (like MnSi), the conduction electrons determine the magnetic properties (itinerant magnetism). Therefore, a band theory must be applied in order to describe the magnetism in these materials. In contrast, in ferromagnets of insulating materials, the localized electrons are best described with the Heisenberg model (local moment magnetism). The outline of the following is taken in large parts from [36]. A band model of itinerant ferromagnetism was developed by Stoner [16], but it was not able to predict the properties at high temperatures (above $T_C$), e.g., the Curie Weiss (CW) magnetic susceptibility, due to the type of magnetic excitations assumed by this model. The thermal excitations of the Stoner band magnetism are only single electron spin flip excitations (Stoner excitation). Therefore, the magnetic properties at high temperature are not calculated correctly because the model neglects correlations.

Moriya and Kawabata developed a self-consistent renormalization theory (SCR). With this theory, the magnetic properties at high temperatures of the 3d ferromagnetic metals could be better described [15]. MnSi was the first material with weak itinerant ferromagnetism that could be described by the SCR theory. It is therefore a very important material in a historical sense.

The SCR treats the following excitations:

- Stoner excitations, already mentioned above. These are single electron spin flip excitations above the so-called Stoner boundary in the Stoner continuum. The Stoner excitations depend only weakly on temperature [20].

- Spin waves as collective excitations. They have the dispersion $\hbar \omega = D q^2$. They exist in the field induced ferromagnetic phase below the Stoner boundary $E_{SB}$. They develop into critical scattering above $T_C \approx 29.5 \text{ K}$ [26] [76] [77].

- Critical scattering in the paramagnetic phase. These are the critical spin fluctuations above $T_C$ that were reinvestigated in this PhD thesis in MnSi and were measured in Mn$_{1-x}$Fe$_x$Si. The spectral shape of these fluctuations is a Lorentzian in energy centered at $\hbar \omega = 0$, given by the scattering cross section

$$S(q, \omega) \propto \frac{\Gamma(q)}{(\hbar \omega)^2 + \Gamma(q)^2}.$$  (1.4)
The linewidth $\Gamma(q)$ has a distinct $q$ dependence given by

$$\Gamma(q) \propto \frac{q}{\chi(q)} = \frac{q(\kappa(T)^2 + q^2)}{\chi_0}.$$  \hfill (1.5)

Here, $\kappa(T)^2 = \kappa_0^2(T - T_C)$ is the inverse magnetic correlation length. $\chi_0$ is the non-interacting susceptibility. The $q$ dependence of the linewidth in this model is different from the one of the Heisenberg model, which has a $q^{2.5}$ dependence.

These excitations were measured in MnSi by inelastic neutron scattering in the field induced ferromagnetic phase ($B > 0.6$ T) or in the paramagnetic phase above $T_C$ by Ishikawa et al. [26] [5] [6].

But the SCR theory neglects the Dzyaloshinsky Moriya interaction. Therefore, it describes the properties of weak itinerant ferromagnets, but it cannot explain the helimagnetic properties in MnSi. In the helimagnetic regime, the Dzyaloshinsky Moriya interactions become important and must be considered in the calculations. The importance and relevance of the Dzyaloshinsky Moriya interactions was enforced by experiments with polarized neutron scattering that demonstrated that chiral magnetic correlations in the magnetic excitations of MnSi exist. This was seen in the (field-induced) ferromagnetic phase [78]. Additionally, chiral magnetic fluctuations (critical scattering) above $T_C$ were observed [79].

Two theory groups derived the spin wave spectrum in the helical magnetic phase in MnSi (chiral excitations) by including the Dzyaloshinsky Moriya interactions. These excitations are called helimagnons. For details see [80] [81]. The existence of the helimagnons in MnSi was recently experimentally demonstrated by Janoschek et al. [36] [82].

A quantitatively very accurate model was developed by Lonzarich and Taillefer [18] [83] for the magnetic equation of state of ferromagnetic or nearly ferromagnetic metals. Additionally to SCR theory, it takes into consideration both longitudinal and transversal low energy spin fluctuations. The model’s phenomenological parameters are taken from the neutron scattering experiments done by Ishikawa et al. [5] [6]. The dependence of the linewidth on $q$ obtained in this model is similar to the one predicted by SCR theory. They are even identical expressions when the factors are renamed. It is given as

$$\Gamma(q) \propto q(\chi^{-1} + cq^2).$$  \hfill (1.6)

The parameter $c$ is a phenomenological parameter representing the spin wave stiffness. $\chi^{-1}$ is the inverse magnetic susceptibility.
Chapter 2

Experimental methods

This chapter begins with an introduction to neutron scattering. Then, neutron diffraction at a helimagnetic structure will be explained and the neutron diffractometer MIRA will be presented, where we conducted the measurements on spin transfer torque. After that, inelastic neutron scattering on a triple axis spectrometer will be explained, as with this method we measured the spin fluctuations. In the end of this chapter, we will present the detailed experimental set-ups for the measurements on spin transfer torque and for the measurements of the spin fluctuations.

2.1 Introduction to neutron scattering

The most basic concepts of neutron scattering will be introduced; for a detailed introduction see [84], [85], [86], [87], [88], [89], [36].

With neutron scattering, both the static and dynamic microscopic properties of condensed matter systems can be examined. The advantages of neutron scattering versus other methods like for example X-ray scattering and electron scattering, are:

- The wave length of thermal neutrons (de Broglie wave length) is of the same order of magnitude as the lattice spacing of atoms in condensed matter or in liquids. Therefore, the resolution is sufficient to examine these structures.

- Energy and momentum of thermal neutrons are of the same order of magnitude as the elementary excitations in condensed matter. Inelastic neutron scattering is therefore ideally suited for the examination of dispersion relations of phonons and magnons.

- Neutrons do not carry electric charge. Therefore, they can penetrate deeply into the material, making it an important method to examine the entire bulk of the sample and not only the surface (as is done, e.g., with electron scattering).

- Neutrons interact with the nuclei of the sample by the strong interaction.
Because it has a very short range, it can be assumed to be point like. This leads to a high and $q$ independent form factor.

- Neutrons carry a spin, which interacts with magnetic structures of the sample via the magnetic dipole-dipole interaction. Hence, the neutrons are scattered by magnetic structures of the sample, enabling their examination.

During the scattering process, energy and momentum conservation have to be fulfilled. This leads to the following relations, where $k_i$ is the wave vector of the incident neutron, $k_f$ is the wave vector of the scattered neutron, $q$ is the momentum transferred between sample and neutron and $\hbar\omega$ is the energy transfer, which is the energy lost or gained by the neutron during the scattering process:

$$q = k_i - k_f \quad (2.1)$$

$$\hbar\omega = E_i - E_f = \frac{\hbar^2}{2m_n} \left( k_i^2 - k_f^2 \right) \quad (2.2)$$

The probability that a neutron is scattered, that the momentum transferred between sample and neutron is $q$, and that the gain (or loss) of the neutron energy is $\hbar\omega$, is given by the scattering function $S(q, \omega)$, which is the Fourier transform of the space and time dependent scattering potential. The double differential scattering cross section is defined as:

$$\frac{d^2\sigma}{d\Omega_f dE_f} = \frac{\text{neutrons scattered into angle } d\Omega_f \text{ in the energy interval } dE_f}{\text{incident neutron flux } \Phi d\Omega_f dE_f} \quad (2.3)$$

The scattering cross section of the neutrons is the sum of the coherent and the incoherent cross sections. The coherent part describes the scattering from collective phenomena like the periodicity of the nuclear scattering centers (nuclear Bragg scattering) or scattering at phonons and magnons, which are collective excitations. In turn, uncorrelated movements of the particles (diffusion, fluctuation, etc.) result in the incoherent part of the cross section, which is independent of the scattering vector $q$.

While being scattered, a neutron can induce a transition between the quantum states of the scattering partner. But the quantum states do not get altered. Therefore, Fermi’s golden rule can be applied for the calculation of the scattering cross section. $V$ is the interaction operator, $\lambda_i$ is the quantum number of the sample before the scattering process and $\lambda_f$ is the quantum number after scattering, $m_n$ is the mass of the neutron. For the interaction cross section, this leads to

$$\left. \frac{d^2\sigma}{d\Omega_f dE_f} \right|_{\lambda_i = \lambda_f} = \frac{k_f}{k_i} \left( \frac{m_n}{2\pi\hbar^2} \right)^2 | \langle k_f | \lambda_f | V | k_i | \lambda_i \rangle |^2 \delta(\hbar\omega + E_i - E_f). \quad (2.4)$$

Because the interaction due to the strong interaction between neutron and core is weak and is of a small range (in the femtometer range) compared to the wave length of the neutrons (in the range of Å), the scattering process can be described by the Born Mayer approximation. Hence, the wave function of the neutron before and after scattering can be described as a plain wave.
2.1.1 Neutron diffraction

For the very short range nuclear interaction potential of a single nuclear scattering center, a delta function can be assumed. This leads to elastic nuclear Bragg scattering

$$\frac{d\sigma}{d\Omega} \bigg|_{el} = N_n \frac{(2\pi)^3}{v_0} \sum_{\tau} \delta(q - \tau) |F_n(\tau)|^2,$$

where $N_n$ is the total number of the lattice points of the Bravais lattice, $\tau$ is a reciprocal lattice vector, $v_0$ is the volume of the unit cell, and $F_n(\tau)$ is the nuclear structure factor, which accounts for the distribution of atoms within the unit cell. From the cross section, we see that for $q$ values with $\vec{q} = \vec{\tau}$ Bragg maxima will show up.

In magnetic scattering, two aspects are added. On the one hand, the interaction potential is now a dipole-dipole interaction and, hence, direction-dependent, on the other hand, the change of the spin state of the neutron before and after the scattering has to be considered. The neutron interacts with magnetic dipolar moments in the sample because it possesses a magnetic moment

$$\vec{\mu}_n = -\gamma \mu_n \vec{\sigma},$$

where $\gamma$ is the gyromagnetic ratio, $\mu_n$ is the nuclear magneton and $\vec{\sigma}$ is the spin operator. The interaction potential of the magnetic dipolar moment of the neutron with a magnetic field is

$$V_m = -\vec{\mu}_n \vec{B}.$$  

The magnetic field created by the electrons of the sample consists of two parts, the spin part and the angular momentum part. The spin of one electron is $\vec{s} = \frac{1}{2} \vec{\sigma}$. The electron has a momentum $\vec{p}$. Due to the magnetic dipolar moment of the electron (which resides at the origin)

$$\vec{\mu}_e = -2\mu_B \vec{s},$$

a magnetic field at the position $\vec{R}$

$$\vec{B}_s = \nabla \times \vec{A}$$

is produced, where

$$\vec{A} = \frac{\mu_0}{4\pi} \frac{\vec{\mu}_e \times \vec{R}}{R^3}.$$  

On the other hand, the electron as a moving charge $e$ produces a magnetic field at the position $\vec{R}$

$$\vec{B}_L = -\frac{\mu_0}{4\pi} \frac{2\mu_B \vec{p} \times \vec{R}}{\hbar \vec{R}^3}.$$  

Then, the total magnetic interaction potential between neutron and electron is the sum of spin part and orbital part

$$V_m = -\frac{\mu_0}{4\pi} \gamma \mu_n 2\mu_B \vec{\sigma}(\vec{W}_s + \vec{W}_L).$$
with the spin part
\[ \vec{W}_s = \nabla \times \left( \frac{\vec{s} \times \vec{R}}{R^3} \right) \] (2.13)
and the orbital part
\[ \vec{W}_L = \frac{1}{\hbar} \frac{\vec{p} \times \vec{R}}{R^3}. \] (2.14)

The Fourier transform of this interaction potential
\[ \int V_m \exp(i\vec{q}\vec{r}) d^3r \] (2.15)
is a decisive part in the calculation of the interaction cross section. It is proportional to the magnetic interaction vector \( \vec{\rho}_\perp \), which is considered as a scattering length. \( \vec{M}(\vec{r}) \) is the position-dependent magnetization within the sample. The magnetic interaction vector \( \vec{\rho}_\perp \) is related with the Fourier transform of the position dependent magnetization within the sample (called the magnetic structure factor)
\[ \vec{M}(\vec{q}) = \int \vec{M}(\vec{r}) \exp(i\vec{q}\vec{r}) d^3r \] (2.16)
in the following way:
\[ \vec{\rho}_\perp = -\frac{1}{2\mu_B} \vec{q} \times (\vec{M}(\vec{q}) \times \vec{q}), \] (2.17)
where \( \vec{q} \) is the unit vector in the direction of \( \vec{q} \). From the last equation we see that only magnetic moments perpendicular to \( \vec{q} \) contribute to scattering.

The helix in MnSi has a defined chirality \[27\] \[30\] and therefore can be mathematically described in the following way: \( \vec{S}(\vec{r}) \) represents the local spin density and the direction of the spins of the conduction electrons at the position \( \vec{r} \) within the sample. The spin density is therefore equivalent to the position-dependent magnetization within the sample. It is given as
\[ \vec{S}(\vec{r}) = \vec{\alpha}_\vec{Q} \cos(Q\vec{r}) + \vec{\beta}_\vec{Q} \sin(Q\vec{r}), \] (2.18)
where \( \vec{Q} \) is the propagation vector of the helical structure. It points into the winding direction of the helix and points perpendicular to the spins of the electrons. It has the dimension of a wave number, where the wave length is the periodicity length of the helix (about 180 Å). Therefore, \( \vec{Q} \) has the value \( \frac{2\pi}{180\text{Å}} \). Furthermore, the amplitudes of the magnetization behave as follows:
\[ |\vec{\alpha}_\vec{Q}| = |\vec{\beta}_\vec{Q}|, \] (2.19)
\[ \vec{\alpha}_\vec{Q} \perp \vec{\beta}_\vec{Q} \] (2.20)
and
\[ \vec{\alpha}_\vec{Q} \times \vec{\beta}_\vec{Q} \parallel \vec{Q}. \] (2.21)

The Fourier transform of the position dependent magnetization
\[ \vec{S}(\vec{q}) = \int \vec{S}(\vec{r}) \exp(i\vec{q}\vec{r}) d^3r \] (2.22)
is then proportional to
\[ S_Q^r \frac{(2\pi)^3}{v_0} \sum_\tau \delta^3(q - Q - \tau) + S_Q^{*r} \frac{(2\pi)^3}{v_0} \sum_\tau \delta^3(q + Q - \tau), \] (2.23)

with \( S_Q^r = \alpha Q + i\beta Q \), where \( \tau \) represents any reciprocal lattice vector and \( \frac{(2\pi)^3}{v_0} \) represents the volume of the unit cell of the reciprocal lattice. It becomes clear that the helical structure results in two maxima, one at \( q = \tau + Q \) and the other at \( q = \tau - Q \). Because they always appear around a nuclear Bragg peak at \( q = \tau \), they are called satellites of the respective Bragg peak.

The elastic neutron scattering by the helical structure can be described as Bragg scattering where the distance of the Bragg planes \( d \) corresponds to the periodicity length of the helix 180 Å. The direction of \( Q \) is considered as the normal to the Bragg planes. The Bragg scattering at the helical modulation is illustrated in figure 2.1.

\[ \text{Figure 2.1: Bragg scattering of neutrons (n) at a helically modulated structure. The Bragg scattering angle } \theta \text{ is determined by the scattering vector } q, \text{ which is identical to the helical propagation vector } Q. \]

### 2.1.2 The diffractometer MIRA

The experiments on spin transfer torque were carried out by elastic neutron scattering on the diffractometer MIRA [90] at the Forschungsneutronenquelle Heinz Maier-Leibnitz (FRM II). Figure 2.3 shows MIRA with the experimental set-up used for the spin transfer torque experiment. A schematic depiction of the working principle of MIRA is given in figure 2.2.

The neutrons arriving from the neutron source have a broad velocity distribution (i.e. wave length distribution). At the multi-layer monochromator, neutrons with a defined momentum are scattered by Bragg reflection. The monochromator is shielded to stop unwanted neutrons and gamma rays. The monitor measures the neutron intensity. The measured signal is to be normalized by the monitor count. Two rectangular slits separated by a distance L1 are used in order to collimate the beam. Slit 1 is placed immediately after the monochromator, slit 2 is placed directly in front of the sample. The sample table, on which the sample with the entire sample environment (cryostat, magnet) is placed, can be rotated around a vertical axis by the angle \( \omega \). The scattered neutrons are measured by a position sensitive two dimensional \( ^3 \)He wire chamber area detector (PSD), which is placed at a distance L2 from the sample.
2.1.3 Inelastic neutron scattering with TAS

The spin fluctuations were measured with triple axis spectroscopy. In inelastic neutron scattering with a triple axis spectrometer (TAS), the scattering function \( S(\vec{q}, \omega) \) is determined. The scattering function will be high (i.e. large signal) when it intersects the dispersion of an excitation.

The principal set-up is shown in figure 2.4. The neutrons arrive from the neutron source, and at the monochromator, neutrons with a defined momentum \( \vec{k}_i \) are scattered by Bragg reflection. By using collimators or slits, the divergence of the neutron beam incident on the sample can be further reduced. A collimator is usually made of a number of thin neutron absorbing foils aligned parallel to each other and parallel to the neutron beam with a well-defined distance from each other. During the scattering process at the sample, a momentum transfer \( \vec{q} \) and energy transfer \( \omega \) occur (see equations 2.1 and 2.2). \( \vec{k}_f \) is the wave vector after scattering. Afterward, the neutrons with wave vector \( \vec{k}_f \) are selected by Bragg-reflection at the analyzer.
2.1. INTRODUCTION TO NEUTRON SCATTERING

Figure 2.4: Principle of a triple axis spectrometer [36]. The neutrons from the neutron source are collimated by a collimator or by simple slits and are energy selected at the monochromator by Bragg scattering. The selected neutrons with wave vector \( k_i \) (also collimated by collimators or slits) impinge on the sample. The neutrons scattered at the sample with wave vector \( k_f \) are Bragg-scattered at the analyzer and pass onto the detector. Here, between sample and analyzer, a filter is inserted in the beam path in order to filter out neutrons scattered in higher order. The scattering angles at monochromator, sample and analyzer are indicated.

crystal and pass onto the detector.

The monochromator and analyzer crystals are typically made of pyrolytic graphite crystals. The signal is always normalized to the monitor count. In order to exclude higher orders of the Bragg scattering from being detected, a filter is inserted in the beam path. The filter can be inserted between monochromator and sample or between sample and analyzer.

In figure 2.5, the triple axis spectrometer TASP at the Paul-Scherrer-Institut in Villigen/Switzerland is depicted. The beam path from source to detector through the instrument is indicated. The instrument is placed on a so-called “dance floor” made of granite in order to have a very smooth surface. All the components have air pads, making it very easy to move them. Then, a precise positioning of the components on the very smooth surface of the dance floor is possible by stepping motors.

Inelastic signals are usually weak. Their intensity can be raised by the following measures:

- The collimation can be reduced (meaning the distance between the layers of the collimator is enlarged) or the slits can be opened. This raises the beam divergence, so more neutrons from the source are used.
- Monochromator and analyzer crystals can have a mosaic. They consist of many individual crystals that are canted with respect to each other, thus generating an artificial crystal mosaicity. This leads to a larger beam divergence and to
the fact that a wave length band is selected from the neutron beam, in this way using more neutrons from the source.

- The neutron beam can be focused onto the sample using a focusing monochromator or analyzer (or both of them focusing) so that they are oriented like a curved mirror pointing toward the sample. The curvature can be in the horizontal plane or it can be vertical or both.
  - Horizontal focusing raises the beam divergence but decreases the width of the selected energy band $\theta$, i.e., the instrument resolution in momentum ($q$ resolution) gets worse but the energy resolution is improved. More divergent neutrons from the source are used, thus raising the intensity.
  - Vertical focusing only makes the vertical $q$ resolution worse. The vertical $q$ resolution is decoupled from the $q$ resolution in the horizontal plane and from the energy resolution. Therefore, more vertically divergent neutrons from the source are used without worsening the horizontal $q$ resolution and the energy resolution.

All these measures lead to a relaxing of the instrumental resolution. This means that not a point in the energy momentum space is investigated, but an area around this point.

![Figure 2.5: The triple axis spectrometer TASP at the Paul Scherrer Institut. The neutrons from the source transported in a neutron guide are selected at the monochromator (1). The shielding around the monochromator must be very thick to stop unwanted neutrons and gamma rays. The selected neutrons impinge on the sample (here inserted in an orange He flow cryostat with neutron transparent aluminum windows) (2). The neutrons scattered at the sample are energy analyzed at the analyzer (3) and pass onto the detector (4). Here, a nitrogen cooled Beryllium filter is placed in the beam path between sample and analyzer. All the components have air pads in order to allow the precise positioning by stepping motors.](image-url)
2.1.4 Resolution with TAS

With a triple axis spectrometer, usually scans in the four-dimensional phase space spanned by \( \mathbf{q} \) (which has the three coordinates \( q_x, q_y, q_z \)) and \( \omega \) (only one dimension because it is a scalar) are carried out. A typical method is to fix the momentum at some value \( q_0 \) and to scan the energy. This is called a constant \( q \) energy scan. Another typical scan is to fix the energy at one value \( \omega_0 \) and to scan a direction of \( \mathbf{q} \), e.g. the \( q_x \) direction, which can be identical with some crystalline axis of the sample. This is called a constant energy \( q \) scan.

In figure 2.6, a dispersion is shown and two energy scans, one at the steep part and the other one at the flat part of the dispersion. The finite spectrometer resolution is schematically shown as an ellipsoid in the \((q_x, \omega)\) plane. When the ellipsoid is scanned through the dispersion, then all points of the dispersion that fall into the ellipsoid contribute to the intensity. It is clear that due to the extended area of the resolution ellipsoid and due to its orientation in the plane, this can lead in one case (here at the flat part of the dispersion) to a sharp signal and in the other case to a very broad and weak signal.

![Image of dispersion and energy scans](image.png)

**Figure 2.6:** Measurement of a dispersion with energy scans. The \( q_x \) axis can be any crystalline orientation. Due to the extended resolution ellipsoid and its orientation in the \((q_x, \omega)\) plane, the scan at the flat part of the dispersion leads to a sharp signal and the scan at the steep part leads to a broad and weak signal.

The resolution function defines a four-dimensional ellipsoid in \((\mathbf{q}, \omega)\) space. It can be calculated for all the points of a scan (see [92], [93] and [94]) when the instrument parameters (e.g., collimations in all spectrometer arms, wave length of the neutrons etc.) are known. In practical use, the resolution function is calculated by computer programs. When additionally the parameterized scattering function is entered, then the resolution function is convoluted numerically in each fitting step with this parameterized scattering function.
2.2 Experimental set-up for spin transfer torque measurements

2.2.1 General set-up

The experiments on spin transfer torque were carried out on the diffractometer MIRA [90] at the Forschungsneutronenquelle Heinz Maier-Leibnitz (FRM II) described above.

For our experiments, neutrons with a wave length of $\lambda \approx 9.7 \text{Å}$ were used. The neutron beam was collimated by a system of slits. The detector resolution of the measurements was $A_D = 2 \text{mm} \times 2 \text{mm}$, the radiated area on the sample was approximately $A_P = 4 \text{mm} \times 2 \text{mm}$, and the sample-detector distance was $L_2 = 124 \text{cm}$.

According to the Bragg condition $\lambda = 2d \sin \theta$, the neutron wave length leads to a scattering angle of $\theta \approx 1.7^\circ$ for the peaks of the helical structure. We measured around the direct beam.

When a $\langle 110 \rangle$ axis of the crystal points into the beam direction and all four domains of different helix orientations pointing into the different $\langle 111 \rangle$ axes are populated, one expects four different satellite maxima originating from the two helix domains in the plane perpendicular to the beam. This configuration is shown in figure 2.7.

The azimuthal angular width of the diffraction peaks $\Delta \Phi$ is the angular distribution of the helimagnetic domains in the plane perpendicular to the beam. The mosaicity $\Delta \Psi$ is the angular distribution perpendicular to the detector plane. When current was sent through the sample, it was always applied in vertical direction.

![Figure 2.7: Diffraction at helical modulation in MnSi and definition of mosaicity ($\Delta \Phi$ and $\Delta \Psi$).](image)

For measuring the A-phase (which needs a magnetic field), we used two different set-ups in our experiments. In the set-up mainly used (set-up I), the magnetic field was parallel to the neutron beam direction. It was the preferred set-up because the...
modulated structure of the skyrmion lattice in the A-phase orients perpendicular to the field. This means that with this set-up, the full hexagonal diffraction pattern of the skyrmion lattice can be seen on the detector. Furthermore, only in set-up I were spin transfer torque effects observed. Set-up I is shown in figure 2.8(a). The set-up with magnetic field in vertical direction is shown in figure 2.8(b). In this configuration (set-up II) the modulated magnetic structure of the skyrmion lattice lies in the horizontal plane. Therefore, only two diffraction peaks of the hexagonal pattern can be made visible on the horizontal axis of the detector.

Figure 2.8: (a) Schematic view of set-up I. The magnetic field generated by the Helmholtz coils is oriented parallel to the beam. This set-up was mainly used throughout the experiments. (b) Schematic view of set-up II. The magnetic field of the Helmholtz coils is oriented in vertical direction.

2.2.2 Sample environment

The experiments on MIRA were carried out in a closed-cycled cryogen free pulse tube cooler (3.5 K - 300 K) and a water cooled magnet (0 - 0.5 T) comprising two copper coils in a Helmholtz configuration [87]. Figure 2.9 shows the cryostat and the magnet. A heater was used that allowed to heat the entire sample tube, thus minimizing temperature gradients. The cryostat (made of Al) has thin-walled windows at the lower part where the sample is located, in order to make the cryostat transparent for neutrons. The sample tube was filled with several hundred millibar He exchange-gas pressure.

An already existent sample stick was modified in order to allow for a current through the sample. The current is led down to the sample holder through cylindrical brass rods and through insulated wire.

In the measurements, a good electric contact of the sample to the current feeds and the elimination of parasitic temperature gradients in the sample turned out to be the main experimental challenges. Figure 2.10 and figure 2.11 show the front view and the back view of the bespoke sample holder.

Initially, it was aimed at minimizing any temperature gradient, allowing for a homogeneous temperature over the whole sample. For this purpose, the sample was thermally connected to a massive heat sink made of copper. This connection should have a large surface in order to enable the rapid removal of the ohmic heat created by the current in the sample, i.e. necks of the thermal conductivity had to be avoided.
Figure 2.9: Cryostat (top) with Helmholtz magnet (bottom) in the set-up with magnetic field parallel to the neutron beam. Direction of current through the sample, direction of external magnetic field generated by the Helmholtz magnet and direction of neutron beam are indicated.

Furthermore, the heat sink should have a big mass leading to a large heat capacity. Therefore, copper was used for the heat sink.

However, the sample was not directly connected to the copper but was glued onto an aluminum window embedded in the heat sink, allowing for the neutrons to pass easily through the sample (aluminum is much more transparent for neutrons than copper). For an easier mounting, the sample was glued with GE varnish onto a small aluminum socket within the aluminum window. To insulate the sample electrically from the aluminum window (respectively the heat sink), we used cigarette paper and a thin layer of GE varnish.

The sample was soldered at both ends to thin bent copper bands, which served as springs pressed to the sample in order to maintain a good electric contact to the sample. These copper bands, in turn, were screwed onto thermal anchors with a cuboid shape, which, having a large contact surface with the heat sink, should provide a good thermal contact between the current leads and the heat sink. This helps to cool the current leads, which is not only important because of the ohmic heating generated by the current but also because of the local heat flow due to the temperature gradient between the top and the bottom end of the sample stick. The thermal anchors (that are part of the current leads) were electrically insulated from the heat sink by capton foil.

The current leads were guided through holes into the sample area. Within these
hoses, the electrical insulation against the heat sink was ensured by Stycast-Epoxy 2850 FT (the hardened glue keeps the current lead separated from the heat sink). At this place, there is an additional thermal coupling of the current lead to the heat sink through the Stycast-Epoxy, which is a good thermal conductor. The Stycast-Epoxy, which has a black color, can be seen in the picture of the sample holder figure 2.10 at the left hand side, where the current leads go through the heat sink.

The heat sink was equipped with two holes for two heaters to be inserted (one at the bottom end, the other at the top end). The heaters were only used for tests but not during data collection. Instead, a heater was utilized that allowed to heat the entire sample tube.

A resistive Pt 1000 temperature sensor was attached to the sample surface with GE varnish (the sensor did not generate any noticeable background signal in neutron scattering). The electrical insulation from the sample was achieved with cigarette paper. Additional temperature sensors (visible in figures 2.10 and 2.11) were applied to monitor the temperature difference between sample surface and heat sink (main body of the sample holder). One Pt 1000 thermometer was placed near the sample on the heat sink (visible in figure 2.10). At the back of the sample holder (see figure 2.11) a third Pt 1000 thermometer is mounted. It is inserted in an aluminum block screwed onto the sample holder. Next to it, the fourth thermometer, a cylindrical Cernox thermometer, is visible.

Finally, a cadmium mask was mounted at the back of the sample holder (see figure 2.11). As cadmium is nearly opaque for neutrons, a rectangular window in the mask should only expose the central part of the sample to the beam. It was intended to examine only a part of the sample (namely the central part) because it was assumed that the temperature over this selected tiny part of the sample would be rather homogeneous.

Finally, an aluminum tube was screwed over the sample holder. The thread holes in the sample holder are visible in figure 2.10 and figure 2.11. The aim was that the He exchange gas (with a pressure of several hundred millibar) combined with the good thermal coupling of the aluminum tube to the copper sample holder should homogenize the temperature over the sample holder, eliminating parasitic temperature gradients.
2.2.3 Samples

We studied six different samples. The samples were either prepared by Bridgman growth or optical float zoning. All samples were single crystals with high residual resistance ratios (RRR) around 100 and residual resistivity around $\rho_0 \approx 2 \mu\Omega\text{cm}$. 

Figure 2.10: Sample holder. The sample is glued onto an aluminum window embedded in massive amounts of copper of the heat sink. Two Pt 1000 thermometers, one glued onto the sample, the other glued onto the heat sink next to the sample, are visible. A third thermometer (not entirely visible) which is fixed on the back of the sample holder is also indicated. The current leads are visible, which consist of copper bands directly connected to the sample, thermal anchors for thermal coupling to the heat sink and copper rods.

Figure 2.11: Back view of the sample holder. One can see the cadmium mask with a rectangular window in it for the neutrons to pass through the sample. Two additional thermometers are visible, one Pt 1000 inserted in an aluminum block screwed onto the heat sink and one cylindrical shaped Cernox thermometer. The thin wires are the thermometer connections, the thick wires are the connections for the heaters.
An overview of all the samples that were examined by neutron scattering in the spin transfer torque measurements is presented in table 2.1. The length in vertical direction (which is identical to the direction of the current flow), the width in the direction perpendicular to the neutron beam and the thickness in the direction of the neutron beam are given. The crystalline orientations of the respective sample directions are also indicated. Sample (v) was not used in spin torque measurements, because it is not rectangular (which would mean a non uniform current density). It was measured in order to examine the skyrmion structure in a sample with a different shape and therefore different demagnetization effects, enabling to study the role of demagnetizing fields.

Table 2.1: Dimensions and crystalline orientations of the samples measured with neutron scattering on MIRA.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Length</th>
<th>Thickness</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i)</td>
<td>~10 mm</td>
<td>~1.5 mm</td>
<td>~1.8 mm</td>
</tr>
<tr>
<td>(ii)</td>
<td>~10 mm</td>
<td>~1.7 mm</td>
<td>~1.9 mm</td>
</tr>
<tr>
<td>(iii)</td>
<td>~10 mm</td>
<td>~0.5 mm</td>
<td>~4 mm</td>
</tr>
<tr>
<td>(iv)</td>
<td>~12 mm</td>
<td>~1.4 mm</td>
<td>~1.95 mm</td>
</tr>
<tr>
<td>(v)</td>
<td>~8 mm</td>
<td>~0.8 mm</td>
<td>~15 mm</td>
</tr>
<tr>
<td>(vi)</td>
<td>~5 mm</td>
<td>~1.5 mm</td>
<td>~1.8 mm</td>
</tr>
</tbody>
</table>

2.3 Experimental set-up for measurements of spin fluctuations

The measurements of the spin fluctuations were carried out at the triple axis spectrometers PANDA at the FRM II in Munich and TASP at the PSI in Villigen/Switzerland. Two different samples were examined: pure MnSi and Mn$_{1-x}$Fe$_x$Si. The pure MnSi sample was studied because the data already known from MnSi measurements by Ishikawa et al. [5, 6] were to be confirmed. MnSi was measured on PANDA, Mn$_{1-x}$Fe$_x$Si was measured on PANDA and TASP (see table 2.2).

The MnSi sample is shown in figure 2.12 (a). The sample has an irregular shape. It is clamped into an aluminum holder, which is screwed onto an aluminum cylinder. Figure 2.12 (b) shows the Mn$_{1-x}$Fe$_x$Si sample.

The samples were put into a closed cycle cryostat at PANDA and into a Helium flow cryostat at TASP. The instruments were always in the so-called W configuration. This is the set-up most often used when measuring with a triple axis spectrometer. Here, the scattering sense at the monochromator is the same as the scattering sense.
at the analyzer. The scattering sense at the sample is opposed to both the scattering sense at the monochromator and the analyzer. Therefore, the spectrometer arms form a W. The filter (made of Beryllium) was placed after the monitor.

The samples were always oriented with a crystalline ⟨110⟩ axis pointing in the vertical direction. Therefore, the horizontal scattering plane is spanned by a ⟨110⟩ and a ⟨100⟩ axis.

After finding the nuclear Bragg peaks in the horizontal scattering plane, the alignment of the crystal had to be optimized so that the horizontal scattering plane coincides with the crystalline plane. This is achieved by tilt scans of the nuclear Bragg peaks. Furthermore, the lattice constant had to be determined, which was done by a θ − 2θ scan. The resulting lattice constant for Mn$_{1-x}$Fe$_x$Si was 4.56 Å and 4.55 Å for MnSi.

In all experiments, the magnetic signal around the nuclear Bragg peak (110) was measured, because it has high intensity (due to the structure factor). In MnSi, magnetic satellite peaks appear in the ⟨111⟩ directions with respect to the nuclear peak. In Mn$_{1-x}$Fe$_x$Si, the elastic magnetic scattering below $T_c$ appears on a sphere in reciprocal space around the nuclear Bragg peak [38]. As a preliminary measurement, the transition temperature $T_c$ of the sample used in the experiment was determined. This was done by temperature scans on the elastic signal of the magnetic satellite.

Table 2.2 gives an overview of the three experiments done on spin fluctuations, with the instrument used, the studied sample and the focusing conditions of monochromator and analyzer.

<table>
<thead>
<tr>
<th>instrument</th>
<th>sample</th>
<th>monochromator</th>
<th>analyzer</th>
</tr>
</thead>
<tbody>
<tr>
<td>PANDA</td>
<td>MnSi</td>
<td>no focusing</td>
<td>no focusing</td>
</tr>
<tr>
<td>PANDA</td>
<td>Mn$_{1-x}$Fe$_x$Si</td>
<td>horizontal focusing</td>
<td>horizontal focusing</td>
</tr>
<tr>
<td>TASP</td>
<td>Mn$_{1-x}$Fe$_x$Si</td>
<td>no focusing</td>
<td>horizontal focusing</td>
</tr>
</tbody>
</table>
The measurements comprised taking quasi-elastic spectra at different $q$ vectors to determine the linewidths of the fluctuations and their $q$ dependence. In all the energy scans shown, negative energy transfer means that the neutrons gain energy in the scattering process (neutron energy gain side). Positive energy transfers mean that the neutron loses energy in the scattering process (neutron energy loss side).
Chapter 3

Results of the spin transfer torque experiment

3.1 Rocking curves and demagnetizing effects

The diffraction experiments start with finding the Bragg peaks of the magnetic structure. This is achieved by so-called rocking scans, where the sample table with the Helmholtz magnet is rotated around the vertical axis. When the scattering intensity is plotted versus the rotation angle, the maximum of the intensity yields the Bragg angle and the width of the rocking curve yields the mosaicity, i.e., the statistical spread of the $q$ vectors around the mean Bragg angle. In figure 3.1 two such rocking scans are presented.

Figure [3.1] (a) shows on the left the scattering picture of the helical phase in MnSi with no current running through the sample at 16 K and zero magnetic field, where the propagation directions of the helices are parallel to the crystalline $⟨111⟩$ directions. The data of figure [3.1] was measured with sample (ii). The direction of the neutron beam is perpendicular to the plane of the picture, i.e., the line of sight is the neutron beam path (this is also the case in all the following scattering pictures). The viewing direction in all the scattering pictures points into the neutron beam, i.e., toward the neutron source at the reactor. The picture is the sum of all scattering intensities at all rocking angles of a rocking scan.

The line of sight, which is the direction of the neutron beam, is a crystalline $⟨110⟩$ axis, which in this cubic symmetry means that the plane perpendicular to the beam is spanned by a crystalline $⟨110⟩$ axis (vertical direction) and a $⟨100⟩$ axis (horizontal). The $⟨111⟩$ directions also lie in this plane.

The first order diffraction peaks are the peaks 2, 3, 5 and 6. The peaks 1 and 4 that lie on the horizontal axis and which have much less intensity, are produced by double scattering, i.e. peak 1 is produced by neutrons scattered by the helix pointing into the direction of peak 2 and subsequently scattered by the helix pointing into the direction of peak 6. The red dashed lines point from the center (direct beam) to the respective peaks. The direct beam is masked here in order to better observe the
diffraction peaks. In the following, the direct beam will always be masked.

On the right side, the rocking curves of the first order peaks are shown. The intensity of the domain represented by peak 3 (top right) and peak 6 (bottom left) is much smaller than the intensity of the other domain represented by peak 2 (top left) and peak 5 (bottom right). This can be an effect of unequal domain population. The black lines are Gaussian fits to the data. The full width at half maximum of the curves correspond to the magnetic mosaicity $\eta_m \approx 3.5^\circ$.

Figure 3.1 (b) shows on the left the scattering picture of the same sample as in (a) but in the A-phase at a magnetic field of 0.175 T at 27.7 K and zero current through the sample. The negative magnetic field value (see picture) means that the magnetic field points out of the plane, (indicated on bottom right of the picture). This directional convention will be maintained throughout the whole text. The crystalline orientation is the same as in (a).

The peaks are distributed in a hexagonal pattern, i.e., the angle between two peaks is $60^\circ$. The hexagonal scattering pattern is only encountered when the magnetic field is parallel to the neutron beam, regardless of the crystalline orientation, because the skyrmion lines are always parallel to the applied magnetic field. The structure is weakly coupled to the crystalline $\langle 110 \rangle$ direction [1] [4] [95] [96]. This means that when a $\langle 110 \rangle$ axis lies in the plane perpendicular to the magnetic field, then one direction of the hexagonal pattern points into this $\langle 110 \rangle$ direction (which are the spots 2 and 5 on the vertical axis here).

The diffraction picture is, like in (a), the sum over a rocking scan. Because it was rocked around a vertical axis, the spots 2 and 5 lying on the vertical axis are much weaker than the other spots. This is due to the fact that they cannot be rocked into the Bragg condition because they lie on the vertical rocking axis. They only show up weakly due to finite mosaicity.

On the right, the corresponding rocking curves are shown for the four peaks 1, 3, 4 and 6. The intensity is evenly distributed within the four spots.

The shapes of the rocking curves in (b) (the angular range of the rocking curves in (a) and (b) is the same) are rather odd and not Gaussian like in (a). This is due to demagnetizing fields [1] [4]. Additionally, the width of the rocking curves is considerably smaller than in (a). This means that the correlation length of the skyrmion lattice is very large compared to the helical structure [1] [4] [95].

Demagnetizing fields are fringe effects. This is schematically depicted in figure 3.2 [1] [4]. When the sample surface is not perpendicular to the magnetic field, the magnetic field lines through the sample are deflected by an angle $\alpha$, meaning that the field direction outside of the sample is not the same as inside the sample. The idea is that the length of the magnetic field lines running through the sample is to be maximized. Because the skyrmion lattice is always perpendicular to the field in the sample, this means that the skyrmion lattice is no longer perpendicular to the applied magnetic field but also shifted by the angle $\alpha$. This gives an idea how the fields can be deflected by the sample shape. Also more complicated field distributions within the sample are thinkable, which could explain the odd shape of the rocking
Figure 3.1: (a) Left: Scattering picture (sum picture of rocking scan) of helical phase at zero magnetic field, 16 K and zero current. Field, temperature and current are indicated on top left of the picture. White lines show crystal directions. Red dashed lines are drawn through the peaks. Right: Rocking curves for the peaks 2, 3, 5 and 6. Data is fitted by Gaussians. (b) Left: Scattering picture (sum picture of rocking scan) of A-phase at magnetic field of -0.175 T (pointing in negative direction, out of the plane), 27.7 K and zero current. Right: Rocking curves of the skyrmion lattice show a shape different from those in (a). Pictures are taken from [4].

curves in figure 3.1(b).

Figure 3.2: Schematic view (from above) of the variation of the magnetic field lines across the sample. Due to demagnetizing effects, the internal field neither coincides with the tilting angle nor with the incident neutron beam. The skyrmion lattice is perpendicular to the internal field. Picture is taken from [4].
In order to study the demagnetization effects in more detail, rocking scans of the helical order and the skyrmion lattice were measured in a sample with a different shape (sample (v)). The sample was flat and only few tenths of a mm thick with a maximal length of roughly 15 mm. It was positioned perpendicular to the magnetic field and incident neutron beam. By applying a cadmium mask, only the central part of the sample was examined, thus avoiding fringe effects. This way, the internal field distribution is assumed to be extremely narrow.

Typical rocking scans observed in this configuration are shown in figure 3.3. Figure 3.3 (a) shows on the left side the summed-up intensity of a rocking scan in the helical phase at zero magnetic field and 10K. The same peaks as in figure 3.1 (a) show up, but turned by 90° compared to figure 3.1 (a) due to the fact that the crystalline orientation (see the labeled white lines) is turned by 90° with respect to figure 3.1 (a). The corresponding rocking curves for the four peaks are shown on the right. In this case, the domain represented by peak 1 (top left) and peak 3 (bottom right) is weaklier populated than the domain represented by peak 4 (bottom left) and peak 2 (top right). Each peak is fitted by a Gaussian, giving a mosaicity \( \eta_m \) of approximately 3.5° in excellent agreement with all previous studies and the literature.

Figure 3.3 (b) shows the summed-up intensity of a rocking scan in the A-phase at a magnetic field of 0.175 T and a temperature of 27.7 K. Due to the crystal orientation (white labeled lines), the scattering picture is turned by 90° with respect to the scattering picture in figure 3.1 (b). Now, two peaks (peak 1 and peak 4) lie on the horizontal axis. The rocking curves of the horizontal peaks directly yield the Bragg angle and the mosaicity.

On the contrary, when there is an angle \( \beta \) between the horizontal axis and the diffraction peak (here, for example, the angle \( \beta \) between the horizontal axis and peak 2, peak 3, peak 5 or peak 6 is 60°) then the Bragg angle increases for small \( \beta \) by approximately the factor \( \frac{1}{\cos(\beta)} \). The width of the rocking curve, the mosaicity, is increased by the same factor. This is due to the fact that for the non-horizontal \( q \) vectors the sample has to be further rotated in order to turn the \( q \) vectors into the Ewald sphere.

This phenomenon is seen in the corresponding rocking curves on the right hand side of (b). The horizontal peaks (black data) show up at smaller rocking angles than the other four peaks. Also, their widths are much smaller than the other peak widths. Each peak was fitted by a Gaussian. In contrast to the rocking curves of the skyrmion lattice in the spin torque sample in figure 3.1 (b), the shape of the rocking curves is Gaussian. The small rocking width of the skyrmion lattice (0.5°) is almost an order of magnitude smaller than the width in the helical phase (the rocking curves in (a) and (b) have the same angular scale). It is assumed that this small width is basically resolution limited.

This strongly suggests that the odd non-Gaussian shape of the rocking curves of the spin torque sample in figure 3.1 (b) results from the distribution of demagnetizing fields in the sample, as it was shown that a sample where the distribution of the demagnetizing fields was deliberately kept very narrow showed a typical Gaussian shape. This implies that the skyrmion lines follow the internal field distribution and...
the skyrmion lattice exhibits well-developed long range order. This is an important assumption for the discussion of our data later.
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**Figure 3.3:** Rocking curves measured with sample (v). (a) Left: Sum over rocking scan in the helical phase at zero magnetic field and 10 K. The crystal orientation is now with the $\langle 100 \rangle$ axis in vertical direction. The peaks show up on the crystalline $\langle 111 \rangle$ directions. Right: Corresponding rocking curves. Data is fitted by Gaussians. (b) Left: Sum over rocking scan in the A-phase. The hexagonal pattern is fixed with two spots on the horizontal $\langle 110 \rangle$ axis. Right: Corresponding rocking curves for all six spots. Data is fitted by Gaussians. The mosaicity is much narrower than in (a). The shape of the rocking curves is different from the one in figure 3.1 (b), which was measured with a rectangular spin torque sample.

Until now, only rocking scans around the vertical axis have been described. Therefore, peaks lying on the vertical axis cannot be rocked into the Bragg condition. In order to get also these peaks into the Bragg condition, a tilting of the sample, which is equivalent to a rocking around a horizontal axis, was necessary.

Figure 3.4 shows such a tilt scan for the spin torque sample (sample (i)). Figure 3.4 (a) is a picture of the summed-up intensity of the scan. The magnetic field was 0.175 T and the temperature was 27.7 K. In this picture, the spots on the vertical axis have quite high intensity because they were tilted into the Bragg condition during the scan.

Figure 3.4 (b) shows the corresponding curves where the intensity is plotted versus the tilting angle. The peaks 2 and 5 on top and bottom (black data) show up as sharp peaks at the respective Bragg angles. The other peaks shown in blue (top spots) and red (bottom spots) are at higher tilt angles and are much broader, as they
are closer to the rocking (here tilting) axis. This phenomenon was already described above, in figure 3.3 (b), the only difference here is that the vertical rocking axis is replaced by a horizontal tilting axis. Therefore, the situation is just rotated by $90^\circ$. The fact that the blue and red curves are much broader and have less intensity than the black curves is probably again due to some demagnetization effect resulting from the long rectangular sample shape.

In order to save time, the Bragg angles were determined at the beginning of the measurements by rocking and tilting scans. Then, in the actual measurements, the sample was consecutively rotated or tilted into the Bragg angles and the signal was counted. In the end, the intensities of the scattering patterns obtained at each Bragg position were summed up in order to have a scattering pattern of the A-phase with all six spots at high intensity.

## 3.2 Method of data analysis

An important part of the data analysis in the following will consist in obtaining information on the angular position of the peaks within the diffraction pattern and the width and intensities of the peaks. As the absolute values of the $q$ vectors of all first order peaks both in the helical phase and in the skyrmion lattice of the A-phase are the same, the method illustrated in figure 3.5 will be applied for a quantitative analysis.

Figure 3.5 (a) shows a diffraction pattern in the A-phase with all six spots at high intensity. A ring between the white circles is defined so that the peaks are placed fully in the ring. Then, the intensity along the ring is binned into an azimuthal angle step, which for this analysis was chosen to be $1^\circ$. This leads to the diagram of figure 3.5 (b) where the intensity within the ring is plotted versus the azimuthal angle. The peak numbers in (a) correspond to the peak numbers in (b). The convention
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For the angular scale is shown in (a). The zero angle is vertically on top. Clockwise, the angles are positive, anti clockwise, the angles are negative. The peak at $180^\circ$ is identical to the one at $-180^\circ$. The analysis then consists in fitting Gaussians on each peak in figure 3.5 (b):

$$f(x) = \frac{A}{\sigma \sqrt{2\pi}} \exp \left( -\frac{1}{2} \left( \frac{x - x_0}{\sigma} \right)^2 \right)$$  \hspace{1cm} (3.1)

The relevant parameters for the analysis are the peak center $x_0$, the azimuthal width of the peak $\sigma$, or rather the FWHM, which is

$$\text{FWHM} = \sigma \cdot 2\sqrt{2\ln 2},$$

and the integrated intensity $A$.
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**Figure 3.5:** Procedure for analyzing the azimuthal angles. (a) A ring is drawn which contains the diffraction spots. The intensity within that ring is binned in angular intervals of $1^\circ$ and plotted in (b) in dependence of the azimuthal angle. The peak numbers in (a) correspond to the peak numbers in (b). The angular scale is defined in (a): vertical on top is $0^\circ$. Clockwise, the angles are rising. Anti clockwise, the angles become negative.

### 3.3 Helical phase under current

At first, the helical phase with current through the sample was examined. The effects on current on the helical phase are illustrated in figure 3.6. Figure 3.6 (a) shows the scattering picture in the helical phase at zero magnetic field at a temperature of 13 K and with no current through the sample. The scattering picture in 3.6 (a) is taken at a fixed rocking angle. Therefore, due to the non-perfect crystal orientation, the intensities of the peaks differ from each other to a large extent. For example, peak 2 is very weak compared to the other peaks. Peak 1, which would result from double scattering, is completely missing.

In figure 3.6 (b), a current through the sample with a density of $j = 1.48 \cdot 10^6$ A/m$^2$ was applied. As the current is positive, the current direction (technical current direction) is pointing upward in vertical direction, as indicated on bottom right.
When comparing (b) with (a), no qualitative difference of the scattering pattern can be observed. In figure 3.6 (c) the current density was increased to the value $j = 2.22 \cdot 10^6 \text{ A/m}^2$. When comparing (c) with (a) and (b), no changes are visible. The positions of the peaks have not changed, and the intensities of the peaks are virtually the same in all three pictures, which indicates that the domain population in the helical phase is not affected by the current.

This means that, within the instrumental resolution, current-induced effects could not be observed in the helical phase. Therefore, most experiments were carried out in the A-phase, because, as we will see, current-induced effects in the A-phase could be easily detected with the used experimental set-up.

**Figure 3.6:** (a) Scattering picture at one rocking angle of helical phase at zero magnetic field and 13 K without current through the sample. Peaks are along the $\langle 111 \rangle$ directions. Peak 2 is very weak due to non-perfect crystal alignment. Peak 1 (not visible due to the scaling) and peak 4 on the horizontal axis are double-scattering peaks. (b) The sample under the same conditions of magnetic field and temperature and the same rocking angle as in (a) but under current flow. No changes are observed compared to (a). (c) Same conditions, but higher current. No changes are observable.


3.4 Skyrmion lattice under current

In the following, we show the measurements of the A-phase with current flow through the sample. A temperature gradient in the sample with well-defined direction was necessary to observe the spin transfer torque effects. Therefore, directionally well defined gradients were applied on the sample. This was achieved by gluing the sample onto the sample holder in a way that one end was firmly attached to the heat sink, and the other not. Then, by applying an electric current through the sample, ohmic heat would be generated, and the end of the sample firmly attached to the heat sink would be colder than the other end, creating a vertical temperature gradient. This was done by a small wedge of GE varnish between the aluminum socket and the sample, which was created by keeping one end of the sample at a small distance from the sample holder with the help of a plastic support underneath the sample.

This is depicted in figure 3.7. In (a), the set-up where the sample is firmly attached to the heat sink is shown. The sample is uniformly glued onto the heat sink and therefore lies parallel to the sample holder. No wedge of GE varnish between aluminum socket and sample is visible. This was the set-up with no vertical temperature gradient in the sample. In figure 3.7 (b), a plastic support at the bottom end of the sample results in a hot spot at the bottom end and a cold spot at the top end. This was the set-up for generating a temperature gradient pointing from top to bottom (the temperature gradient will always be defined as pointing from cold to hot). In figure 3.7 (c), the support is placed at the top end of the sample, therefore resulting in a temperature gradient pointing upward (from bottom to top end of the sample). The temperature difference between cold and hot spot in the experiments under current flow was in the range of 1 K to 2 K, which was inferred from temperature scans of different parts of the sample.

3.4.1 Absence of vertical temperature gradient

In the following, the results are presented that were obtained with sample (i) in the set-up with no forced vertical temperature gradient, as shown in figure 3.7 (a).

Figure 3.8 (a) shows the summed-up intensity over the scattering pictures of a tilting scan in the A-phase with no current through the sample. The peak shape is only determined by the instrument resolution.

Figure 3.8 (b) shows the scattering pattern in the A-phase when a current of \( j = 2.22 \times 10^6 \text{ A/m}^2 \) is applied in positive direction. The picture was produced by subsequently rocking all six peaks into their Bragg condition and then summing up the diffraction pictures. The temperature had to be lowered to 26.1 K due to the ohmic heating shift to lower temperature of the A-phase. The intensity is much lower when current is applied (see the color bar on the right side of the pictures). Compared to (a), the diffraction peaks are azimuthally broadened but the azimuthal position of the peaks has not changed.
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Figure 3.7: Temperature gradients in the sample. (a) Configuration without vertical temperature gradient. Sample firmly and uniformly attached to the heat sink. (b) Configuration for temperature gradient pointing from top to bottom. A small wedge of GE varnish underneath the sample is generated by the plastic support underneath the bottom sample end. (c) Configuration for temperature gradient pointing from bottom to top. Same procedure as in (b) but with the support placed at the top sample end.

Figure 3.8: Scattering patterns of the A-phase observed in the set-up with no forced vertical temperature gradient. (a) Scattering pattern (sum over a tilt scan) of the skyrmion lattice at zero current. (b) Scattering pattern of the skyrmion lattice with a current $j$ in vertical direction. An azimuthal broadening of the peaks with respect to (a) is visible, the azimuthal positions of the peaks remain unchanged compared to (a).

Figure 3.9 shows a quantitative analysis of the diffraction pattern in figure 3.8 (a). The diagrams from (a) to (f) show the intensity of the peaks numbered from one to six according to the diffraction peaks in figure 3.8 (a). The intensity is plotted versus the azimuthal angle. The data were fitted by Gaussians (dashed lines). The
vertical blue dashed line is drawn through the center of the Gaussian curves. The peak centers are from (a) to (f): -61.9°, -1.2°, 60.0°, 121.0°, 180.0° and -121.4°. The difference between the peak centers is 60° within an error of less than 2°, thus confirming the hexagonal symmetry of the skyrmion lattice in the A-phase.

Figure 3.9: (a) to (f) Intensities of the six peaks in figure 3.8 (a) as a function of azimuthal angle. Data is fitted by Gaussians (dashed lines) and the peak centers are indicated by the dashed blue line.

Figure 3.10 shows the analysis of the diffraction pattern in figure 3.8 (b). The peak centers are from (a) to (f): -61.5°, -0.4°, 61.2°, 121.0°, 180.4° and -120.8°. The difference between the peak centers is 60° within an error of less than 2° and the peak centers coincide within this error with the peak centers of the zero current data in figure 3.9.
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Figure 3.10: (a) to (f) Intensities of the six peaks in figure 3.8 (b) as a function of azimuthal angle. Data is fitted by Gaussians (dashed lines) and the peak centers are indicated by the dashed blue line.

3.4.2 Temperature gradient pointing downward

In the following, the results are presented that were obtained with sample (i) in the set-up with the vertical temperature gradient pointing downward, like shown in figure 3.7 (b).

Temperature scan

At first, a temperature scan over the A-phase was carried out. The magnetic field for examining the A-phase was kept constant at the value $B = 0.175$ T. For the temperature scans, only the left and right spots where rocked into the Bragg condition and the summed intensity of both pictures was taken as the diffraction picture. Therefore, peaks on the vertical axis will remain weak in the temperature scans.

The vertical axis of the sample was a crystalline $\langle 110 \rangle$ axis, the horizontal axis perpendicular to the beam was a $\langle 100 \rangle$ axis and the beam direction was parallel to a $\langle 110 \rangle$ axis.

Figure 3.11 shows the resulting A-phase scattering intensity plotted against the temperature. The data for zero current through the sample is shown in green. The temperature interval of the A-phase is rather small. The step size of the temperature scan was 0.1 K.

The black data shows the scattering intensity when a current with density of $j = 2.22 \cdot 10^6$ A/m² is sent through the sample in vertical direction from bottom to top, hence the positive sign in the legend. The step size of this temperature scan was 0.2 K. The data in red was taken at the same current value but opposite current
direction from top to bottom, hence the negative sign in the legend. The step size in this scan was 0.1 K.

The A-phase with current is shifted to lower temperatures. The scattering intensity with current is much smaller than at zero current. Furthermore, instead of a small temperature interval, a long tail in the intensity up to high temperatures can be seen.

The shift to lower temperatures of the A-phase with current is due to ohmic heating. The ohmic heat constantly generated in the sample by the current is carried out of the sample in the equilibrium state (constant temperature) by a temperature gradient between the interior of the sample and its surface. This means that the sample is hotter in its interior than at its surface, where the sample thermometer is fixed. Therefore, the temperature measured by the sample thermometer is lower than the temperature in the sample interior.

The smaller intensity with current is probably due to the same temperature gradients between sample interior and sample surface. The proportions of the sample having the same temperatures get smaller. Therefore, various parts of the sample that are at different temperatures contribute to the scattering signal. Due to the small temperature interval where the A-phase is stable, only a part of the sample is at temperatures within the A-phase, whereas other parts of the sample can have temperatures already outside of the A-phase. Therefore, the scattering intensity in the A-phase is reduced with current.

The long tail of scattering intensity up to increasing temperatures when current is applied is very likely also due to the effect of temperature gradients because under the assumption of a gradient, even when the main body of the sample is already at high temperatures outside of the A-phase, there can still be small parts of the sample at lower temperatures within the A-phase, delivering a small scattering signal.

![Figure 3.11](image)

**Figure 3.11:** Scattering intensity of the A-phase as a function of temperature. Data at zero current is shown in green. Data at positive current is shown in black, data at negative current is shown in red. The zero current data shows an A-phase with a small temperature range. The data with current is shifted to lower temperature due to ohmic heating and exhibits a long intensity tail at high temperatures.

Figure 3.12 (a) on the left shows one of the scattering patterns taken in the tempera-
ture scan of the A-phase at positive current direction. Vertical temperature gradient, magnetic field direction and current direction are indicated on all the scattering pictures of figure 3.12. The temperature where this scattering picture was taken was 25.8 K, which is (see figure 3.11) slightly below the temperature of maximal intensity in the A-phase.

Figure 3.12 (a) on the right shows a scattering picture of the same temperature scan but at a higher temperature, at 27.2 K. This is (see figure 3.11) at high temperature in the intensity tail. The whole scattering pattern has been rotated anti clockwise when compared to the scattering picture at low temperature on the left. The red dashed lines to guide the eye are the same lines as on the left scattering picture in order to make the rotation easily visible.

Figure 3.12 (b) shows the same procedure as in (a), but with the temperature scan at zero current. The temperature of the left scattering pattern is 27.2 K, which is (see figure 3.11) at a temperature slightly below the temperature where the A-phase has maximal intensity.

The right diffraction pattern in (b) was taken at a higher temperature of 27.7 K, which is (see figure 3.11) the highest temperature of the scan. In contrast to (a), the angular positions of the peaks have not changed with temperature.

Figure 3.12 (c) shows the same procedure as in (a) and (b) for the temperature scan with negative current direction. The left picture shows the diffraction pattern at 25.9 K, which is (see figure 3.11) at slightly lower temperature than the temperature of maximal A-phase signal. The scattering pattern is not different from the corresponding scattering pattern with positive current direction in (a).

At a higher temperature of 27.3 K, which is (see figure 3.11) in the intensity tail at high temperatures, the whole rotation pattern has rotated in a clockwise direction, just the opposite rotational sense as in (a).

So, in short, we see temperature-dependent rotations in the temperature scans of the A-phase when a current is sent through the sample. The rotations are dependent on the current direction. Without current no rotations are observed.

Figure 3.13 shows the temperature scan for the positive current direction. In each diagram, the intensity is plotted versus the azimuthal angle along the ring for one temperature of the temperature scan. Only the peak 2 at approximately 60° angular position is shown. The angular scale is the same in each diagram. The blue dashed line shows the angular position of the peak maximum at 25.8 K, the lowest temperature. In each panel, the data is fitted by a Gaussian. The resulting peak center of the fit, which is the azimuthal position of the peak, and the integrated intensity $A$ are given on top left in each diagram.

The integrated intensity $A$ increases at first, reaching the maximum at 26.0 K and then it falls continuously (compare also to figure 3.11). The peak center decreases continuously in angular position with increasing temperature, which is equivalent to an anti clockwise rotation, as was already suggested in figure 3.12 (a). With the help of the dashed blue line, the shift of the peak to lower azimuthal angles with
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Figure 3.12: Some scattering patterns of the temperature scans of the A-phase. Left column: Scattering pictures at low temperatures of the temperature scan. Right column: Scattering pictures at high temperature in the intensity tail. (a) Data at positive current. The diffraction pattern has rotated in anti clockwise direction at the high temperature. (b) Data at zero current. The diffraction pattern has not changed in respect of the azimuthal angles at high temperature. (c) Data at negative current. The scattering pattern rotates clockwise at high temperatures.

increasing temperature is clearly visible.

The temperature-dependent azimuthal displacement of the peaks is shown in figure 3.14. Here, the azimuthal angle determined by the peak center of the Gaussian fits is plotted versus the temperature for all three temperature scans. The azimuthal position shown here is the average position of the four peaks. The data indicate
Figure 3.13: Scattering intensity plotted versus the azimuthal angle for peak 2 (see figure 3.12) for the temperature scan with positive current direction. Each diagram is at one temperature of the temperature scan. The data is fitted by a Gaussian. The peak center obtained from the fits and the integrated intensity $A$ below the Gaussians is given on top left on each diagram. The dashed blue line is drawn through the peak center at the lowest temperature (25.8 K). The shift of the peak center to the left, which indicates an anti clockwise rotation with increasing temperature, is clearly visible.

the anti clockwise rotation for the positive current (black data), the non existent rotation for zero current (green data) and the clockwise rotation for the negative current direction (red data).
In the next step, we set a temperature at which we could see a large rotation of the scattering pattern in the temperature scans above. At this temperature and the same absolute value of current density \( j = 2.22 \cdot 10^6 \, \text{A/m}^2 \), scattering patterns were taken at the four possible combinations of direction of magnetic field and current direction, allowing them to be positive or negative. Figure 3.15 shows the resulting four scattering pictures. A temperature of 26.8 K was chosen, which ensures a visible rotation, which is verified by looking at figure 3.13 and figure 3.14.

Figure 3.15 (a) shows the diffraction pattern at the combination with positive magnetic field and positive current direction. The picture was obtained by rotating and tilting the sample into the Bragg angles for the six spots and then summing up the intensity. Therefore, all six spots are visible at high intensity.

The scattering pattern is turned in anti clockwise direction with respect to the crystal directions. The scattering pattern in figure 3.15 (b) has rotated in clockwise direction with respect to the crystalline axes. The only difference between (a) and (b) is the current direction. Figure 3.15 (c) shows the diffraction pattern with both magnetic field and current direction negative. The peaks rotate back to the positions of (a). Figure 3.15 (d) shows the diffraction picture for the combination with negative magnetic field direction but positive current. The rotational sense of the scattering pattern is the same as in (b).

In short, when only one of the directions, magnetic field direction or current direction, is negative, we have a clockwise rotation of the scattering pattern and when both directions are positive or both are negative, we have an anti clockwise rotation.

In order to make the rotations better visible, we made difference pictures of the intensity between the diffraction pictures of different combinations in figure 3.15. Figure 3.16 (a) shows the difference picture where the diffraction pattern in figure 3.15...
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Figure 3.15: Diffraction patterns taken at a high temperature of 26.8 K in the intensity tail of the temperature scans at the four different combinations of magnetic field direction and current direction. (a) Combination with magnetic field and current direction both positive. The scattering pattern is rotated anti clockwise with respect to the crystalline orientation. (b) Current direction negative, magnetic field positive. Scattering pattern is rotated clockwise. (c) Both magnetic field and current direction negative. Rotation is the same as in (a). (d) Magnetic field direction negative, current direction positive. Rotation is the same as in (b).

(b) was subtracted from figure 3.15 (a). The clockwise rotation of the scattering pattern at negative current direction in figure 3.15 (b) is easily recognizable. Which combination of current and magnetic field direction is subtracted from which one is indicated at the top left of the pictures.

Figure 3.16 (b) shows that the combination with magnetic field and current both negative coincides with the combination where both are positive, because the intensity is nearly zero everywhere in the picture. Figure 3.16 (c) is nearly identical to figure 3.16 (a), which means that for the rotation it does not matter whether the current is negative, like in (a), or the magnetic field, like in (c). Figure 3.16 (d) shows, like in (b), zero intensity in the whole picture. This enforces what is already said above, that for the rotation it does not matter whether the current is negative or the magnetic field.

Figure 3.17 shows a quantitative analysis of the diffraction pictures in figure 3.15. The diagrams from (a) to (f) display the intensity of the peaks numbered from
Figure 3.16: Differences of the scattering pictures in figure 3.15. The subtraction is indicated on top left of each picture. (a) Picture with negative current is subtracted from picture with both magnetic field and current direction positive. The clockwise rotation is visible. (b) Picture with both directions negative is subtracted from picture with both positive. No rotation is visible. (c) Picture with negative magnetic field is subtracted from picture with both directions positive. Same rotation as in (a). (d) Picture with negative magnetic field is subtracted from picture with negative current. Like in (b), no rotation is visible.

The intensity is plotted versus the azimuthal angle. The data for the combination where both magnetic field direction and current direction are positive (see figure 3.15 (a)) is shown in black. The data for the combination with positive magnetic field and negative current direction (see figure 3.15 (b)) is shown in red.

The clockwise rotation at negative current direction (figure 3.15 (b)) with respect to positive current direction is seen by the fact that the data in red is shifted to higher azimuthal angles. The data were fitted by Gaussians (dashed lines). The vertical blue dashed line is drawn through the center of the Gaussian curves. The difference in azimuthal position of the peak centers between the black and the red curves, which determines the rotation, is called $\Delta \Phi$. The difference in azimuthal angle $\Delta \Phi$ is from (a) to (f): 13.3°, 10.2°, 13.7°, 12.2°, 11.0° and 11.6°. The mean difference averaged over all peaks is 12.0°. The peak centers of the black curve for positive current are from (a) to (f): -68.9°, -8.1°, 49.0°,
109.4°, 170.6° and -129.0°. The difference between the peak centers is 60° within an error of at most 3°, thus confirming the hexagonal symmetry of the skyrmion lattice in the A-phase.

![Figure 3.17: Analysis of scattering pictures in figure 3.15](image)

From (a) to (f) the intensity is plotted against the azimuthal angle for each of the six peaks. Data is fitted by Gaussians (dashed black and red line). The peak center of the Gaussians is indicated by the dashed blue line. The black data is at positive magnetic field and positive current. The red data is at positive magnetic field and negative current direction. ∆Φ is the rotation.

3.4.3 Temperature gradient pointing upward

In the next step, the direction of the temperature gradient was reversed. The results that are presented in the following were obtained with sample (i) in the set-up shown in figure 3.7 (c). The current density remained at the value $j = 2.22 \cdot 10^6$ A/m$^2$.

Temperature scan

At first, temperate scans over the A-phase were carried out like in figure 3.11 (where the temperature gradient pointed in the opposite direction). Figure 3.18 shows the analogous picture to figure 3.11. The temperatures of the A-phase are higher than in figure 3.11. This is due to a slightly changed experimental set-up involving exchange gas and soldered contacts of the sample. The intensity tail to high temperatures is also seen here. The same reasons as in figure 3.11 can be applied here to explain the tail of intensity. The temperature gradient leads to the situation that some parts of the sample are still in the A-phase when other parts have already left the A-phase.
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Figure 3.18: Scattering intensity of the A-phase as a function of temperature. The data with positive current is shown in black, the data with negative current is shown in red. At both current directions, a long intensity tail at high temperatures is observed.

Figure 3.19 (a) on the left shows one of the scattering patterns taken in the temperature scan of the A-phase at positive current direction. The temperature where this scattering picture was taken was 27.1 K, which is (see figure 3.18) the temperature of maximal intensity of the A-phase.

Figure 3.19 (a) on the right hand side shows a scattering picture of the same temperature scan but at a higher temperature, at 27.8 K. This is (see figure 3.18) at high temperature in the intensity tail. Clearly, the whole scattering pattern has rotated clockwise.

Figure 3.19 (b) shows the same procedure as in (a) for the temperature scan with negative current direction. The left picture shows the diffraction pattern at 26.9 K, which is (see figure 3.18) at slightly lower temperature than the temperature where the A-phase signal is maximal. The scattering pattern shows no difference to the one in (a).

At a higher temperature of 27.6 K, which is (see figure 3.18) in the intensity tail at high temperatures, the whole rotation pattern has rotated in anti clockwise direction, just the opposite rotational sense as in (a).

The rotations in figure 3.19 have the opposite sense of the rotations in figure 3.12. The difference between these two figures is the direction of the vertical temperature gradient, which suggests its decisive role in explaining the rotations.

The temperature dependent azimuthal displacement of the peaks (the mean azimuthal position of the four peaks) is displayed in figure 3.20. Like in figure 3.14 the slopes of the temperature-dependent rotation for the positive and the negative current have different signs. As the rotational senses are opposite to each other, the black and red data are swapped between figure 3.14 and figure 3.20.
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Figure 3.19: Some scattering patterns of the temperature scans of the A-phase. Left column: Scattering pictures at low temperatures of the temperature scan. Right column: Scattering pictures at high temperature in the intensity tail. (a) Data at positive current. The diffraction pattern has rotated in clockwise direction at the high temperature. (b) Data at negative current. The scattering pattern rotates anti clockwise at high temperatures.

Figure 3.20: The azimuthal angles of the temperature scan averaged over the four diffraction peaks are plotted versus the temperature. The black data (positive current) shows the clockwise rotation and the red data (negative current) shows the anti clockwise rotation with increasing temperature.

Directional dependence of rotation

In the next step, we set a temperature at which we could see a large rotation of the scattering pattern in the temperature scans. At this temperature and the same
absolute value of current density $j = 2.22 \cdot 10^6 \text{ A/m}^2$, scattering patterns were taken in the four possible combinations of direction of magnetic field and current direction, see figure 3.21. A temperature of 27.8 K was chosen, which ensures a visible rotation (see figure 3.20). This is the same procedure as in figure 3.15 (where the temperature gradient pointed in the opposite direction).

In short, we have the same situation like in figure 3.15: The rotational sense when only one of the directions, magnetic field direction or current direction, is negative, is opposite to the rotational sense when both directions are positive or both directions are negative. The rotational sense is opposite to the one in figure 3.15.

Figure 3.21: Diffraction patterns taken at a high temperature of 27.8 K in the intensity tail of the temperature scans at the four different combinations of magnetic field direction and current direction. (a) Combination with magnetic field and current direction both positive. The scattering pattern is rotated clockwise. (b) Negative current direction, positive magnetic field. Scattering pattern has rotated anti clockwise. (c) Both magnetic field and current direction negative. Rotation is the same as in (a). (d) Magnetic field direction negative, current is positive. Rotation is the same as in (b).

Figure 3.22 is the analogous picture to figure 3.16 (where the temperature gradient pointed in the opposite direction). Compared with figure 3.16, the rotational sense has reversed.

Figure 3.23 shows the quantitative analysis of the diffraction pictures in figure 3.21. It is the analogous picture to 3.17 (where the temperature gradient pointed in the
Figure 3.22: Differences of the scattering pictures in 3.21. The subtraction is indicated on top left of each picture. (a) Picture with negative current is subtracted from picture with both magnetic field and current direction positive. The anti clockwise rotation is visible. (b) Picture with both directions negative is subtracted from picture with both positive. No rotation is visible. (c) Picture with negative magnetic field is subtracted from picture with both directions positive. Same rotation as in (a). (d) Picture with negative magnetic field is subtracted from picture with negative current. Like in (b), no rotation is visible.

The anti clockwise rotation at negative current direction (figure 3.21 (b)) with respect to positive current direction is seen by the fact that the red data is shifted to smaller azimuthal angles. The data were fitted by Gaussians (dashed lines). The vertical blue dashed line is drawn through the center of the Gaussian curves. The difference in azimuthal position of the peak centers, which determines the rotation, is called $\Delta \Phi$.

The difference in azimuthal angle $\Delta \Phi$ is from (a) to (f): $12.8^\circ$, $12.1^\circ$, $15.2^\circ$, $10.8^\circ$, $10.6^\circ$ and $14.1^\circ$. The mean difference averaged over all peaks is $12.6^\circ$. The peak centers of the black curve for positive current are from (a) to (f): $-63.7^\circ$, $-2.5^\circ$, $60.4^\circ$, $117.0^\circ$, $177.3^\circ$ and $-121.4^\circ$. The difference between the peak centers is $60^\circ$ within an
error of at most 4°.

![Figure 3.23: Analysis of scattering pictures in figure 3.21. From (a) to (f) the intensity is plotted against the azimuthal angle for each of the six peaks. Data is fitted by Gaussians (dashed black and red line). The peak center of the Gaussians is indicated by the dashed blue line. The black data is at positive magnetic field and positive current. The red data is at positive magnetic field and negative current direction. ΔΦ is the rotation.](image)

### 3.4.4 Scan of current density

An important question is how the rotations that we saw above depend on the current density. Therefore, a current scan was carried out. A temperature within the A-phase was kept constant and the current was driven from negative to positive values. At each step size of current, a diffraction picture was taken. The observed effects were not hysteretic in current.

The current scans were done at three different temperatures within the A-phase, at 26.8 K, at 27.2 K and at 27.4 K. As can be seen in figure 3.24, only the left-sided peaks and the right-sided peaks were rocked into the Bragg condition. Therefore, the peaks on the vertical axis are very weak. The experimental set-up is displayed in figure 3.7(b), with the temperature gradient pointing downward. The magnetic field was always positive.

Figure 3.24 (a) shows three scattering pictures of the scan at 26.8 K. The left picture is taken at the most negative current density \( j = -2.22 \cdot 10^6 \, \text{A/m}^2 \), the picture in the center is taken at the smallest current density near zero, here \( j = +0.89 \cdot 10^6 \, \text{A/m}^2 \), and the right picture is taken at the highest positive current density \( j = +2.22 \cdot 10^6 \, \text{A/m}^2 \). In (a), there is no data at zero current density, because at a temperature of 26.8 K no A-phase signal is seen at zero current.

The diffraction spots on the left in (a) are rotated clockwise while the spots on the
right are rotated anti clockwise. These rotations match the rotations in figure 3.15.

Figure 3.24 (b) shows the corresponding pictures at the temperature 27.2 K, and figure 3.24 (c) shows the pictures at 27.4 K. In (b) and (c), the current in the central picture is zero. The rotation pattern in (b) and (c) is the same as in (a).

![Diagram](image)

**Figure 3.24**: Some scattering pictures of the electric current scan of the A-phase at 26.8 K in (a), at 27.2 K in (b) and at 27.4 K in (c). Left column: Scattering picture at the most negative current density. Center column: Scattering picture at zero current (except in (a) where the value for the current is the lowest used in that scan). Right column: Scattering picture at the most positive current. The anti clockwise rotation with increasing current density is clearly visible in (a), (b) and (c).

Figure 3.25 presents the quantitative analysis of the current scans. The data from the scan at 26.8 K is shown in black, the data from the scan at 27.2 K is shown in red, and the data at 27.4 K is shown in green. The intensity of all the diffraction pictures of the three scans was plotted versus the azimuthal angle (procedure described in figure 3.3) and each peak was fitted with a Gaussian. The diagrams (a), (b) and (d) show the parameters obtained from the fits plotted against the current densities of the scan. Here, the displayed parameters are the averages over the four peaks in each scattering picture.
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Figure 3.25 (a) displays the azimuthal position $\Phi$. Higher values of this parameter signify clockwise rotation, lower values signify anti-clockwise rotation. There is a threshold current density of approximately $j_c = \pm 1 \cdot 10^6 \text{A/m}^2$ where the rotation starts.

Figure 3.25 (b) displays the intensities. At the temperature of 26.8 K (black data), the intensity rises with increasing current due to the effect that the current heats up the sample interior into the A-phase, i.e. there is a temperature gradient between the cooler sample surface and the hotter sample interior. At higher current values, the intensity drops again because the current heats the sample interior beyond the A-phase temperatures. At 27.2 K, the same effect occurs, but already at lower currents because the sample is already in the A-phase at zero current. At 27.4 K, the sample is obviously in the maximum of the A-phase at zero current. Rising currents heat the sample interior beyond the A-phase temperatures, reducing the intensity.

Figure 3.25 (c) displays the temperature difference $\Delta T$ between the sample thermometer on the sample surface (which is also the control thermometer and is kept at constant temperature throughout the current scans) and the thermometer placed on the sample holder as a function of current density. A smooth quadratic increase with current density independent of the direction of the current is seen in contrast to the pronounced threshold in (a). The quadratic rise of $\Delta T$ means that in order to maintain the controlling sample thermometer at the constant value when the current and ohmic heat generated in the sample interior are rising, the system cools down the sample holder, therefore creating a temperature gradient so that the ohmic heat can be transported out of the sample.

Figure 3.25 (d) displays the azimuthal width $\Delta \Phi$ as a function of current density. Especially the data at the low temperatures 26.8 K and 27.2 K indicate the same threshold value of current density $j_c = \pm 1 \cdot 10^6 \text{A/m}^2$ as in (a) where the azimuthal broadening starts.
CHAPTER 3. RESULTS OF SPIN TRANSFER TORQUE

Figure 3.25: Analysis of the electric current scan. (a) Averaged azimuthal position plotted versus current density. The rotation starts at a threshold of about $j_c = \pm 1 \cdot 10^6 \text{ A/m}^2$. (b) Averaged scattering intensity versus current density. The data demonstrates the effect of ohmic heating and the resulting temperature gradient between sample interior and sample surface (see text). (c) The temperature difference between sample surface and sample holder shows a smooth quadratic increase independent of current direction. (d) Averaged azimuthal width plotted versus the current density. The azimuthal broadening starts at the same threshold value of current density as in (a).

3.4.5 Other crystalline directions and sample shapes

Sample turned away from crystalline orientation

Sample (i) was also studied in other crystalline orientations. For example, the crystal was rotated around the vertical axis by approximately 20° in clockwise direction away from the crystalline orientation. The current is therefore still parallel to the vertical crystalline $\langle 110 \rangle$ axis but there is no particular crystalline orientation of the sample with respect to the magnetic field and neutron beam. Figure 3.26 presents the scattering pictures of the A-phase at zero current (a), at positive magnetic field and positive current in (b) and at the combination of positive magnetic field and negative current direction in (c). The set-up with temperature gradient pointing downward (figure 3.7 (b)) was chosen.

The temperature in figure 3.26 (a) is 27.7 K, which is right in the center of the A-phase. When applying a current $j = 2.22 \cdot 10^6 \text{ A/m}^2$ through the sample in (b) and
(c), the temperature had to be reduced to 27.5 K due to the ohmic heating shift of the A-phase. At positive current and magnetic field in (b), the scattering pattern is rotated in anti clockwise direction. At negative current in (c), the scattering pattern rotates clockwise. This is the same rotational behavior as in figure 3.15. The data suggest therefore that the rotational behavior is independent of the crystalline orientation.

![Scattering pattern](image)

**Figure 3.26:** Scattering pictures of the A-phase where the sample was rotated out of crystalline orientation at positive magnetic field, (a) at zero current, (b) at positive current and (c) at negative current. The scattering pattern in (b) is rotated anti clockwise and the scattering pattern in (c) is rotated clockwise with respect to (a). The rotational sense corresponds to the one in figure 3.15.

Figure 3.27 shows the difference picture where the diffraction pattern figure 3.26 (c) was subtracted from figure 3.26 (b). The clockwise rotation of the scattering pattern at negative current direction in figure 3.26 (c) is clearly visible.

In effect, this indicates that rotating the crystal away from the crystalline orientation (by approximately 20°) does not provoke changes in the rotational behavior under current. But the current was still parallel to the vertical crystalline ⟨110⟩ axis.
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Figure 3.27: Difference of the scattering pictures (b) and (c) in figure 3.26. It shows the clockwise rotation at negative current.

Current direction parallel $\langle 111 \rangle$

The next step was to examine a completely different crystalline orientation with a sample where the current was parallel to the $\langle 111 \rangle$ axis. Sample (vi) (see table 2.1) was used. The temperature gradient was pointing upward.

Figure 3.28 (a) shows the scattering picture of the A-phase at zero current. The vertical axis of the sample is a $\langle 111 \rangle$ crystalline axis, the horizontal axis is a $\langle 110 \rangle$ axis. The direction of the neutron beam and the magnetic field is a crystalline $\langle 112 \rangle$ direction. As the skyrmion lattice is weakly pinned to the $\langle 110 \rangle$ axis, two spots emerge on the horizontal axis. The temperature of 27.7 K ensures that we are in the center of the A-phase.

Figure 3.28 (b) to (e) show the four scattering pictures at the four combinations of magnetic field and current direction. It is the analogous picture to figure 3.21, where the vertical temperature gradient pointed in the same direction. A temperature of 26.8 K was chosen, which ensured a visible rotation. The current value was again $j = 2.22 \cdot 10^6 \text{ A/m}^2$. The current direction is parallel to the vertical axis of the sample and therefore coinciding with the $\langle 111 \rangle$ direction.

We can see that the rotational behavior is the same as in figure 3.21. This suggests that the rotational behavior is independent of the crystal orientation.

Figure 3.29 shows the difference pictures of the diffraction patterns in figure 3.28 (b) to (e). It is the analogous picture to figure 3.22 and indicates the same rotational behavior.
Figure 3.28: Diffraction patterns of the A-phase where the vertical sample axis is parallel to \langle 111 \rangle and the beam direction is parallel to \langle 112 \rangle at zero current in (a) and the four different combinations of magnetic field direction and current direction in (b) to (e). (b) Combination with magnetic field and current direction both positive. The scattering pattern is rotated clockwise. (c) Current direction negative, magnetic field positive. Scattering pattern has rotated anti clockwise. (d) Both magnetic field and current direction negative. Rotation is the same as in (b). (e) Negative magnetic field, positive current. Rotation is the same as in (c). The rotational sense with current is the same as in figure 3.21.
Figure 3.29: Differences of the scattering pictures in 3.28 (b) to (e). (a) Picture with negative current is subtracted from picture with both magnetic field and current direction positive. The anti clockwise rotation is visible. (b) Picture with both directions negative is subtracted from picture with both positive. No rotation is visible. (c) Picture with negative magnetic field is subtracted from picture with both directions positive. Same rotation as in (a). (d) Picture with negative magnetic field is subtracted from picture with negative current. Like in (b), no rotation is visible.
Different sample shape

Moreover, a sample with different shape (sample (iii) in table 2.1) was examined. As the sample is very thin and broad, it certainly has different demagnetizing fields. The question was whether the shape provokes any difference in the observed spin torque effects. Unfortunately, the sample broke during the experiment due to a micro fissure. Therefore, only few data could be taken. But this data indicates the same rotational behavior of the scattering patterns under current as observed in the other samples. Even the directional dependence of the rotational sense on the direction of the vertical temperature gradient seemed to be identical.

3.4.6 Current parallel to the skyrmion lines

We also tried the set-up with the magnetic field pointing in vertical direction (see figure 2.8 (b)), and thus parallel to the current direction. The current direction is then parallel to the skyrmion lines.

Figure 3.30 presents the data taken in neutron diffraction with the magnetic field pointing in vertical direction. The data was taken with sample (ii). The pictures are the summed-up intensity of a coarse rocking scan to ensure that no scattering signal from the horizontal peaks is missing. Figure 3.30 (a) shows the scattering pattern with no current applied. The temperature is 27.25 K, well inside the A-phase. The spots 1 and 3 are remnants of the conical phase and the spots 2 and 4 are two spots of the hexagonal scattering pattern of the A-phase. The hexagon of the skyrmion lattice lies now in the horizontal plane and only two spots can be made visible on the horizontal axis. The simultaneous existence of the conical phase and the A-phase can be explained by small temperature gradients that exist in the sample.

The diffraction pattern under an applied electric current density of \( j = 1.24 \cdot 10^6 \text{ A/m}^2 \) in vertical direction and thus parallel to the skyrmion lines is shown in figure 3.30 (b). Neither the spots of the conical phase nor the spots of the skyrmion lattice show any rotation or broadening whatsoever. For the same current density applied perpendicular to the skyrmion lines, strong rotations were seen in that sample.
Figure 3.30: (a) Scattering picture (sum over a coarse rocking scan) in the A-phase at zero current with the magnetic field in vertical direction perpendicular to the neutron beam. The spots on the vertical axis (peak 1 and 3) are remnants of the conical phase, the peaks 2 and 4 on the horizontal axis are peaks of the skyrmion lattice which lies now in the horizontal plane. (b) Same as in (a) but with current applied in vertical direction parallel to the magnetic field. No changes to (a) are observable.

3.5 Discussion of the spin transfer torque experiments

We have described how we used neutron scattering to observe directly the influence of an electric current on the magnetic structure of MnSi. We observed non trivial current induced effects.

These effects were only seen in the A-phase of MnSi, which in the course of our experiments was identified as a skyrmion lattice, where the spins form a lattice of magnetic vortices, which are reminiscent of the vortex lattice in type II superconductors.

We were able to observe that the diffraction pattern of the skyrmion lattice rotates by an angle $\Delta \Phi$ when the currents exceed an ultra low threshold value of $10^6 \text{Am}^{-2}$, which is over five orders of magnitude smaller than the ones typically used in other spin transfer torque measurements that also examine the current driven magnetization dynamics, but are typically done in nanostructures of ferromagnetic metals and semiconductors. Some of those experiments were mentioned in 1.5.

In order to explain our results, a theory was elaborated in intensive collaboration with the group of Achim Rosch in Cologne, which shall be briefly described. The outline of this discussion follows [4].

3.5.1 Qualitative explanation of the results

Firstly, a brief and qualitative discussion will be done explaining the central parts of the theory. In accordance with the theory, our observation can be explained by an
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extremely efficient coupling of spin currents to the topologically stable knots in the spin structure of the skyrmion lattice in MnSi and by the fact that the spin currents are inhomogeneous within the sample.

The skyrmion lattices in chiral magnets like MnSi are coupled very weakly to the atomic crystal structure \[1\]. Therefore, one expects them to pin very weakly to disorder. Furthermore, electric currents with density \( j \) couple very efficiently to skyrmions because of their magnetic vorticity. This can be explained in the following way: Electric currents also lead to spin currents, \( j_s \), because the conduction electrons in the magnetic metal are partially spin-polarized with their spins oriented parallel to the local magnetization. When the spins follow the winding of the local magnetization, they pick up a quantum mechanical phase, the Berry phase, which leads to a very efficient, topologically quantized gyromagnetic coupling \[97\] of the spin currents to the skyrmions, able to deflect the current. This deflection has been observed as an additional topological contribution to the Hall effect \[98\]. Correspondingly, there is also a force on the magnetic structure which can be interpreted as an effective Magnus force acting on the skyrmions \[99\]. In figure \[3.31\] this Magnus force, which is perpendicular to current and field direction, is sketched together with an additional drag force arising from the flow of spin current. The Magnus and drag forces may lead to a translational motion of the skyrmion lattice, which, however, is very difficult to detect in a neutron scattering experiment. The instrumental resolutions are not sufficient for that purpose.

It has been described that in order to see the rotational effect a small temperature gradient on the sample was necessary. In the presence of a small temperature gradient, the magnetization varies in magnitude across a domain of the skyrmion lattice, and the spin currents vary accordingly. This effect of varying magnetization and therefore spin current is rather strong here (orders of magnitude estimates of the forces are given below) as the skyrmion lattice is only stable close to the transition temperature \( T_c \), where small variations in \( T \) produce large variations in the amplitude of the local magnetization. Therefore, the strength of the Magnus force varies across the skyrmion lattice, see figure \[3.31\]. This induces a net torque and thus a rotation which can directly be measured by neutron scattering. In contrast, the translation of the skyrmion lattice cannot be measured because, as already mentioned above, the instrumental resolution is not sufficient in neutron scattering.

3.5.2 Theory and estimates

The theory developed by the group of Achim Rosch will be briefly described without going into the details. Special emphasis is put on estimates made by this theory in order to help explain our results.

In our measurements, the electric current was applied along bar-shaped single crystals. The direction of the current was perpendicular to the magnetic field and therefore to the skyrmion lines. The neutron beam was parallel to the magnetic field. Only in this set-up (other set-ups were tried as well, as already described) could we see any non-trivial current induced effects.
Figure 3.31: Schematic depiction of the spin transfer torque effects on the skyrmion lattice. The set-up with magnetic field parallel to the neutron beam is shown. The skyrmion lines are parallel to the line of sight, which is also the direction of neutron beam and magnetic field. The skyrmion vortex structure is depicted symbolically by the small black arrows. The current flow is in vertical direction. A temperature gradient in vertical direction combined with the electric current in the same direction induces inhomogeneous Magnus and drag forces and therefore a rotational torque.

The rotation has the following characteristics:

- The entire scattering pattern rotates around its center, i.e., all spots move by the same angle, although the electric current has a distinct direction.
- When changing the sign of the direction of the current or the direction of the applied magnetic field, the rotational sense changes sign.
- The rotation starts above a well-defined threshold of order $j_c \approx 10^6 \text{Am}^{-2}$. For $|j| > j_c$, the scattering pattern rotates and the rotation angle rises steeply with rising $|j| - j_c$.

We can exclude a number of potential parasitic effects:

- Heating alone cannot explain the observed rotations. The temperature difference $\Delta T$ between the sample surface and the sample support was monitored. A smooth quadratic increase with current density is seen, as already described. This quadratic increase is independent of the direction of the current. This is in contrast to the observation showing
  - an antisymmetrical current dependence of the rotation angle $\Delta \Phi$ and
  - the pronounced threshold at $|j| = j_c$.

Also, there are no changes of orientation of the skyrmion lattice as a function of temperature at $j = 0$ [100] [96] [101], which rules out temperature changes as a cause of the rotations of the skyrmion lattice.
• The Oersted field is the magnetic field created by the current through the sample. But for the current densities applied in our study, the Oersted field reaches a maximal value of roughly 1 mT, which is much smaller than the applied magnetic field of 175 mT in the A-phase, and therefore negligible.

• For current parallel to the skyrmion lines or the helimagnetic state, neither a rotation nor a broadening are observed. So, our observations are restricted to a very specific set-up. One would expect parasitic effects to show up in a more general way independent of specific configurations. Certainly, a specific directional dependence would not be expected from simple ohmic heating effects.

The starting point of a more quantitative analysis of the forces acting on the skyrmion lattice is a Ginzburg Landau free energy:

\[ F[M] = \int d^3 r \left( r_0 M^2 + J(\nabla M)^2 + 2D M \cdot (\nabla \times M) + U M^4 - B \cdot M \right). \] (3.2)

Here \( M(r) \) is the local magnetization, \( B \) the external magnetic field and \( r_0, D, J, U \) are parameters with the constraint \((U, J > 0)\) [24][21]. As shown in [1], this theory describes the formation of the skyrmion lattice and its stabilization by thermal fluctuations. The energy scales and the hierarchy of forces in the system are determined by the strength of spin orbit coupling, \( \lambda_{SO} \), which is very small in MnSi. The Dzyaloshinsky Moriya interaction \( D \propto \lambda_{SO} \) determines the size of the skyrmions and the distance between them. In analogy, in the helimagnetic case this force determines the periodicity length of the helix. The distance between the skyrmions is given by \( J/D \propto 1/\lambda_{SO} \) (for details see [1]).

In our case, the influence of three small additional forces, which are not included in equation 3.2 has to be considered:

• spin transfer torques, i.e., current induced forces
• pinning forces
• anisotropy terms

These terms determine the origin of our observations:

• The rotation and the angle \( \Phi \) of the rotated diffraction pattern and
• the presence of a threshold of current density to trigger the rotations.

Spin transfer torques are calculated by, e.g., a Landau Lifshitz Gilbert (LLG) equation or variants of Landau Lifshitz Bloch equations [102]. These equations consider the reactive Magnus force and the dissipative drag force. Both forces are believed to be of the same order of magnitude [103]. The strength of the dissipative forces is determined by the parameter \( \beta \) in the LLG equations and is unknown, but one
can estimate the strength of the reactive forces. As explained above in the more qualitative description of the mechanisms involved, the Magnus forces arise when the spin of an electron picks up a Berry phase in a skyrmion lattice, which can be expressed as an Aharonov Bohm phase arising from a fictitious magnetic field. This is discussed in more detail in [98] [104] [105] [106]. The fictitious magnetic field is

$$B_{\text{eff}}^i = \frac{\Phi_0}{\delta \pi} \epsilon_{ijk} \dot{M} (\partial_j \dot{M} \times \partial_k \dot{M}),$$

(3.3)

where $\dot{M} = M / |M|$ is the direction of the magnetization and $\Phi_0 = \hbar/e$ is the flux quantum.

In the skyrmion lattice of MnSi, $B_{\text{eff}}$ has a topologically quantized average strength of (-1) times a flux quantum per area of the magnetic unit cell, $B_{\text{eff}} \approx 2.5 \text{T}$ (a more detailed explanation of this can be found in [98]). This effective field couples directly to the spin current $j_s$.

From $B_{\text{eff}}$, an effective Lorentz force arises, which has been observed experimentally in MnSi as a topological contribution to the Hall effect [98] [107]. Because the electrons are deflected, a force acts on the magnetic structure, which generates an efficient gyromagnetic coupling of the current to the skyrmion lattice [97] [99]. The counter force of the Lorentz force is the Magnus force per volume, $f_M$, which acts on the skyrmions. Its strength may be estimated as

$$f_M \approx e j_s B_{\text{eff}} \approx p(T) \cdot \frac{2.5 \cdot 10^6 \text{N}}{10^6 \text{Am}^{-2}} \cdot \frac{\text{m}^3}{\text{m}^3} \approx p(T) \cdot \frac{2.7 \cdot 10^{-10} k_B T_c}{a^4},$$

(3.4)

where $a \approx 4.58 \text{Å}$ is the lattice constant of MnSi and $T_c \approx 29.5 \text{K}$ is the ordering temperature.

The local polarization is temperature-dependent and is defined as the ratio of the spin and charge current times the elementary charge, $p(T) = e j_s / j$. For the skyrmion phase it can be estimated $p(T) \approx 0.1$ (see [98]).

When this local polarization is inserted into equation (3.4) then one can see that already at the studied current densities $j$ of $10^6 \text{Am}^{-2}$ the resulting forces are considerable and much larger than, e.g., gravitational forces on the sample.

But at the same time, the forces are small in respect of the microscopic units, $k_B T_c / a^4$ (cf. equation (3.4)). This raises the question why the critical currents are so small.

For $j < j_c$, the current induced forces are outweighed by pinning forces. These pinning forces are due to disorder and due to pinning by the underlying regular atomic crystal lattice. The pinning forces due to the crystal lattice may be neglected because they are exponentially small in $1/\lambda_{SO}$ [80]. This means that the pinning forces must arise from disorder.

It is interesting to compare this situation with the vortices in type II superconductors. There, the vortex cores are pinned by disorder. This pinning can be very
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Efficient because the order parameter (in this case the superconducting wave function, or simply the cooper pair density) vanishes on the core of the vortex and varies on a length scale typically much smaller than the vortex distance [108]. On the contrary, the amplitude of the magnetization of the skyrmion lattice (which plays the role of the order parameter here) is smooth and varies only weakly [1].

Several effects contribute to the very weak pinning in MnSi:

- The defect concentration in our samples is very low. This is seen by the large charge carrier mean free paths around 1000 Å, derived from the high residual resistivity ratio (RRR).
- The free energy density of the skyrmion lattice is small. It is estimated from the measured specific heat [109] and amounts to $\Delta F/V \sim 10^{-2} k_B T_c / a^3$.
- Pinning forces, which arise from the coupling to the magnitude of the magnetization, are small, because the magnitude varies slowly and by less than ±20% within the magnetic unit cell [1].
- The coupling of disorder to the direction of the spins is due to spin orbit interactions and hence very small.
- The forces, i.e., the energy changes per length, are small because the distance between the skyrmions is about a factor 40 larger than the lattice constant of MnSi ($a \approx 4.58$ Å).

When taken together, these effects imply that even very strong defects, which destroy the magnetization locally, lead to a very small pinning force, $F_{\text{max}} \lesssim 10^{-5} k_B T_c / a$ per impurity. The measured critical current density $j_c$ and the estimate of the Magnus force in equation 3.4 are therefore in accordance with strong pinning defects with a density below 1 ppm. Even if the real density of defects is higher in reality, their influence might be very weak since the system is in the collective pinning regime, which is known, e.g., from vortices in superconductors [108]. It means that the pinning forces average out because they are of random orientation and the skyrmion lattice has a pronounced rigidity.

Now the cause of the rotations and their size is being addressed in a quantitative way. The rotation of the skyrmion lattice for $j > j_c$ is determined by the balance of the torques $\tau_M$ and $\tau_L$. $\tau_M$ is the torque due to the inhomogeneous Magnus forces and $\tau_L$ is the torque due to the atomic lattice. For symmetry reasons, the orientation of a skyrmion lattice (described by a third rank tensor) cannot be linearly influenced by the current $j$ because of the hexagonal symmetry of the skyrmion lattice. A temperature gradient, however, breaks the symmetry and induces a varying magnetization amplitude, as the skyrmion lattice only exists close to $T_c$. These variations of the magnetization lead to variations in the polarization $p(T)$ of the electric currents. The Magnus force, which is described by equation 3.4, is proportional to the spin currents and thus to $p(T)$. As a result of the varying polarization $p(T)$, the Magnus force will be larger at the cold side of the skyrmion lattice than at the hot
This results in a net torque per volume
\[ \tau_M \sim \int \mathbf{r} \times \mathbf{f}_M(r) d^3r / V. \]

Now, equation 3.4 is used for an order of magnitude estimate. For this purpose, a spatially varying \( p(T) \) is inserted and dissipative forces are neglected for the estimate. Then, the rotational torque per volume, \( \tau_M \), in direction of the fictitious magnetic field \( \mathbf{B}_{\text{eff}} \) for a skyrmion lattice domain of size \( R \) results in
\[ \tau_M \sim 10^{-10} \frac{j \cdot \nabla p}{10^6 \text{Am}^{-2}} \frac{R^2 k_B T_c}{a^3} \sim 10^{-5} \frac{k_B T_c}{a^3} \left( \frac{R}{1 \text{mm}} \right)^2. \] (3.5)

We inserted \( j \approx j_c \) and \( \nabla p \approx 0.1/10 \text{mm} \). The torque is proportional to the temperature gradient parallel to the current because
\[ \nabla p \approx \frac{\partial p}{\partial T} \nabla T. \]

For a visualization of this see figure 3.31. \( \tau_M \) changes sign when current, magnetic field or temperature gradient change sign. This explains the most important results of our measurements. When we consider that charge carriers are holelike [98] [107], the sign of \( \tau_M \) and the other forces (see figure 3.31) is in accordance with our measurements.

We have explained that the rotational torques are caused by gradients in the spin current, which are induced via magnetization gradients that are, in turn, induced by temperature gradients.

We want to point out that it is more complicated to create a similar effect for vortices in superconductors, because, in contrast to the spin in skyrmion lattices, charge is exactly conserved. In order to induce rotations in superconductors, special tricks have to be used. In [110], a rotation of a superconducting vortex lattice was generated by varying current densities within the sample.

In order to estimate the factor \((R/1 \text{mm})^2\) in equation 3.5, an estimate of \( R \), the skyrmion lattice domain size, must be made. It can be deduced from the rocking width of the magnetic Bragg peaks of the skyrmion lattice. From these rocking curves, a lower limit of \( R > 1 \mu \text{m} \) is obtained.

Although the torque \( \tau_M \) might be small, it can lead to large rotation angles, because the balancing torque, \( \tau_L \), which determines the orientation of the skyrmion lattice with respect to the atomic lattice, is small. The rotation angle \( \Phi \) describes the orientation of the skyrmion lattice in the plane perpendicular to \( \mathbf{B} \) for \( j = 0 \). It is only fixed by higher order anisotropy terms, since the free energy of equation 3.2 to leading order is invariant under rotations around \( \mathbf{B} \). Because of the hexagonal symmetry of the skyrmion lattice, a potential that is proportional to \(-\cos(6\Phi)\) is needed to fix \( \Phi \). Such a potential can only occur due to terms suppressed by the small factor \( \lambda_{SO}^2 \) with \( \lambda_{SO} \sim 10^{-2} \). One of these terms is
\[ \int (\partial^3 x \mathbf{M})^2 + (\partial^3 y \mathbf{M})^2 + (\partial^3 z \mathbf{M})^2. \]
This term is proportional to the very small factor $\lambda_{SO}^6$ because the distance of skyrmions $\sim J/D$ is linearly dependent on $1/\lambda_{SO}$. On the contrary, the energy density of the skyrmion lattice, which is of the order of $\Delta F/V \sim 10^{-2} k_B T_c/a^3$, is proportional to $\lambda_{SO}^2$.

The torque per volume arising from the coupling to the atomic crystal lattice, $\tau_L$, is then of the order

$$\tau_L \sim -10^{-2} \lambda_{SO}^4 \frac{k_B T_c}{a^3} \sin(6\Phi).$$

(3.6)

For small rotation angles, one sees from equation (3.6) that the torque $\tau_L$ is linearly dependent on the rotation angle $\Phi$. Contrary to the torques resulting from the inhomogeneous Magnus force, $\tau_L$ is independent of the domain size $R$.

The rotation $\Phi$ is governed by the balance of $\tau_M$ and $\tau_L$. The small prefactor in equation (3.6), $10^{-2}\lambda_{SO}^4$, allows for the large rotation angles seen in our measurements, even for small domains, i.e., small $R$.

For $j > j_c$, simultaneous to the rotation, probably also a linear motion of the magnetic structure begins, because the rotation of a magnetic domain needs a depinning from defects, which would also allow for a translational movement corresponding to the forces acting on the structure (see also figure 3.31). As the domains move, the spin currents that are inserted in all formulas above have to be calculated in a frame of reference that moves with the domain. The translational motion experiences frictional forces which determine the velocity of the motion. These frictional forces break Galilean invariance. Because the velocity of the translational motion enters in all the formulas given above, the rotation finally also depends strongly on the frictional forces.

Now, the observed broadening of the scattering pattern in the presence of a current will be discussed briefly. It can have different origins:

- The rotational torques, given in equation (3.5), depend strongly on the size of the domain and the local $T$ gradients. This may give rise to a distribution of rotation angles, which is visible as a broadening of the diffraction peaks.

- For the symmetrical set-up with no extra forced temperature gradient (here we could not see the rotations), symmetrical thermal gradients may explain the spread of the angular distribution and the corresponding broadening of the diffraction peaks.

- An irregular shape of magnetic domains can lead to additional rotational torques of random sign, giving rise to a distribution of rotation angles and the corresponding broadening of the diffraction peaks.

- The interplay of pinning and Magnus forces can give rise to extra rotations. During the depinning, in some regions of the sample the rotation already starts, when at other regions this process has not started yet. The consequence would be a distribution of rotation angles and the corresponding broadening of the diffraction peaks.
3.5.3 Conclusion and outlook of the spin transfer torque measurements

The next experimental challenge will be the direct observation of the current induced motion of the skyrmion lattice in real space. Typical velocities of the motion to be expected will be similar to the drift velocity of the conduction electrons $v_D$, which is given by the current density divided by the number density of the electrons. It is assumed that $v_D \ll 1 \text{ mm/s}$.

In conclusion, we observed spin transfer torques at ultra low current densities of order $10^6 \text{ Am}^{-2}$ in the skyrmion lattice of MnSi. We conclude that helical magnets and non trivial topological structures are very convenient to improve the knowledge of spin transfer torque effects. As an example, spin transfer torques might be applied to manipulate single skyrmions, which were recently discovered in thin samples [101]. Surfaces and interfaces of complex magnetic structures could also show spin torque effects [111].
Chapter 4

Results of the spin fluctuation measurements

4.1 Determining $T_c$

In order to determine the transition temperature $T_c$, temperature scans were done on the magnetic satellite.

The quadratic symbols in figure 4.1 represent the temperature scan for MnSi on one of the magnetic satellite peaks. The temperature range begins at zero, but only temperatures around the transition temperature were measured, where the intensity already drops rapidly with increasing temperature. The transition temperature is $T_c = 28.9\, K$ (indicated by the arrow). Above $T_c$, an intensity tail is visible, which originates from critical scattering. The value for $T_c$, the steep slope at $T_c$ and the intensity tail due to critical scattering are in agreement with literature.

![Figure 4.1: Temperature scan of the magnetic satellite in MnSi and Mn$_{1-x}$Fe$_x$Si. The transition temperatures are indicated by arrows. Error bars are smaller than symbol size.](image)

In Mn$_{1-x}$Fe$_x$Si, there are no discrete magnetic peaks, instead, the magnetic scattering is smeared out on a sphere with a radius corresponding to the helical pitch because the direction of the helices is not pinned due to small anisotropy terms, i.e.,
the magnetic Bragg peaks are distributed on a sphere in reciprocal space. The triangular symbols in figure 4.1 represent the temperature scan on a selected point on the sphere. The intensities between the quadratic symbols and the triangular symbols cannot be compared. The temperature dependence is very different from the one in MnSi. The intensity also drops with increasing temperature, but no sharp transition is visible. Therefore, the transition temperature cannot be determined with this plot, but one can see that it is much lower than in MnSi. Bulk measurements \[47\] determined a \(T_c\) of 6.5 K (indicated by the arrow). The reason that the transition temperature \(T_c\) is much lower than in MnSi is the disorder introduced by the doping with Fe atoms. Furthermore, the intensity of the magnetic signal in Mn\(_{1-x}\)Fe\(_x\)Si compounds is much weaker than in MnSi, which is also due to the disorder and, in particular, to the fact that the intensity is distributed on a sphere in reciprocal space instead of discrete peaks.

The incoherent elastic scattering is a constant background in both temperature scans. It is much larger in Mn\(_{1-x}\)Fe\(_x\)Si than in MnSi due to the different neutron scattering lengths of Mn and Fe. The scattering length for Mn is \(b_1 = -3.73\) fm, and the scattering length for Fe is \(b_2 = 9.45\) fm. In our Mn\(_{1-x}\)Fe\(_x\)Si sample with \(x = 0.12\), the concentrations are \(c_1 = 0.88\) for Mn and \(c_2 = 0.12\) for Fe. The incoherent cross section is defined as \(\sigma_{\text{inc}} = 4\pi(b^2 - (\overline{b})^2)\). With \(\overline{b} = c_1b_1 + c_2b_2\) and \(\overline{b}^2 = c_1b_1^2 + c_2b_2^2\), this results in \(\sigma_{\text{inc}} = 4\pi c_1c_2(b_1 - b_2)^2\). Therefore, a large difference in scattering lengths results in large incoherent scattering. In figure 4.1, the incoherent elastic scattering of MnSi is negligible, but for Mn\(_{1-x}\)Fe\(_x\)Si, it can be assumed that the intensity at the highest temperatures of around 15 K, i.e. at temperatures much higher than \(T_c = 6.5\) K, is mainly due to incoherent scattering. Obviously, the magnetic scattering below \(T_c\) in Mn\(_{1-x}\)Fe\(_x\)Si is of the same order of magnitude as the incoherent scattering.

### 4.2 Measurement of pure MnSi at PANDA

In the following, the results are presented that were obtained in the measurements of pure MnSi at PANDA.

The wave vector of the scattered neutrons was \(k_f = 1.2\ \text{Å}^{-1}\), which corresponds to a neutron energy of 2.98 meV. The collimation was 80' in all four spectrometer arms, resulting in a measured energy resolution of 0.074 meV.

In the experiment, the quasi-elastic spectra were measured at different constant \(q\) vectors and at different temperatures above \(T_c\).

Figure 4.2 illustrates schematically the reciprocal space near the nuclear (110) Bragg peak with the magnetic satellite peaks and the reciprocal space positions of the points where the quasi-elastic spectra are measured. The \(q\) vectors were all parallel to the [110] crystalline direction. The reciprocal space units of the \(q\) vectors were \(Q = (1 - \zeta, 1 - \zeta, 0)\) with \(\zeta = 0.045, 0.050, 0.054\) and 0.075. A ring centered around the nuclear peak is drawn through the magnetic satellite peaks (red dashed line). It represents the intersection of the horizontal plane with a sphere in reciprocal space.
that has a radius corresponding to the helical pitch. The reduced $q$ vector $q_{\text{red}}$ shall be defined as the distance between the reciprocal space position of the measurement point and the nearest point on the ring. The distance to the nuclear (110) Bragg peak shall be defined as $q_{\text{nucl}}$.

**Figure 4.2:** Schematic view of the reciprocal space near the nuclear (110) peak with the magnetic satellite peaks (red points) and the positions of the points where the quasi-elastic spectra are measured (green points). The $\zeta$ values are 0.045, 0.050, 0.054 and 0.075. The resolution is shown by the ellipse drawn in magenta.

Table 4.1 shows the $\zeta$ values, the corresponding $q_{\text{nucl}}$ and $q_{\text{red}}$, and the temperatures at which the measurements were carried out. The wave vector of the helix in MnSi is 0.038 Å⁻¹, corresponding to $\zeta = 0.019$.

**Table 4.1:** Reciprocal space positions and temperatures of the measurements.

<table>
<thead>
<tr>
<th>$\zeta$</th>
<th>$q_{\text{nucl}}$ (Å⁻¹)</th>
<th>$q_{\text{red}}$ (Å⁻¹)</th>
<th>$T$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.045</td>
<td>0.088</td>
<td>0.050</td>
<td>$T_c, T_c+0.075, T_c+0.15, T_c+0.45, T_c+1.2, T_c+2, T_c+3, T_c+4$</td>
</tr>
<tr>
<td>0.05</td>
<td>0.098</td>
<td>0.060</td>
<td>$T_c+2.1$</td>
</tr>
<tr>
<td>0.054</td>
<td>0.106</td>
<td>0.068</td>
<td>$T_c+0.15, T_c+0.45, T_c+0.95, T_c+1.2$</td>
</tr>
<tr>
<td>0.075</td>
<td>0.146</td>
<td>0.108</td>
<td>$T_c+0.15, T_c+0.45, T_c+1.2, T_c+2.1$</td>
</tr>
</tbody>
</table>

The measured intensities and their errors were normalized for a counting time of 30 seconds per point, i.e. they were divided by the number of incident neutrons and then multiplied by a factor corresponding to a measurement time of 30 seconds (given on the label of the $y$-axis). This measurement time gives us a scale for the signal strength. The real typical measurement times were 3.5 minutes per point at the central peak (high intensity) and 10 minutes per point at the intensity tails.

Figure 4.3 shows as an example a scan as measured for $\zeta = 0.045$. The raw data is represented by the black symbols. The background measurement is represented by the blue symbols. The background was measured at a low temperature of 3.5 K, where the contribution of magnetic scattering at $E = 0$ can be neglected and only the incoherent elastic scattering is relevant. The background points are fitted by a Gaussian (blue line), assuming a Gaussian instrument resolution. This Gaussian is
then subtracted from the data shown in black, resulting in the difference data shown in red, which is the convolution of the instrument resolution with the Lorentzian line shape of the paramagnetic scattering. This difference data will be analyzed in the following.

![Figure 4.3](image_url)

**Figure 4.3:** Raw data shown in black, background data in blue. The background is fitted by a Gaussian (blue line) which is then subtracted from the black data, resulting in the red difference data.

The analysis will be done using the four-dimensional deconvolution in \((q, \omega)\) space with the program ResLib 3.4a [112]. It was developed by Andrey Zheludev, ETH Zürich, and is written in MATLAB.

The cross section contains a spectral weight function, which is assumed to be a Lorentzian in energy, and the Bose factor \(\langle n \rangle\) [5] [113].

\[
S(q, \omega) = k_B T \cdot A_L \cdot \frac{1}{\pi} \cdot \frac{\Gamma}{(\hbar \omega)^2 + \Gamma^2} \cdot \frac{\hbar \omega}{k_B T} \cdot \langle n + 1 \rangle,
\]

(4.1)

with

\[
\langle n + 1 \rangle = \frac{1}{1 - \exp(-\hbar \omega/k_B T)}.
\]

(4.2)

\(A_L\) is a measure for the intensity of the magnetic scattering (it becomes larger with more material in the beam) and \(\Gamma\) is the linewidth (HWHM). The parameters \(A_L\) and \(\Gamma\) were fitted. For isotropic ferromagnets, \(A_L\) is given in a good approximation by

\[
A_L = \chi(0) \frac{\kappa^2}{\kappa^2 + q^2},
\]

(4.3)

where \(\chi(0)\) is the bulk susceptibility and \(\kappa\) is the inverse correlation length. For MnSi, \(\kappa^2\) can be approximated by [6]

\[
\kappa(T)^2 = \kappa_0^2 \cdot \frac{T - T_c}{T_c}.
\]

(4.4)
Ishikawa et al. determined a value of \( \kappa_2^2 = 0.0325 \AA^{-2} \) \cite{6}. As MnSi is considered to be a weak itinerant ferromagnet, the \( q \) dependence of the linewidth is given as \cite{5}\cite{6}\cite{6}

\[
\Gamma(q) = \Gamma_0 \cdot q(\kappa^2 + q^2). \tag{4.5}
\]

In earlier works \cite{5}\cite{6}, the fluctuations were measured assuming that the relevant momentum transfer \( q \) is related to the nuclear Bragg peak (as for an isotropic ferromagnet), and therefore \( q_{\text{nucl}} \) was used as \( q \) in the equations above. In our case, we have a helimagnet, where the Dzyaloshinsky Moriya interaction plays a decisive role. In more recent works \cite{9}\cite{8}\cite{37}\cite{7}, the helimagnetic structure is considered by using \( q_{\text{red}} \) as \( q \), because the relevant momentum transfer is related to the wave number of the helical pitch.

In the quasi-elastic spectra, after subtracting the background, a sharp spurion still remained close to \( T_c \) at low values of \( \zeta \). In figure 4.4 the data at \( \zeta = 0.045 \) and \( T = T_c \) after subtracting the background is displayed. The red data points on the positive energy side show the spurion. It only appears on the neutron energy loss side (positive energies). Note, this spurion is absent in figure 4.3 because of the larger temperature there (\( T_c + 2 \) K). The vanishing of the spurion with rising temperature indicates that it is of magnetic origin (e.g. it can be caused by erroneous scattering at a magnetic satellite in combination with incoherent scattering from the monochromator or analyzer, see \cite{94}). In order to remove it, it was parameterized by the green Gaussian curve, which was subtracted from the data, resulting in the data represented by the black symbols. However, even after the subtraction of the spurion, a broad shoulder remains at the positive energy side. This shoulder is considered as a spurious remnant and will be fitted during the course of the data analysis by a broad Gaussian centered at the position of the (removed) spurion:

\[
A_G \cdot \exp\left(-\frac{(\omega - \omega_G)^2}{2 \cdot \sigma^2}\right). \tag{4.6}
\]

The overall cross section was then the sum of equation 4.1 and 4.6. Initially, all three parameters \( A_G \), \( \omega_G \) and \( \sigma \) were fitted, but it turned out that \( \omega_G \) is roughly given by the position of the spurion (at 0.28 meV), therefore it was then fixed at that position. The width \( \sigma \) did not vary much between the data sets, and due to the strong correlation between all the fit parameters, \( \sigma \) was fixed for some data sets (namely the data at \( \zeta = 0.075 \)).

Figure 4.5 shows the analysis for \( \zeta = 0.045 \) at all measured temperatures. The temperatures are rising from (a) to (h). The black symbols represent the data after subtracting the background due to incoherent elastic scattering. The spurion centered at around 0.28 meV is shown by the white symbols. It is only visible at low temperature in (a) and (b). The red line represents the Lorentzian cross section of equation 4.1 that was obtained by taking the resolution into account. It was fitted together with the broad Gaussian in equation 4.6, which is shown by the dashed red line. The black line is the convolution of the instrument resolution with the overall cross section (sum of red line and dashed red line), which fits the data well. The red curves are scaled so that the highest point of the red curve coincides with the highest point of the black curve. The scale of the energy and the intensity is the same in all spectra. One can see that the linewidth of the Lorentzian decreases with
increasing temperature. The energy resolution (FWHM) is shown by the blue scale in figure 4.5 (a). It can be seen that the energy resolution of PANDA was excellent.

Figures 4.6, 4.7 and 4.8 show the similar analysis for $\zeta = 0.050$, $\zeta = 0.054$ and $\zeta = 0.075$, respectively. The scales of the energy are the same as in figure 4.5. The data indicates that the magnetic signal drops significantly with increasing $\zeta$ (therefore, the scale of the intensity was adapted).
Figure 4.5: Analysis for $\zeta = 0.045$ at all measured temperatures (rising from (a) to (h)). Black symbols: Data after background subtraction. White symbols: Spurion. Red line: Lorentzian cross section. Dashed red line: Gaussian to fit the shoulder. Black line: Convolution of instrument resolution with overall cross section, which fits the black data points. The energy resolution is shown by the blue scale in (a).
Figure 4.6: Analysis for $\zeta = 0.05$. Only one temperature was measured. The symbols have the same meaning as in figure 4.5. The energy resolution is shown by the blue scale.

Figure 4.7: Analysis for $\zeta = 0.054$. Rising temperature from (a) to (d). The symbols have the same meaning as in figure 4.5. The energy resolution is shown by the blue scale in (a).
Figure 4.8: Analysis for $\zeta = 0.075$. Rising temperature from (a) to (d). The symbols have the same meaning as in figure 4.5. The energy resolution is shown by the blue scale in (a).
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The fit parameters $A_L$, $\Gamma$ and $A_G$ are listed in tables 4.2 to 4.5 where each table is for one value of $\zeta$. The parameters $A_L$ and $A_G$ are given in arbitrary units, they cannot be compared within the table. The heights of the Lorentzian and the Gaussian relative to each other are correctly given by the red lines and the dashed red lines in figures 4.5 to 4.8. Also shown is the $\chi^2$ of the fit. It is often less than one. This is due to the fact that the background was fitted and then subtracted and that the errors of the background signal are included in the errors of the difference signal. Therefore, the difference signal can be smoother than the error bars might indicate, thus resulting in a small $\chi^2$. This effect is particularly strong at large $\zeta$.

Table 4.2: Parameters obtained in the fits at $\zeta = 0.045$.

<table>
<thead>
<tr>
<th>$\zeta$</th>
<th>$T$(K)</th>
<th>$A_L$ (a.u.)</th>
<th>$\Gamma$(meV)</th>
<th>$A_G$ (a.u.)</th>
<th>$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.045</td>
<td>$T_c + 0$</td>
<td>12.34±0.45</td>
<td>0.069±0.004</td>
<td>20.85±4.56</td>
<td>1.0</td>
</tr>
<tr>
<td>0.045</td>
<td>$T_c + 0.075$</td>
<td>12.34±0.43</td>
<td>0.059±0.004</td>
<td>21.66±4.35</td>
<td>0.9</td>
</tr>
<tr>
<td>0.045</td>
<td>$T_c + 0.15$</td>
<td>11.76±0.40</td>
<td>0.050±0.003</td>
<td>20.03±4.25</td>
<td>0.8</td>
</tr>
<tr>
<td>0.045</td>
<td>$T_c + 0.45$</td>
<td>12.49±0.39</td>
<td>0.044±0.003</td>
<td>19.92±4.18</td>
<td>1.1</td>
</tr>
<tr>
<td>0.045</td>
<td>$T_c + 1.2 K$</td>
<td>12.43±0.35</td>
<td>0.031±0.002</td>
<td>16.44±3.88</td>
<td>2.0</td>
</tr>
<tr>
<td>0.045</td>
<td>$T_c + 2$</td>
<td>11.52±0.32</td>
<td>0.030±0.002</td>
<td>13.78±3.75</td>
<td>2.5</td>
</tr>
<tr>
<td>0.045</td>
<td>$T_c + 3$</td>
<td>9.46±0.30</td>
<td>0.031±0.002</td>
<td>9.92±3.82</td>
<td>1.8</td>
</tr>
<tr>
<td>0.045</td>
<td>$T_c + 4$</td>
<td>7.48±0.38</td>
<td>0.033±0.004</td>
<td>5.63±4.26</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 4.3: Parameters obtained in the fit at $\zeta = 0.05$.

<table>
<thead>
<tr>
<th>$\zeta$</th>
<th>$T$(K)</th>
<th>$A_L$ (a.u.)</th>
<th>$\Gamma$(meV)</th>
<th>$A_G$ (a.u.)</th>
<th>$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.050</td>
<td>$T_c + 2.1$</td>
<td>8.78±0.36</td>
<td>0.041±0.004</td>
<td>8.32±4.61</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 4.4: Parameters obtained in the fits at $\zeta = 0.054$.

<table>
<thead>
<tr>
<th>$\zeta$</th>
<th>$T$(K)</th>
<th>$A_L$ (a.u.)</th>
<th>$\Gamma$(meV)</th>
<th>$A_G$ (a.u.)</th>
<th>$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.054</td>
<td>$T_c + 0.15$</td>
<td>7.28±0.48</td>
<td>0.103±0.010</td>
<td>8.81±3.56</td>
<td>0.5</td>
</tr>
<tr>
<td>0.054</td>
<td>$T_c + 0.45$</td>
<td>7.36±0.71</td>
<td>0.088±0.009</td>
<td>7.05±2.49</td>
<td>0.7</td>
</tr>
<tr>
<td>0.054</td>
<td>$T_c + 0.95$</td>
<td>7.97±0.40</td>
<td>0.071±0.006</td>
<td>6.95±3.21</td>
<td>0.5</td>
</tr>
<tr>
<td>0.054</td>
<td>$T_c + 1.2$</td>
<td>7.80±0.34</td>
<td>0.066±0.005</td>
<td>8.71±3.55</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 4.5: Parameters obtained in the fits at $\zeta = 0.075$.

<table>
<thead>
<tr>
<th>$\zeta$</th>
<th>$T$(K)</th>
<th>$A_L$ (a.u.)</th>
<th>$\Gamma$(meV)</th>
<th>$A_G$ (a.u.)</th>
<th>$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.075</td>
<td>$T_c + 0.15$</td>
<td>2.73±0.47</td>
<td>0.252±0.057</td>
<td>4.81±1.81</td>
<td>0.7</td>
</tr>
<tr>
<td>0.075</td>
<td>$T_c + 0.45$</td>
<td>2.79±0.43</td>
<td>0.215±0.045</td>
<td>4.73±1.79</td>
<td>0.6</td>
</tr>
<tr>
<td>0.075</td>
<td>$T_c + 1.2$</td>
<td>3.01±0.38</td>
<td>0.175±0.032</td>
<td>3.39±1.74</td>
<td>0.5</td>
</tr>
<tr>
<td>0.075</td>
<td>$T_c + 2.1$</td>
<td>3.43±0.51</td>
<td>0.144±0.022</td>
<td>3.41±1.71</td>
<td>0.3</td>
</tr>
</tbody>
</table>

The values of $A_L$ are plotted against the temperature in figure 4.9 where each color represents one value of $\zeta$. Clearly, $A_L$ decreases with increasing $\zeta$. This is in qualitative agreement with equation 4.3 as $q$ is in the denominator. At a constant $\zeta$
value, $A_L$ seems to be temperature-independent below approximately 31 K. The data at $\zeta = 0.045$ (the only data measured to higher temperatures) indicate a decrease with rising temperature above 31 K. According to equation 4.4, $\kappa$ increases with increasing temperature. As a consequence, the term $\frac{\kappa^2}{\kappa^2 + q^2}$ in equation 4.3 rises (it is zero at $\kappa = 0$ and reaches the value 1 asymptotically for $\kappa \rightarrow \infty$). Therefore, a decrease of $A_L$ with increasing temperature means, according to equation 4.3, that $\chi(0)$ decreases with increasing temperature, which is qualitatively expected from critical behavior.

![Figure 4.9](image1)

**Figure 4.9:** Plot of $A_L$ versus temperature. Each color represents one value of $\zeta$.

The temperature dependence of the linewidth $\Gamma$ is plotted in figure 4.10, where each color represents one value of $\zeta$. $\Gamma$ increases with increasing $\zeta$, in qualitative agreement with equation 4.5 as $q$ increases with $\zeta$. At constant $\zeta$ value, $\Gamma$ decreases with increasing temperature. The data at $\zeta = 0.045$ shows the decrease with temperature only at the low temperatures, at high temperatures, $\Gamma$ is independent of temperature. The data for $\zeta = 0.054$ and $\zeta = 0.075$ were only measured up to approximately 31 K and show a decrease with increasing temperature. This behavior is not in agreement with equation 4.5 and equation 4.4. Instead, according to the theory of weak itinerant ferromagnetism, an increase of $\Gamma$ with increasing temperature is expected.

![Figure 4.10](image2)

**Figure 4.10:** Linewidth $\Gamma$ plotted versus temperature. Each color represents one value of $\zeta$.

The parameter $A_G$, which is the amplitude of the shoulder as obtained by the Gaus-
sian fit, is plotted in figure 4.11 in dependence of the temperature, where each color represents one value of \( \zeta \). It decreases with increasing \( \zeta \). Furthermore, it decreases with increasing temperature, except the one for \( \zeta = 0.054 \), however, the error bars are so large that a decrease would still be within statistics for \( \zeta = 0.054 \). Both results are consistent with a magnetic origin of the shoulder, because the magnetic signal decreases rapidly with increasing temperature near \( T_c \) and because with increasing \( \zeta \), one is moving away from the magnetic Bragg peaks (see figure 4.2). We suppose that, at the low temperatures near 29 K, the resolution function still picks up some signal from the magnetic diffraction peaks or from their tails and, at the higher temperatures, from the magnetic fluctuations, which are very strong close to the magnetic satellites. This is suggested by the fact that the qualitative behavior of the data at \( \zeta = 0.045 \) in figure 4.9 is similar to the corresponding data in figure 4.11. Both show a decrease with increasing temperature.

\[
\begin{array}{cccccc}
\hline
\zeta & 0.045 & 0.050 & 0.054 & 0.075 \\
\hline
\end{array}
\]

Figure 4.11: Plot of \( A_G \) versus temperature. Each color represents one value of \( \zeta \).

4.3 Measurement of \( \text{Mn}_{1-x}\text{Fe}_x\text{Si} \) at PANDA

In the following, the results are presented that were obtained in the measurements of \( \text{Mn}_{1-x}\text{Fe}_x\text{Si} \) with \( x = 0.12 \) at PANDA.

The wave vector of the scattered neutrons was \( k_f = 1.3 \text{ Å}^{-1} \), which corresponds to a neutron energy of 3.5 meV. Both monochromator and analyzer were horizontally focusing. The measured energy resolution was 0.085 meV.

In the experiment, the quasi-elastic spectra were measured at different constant \( q \) vectors at a temperature of 20 K, which is considerably higher than the magnetic transition temperature \( T_c = 6.5 \text{ K} \), making sure that we are in the paramagnetic phase but still low enough to allow for clearly observable paramagnetic scattering.

Figure 4.12 illustrates schematically the reciprocal space near the nuclear (110) Bragg peak with the reciprocal space positions of the points where the quasi-elastic spectra are measured. The \( q \) vectors were all lying on the [110] crystalline direction. The reciprocal space positions were \( Q = (1 + \zeta, 1 + \zeta, 0) \) with \( \zeta = 0.04, 0.06, 0.07, 0.08, 0.095, 0.1, 0.125 \) and 0.15. In contrast to pure MnSi, no discrete magnetic
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peaks appear, instead, the magnetic scattering below $T_c$ shows up on a ring (shown in red), which is the intersection of the horizontal plane with a sphere in reciprocal space. The reduced $q$ vector $q_{\text{red}}$ is defined as the distance between the reciprocal space position of the measurement point and the nearest point on the ring. The distance to the nuclear (110) Bragg peak shall be defined as $q_{\text{nuc}}$.

![Figure 4.12: Schematic view of the reciprocal space near the nuclear (110) peak with the satellite ring and the positions of the points where the quasi-elastic spectra are measured.](image)

Table 4.6 shows the $\zeta$ values, the corresponding $q_{\text{nuc}}$ and $q_{\text{red}}$, and the temperature at which the measurements were carried out (which was always 20 K).

<table>
<thead>
<tr>
<th>$\zeta$</th>
<th>$q_{\text{nuc}}$ (Å$^{-1}$)</th>
<th>$q_{\text{red}}$ (Å$^{-1}$)</th>
<th>$T$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04</td>
<td>0.078</td>
<td>0.01</td>
<td>20</td>
</tr>
<tr>
<td>0.06</td>
<td>0.117</td>
<td>0.049</td>
<td>20</td>
</tr>
<tr>
<td>0.07</td>
<td>0.136</td>
<td>0.068</td>
<td>20</td>
</tr>
<tr>
<td>0.08</td>
<td>0.156</td>
<td>0.088</td>
<td>20</td>
</tr>
<tr>
<td>0.095</td>
<td>0.185</td>
<td>0.117</td>
<td>20</td>
</tr>
<tr>
<td>0.1</td>
<td>0.195</td>
<td>0.127</td>
<td>20</td>
</tr>
<tr>
<td>0.125</td>
<td>0.243</td>
<td>0.175</td>
<td>20</td>
</tr>
<tr>
<td>0.15</td>
<td>0.292</td>
<td>0.224</td>
<td>20</td>
</tr>
</tbody>
</table>

Figure 4.13 shows one of the measurements as an example. The raw data measured at 20 K is represented by the black triangles pointing upward. The background measurement is represented by the blue triangles pointing downward.

The background was measured at a high temperature of 80 K, far above $T_c$, to ensure that there is no magnetic contamination in the quasi-elastic spectra. In fact, we just assume that the data at 80 K shows the background. This implies that the large peak at zero energy, where the data at 20 K and the background at 80 K have virtually the same height, is due to a dominant incoherent scattering in Mn$_{1-x}$Fe$_x$Si. In case this assumption was wrong, and the large peaks at zero energy were produced by magnetic scattering at 20 K and 80 K, then equation 4.4 and equation 4.5 with a value of $T_c = 6.5$ K and a $q$ of 0.01 Å$^{-1}$ (to give just a qualitative approximation)
would predict that the linewidth of the data at 80 K would be more than five times larger than the linewidth at 20 K. But as this is obviously not the case here, we can assume that the data at 80 K really represents the background.

The elastic incoherent scattering is very dominant and is much bigger than any paramagnetic scattering. The reason that the incoherent scattering is much larger than in MnSi (compare to figure 4.3) is due to the large difference in neutron scattering lengths between Fe and Mn, as was already pointed out.

The points representing the background are fitted by a Gaussian (blue line). This Gaussian is then subtracted from the data shown in black, resulting in the difference data shown in red, which is the convolution of the instrument resolution with the Lorentzian line shape of the paramagnetic scattering. This difference data will be analyzed in the following.

Due to the fact that the incoherent scattering is so large, the background data (blue) around zero energy is virtually as high as the signal (black). Due to small uncertainties in the Gaussian fit of the background data, this can result in a difference signal that can have even negative intensities near zero energy (like in figure 4.13). Furthermore, the error bars of the difference signal near zero energy are very large. Therefore, the center part around zero energy is considered as worthless for our analysis, only the tails of the difference curves, where the Gaussian fit of the background almost drops to zero, might contain valuable information. Therefore, only the tails of the curve will be analyzed, whereas the center will be ignored.

![Figure 4.13: Raw data is shown by black triangles pointing upward, background data is shown by blue triangles pointing downward. The background is fitted by a Gaussian (blue line) which is then subtracted from the black data, resulting in the red difference data.](image)

The cross section used was the same as for MnSi and is given by equation 4.1.

Then, a convolution fit in one dimension was done where only the energy resolution is considered. The parameterized Lorentzian curve is convoluted in each iteration step of the fitting procedure with the measured resolution curve, which is, in fact, the Gaussian fit of the background. The ideal procedure would be a four dimensional deconvolution in \((q, \omega)\) space. However, as monochromator and analyzer were both focusing, a large number of instrument parameters (e.g., monochromator and
4.3. MEASUREMENT OF $\text{MN}_{1-x}\text{FEX}$$\text{SI}$ AT PANDA

Analyzer curvature) have to be known exactly for a correct calculation of the resolution (Popovici method). Unfortunately, these instrument parameters were not documented carefully enough. On the contrary, when having flat monochromator and analyzer, only the collimations in the four spectrometer arms are necessary for the calculation (Cooper Nathans method). But even in this case, it is known from practical use that, mostly, the calculated resolution cannot exactly predict the measured one. In the case of focusing conditions, the prediction of the resolution might become even more unreliable due to the more complicated calculations with more instrument parameters.

The one-dimensional deconvolution in energy is demonstrated in figure 4.14. The symbols represent the data after subtracting the background, which is the same as the data shown in red in figure 4.13 (the data around zero energy is left out). The green line shows the energy resolution. The red line represents the Lorentzian cross section. The black curve is the convolution of the resolution with the cross section. It fits the black data. For a better visualization, all curves have the same height. One can see that the convolution (black curve) is only slightly wider than the cross section (red curve), because the energy resolution (green curve) is significantly narrower than the cross section. The very narrow energy resolution justifies that no four-dimensional deconvolution was carried out, as the effect of finite resolution can be neglected. Therefore, it is sufficient to directly fit the Lorentzian to the difference data, which will be done in the following.

![Figure 4.14: Black symbols: Data after background subtraction. Green line: Resolution. Red line: Lorentzian. Black line: Convolution of resolution with Lorentzian, which fits the black data.](image)

Figure 4.15 shows the analysis for all values of $\zeta$, which is increasing from (a) to (h). The black line is the fit to the data. One sees, that the linewidth increases with increasing $\zeta$ and that the height of the Lorentzian decreases with increasing $\zeta$.

The values obtained in the fits are given in table 4.7. Also shown is the $\chi^2$ of the fits.
Figure 4.15: Black symbols: Data after background subtraction with rising $\zeta$ from (a) to (h). Black line: Lorentzian fit to the black data.
### Table 4.7: Parameters obtained in the fits.

<table>
<thead>
<tr>
<th>$\zeta$</th>
<th>$T$(K)</th>
<th>$A_L$ (a.u.)</th>
<th>$\Gamma$(meV)</th>
<th>$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04</td>
<td>20</td>
<td>17.8±4.9</td>
<td>0.086±0.035</td>
<td>1.0</td>
</tr>
<tr>
<td>0.06</td>
<td>20</td>
<td>12.2±1.5</td>
<td>0.134±0.034</td>
<td>0.3</td>
</tr>
<tr>
<td>0.07</td>
<td>20</td>
<td>11.1±1.2</td>
<td>0.154±0.039</td>
<td>0.4</td>
</tr>
<tr>
<td>0.08</td>
<td>20</td>
<td>10.2±0.9</td>
<td>0.180±0.044</td>
<td>0.3</td>
</tr>
<tr>
<td>0.095</td>
<td>20</td>
<td>8.1±1.0</td>
<td>0.166±0.055</td>
<td>0.4</td>
</tr>
<tr>
<td>0.1</td>
<td>20</td>
<td>7.7±0.7</td>
<td>0.193±0.051</td>
<td>0.4</td>
</tr>
<tr>
<td>0.125</td>
<td>20</td>
<td>4.5±0.9</td>
<td>0.179±0.096</td>
<td>0.2</td>
</tr>
<tr>
<td>0.15</td>
<td>20</td>
<td>3.3±1.0</td>
<td>0.170±0.135</td>
<td>0.3</td>
</tr>
</tbody>
</table>
The values of $A_L$ are plotted against $q_{\text{red}}$ in figure 4.16. $A_L$ decreases with rising $q$. This is in qualitative agreement with equation 4.3.

![Figure 4.16: Plot of $A_L$ versus $q_{\text{red}}$.](image)

The values of $\Gamma$ are plotted against $q_{\text{red}}$ in figure 4.17. At lower values of $q_{\text{red}}$, the statistics is sufficient to determine an increase of $\Gamma$ with rising $q$, which is in qualitative agreement with equation 4.5. At higher values of $q_{\text{red}}$, the statistics is very bad.

![Figure 4.17: Linewidth $\Gamma$ plotted versus $q_{\text{red}}$.](image)

### 4.4 Discussion of the spin fluctuation measurements

The data of our measurements of the spin fluctuations in MnSi and Mn$_{1-x}$Fe$_x$Si at PANDA will be discussed and, if possible, compared to the data taken in spin echo measurements at RESEDA (FRM II) by Tischendorf [9], to the data measured by Ishikawa et al. with triple axis spectrometry [5] [6], to the data measured by Pappas et al. (with spin echo) [7] and to the data obtained by Grigoriev et al. (also with spin echo) [8].
4.4.1 Analyzing the data for MnSi

The best way to test whether our data of MnSi is consistent with the formalism for isotropic ferromagnets given in equations 4.3 to 4.5 which was used by Ishikawa et al. in [5] and [6], is to examine data taken at identical temperature and to analyze the \( q \) dependence, because then, \( \kappa(T) \), determined by equation 4.4, is a constant. When looking at table 4.1 or tables 4.2 to 4.5, we see that we have only at the temperatures \( T_c + 0.15 \) K, \( T_c + 0.45 \) K and \( T_c + 1.2 \) K a series of three different \( q \) vectors.

We can now invert equation 4.3,

\[
\frac{1}{A_L} = \frac{1}{\chi(0)} + \frac{q^2}{\kappa^2 \chi(0)},
\]

and plot \( \frac{1}{A_L} \) versus \( q^2 \). Then, a fit of a regression line yields \( \chi(0) \) and \( \kappa \). This is done in figure 4.18 where we use \( q_{nucl} \) as \( q \), and thus relate the momentum transfer to the nuclear peak. The regression line for each temperature is plotted using the same color as the data points. The fit parameters were \( \chi(0) \) and \( \kappa \). We see that the intersection of the regression lines with the \( y \)-axis is negative, which is physically not possible, as the amplitudes \( A_L \) cannot be negative.

Figure 4.18: Inverse Lorentzian amplitude versus \( q^2_{nucl} \) and regression lines.

Then, we tried the same, but this time using \( q_{red} \) as \( q \), which is shown in figure 4.19. Now, the data is well fitted by regression lines with a positive intersection with the \( y \)-axis. Consequently, we assume that our data for MnSi is better described by relating the momentum transfer to the wave number of the helical pitch, using \( q_{red} \). Furthermore, in all recent works on the fluctuations in MnSi [7], [8], [9], \( q_{red} \) is taken as the physically relevant momentum transfer for a helimagnet.
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The obtained $\chi(0)$ are plotted versus the normalized temperature $T/T_c$ in figure 4.20. The error on the temperature axis was calculated by considering that $T_c$ is only known with an accuracy of $\pm 0.2$ K. For a second order phase transition, like it is assumed for a ferromagnetic transition, $\chi(0)$ would have a singularity at $T = T_c$, i.e., it would be infinite. However, an increase of $\chi(0)$ when approaching $T/T_c = 1$ cannot be observed. This indicates that the phase transition is not purely second order, in agreement with the claim of [37][7], where a more complex transition mainly of first order was proposed, involving a skyrmion liquid phase close to $T_c$. But in our measurement, the statistics is not sufficient to make a more precise statement in that respect.

Figure 4.21 displays the values of $\kappa$ obtained in the fits in dependence of the normalized temperature $T/T_c$. The uncertainty in the temperature is the same as in figure 4.20. Additionally, the curve deduced from equation 4.4 is depicted, which was taken from Ishikawa et al.:

$$\kappa(T) = \kappa_0 \cdot \sqrt{\frac{T - T_c}{T_c}}. \quad (4.8)$$

Within statistics, our experimental values are roughly compatible with the curve determined by Ishikawa, however, they are not sufficiently accurate to prove the detailed dependence on $T/T_c$. 

---

**Figure 4.19:** Inverse Lorentzian amplitude versus $q^2_{\text{red}}$ and fits according to equation 4.7.

**Figure 4.20:** $\chi(0)$ versus normalized temperature.
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The dependence of the Lorentzian linewidths $\Gamma$ on the momentum transfer relative to the helical pitch, $q_{\text{red}}$, is plotted in figure 4.22 where each color represents one temperature. The solid lines drawn in the same colors as the data points represent fits of the data according to equation 4.5,

$$\Gamma(q) = \Gamma_0 \cdot q(\kappa^2 + q^2),$$  \hspace{1cm} (4.9)

where $q_{\text{red}}$ is used as $q$. The fit parameter was $\Gamma_0$. For the fits, the values of $\kappa$ are taken from our measurements, i.e., they are the data points shown in figure 4.21. They have only small influence on the curves: this is shown by the dashed lines, which represent equation 4.9 with $\kappa = 0$ and the same $\Gamma_0$ as used for the solid lines. The resulting $\Gamma_0$ for each temperature are listed in table 4.8 in the second column. The values for $T_c + 0.15$ K and $T_c + 0.45$ K are coincident within statistics.

In figure 4.23 we fitted, as a test, the same data as in figure 4.22 by the term

$$\Gamma(q) = \Gamma_0 \cdot q^z,$$  \hspace{1cm} (4.10)

which represents dynamic scaling theory for a second order phase transition. The fit parameters were $\Gamma_0$ and the exponent $z$. The resulting values of $\Gamma_0$ and $z$ are presented in table 4.8 in the third and fourth column. When comparing figures 4.22 and 4.23 we see, that the data can be better fitted by equation 4.10. The fit

**Figure 4.21:** $\kappa$ versus normalized temperature. The solid line represents the results of Ishikawa et al.

**Figure 4.22:** Linewidth versus $q_{\text{red}}$ and fits according to equation 4.9.
curves in figure 4.22 are dominated by the \( q^3 \) dependence, whereas the fit curves in figure 4.23 show a \( q^z \) dependence with \( z < 3 \) (given in the fourth column of table 4.8). Within statistics, a value of \( z = 2.5 \) would be possible, which is the exponent expected, e.g., for the Heisenberg local moment magnetism and also for itinerant ferromagnets at large length scales.

![Graph](image_url)

**Figure 4.23:** Linewidth versus \( q_{\text{red}} \) and fits according to equation 4.10

| \( T_c + 0.15 \) | 285.4±15.6 | 31.9±22.8 | 2.15±0.25 |
| \( T_c + 0.45 \) | 270.5±14.4 | 23.4±16.0 | 2.09±0.24 |
| \( T_c + 1.2 \) | 173.0±8.6  | 29.7±17.8 | 2.28±0.21 |

**Table 4.8:** Parameters obtained by fitting equation 4.9 and 4.10 to our PANDA data.

We will now compare the linewidths determined in our measurements at PANDA with the linewidths obtained by Ishikawa *et al.* in 1982 and 1985 [5] [6], because they were also obtained with triple axis spectroscopy. As the temperatures and \( q \) values at which the measurements were conducted differ between the experiments, we cannot directly compare values at same temperatures or \( q \) values. Instead, in figure 4.24, where the linewidth is plotted against \( q_{\text{nucl}} \), we display all values near \( T_c \) for a comparison of the measurements. The value of \( T_c = 29.0 \) K determined by Ishikawa is almost coincident with the value \( T_c = 28.9 \) K determined in our experiment. We use \( q_{\text{nucl}} \) instead of \( q_{\text{red}} \) because Ishikawa related the momentum transfers to the nuclear peak, i.e., he neglected the helimagnetic nature of MnSi by treating it like an isotropic ferromagnet. The triangular symbols show the data obtained by Ishikawa *et al.* between the temperatures 31 K to 34 K. Our data from PANDA, which were taken at similar temperatures, are represented by the circles shown in red. We display all of our values, not only the values shown in figure 4.22 and 4.23. In the latter, only the data were shown that can be aligned to series of different \( q \) vectors at constant temperature.

The green line represents the \( q \) dependence according to equation 4.9 with a value of \( \Gamma_0 = 50.0 \) meV Å\(^3\) as it was determined by Ishikawa [3]. For \( \kappa \), we took the value calculated by \( \kappa(T)^2 = \kappa_0^2 \cdot \frac{T-T_c}{T_c} \) (equation 4.4) inserting \( T = T_c \), i.e., \( \kappa^2 = 0 \). The dashed green line also represents equation 4.9 with the same value of \( \Gamma_0 \) as the solid
green line, but with $\kappa^2$ calculated for $T = T_c + 4$ K, because the highest temperature values shown in figure 4.24 were taken at approximately 4 K above $T_c$. The solid blue line and the dashed blue line represent the same equations as the green lines but for a value of $\Gamma_0 = 60.8$ meV Å$^3$ [6]. Ishikawa proposed a value of $\Gamma_0$ between $\Gamma_0 = 50.0$ meV Å$^3$ and $\Gamma_0 = 60.8$ meV Å$^3$. We see that most of the data points lie within these lines. This means that our data measured at PANDA roughly agrees with the data measured by Ishikawa.

![Figure 4.24](image-url)  
**Figure 4.24:** Linewidths obtained by Ishikawa et al. and our PANDA measurements plotted versus $q_{nucl}$. The solid green and blue lines represent the theory of itinerant ferromagnets for $T = T_c$ with a value of $\Gamma_0 = 50.0$ meV Å$^3$ and $\Gamma_0 = 60.8$ meV Å$^3$ respectively. The dashed lines represent $T = T_c + 4$ K.

However, when we plot the PANDA data from figure 4.24 in dependence of the temperature in figure 4.25, where each value of $q_{nucl}$ is represented by a different color, we see that the linewidth at constant $q$ vector decreases with increasing temperature and levels off at large temperature (see the data in black). This decrease of the linewidth is not consistent with the theoretical model of itinerant ferromagnetism represented by equations 4.3 to 4.5 as $\kappa(T)$ would increase with increasing temperature (see equation 4.4) and consequently $\Gamma(T)$ would increase (see equation 4.5). The decrease of the linewidth with increasing temperature can also be seen in the data shown in figures 4.22 and 4.23.

![Figure 4.25](image-url)  
**Figure 4.25:** Linewidths obtained in our measurements at PANDA for all values of $q_{nucl}$ (cf. figure 4.24) in dependence of temperature.
Figure 4.26 shows the same data as figure 4.24 but with the linewidths plotted versus \( q(\kappa^2 + q^2) \) using \( q_{\text{nucl}} \) as \( q \). Therefore, the green line and the blue line in figure 4.24 appear now as straight lines. Roughly, the data is in qualitative accordance with the theory represented by the green and blue line, as was already pointed out when discussing figure 4.24. However, as we saw in figure 4.25 the temperature dependence of our PANDA data does not behave like expected from the theory, and therefore, the data points shown in red, which represent our data, do not lie exactly on a straight line (neither does the data obtained by Ishikawa shown in black).

We will now compare our data measured at PANDA to the data obtained in spin echo measurements by Tischendorf (at RESEDA) \[9\], by Pappas et al. \[7\] and by Grigoriev et al. \[8\].

Figure 4.27 displays the data from the measurements on RESEDA together with the data obtained by Pappas and Grigoriev that were measured at similar temperatures. Pappas and Grigoriev measured at very low values of \( q_{\text{red}} \). The value of \( T_c \) determined in the RESEDA measurements was the same as the value determined in our PANDA measurements (\( T_c = 28.9 \) K). The values of \( T_c \) determined by Pappas were, depending on the used cryostat and thermometry, 28.60 K or 29.05 K and thus roughly coinciding with the value determined in the RESEDA experiment. The transition temperature \( T_c \) determined by Grigoriev et al. was, depending on the used cryostat and thermometry, 28.80 K or 29.05 K and thus roughly coinciding with the \( T_c \) determined by Pappas. Comparable temperatures are shown by the same colors. The data shown in black, taken very close to \( T_c \), is consistent between RESEDA, Pappas and Grigoriev. The data shown in green, which represents temperatures of 1.4 K and 1.2 K above \( T_c \), demonstrate that the measurements on RESEDA are consistent with the measurements conducted by Pappas.
Now, we compare our data measured at PANDA with the data obtained at RESEDA. Figure 4.28 shows the PANDA data by the quadratic symbols and the RESEDA data by the star-shaped symbols. Same temperatures are represented by the same colors. The lines drawn in the same colors (caution: the green and black line almost coincide) are fits of the RESEDA-data according to equation 4.9, where $\Gamma_0$ was fitted. The values of $\kappa$ are the same as in figure 4.22; they are taken from figure 4.21. Our PANDA data roughly extends the RESEDA data to higher $q$ values. However, there is a small shoulder between the two data sets, which is probably due to systematic errors of unknown origin. The resulting values of $\Gamma_0$ are shown in table 4.9 in the second column. When we compare them to the values obtained from our PANDA data in the second column of table 4.8, we see that the values derived from the RESEDA data are of the same order of magnitude but considerably smaller. The systematic error between the two data sets might contribute to a large extent to the discrepancies.

When looking at the RESEDA data (see the inset), we notice that the linewidths at same $q$ vectors do not increase monotonically with increasing temperature, instead, the data at $T_c + 0.45\, K$, shown in red, has the largest linewidths at the two largest $q$ vectors. So, neither the PANDA data nor the RESEDA data show a monotonic increase of the linewidth with increasing temperature, in discrepancy to the theory of itinerant ferromagnetism. However, the RESEDA data is well fitted by this theory (equation 4.9).
As a test, the RESEDA data was also fitted by equation 4.10 which is shown in figure 4.29. The fit parameters were $\Gamma_0$ and the exponent $z$. Like in figure 4.28, the data could be well fitted. The resulting values are given in table 4.9 in the third and fourth column. Some of the values are similar to the corresponding values obtained from our PANDA data given in table 4.8, but others differ considerably. Also here, the systematic error represented by the small shoulder between the two data sets might contribute to a large extent to the discrepancies.

![Figure 4.28: Linewidths measured at RESEDA are displayed together with our data measured at PANDA. The lines are fits of equation 4.9 to the RESEDA data.](image1)

![Figure 4.29: Linewidths measured at RESEDA are displayed together with our data measured at PANDA. The lines are fits of equation 4.10 to the RESEDA data.](image2)

<table>
<thead>
<tr>
<th>$T_c+0.15$ (K)</th>
<th>$T_c+0.45$ (K)</th>
<th>$T_c+1.2$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_0 \cdot q_{\text{red}}(\kappa^2+q_{\text{red}}^2)$</td>
<td>$\Gamma_0 \cdot q_{\text{red}}(\kappa^2+q_{\text{red}}^2)$</td>
<td>$\Gamma_0 \cdot q_{\text{red}}(\kappa^2+q_{\text{red}}^2)$</td>
</tr>
<tr>
<td>$\Gamma_0$ (meV Å$^2$)</td>
<td>$\Gamma_0$ (meV Å$^2$)</td>
<td>$\Gamma_0$ (meV Å$^2$)</td>
</tr>
<tr>
<td>$z$</td>
<td>$z$</td>
<td>$z$</td>
</tr>
<tr>
<td>$110.8\pm9.1$</td>
<td>$209.8\pm16.0$</td>
<td>$107.7\pm9.3$</td>
</tr>
<tr>
<td>$8.1\pm6.8$</td>
<td>$22.0\pm14.8$</td>
<td>$0.7\pm0.6$</td>
</tr>
<tr>
<td>$2.05\pm0.22$</td>
<td>$2.24\pm0.18$</td>
<td>$1.37\pm0.22$</td>
</tr>
</tbody>
</table>

Table 4.9: Parameters obtained by fitting equation 4.9 and 4.10 to the RESEDA data.
Conclusion of the measurements of MnSi

We started the discussion by analyzing the inverse Lorentzian amplitudes. As they were lying on a straight line, we could apply the model represented by equations 4.3 to 4.5 by fitting equation 4.3. By comparing figure 4.18 and 4.19 we concluded that the physically relevant moment transfer in a helimagnetic material has to be related to the helical pitch. Consequently, we used $q_{\text{red}}$ in the further discussion. This is also done in all recent works on the fluctuations in MnSi [37] [7] [8] [9]. But in fact, the situation might be more complicated. For example, one could assume that, instead of a single $q$ vector (like $q_{\text{red}}$), all $q$ vectors of the sphere in reciprocal space (with a radius equal to the helical pitch) contribute. This sphere is represented in figure 4.2 by the dashed red line, which depicts the intersection of the sphere with the horizontal scattering plane.

The temperature dependence of $\chi(0)$ visualized in figure 4.20 indicates that the transition from the helimagnetic phase to the paramagnetic phase is not second order. The temperature dependence of $\kappa$ given in figure 4.21 is not conclusive. The $q$ dependence of the linewidth in figure 4.22 cannot prove the model of itinerant ferromagnetism represented by equations 4.3 to 4.5, the fits are not of good quality. Better results can be obtained by the fits in figure 4.23 where dynamic scaling theory for a second order phase transition was applied. The exponent $z$ gets near to 2.5, which would be expected for a local moment Heisenberg ferromagnet or an itinerant ferromagnet on large length scales. Our values of $z$ are slightly lower than 2.5, which is compatible with a behavior between antiferromagnetism, where $z = 1.5$, and ferromagnetism with $z = 2.5$. This is consistent with the fact that helimagnetism has both ferromagnetic and antiferromagnetic components.

Figure 4.24 and 4.26 prove that our data is consistent with the data of Ishikawa. Roughly, our data and the data from Ishikawa are compatible with the theory, as the data points in these two figures are near to the drawn lines. But when looking at the temperature dependence of our data in figure 4.25, we see a decrease of the linewidth with increasing temperature, in discrepancy to the theory.

Lonzarich and Taillefer [18] developed a model for ferromagnetic materials in which additionally to SCR theory both longitudinal and transversal low energy spin fluctuations are taken into account. The dependence of the linewidth on $q$ derived by this model is

$$\Gamma(q) = \hbar \gamma q (\chi^{-1} + cq^2),$$

which is identical to equation 4.5 when $\Gamma_0 = \hbar \gamma c$ and $k^2 = \chi^{-1} c$. The parameter $c$ represents the spin wave stiffness. Lonzarich and Taillefer inferred values of $\hbar \gamma = 2.6 \cdot (4\pi) \mu eV \text{Å}$ and $c = 2.1/(4\pi) \cdot 10^4 \text{Å}^2$ from the measurements of Ishikawa (the factor $(4\pi)$ comes from the conversion of cgs units used in [18] to SI units). This leads to a value of $\Gamma_0 = 54.6 \text{meV Å}^3$, which is compatible with figures 4.24 and 4.26. The values of the parameters $\gamma$, $c$, and $\chi$ were measured by Bauer et al. [109] by measurements of the magnetization and susceptibility, and the values are roughly compatible to the values of Lonzarich and Taillefer and therefore also to the measurements of Ishikawa. As our data is compatible to the data of Ishikawa, this means that our data is roughly consistent with the bulk measurements of Bauer et
Although our data extends the data from RESEDA to higher $q$ values, there are discrepancies between the two data sets. This is seen in figures 4.28 and 4.29 and by comparing tables 4.8 and 4.9. The difference of the fit results between the two data sets might be caused by the small systematic error seen by the shoulder in figures 4.28 and 4.29. But also physical reasons can be responsible: The $q$ dependence of the linewidth probably varies between different $q$ ranges. At low $q$ vectors, the helimagnons discovered in [82] or chiral interactions in general might determine the behavior. At large $q$ vectors (i.e. small length scales), the material might be described like an isotropic ferromagnet. However, the systematic error, the insufficient statistics of the data and the small number of data points make precise statements in that respect impossible. We see for example that the RESEDA data can be fitted by the model of itinerant ferromagnetism (figure 4.28) and also by dynamic scaling theory (figure 4.29), thus we cannot determine which of the models is better.

The discrepancies of the data to the model of itinerant ferromagnetism demonstrate that a new theoretical model is needed where the influence of the helimagnons or chiral interactions are included.

### 4.4.2 Analyzing the data for Mn$_{1-x}$Fe$_x$Si

All our data on Mn$_{1-x}$Fe$_x$Si was measured at a temperature of 20 K, i.e. deep in the disordered phase. The inverse Lorentzian amplitude obtained in our experiment is plotted versus $q_{\text{red}}^2$ in figure 4.30. The straight line is a fit according to equation 4.7 with $\chi(0)$ and $\kappa$ as free fit parameters. The fit yields $\chi(0) = 15.0 \pm 3.2$ a.u. and $\kappa = 0.13 \pm 0.04$ Å$^{-1}$.

![Figure 4.30: Inverse Lorentzian amplitude versus $q_{\text{red}}^2$ and fit according to equation 4.7](image)

In figure 4.31, the linewidth is plotted versus $q_{\text{red}}$. The circular black symbols represent our data measured at PANDA at 20 K. Only the four data points at the lowest $q$ values, which have good statistics, were fitted by equation 4.9 because we suspect that the background subtraction at the low scattering intensities (at large $q_{\text{red}}$) is prone to systematic errors. The value for $\kappa$ is taken from the fit in figure 4.30. The free fit parameters were $\Gamma_0$ and an additional vertical offset $\Gamma(q_{\text{red}} = 0)$ not
included in equation 4.9. The resulting fit is represented by the black line. We note a pronounced vertical offset. The red triangular data points represent the data taken on RESEDA by Tischendorf [9] at a temperature of 6.85 K, and the green x shaped data points represent the data taken on RESEDA at 7.33 K. The temperatures at the RESEDA experiments were slightly above the transition temperature of Mn\(_{1-x}\)Fe\(_x\)Si, which is 6.5 K. The red and green lines show the respective fits of the RESEDA data according to equation 4.9 where the fit parameters were \(\Gamma_0\), \(\kappa\) and an additional vertical offset. We note that the data taken at RESEDA near \(T_c\) shows only a very small, almost negligible vertical offset.

The values of \(\Gamma_0\) and \(\kappa\) obtained in all three fits of figure 4.31 are given in table 4.10 in the second and third column (the \(\kappa\)-value for the PANDA-data at 20 K was obtained in the fit of figure 4.30). The values of \(\Gamma_0\) have large uncertainties and are lower than the \(\Gamma_0\) values of MnSi given in the second column of table 4.8 or 4.9. The values for \(\kappa\) determined by the RESEDA-data have huge uncertainties, which means that they cannot be trusted, i.e., \(\kappa\) cannot be extracted from the fits. The vertical offsets \(\Gamma(0)\) are given in table 4.11 in the second column. The offset at 20 K is considerable, whereas the offsets at the lower temperatures are statistically almost negligible.

Figure 4.31: Linewidth versus \(q_{\text{red}}\) and fits according to equation 4.9. For the fit of the PANDA data, the value of \(\kappa\) was fixed.

In figure 4.32 we fitted, as a test, the same data as in figure 4.31 by equation 4.10. The free fit parameters were \(\Gamma_0\), the exponent \(z\) and an additional vertical offset \(\Gamma(0)\). The resulting vertical offsets are almost the same as determined in the fits in figure 4.31 as can be seen in the third column of table 4.11. The resulting values of \(\Gamma_0\) and \(z\) are given in table 4.10 in the fourth and fifth column. The values of the exponent for the RESEDA-data are much higher than the value of the PANDA-data. All values of \(z\) have huge uncertainties. Moreover, they are unphysical, as the highest possible exponent is the one expected from the model of itinerant ferromagnetism with \(z \approx 3\) (see equation 4.5). The values of \(\Gamma_0\) also have huge uncertainties. This means that we cannot obtain trustworthy information from the fits.
We state that all the fits shown in figure 4.31 and 4.32 are excellent, but no trustworthy information can be obtained from the fits because the statistics is too bad and because the number of data points is very small. Moreover, for the fit of the 20 K-data the data points at higher q values were not taken into account as they have large errors and are thus not considered as trustworthy.

Table 4.10: Parameters obtained by fitting equation 4.9 and 4.10.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>$\Gamma_0 \cdot q_{\text{red}} (\kappa^2 + q_{\text{red}}^2)$</th>
<th>$\Gamma_0 \cdot q_{\text{red}}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RESEDA 6.85 K</td>
<td>$27.6 \pm 12.0$</td>
<td>$1.3 \cdot 10^{-6} \pm 0.9 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>RESEDA 7.33 K</td>
<td>$79.4 \pm 55.4$</td>
<td>$0.0114 \pm 0.084$</td>
</tr>
<tr>
<td>PANDA 20 K</td>
<td>$49.6 \pm 28.1$</td>
<td>$0.13 \pm 0.04$</td>
</tr>
</tbody>
</table>

Table 4.11: Vertical offsets $\Gamma(0)$ obtained in the fits.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>$\Gamma_0 \cdot q_{\text{red}} (\kappa^2 + q_{\text{red}}^2)$</th>
<th>$\Gamma_0 \cdot q_{\text{red}}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RESEDA 6.85 K</td>
<td>$0.002 \pm 0.001$</td>
<td>$0.002 \pm 0.001$</td>
</tr>
<tr>
<td>RESEDA 7.33 K</td>
<td>$0.002 \pm 0.001$</td>
<td>$0.002 \pm 0.001$</td>
</tr>
<tr>
<td>PANDA 20 K</td>
<td>$0.084 \pm 0.034$</td>
<td>$0.074 \pm 0.086$</td>
</tr>
</tbody>
</table>

In figure 4.33, the $\kappa$ values determined in Mn$_{1-x}$Fe$_x$Si (red symbols) are plotted together with the $\kappa$ values determined in MnSi (black symbols) versus the normalized temperature $T/T_c$. The values of $\kappa$ for MnSi were already displayed in figure 4.21 but as the temperatures at which the Mn$_{1-x}$Fe$_x$Si sample was measured were considerably higher than $T_c$ in Mn$_{1-x}$Fe$_x$Si, the diagram had to be extended compared to figure 4.21 to higher values of $T/T_c$, and consequently, the data for MnSi appears very close to $T/T_c = 1$ in this scaling. The black line is the curve determined by Ishikawa et al. for MnSi (see equation 4.8), which was already shown in figure 4.21. The $\kappa$ values for Mn$_{1-x}$Fe$_x$Si at higher $T/T_c$ do not lie on the black curve. This does not imply that we expected them to lie on the curve, as the correlation length in the highly disordered compound Mn$_{1-x}$Fe$_x$Si might behave very differently to the one in MnSi. Anyway, it was already pointed out when discussing figure 4.31 that
the $\kappa$-values in Mn$_{1-x}$Fe$_x$Si (namely for the RESEDA data) could not be obtained with the desired accuracy.

![Figure 4.33: $\kappa$ versus normalized temperature and curve determined by Ishikawa et al. Data for MnSi is shown by the black symbols and data for Mn$_{1-x}$Fe$_x$Si by the red symbols.]

**Conclusion of the measurements of Mn$_{1-x}$Fe$_x$Si**

In summary, we analyzed the Lorentzian amplitudes and the linewidths of Mn$_{1-x}$Fe$_x$Si within the same theoretical framework as the data for MnSi.

The inverse Lorentzian amplitudes in figure 4.30 are consistent with the model represented by equations 4.3 to 4.5 because they are on a straight line. However, the analysis of the linewidths revealed that the data is too scarce to allow for precise conclusions. The data at 20 K, which was obtained at PANDA, is of particularly poor quality, as the measurements were hampered by the large incoherent scattering in Mn$_{1-x}$Fe$_x$Si. We obtained reasonable fits in figures 4.31 and 4.32 (but with huge uncertainties of the resulting fit parameters) although we applied two different models, equation 4.9 and 4.10. This means that we were not able to prove the applicability of the theory of itinerant ferromagnets represented by equations 4.3 to 4.5 to the case of Mn$_{1-x}$Fe$_x$Si.

An interesting peculiarity we were able to detect is the sizable vertical offset at 20 K and the fact that at the low temperatures (6.85 K and 7.33 K) it is virtually zero. This vertical offset might be interpreted as the linewidth at the magnetic satellite position (i.e. at $q_{\text{red}} = 0$), but we are not able to clarify its origin. Its temperature dependence might be explained by a still unidentified damping mechanism that increases with temperature. It was proposed already for MnSi in [37] and [7] that near $T_c$ the material could be in some sort of intermediate, not yet paramagnetic, state involving some kind of skyrmion liquid. In Mn$_{1-x}$Fe$_x$Si, this intermediate state becomes more pronounced. But by our measurements on Mn$_{1-x}$Fe$_x$Si we cannot resolve whether this is in any way linked to the damping mechanism that probably gives rise to the vertical offset.

We pointed out that for MnSi a new theoretical model is required where the influence of chiral interactions is included. The same holds for Mn$_{1-x}$Fe$_x$Si.
4.5 Measurement of Mn$_{1-x}$Fe$_x$Si at TASP

Now, it was intended to measure possible helimagnons in Mn$_{1-x}$Fe$_x$Si to compare to the helimagnons measured in pure MnSi [82]. The measurement was carried out at the triple axis spectrometer TASP at PSI.

The wave vector of the scattered neutrons was $k_f = 1.5 \text{ Å}^{-1}$, which corresponds to a neutron energy of 4.66 meV. The measured energy resolution was 0.22 meV.

In the experiment, quasi-elastic spectra were measured at the position of the nuclear (110) Bragg peak at different temperatures. The reason for that is explained by figure 4.34. The horizontal plane is spanned by the crystalline [110] direction and the [001] direction. The vertical axis represents the energy with arbitrary units. The ring shown by the red dashed line represents the intersection of the horizontal scattering plane with the sphere in reciprocal space where the scattering intensity is distributed on. The red points are the intersection of the [110] axis with the ring. When assuming dispersions of the helimagnons with zero point at the sphere (blue lines), then all dispersions from all points of the sphere would add up at the nuclear (110) Bragg peak where they would intersect at the same energy transfer, thus resulting in a large inelastic peak or several peaks, when there are several dispersions, at certain energy transfers [82].

![Figure 4.34](image_url)

**Figure 4.34:** Dispersion relations are schematically shown that evolve from the points of the sphere represented by the ring (dashed red line). The dispersions from all points of the sphere would intersect at the position of the nuclear (110) peak at the same energies, thus giving a large inelastic signal. $q_{red}$ is indicated.

Table 4.12 shows $q_{nucl}$, $q_{red}$ and the temperatures where the measurements were done.
Table 4.12: Reciprocal space positions and temperatures of the measurements.

<table>
<thead>
<tr>
<th>$q_{nucl} (\text{Å}^{-1})$</th>
<th>$q_{red} (\text{Å}^{-1})$</th>
<th>$T$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.078</td>
<td>1.5</td>
</tr>
<tr>
<td>0</td>
<td>0.078</td>
<td>4</td>
</tr>
<tr>
<td>0</td>
<td>0.078</td>
<td>7</td>
</tr>
<tr>
<td>0</td>
<td>0.078</td>
<td>12</td>
</tr>
<tr>
<td>0</td>
<td>0.078</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 4.35 shows the obtained data at all temperatures. Only the inelastic tails are shown. The peak center at zero energy (the actual nuclear Bragg peak) is omitted. Originally, the high temperature scan at 100 K was intended as the background scan. But it shows the largest inelastic signal of all scans. The transition temperature in Mn$_{1-x}$Fe$_x$Si is $T_c = 6.5$ K. The data measured above $T_c$ was treated like spin fluctuations by fitting equation 4.1. At low temperatures in (a), (b) and (c), we see a spurion at the two lowest energy values. It vanishes above $T_c$ and is not visible in (d) and (e). Thus, it can be considered as of magnetic origin. The scales are the same in all diagrams except for (e), where the intensity-scale was extended because of the larger signal.

In (a) and (b), where we measured at $T < T_c$, inelastic features are recognizable. Initially, we suspected them to be helimagnetic spin wave excitations (helimagnons), which were described for pure MnSi in [82]. We concluded from the comparison of the values of $\Gamma_0$ for MnSi in tables 4.8 (second column) and 4.9 (second column) with the values for Mn$_{1-x}$Fe$_x$Si in table 4.10 (second column) that the spin wave stiffness in MnSi is about a factor of 3.8 larger than in Mn$_{1-x}$Fe$_x$Si. With the helical propagation vector in Mn$_{1-x}$Fe$_x$Si by about a factor of 2.2 larger than in MnSi, this would mean according to the calculations in [82] that the helimagnon modes in Mn$_{1-x}$Fe$_x$Si have about 20% higher energy than the corresponding modes in MnSi. According to [82], measurable helimagnon modes at the position of the nuclear peak in Mn$_{1-x}$Fe$_x$Si would have energies less than 0.1 meV, which cannot be resolved with the instrument resolution. Therefore, the inelastic features in figure 4.35 (a) and (b) at energies of about 2 meV cannot be the helimagnons described in [82]. Their origin remains thus unclear.

In table 4.13, the values for $A_L$ and $\Gamma$ as obtained in the fits in figure 4.35 (c), (d) and (e) are given. When comparing the values of the linewidth $\Gamma$ in table 4.13 with the values in figure 4.31, we note that the linewidths obtained on TASP are over four times larger than data taken on PANDA at comparable values of $q_{red}$ (the value of $q_{red}$ on TASP was 0.078 Å$^{-1}$) even though the temperature on PANDA (20 K) was higher than 7 K and 12 K used in two of the measurements on TASP. Furthermore, the linewidth $\Gamma$ in table 4.13 does not rise monotonically with increasing temperature in discrepancy to the theory represented by equations 4.3 to 4.5. The amplitude $A_L$ decreases with increasing temperature in qualitative accordance to the theory. All these characteristics described above are not understood so far.
Figure 4.35: All data measured at the position of the nuclear (110) peak. Only the tails are shown. The peak center at zero energy (the actual Bragg peak) is omitted. Data at $T > T_c$ was fitted by equation 4.1. At $T < T_c$, possible excitations are indicated.

Table 4.13: Parameters obtained by fitting equation 4.1 to the data measured at $T > T_c$ in figure 4.35.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>$A_L$ (a.u.)</th>
<th>$\Gamma$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 K</td>
<td>2.526 ± 0.112</td>
<td>0.854 ± 0.069</td>
</tr>
<tr>
<td>12 K</td>
<td>2.110 ± 0.079</td>
<td>1.000 ± 0.082</td>
</tr>
<tr>
<td>100 K</td>
<td>1.527 ± 0.021</td>
<td>0.812 ± 0.026</td>
</tr>
</tbody>
</table>
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Concluding Remarks

In the first part of this thesis, we examined spin transfer torque effects in the helimagnetic material system MnSi. The influence of an unpolarized electric current on the helimagnetic structure was studied with neutron diffraction. During these measurements, the A-phase in MnSi was identified as a skyrmion lattice, as we observed hexagonal scattering patterns [1]. It could be shown that this skyrmion phase is stabilized by thermal fluctuations [2]. The hexagonal alignment of the magnetic vortices, which composes the skyrmion lattice, is reminiscent of the vortices in type II superconductors (Shubnikov phase). Current-induced effects could be detected only in this skyrmion phase. At current flow through the sample and when simultaneously creating a vertical temperature gradient in the sample, a rotation of the hexagonal scattering patterns could be observed. The rotational sense is dependent on the direction of the current, the direction of the applied magnetic field, and the direction of the temperature gradient. We were able to explain this rotational behavior by a very efficient coupling of the spin current to the magnetic vortices and a varying magnetization within the sample, caused by the temperature gradient [3].

The current densities necessary to observe the rotations were 5 to 6 orders of magnitude smaller than the current densities typically applied in studies of spin transfer torque effects. This thesis contributes to the knowledge of spin transfer torques in non trivial topological structures and due to the small current densities required, it could make a contribution to the development of practical applications of the spin transfer torque effect. The next experimental challenge might be the direct observation of the current induced motion of the skyrmion lattice in real space.

In the second part of this thesis, spin fluctuations in the helimagnetic material systems MnSi and Mn$_{1-x}$Fe$_x$Si were examined. As pointed out above, fluctuations can explain the stabilization of the skyrmion phase in MnSi [1]. As experimental method we used inelastic neutron scattering on a triple axis spectrometer. The quasi-elastic scattering was analyzed, which is a Lorentzian function in energy (centered at $E = 0$) convoluted with the instrument resolution.

Pure MnSi was examined at first because data on this material was already existent [5] [6] [7] [8] [9]. It had been possible to interpret this data in the framework of
the self-consistent renormalization theory developed by Moriya and Kawabata [5] [6]. With our measurements we wanted to confirm the previous experimental works, or rather demonstrate that our measurement method agrees with these works. We were able to confirm the consistence of our data with the previous measurements. However, we also detected discrepancies of the data to the theory, which treats the material as an isotropic itinerant ferromagnet. Therefore, a new theory is needed in order to account for the chiral interactions in the helimagnet MnSi.

Then, the spin fluctuations in Mn$_{1-x}$Fe$_x$Si with a Fe concentration of $x = 0.12$ were examined in the same way. For this material, only few data existed prior to our experiments [9]. We observed a considerable temperature dependent vertical offset of the linewidth at $q_{red} = 0$, which we could only interpret as an unidentified damping mechanism. We state that also for Mn$_{1-x}$Fe$_x$Si a new theory has to be developed in which the chiral interactions have to be taken into consideration.
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