Dissertation

Ions and Peptides at Interfaces:
From Ion-specificity to Bioadhesion

Nadine Schwierz
Ions and Peptides at Interfaces:
From Ion-specificity to Bioadhesion

Dipl.-Phys.
Nadine Schwierz
Zwei Dinge sind zu unserer Arbeit nötig:
Unermüdliche Ausdauer und die Bereitschaft,
etwas, in das man viel Zeit und Arbeit gesteckt
hat, wieder wegzuworfen.

Albert Einstein (1879 - 1955)
Contents

Abstract v
Zusammenfassung vii

1. Introduction and Outline 1
   1.1. From Ion-specificity to Bioadhesion ......................... 1
   1.2. Outline of this Work ...................................... 5

2. Reversed Anionic Hofmeister Series 7
   2.1. Introduction ............................................. 7
       2.1.1. Motivation ........................................... 7
       2.1.2. Outline ............................................. 10
   2.2. Methods .................................................. 10
       2.2.1. Simulation Details .................................. 10
       2.2.2. Poisson-Boltzmann Modeling ......................... 11
       2.2.3. Debye-Hückel Limit ................................ 12
       2.2.4. Critical Coagulation Concentration ................ 13
   2.3. Results and Discussion .................................. 14
       2.3.1. Ion-surface Interaction Potentials ................. 14
       2.3.2. Ionic Density Profiles and Long-ranged Forces .... 16
       2.3.3. Hofmeister Ordering according to Interfacial Tension, Surface Charge and Coagulation Kinetics .......... 19
   2.4. Conclusion .............................................. 23

3. Comparison of Anionic and Cationic Hofmeister Effects 25
   3.1. Introduction .............................................. 25
       3.1.1. Motivation .......................................... 25
       3.1.2. Outline ............................................. 27
   3.2. Methods .................................................. 28
       3.2.1. Simulation Details .................................. 28
6. The Role of Surface Hydrophobicity in Bioadhesion 83
   6.1. Introduction ............................................. 83
      6.1.1. Motivation ........................................ 83
      6.1.2. Outline ........................................... 84
   6.2. Methods .................................................. 85
      6.2.1. Simulation Details ................................. 85
      6.2.2. Experimental Methods ............................. 87
   6.3. Results and Discussion ................................. 88
      6.3.1. Equilibration of Polyalanine .................. 88
      6.3.2. Force in Dependence of the Side-chain Hydrophobicity 89
      6.3.3. Additivity ...................................... 90
      6.3.4. Energy Decomposition ............................ 91
      6.3.5. Why is the Hydrophilic Surface Adsorption Resistant? 93
      6.3.6. Force in Dependence of the OH-surface Concentration 96
   6.4. Conclusion ............................................. 98

7. Summary and Outlook ........................................ 99

8. Danksagung .................................................... 103

A. Appendix ....................................................... 107
   A.1. Fit of the Ionic PMFs ................................. 107
   A.2. Ionic Force Fields and Surface Modeling ............ 112
   A.3. Local Dielectric Constant and Critical Coagulation Concentration 113
   A.4. Equilibration at Hydrophobic and Hydrophilic Surfaces ............ 115
   A.5. Influence of Ionic Force Fields and Water Models ............... 115

B. Appendix 2 .................................................... 117
   B.1. Force-extension Curves at the Hydrophobic Surface .......... 117
   B.2. Force-extension Curves at the Hydrophilic Surface ............ 119
   B.3. Spontaneous Desorption ................................ 121
   B.4. Force in Dependence of OH-concentration .................. 122
   B.5. Hydrogen Bonds of Adsorbed and Desorbed Configuration ....... 122

Bibliography ...................................................... 125
Abstract

Ion specific effects are ubiquitous. The term denotes the fact that most aqueous physicochemical processes not only depend on ion concentration and valency, but also on the ion type. Early on, it was recognized that anions and cations can be ordered reproducibly according to their efficiency to precipitate proteins from solution into the Hofmeister series. The identification of the mechanism underlying this series and the implementation into a generally applicable theory remain challenging. Moreover, the universality of the Hofmeister series is called into question by state of the art experiments which reveal a whole spectrum of direct, altered and reversed series.

The aim of the first part of this thesis is to describe this diverse spectrum of experimentally observed phenomena, for which so far no theoretical framework exists. Using molecular modeling, we design model surfaces consisting of biologically relevant surface groups ranging from methyl, hydroxyl, carboxyl to carboxylate groups. We use a novel combination of explicit water molecular dynamics simulations and coarse-grained Poisson-Boltzmann theory. This approach provides microscopic insight into the different interactions responsible for ion specific effects and bridges from computational results to macroscopic experimentally accessible properties. Firstly, we successfully describe the full spectrum of anionic Hofmeister series at surfaces of varying charge and polarity. Secondly, the results are complemented by the cationic Hofmeister series. Thirdly, ion binding to charged groups is investigated. Finally, the fundamental physical correlations underlying ion-specificity are described in a general analytical theory. These results provide a first step toward a clear molecular understanding of the mechanism underlying ion specific effects.

Despite the importance of ion specific effects in biological processes like peptide-surface interactions, it is worthwhile to have a closer look at such systems in the absence of ions. Gaining insight into peptide-surface interactions and controlling their adsorption at synthetic surfaces is the ultimate goal for designing biocompatible implants and fouling resistant surfaces.

In the last part of this thesis, we present the work resulting from a close cooperation with the experimental group of Professor Hugel at TUM. In accordance with experimental single-molecule techniques we develop a fully atomistic description of peptide-surface interactions. A detailed analysis of the involved energetics allows to identify the main contributions underlying peptide adsorption and adsorption resistance.
Zusammenfassung


Obwohl ionenspezifische Effekte bei biologischen Prozessen wie beispielsweise der Wechselwirkung zwischen einem Peptid und einer Oberfläche eine bedeutende Rolle spielen, lohnt es sich, solche Systeme ohne Ionen näher zu betrachten. Der Einblick in die Peptid-Oberflächenwechselwirkung und die gezielte Steuerung der Peptidadsorption zielen darauf ab, medizinische Implantate biologisch verträglich zu gestalten und fäulnisresistente Oberflächen zu entwickeln.

Im letzten Teil dieser Arbeit werden die Ergebnisse aus einer engen Zusammenarbeit mit der Arbeitsgruppe von Professor Hugel an der TUM vorgestellt. In Übereinstimm-
nung mit Einzelmolekül-Experimenten wird eine vollständige atomistische Beschreibung für die Peptid-Oberflächenwechselwirkung entwickelt. Eine detaillierte Auswertung der einzelnen Energiebeiträge ermöglicht es, die Hauptbeiträge, die grundlegend für die Peptidadsorption und die Adsorptionsresistenz sind, zu identifizieren.
Chapter 1

Introduction and Outline

1.1. From Ion-specificity to Bioadhesion

The Hofmeister phenomena remain ubiquitous in physical and biochemistry, and are as important in the scheme of things as was Mendel’s work in genetics.

Barry W. Ninham

The story about ion specific effects goes back to the late 19th century, when Franz Hofmeister and his co-workers published a series of seven papers with the title "Zur Lehre von der Wirkung der Salze" (about the science of the effect of salt). Hofmeister’s work arose at a time when Jan van’t Hoff, Svante Arrhenius, Wilhelm Ostwald and Wilhelm Pfeffer contributed remarkable work to the field of ion effects. It is striking that the work predates the concepts of pH and buffer [9]. Moreover, the work was published at a time when the terminology of oppositely charged ions had not entered scientific writing entirely, even though Michael Faraday established his famous laws of electrolysis in 1834 and identified ions as charge carriers in electrolytes.

The important discovery of Hofmeister and his co-workers was that different inorganic salts can be ordered reproducibly according to their efficiency to precipitate proteins from blood serum and hen egg whites [10]. Hofmeister’s systematic analysis led to a series for anions and cations, which is nowadays known as the Hofmeister series or lyotropic series [11–13]. Today, scientists refer to Hofmeister or ion specific phenomena when ions of different size but of the same valency, behave differently [14].

Specific ion effects are ubiquitous in biology and chemistry [15]. The effects range from the distinct influence of different ions on protein stability and denaturation [16–19],
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protein crystallization [20, 21], protein-protein interactions [22] and protein-DNA interactions [23] to their impact on the function of nucleic acids [24] and enzyme activity [25, 26]. Already in 1910, Traube found the same Hofmeister series to govern more than twenty properties, including water surface tension, solubility of gases and colloids, catalysis of chemical reactions, or irritability of nerve cells [27], suggesting that these diverse phenomena have a common origin [15, 20, 28–33]. However, despite the widespread applicability of the series, ion specific effects continue to defy an all-embracing theory [34].

Over the last decade, there has been increased interest in the Hofmeister series and its molecular origin [9, 12]. The reasons for the renewed interest are the development of advanced experimental techniques like X-ray adsorption spectroscopy [35, 36] and solution neutron and X-ray diffraction [37]. While traditional surface tension and electric potential measurements only indirectly sample the ionic distribution at a surface, the detailed microscopic structure of the interface can now be probed directly with recently developed experimental techniques [38]. Examples for such surface-specific techniques are sum-frequency generation [39, 40] and second-harmonic generation [41–43]. Besides, theoretical models and computer simulations improved significantly over the last decade [9, 34].

For almost a century ion specific effects have been attributed to the changes that ions provoke in the hydrogen bonding network of water [11, 12]. Traditionally, ions are divided into two classes: kosmotropes and chaotropes. If ions are small, the surrounding water molecules are tightly bound and the ion is called kosmotrope. If ions are large, the hydration shell is weakly bound and the ion is called chaotrope. The discrimination of the two classes depends on the strength of the ion-water interaction compared to the water-water interaction [20]. In this simplified picture the making and breaking of water structure is central to the Hofmeister series: kosmotropic ions like fluoride salt-out proteins from solutions (decrease their solubility) and stabilize their folded structure [31]. Chaotropes like thiocyanate denature folded proteins and give rise to salting-in behavior (increase their solubility). However, several recent experiments casted doubt on the central role of water structure [31, 44–46]. Today, there is common agreement that ion-specificity results from direct ion-macromolecule interactions including partial ion dehydration upon surface binding [31]. Therefore, non-uniform ion distributions (accumulation or exclusion) near surfaces are responsible for thermodynamic effects for a very wide range of aqueous processes [47]. Still, heuristic rules are widely used, especially the famous law of matching water affinities by Collins [20, 48, 49], since they turned out to qualitatively describe numerous specific ion effects [9].

The classical electrostatic theories of Debye and Hückel for bulk solutions [50], of Gouy and Chapman for ions at charged surfaces [51, 52] and of Onsager and Samaras for the surface tension [53] do not take ion-specificity into account. Several improvements have been made to these so-called primitive models, taking into account finite ion sizes, ion hydration, polarizability, local variations of the dielectric constant and dispersion [54–59]. The consideration of dispersion forces and short-ranged repulsive interactions due to the finite volume of the ions was proposed in the famous paper by Ninham and Yaminsky [60]. The merit of this approach is to naturally include ion-specificity and to explain the
different behavior of ions near the air/water and the oil/water interface. However, the continuum approaches are oversimplified since they neglect the discrete nature of water, especially its geometry around ions and at surfaces. This simplification can even lead to qualitatively wrong thermodynamic results. Still, continuum models have the advantage of providing a general analytical solution and further improvements to these models extend the range of agreement with experiments [61–63].

Promising directions to describe ion specific effects, are computer simulations such as molecular dynamics (MD) and Monte Carlo simulations, which include the properties of water explicitly. This microscopic modeling has helped to understand ion-specificity of relatively simple systems such as the air/water interface [64–66]. Only recently, ion binding to nonpolar and polar groups of a protein has been addressed by simulations [67]. However, the choice of the so-called force field, which is the required input for any molecular simulation, is a subtle issue. Especially, it is still a matter of debate whether polarizability needs to be included or not. The underlying atomistic potential of a classical force field either relies on parameterized functions or on a quantum-mechanical potential derived by quantum chemistry. Although quantum chemical methods are quite accurate, their computational demand limits the accessible simulation time and system size. In classical simulations, polarizability can be taken into account by adding parameterized atomistic polarizability to the force field. In principle, such force fields have the potential to be closer to the full quantum mechanical description of molecular systems. Moreover, the work by Jungwirth and Tobias [65] predicted that adsorption of the large halide ions at the air/water interface is only obtained with polarizable force fields but not with standard non-polarizable ones. However, if non-polarizable force fields are properly optimized, the surface affinity is reproduced in very good agreement with experimental surface tension results [66, 68]. Meaningful results, concerning the simulations of ions, are expected for ionic force fields which are optimized to reproduce thermodynamic bulk properties. Unfortunately, up to now no rational optimization of polarizable ionic force fields exists due to the high complexity of the optimization that already occurs for non-polarizable force fields [68].

With the progress of the last years, the solution to the riddle of the origin of ion specific effects seems to come into reach. Yet, the Hofmeister story does not end here, since more and more exceptions from the presumably universal Hofmeister order appear in the literature. In contrast to Hofmeister’s results, the solubility of lysozyme follows the reversed order [21, 59, 69]. The reason is that lysozyme has a very high isoelectric point (pI ≈ 11.16). Experiments using different proteins at different pH reveal that the direct order is obtained for negatively charged proteins (pH>pI) while cationic proteins (pH<pI) show the inverse order [59, 70]. This provides the first evidence that the surface charge influences the Hofmeister order and is further supported using colloidal systems or well-defined surfaces [71–73]. Such simple systems allow to clearly disentangle the influence of the surface charge and the chemical composition of the surface on the Hofmeister order which are of unique importance in protein science as well [18, 47]. It is striking that besides the surface charge, the nature of the surface has a distinct influence on the Hofmeister order [73]. This effect is clearly evident in the reversal which takes place
when the nature of the surface is changed from hydrophobic to hydrophilic [74]. For these reasons, the presumably universal Hofmeister series makes way for a whole spectrum of direct, altered and reversed series and the ordering may depend on temperature, salt concentration, pH, buffer and the nature of the surface [9, 27, 69, 74–76].

The aim of the first part of this thesis (chapter 2-5) is to describe this full spectrum of experimentally observed phenomena for which so far no theoretical framework exists. Often, it is non-trivial to establish a connection between experimentally relevant properties, such as particle aggregation or long-ranged forces, due to time and size restrictions of atomistic modeling of complex biological systems. Therefore, we use a combination of explicit water MD simulations and coarse-grained modeling. This approach provides insight into the microscopic adsorption mechanism and bridges from computational results to macroscopic experimentally accessible properties. Thus, our results provide a first step toward a clear molecular understanding of the diverse and subtle interactions responsible for ion specific effects.

Ion specific effects are important in various biological processes. Especially, the influence of ions on protein-surface interactions are of high importance in fields ranging from bionanotechnology to biomedical engineering. However, it is worthwhile to have a closer look at such systems in the absence of cosolutes like ions.

Intermolecular forces in aqueous solutions determine biological processes like recognition, protein folding and aggregation. Gaining control over nonspecific protein adsorption at artificial surfaces is fundamental in technological and medical applications involving contact of these surfaces with biological fluids. Examples include biosensors monitoring the adsorption of charged proteins [77], sensitive solid-phase immunoassays retaining selectivity even at large serum protein concentrations [78], solid-phase supports for the growth of adhered cells [79] or the initial stage of blood clotting involving adsorption of certain, large proteins to injured vessel walls [80]. Moreover, understanding how to prevent the adsorption of proteins to surfaces is the ultimate goal for designing biocompatible implants and fouling resistant surfaces. The most unfavorable effect of marine biofouling is the increased fuel consumption of ships, since biofouling causes additional drag on a moving vehicle. The proven technology to reduce or prevent biofouling is to use toxic paints or biocides which kill the colonizing organisms [81]. Since this is neither environmentally beneficial nor an option for food industry, there is a high demand to develop chemically inert, nontoxic surface coatings.

Various surface properties have been investigated in the past in order to design surfaces which inhibit the adsorption of fouling species or at least reduce the adsorption strength such that the organism can be removed easily by shear force [82]. An assortment of surface properties is related to adsorption resistance. These include the type of hydrogen bonding at the surface where hydrogen-bond acceptors but not donors are adsorption resistant [83], physical properties such as the sign and density of surface charges [84] as well as the surface energy, commonly measured by water contact angles. The interfacial tension between water and a solid shows an influence on the adsorption of macromolecules which is related to the Berg limit [85]. The Berg limit defines the transition from hydration repulsion to hydrophobic attraction at a contact angle of $\Theta \approx 65^\circ$ [86]. Above
the Berg limit, i.e. for hydrophobic surfaces, the surface becomes attractive to adhesion while below, i.e. for hydrophilic surfaces, the interaction becomes negligible [85].

Basic research can provide insight into the adhesion mechanism and help to systematically design adsorption resistant surfaces. The first step in a bottom-up approach to understand complex biomolecule-surface interactions is to focus on a simple model system consisting of the building blocks of proteins - the amino acids. Biomolecular fragments, especially homopolypeptides consisting of a uniform sequence of the same amino acid, are more convenient for a rigorous molecular modeling compared to proteins which consist of hundreds of amino acids. Subsequently, the knowledge gained from simple systems can be applied to large complex systems. Explicit-solvent MD simulations allow a quantitative understanding of peptide-surface interactions [87, 88] and enable an identification of the main contributions in the desorption process [89, 90]. On the experimental side, a particularly enlightening approach to study peptide-surface interactions is single-molecule force spectroscopy with an atomic force microscope (AFM). This method is capable to measure forces in the physiological piconewton range with a spatial sub-nanometer resolution and has been successfully applied to experimentally determine polymer binding to surfaces [91–93].

In the last part of this thesis (chapter 6), we present work resulting from a fruitful cooperation with the experimental group of Professor Hugel at TUM. The combination of simulation and experimental techniques enables us to address peptide-surface interactions from different perspectives and to identify the main contributions underlying peptide adsorption and adsorption resistance, respectively.

1.2. Outline of this Work

The aim of this thesis is to provide a clear molecular understanding of ion specific effects and to identify the main contributions underlying peptide-surface interactions.

Chapter 2 addresses the reversal of the anionic Hofmeister series [1–3]. We introduce a two-scale modeling approach toward anion-specificity at surfaces of varying charge and polarity. Explicit-solvent atomistic MD simulations at neutral hydrophobic and neutral hydrophilic self-assembled monolayers provide potentials of mean force for the sodium cation and the halide anions fluoride, chloride and iodide. The ion-surface potentials are imported into Poisson-Boltzmann theory to calculate ionic distributions at surfaces of arbitrary charge for finite ion concentration. Based on calculated long-ranged electrostatic forces and coagulation properties, we obtain the direct anionic Hofmeister series at negatively charged hydrophobic surfaces. Reversal of the Hofmeister series takes place when going to negative polar or to positive nonpolar surfaces, leading to the indirect series. For positively charged polar surfaces the direct series is again obtained. This double reversal is in full accordance with a recent experimental classification of colloidal coagulation kinetics and also reflects the trends of the ion specific solubility properties of proteins.

In chapter 3, the anionic Hofmeister series is complemented by the cationic series for the halide cations lithium, sodium, potassium and cesium [4]. We extend the two-scale
modeling approach to more realistic surfaces, consisting of hydrophobic and hydrophilic surface patches, similar to proteins. The microscopic ion-surface interaction gives insight into the long standing mystery why small anions but large cations are more efficient in precipitating proteins from solutions. We provide evidence that cations can have as strong an effect on macroscopic properties as anions. However, the underlying microscopic mechanism is by far more complex for cations due to their in general smaller size.

In chapter 4, we investigate ion binding to charged surface groups [5]. Ion binding is one of the central mechanisms for ion-specificity if ionizable groups like carboxyl groups are present on the surface of a macromolecule. The investigation of ion binding in dependence of the degree of dissociation complements our bottom-up approach to provide a clear molecular understanding of possible ion-macromolecule interactions.

In chapter 5, we reduce the in general complex ion-surface interactions to a generic continuum model [6]. The model is simple enough to be solved analytically on the Poisson-Boltzmann level and can be analyzed globally for varying surface charge, salt concentration and ion-surface affinity. On the other hand, it takes long-ranged electrostatic, short-ranged entropic and depletion effects into account and displays the salting-in/salting-out behavior which is characteristic for proteins. Moreover, the strength of this approach is that the generic model can be adjusted easily to realistic ion-surface interactions obtained by simulations. The resulting Hofmeister phase diagram features the full spectrum of experimentally observed Hofmeister order.

In chapter 6, we present a combination of simulations and experimental techniques to investigate peptide-surface interactions [7, 8]. In close collaboration with the group of Professor Hugel at TUM, we develop a fully atomistic description of the complete system including peptide, surface and water. To characterize peptide-surface interactions, we determine the force necessary to desorb homopolypeptides of varying side-chain hydrophobicity from self-assembled monolayers using explicit water MD simulations and single-molecule AFM experiments. The surface hydrophobicity is tailored in a well defined and reproducible fashion by using different functional methyl and hydroxyl end-groups. A detailed analysis of the involved energetics allows to identify the main contributions underlying the adsorption of peptides at the hydrophobic surfaces and the adsorption resistance of the hydrophilic surfaces.

In chapter 7, we summarize the main results of this work and give an outlook on possibilities of further research.
Chapter 2

Reversed Anionic Hofmeister Series

2.1. Introduction

2.1.1. Motivation

More than 120 years ago, Hofmeister discovered that different ions can be ordered reproducibly according to their efficiency in precipitating hen-egg white proteins [10]. That sequence now runs under the name Hofmeister series (HS) and is e.g. for the halide anions directly related to the ion size: the large iodide ion is less efficient than the smaller fluoride ion, meaning that a higher concentration of $I^-$ is needed compared to $F^-$ in order to precipitate egg white proteins from solution. Already in 1910, Traube found the same HS to govern more than twenty other properties, including water surface tension, solubility of gases and colloids, catalysis of chemical reactions, or the irritability of nerve cells [27], suggesting a common origin for these vastly different phenomena [15, 20, 28–33]. We now know that the process observed by Hofmeister is essentially related to the precipitation of ovalbumin, at neutral pH a negatively charged protein and the main constituent of egg white [59]. Early on, it was realized that the different binding affinities of ions to hydrophobic surface patches or groups not only explain ion specific protein precipitation [18] but also ion specific peptide denaturation [16, 19] via essentially the same mechanism: Ions that are strongly repelled from hydrophobic surfaces (such as $F^-$) will raise the interfacial tension strongly. Realizing that the driving force for protein aggregation mainly comes from the adhesion between hydrophobic surface patches, it transpires that those ions will be strong precipitators compared to ions that are less strongly repelled or even attracted to hydrophobic surfaces (such as $I^-$). By the same token, since peptide denaturing mainly involves solvation of hydrophobic groups that are buried in the interior of the native protein structure, it is clear that ions that strongly precipitate proteins from solution (such as $F^-$) at the same time tend to be only weakly denaturing agents or even structural stabilizers. In contrast, salts that adsorb to hydrophobic interfaces can be as strong denaturants as urea [19] and are at the same time only weak precipitators.
Analogous trends as described here for anions are also observed for cations as will be discussed in the next chapter.

But the HS story does not end here: Firstly, the ion ordering is found to be reversed for cationic proteins, i.e. for proteins at pH below their isoelectric point [21, 69], which is theoretically explained by the combination of specific ion-surface interactions and Coulombic screening effects [59]. Secondly, surfaces of folded peptides contain a mix of hydrophobic and hydrophilic groups, and based on experimental data ionic affinities to those surface groups have been inferred to be different [18, 47]. Roughly speaking, the outer surface of a protein displays the order of 1/3 hydrophobic and 2/3 hydrophilic patches, while the interior of a protein contains only about 1/3 hydrophilic groups (mostly associated with the peptide backbone) [47]. This reconciles the surprising finding that many cosolutes that raise the interfacial tension of water (such as urea) act at the same time as strong denaturants [94, 95]: The presence of polar groups on protein surfaces means that the ion-specificity of nonpolar (e.g. air/water or oil/water) interfaces and protein surfaces are expected to be fundamentally different. Furthermore, the different polar/nonpolar compositions of the outer surface and the interior of proteins implies that ions influence protein precipitation and denaturation in different ways. Thirdly and finally, ionic binding to surfaces involves water replacement and thus in a more general framework water-osmotic effects count as well [96, 97]. Our modeling strategy addresses all 3 issues.

In the following we denote by the polarity of a surface its degree of hydrophilicity, which we treat as a parameter independent of the surface charge. To be specific, we denote a surface which has only small partial charges on terminal groups and is characterized by a large contact angle as nonpolar, and a surface which has large positive and negative partial charges on terminal groups (but not necessarily a net charge) and which is able to hydrogen bond with interfacial water and thus has a small (or vanishing) contact angle as polar. Therefore, in our modeling we allow both polar and nonpolar surfaces to carry a net charge. For a nonpolar surface this would correspond to a situation where the charge is distributed evenly over the surface, which can be realized using back-gated semiconductors or self-assembled monolayers [77]. For typical biological or organic surfaces a charged nonpolar surface corresponds to an idealized limit. Yet, the distinction between surface polarity and surface charge has been recently used to successfully classify a broad range of different experimental colloidal surfaces [71, 72, 74], which motivated the present study.

Although, in the biological community proteins are the ultimate object of ion specific studies, they are far from ideal for understanding the physicochemical foundations of Hofmeister effects. This is in part caused by the subtle interplay of (partial) protein unfolding and aggregation, but mostly due to the fact that proteins by evolutionary design exhibit a rather narrow range of surface polarity and charge and therefore do not allow to explore wide variations of these relevant surface parameters. In contrast, synthetic colloids are very stable and can be produced with almost any surface charge and polarity. In fact, in a series of groundbreaking studies, it was shown that rather hydrophobic anionic colloids show the direct HS while the series is reversed for cationic colloids [71, 74], similar to proteins. Even more striking, when going from hydrophobic to very polar
colloids another reversal takes place: Anionic polar colloids obey the reverse HS, cationic polar colloids obey the direct HS, while for intermediate situations partial reversal is observed [72, 74]. Thus, colloids allow to clearly disentangle the striking influence of surface charge and polarity on Hofmeister effects, factors that are found to be important in protein science as well [18, 47]. This situation, cast into a schematic phase diagram in Fig. 2.1, is the main subject of this communication and is approached by a combination of atomistic simulation and coarse-grained modeling.

During the last decade, the modeling of Hofmeister effects steadily progressed. It is now generally accepted that the subtle interplay of ion hydration in bulk and partial ion dehydration upon surface binding has to be accounted for by explicit water simulations if ion specificity is to be understood beyond the purely heuristic level of fitting experimental data (for a recent example, see [98]). The salting-out of small hydrophobic solutes was shown to follow the direct HS [99, 100], as in classical experimental solubility studies on e.g. benzene in water [16]. For hydrophobic plates, the repulsion and thus depletion of ions from the nonpolar surfaces was found to be directly proportional to the ionic surface-charge density [101, 102], similar to the free air-water interface where large anions such as iodide even exhibit slight interfacial enhancement [38, 65, 103]. Ionic depletion increases the interfacial tension, and in the absence of long-ranged electrostatic effects gives rise to a short-ranged inter-plate attraction, as directly extracted from the simulations [102]. For surfaces exhibiting both nonpolar and polar groups or patches, the situation is more complicated for two reasons: i) \( \text{Cl}^- \) binds stronger than \( \text{I}^- \) to cationic surface groups, indicative of a reversed HS, i.e., the smaller the anion, the stronger the binding [67]. ii) Because of the long relaxation times of ion binding at polar surface groups, all-atomic simulations at finite salt concentration become cumbersome, suggesting multiscale modeling approaches as an alternative. Indeed, potentials of mean force (PMFs) between ions and nonpolar surfaces derived from explicit-solvent simulations have been success-
fully used in the context of integral equation theory [104], Poisson-Boltzmann (PB) mean-field theory [105] and primitive model Monte Carlo simulations [106] to calculate effective forces between mesoscopic bodies.

2.1.2. Outline

Theories for predicting or explaining Hofmeister effects have appeared in the literature, but no attempt was made to describe the full spectrum of experimental phenomena, in particular the HS reversal when reversing the charge and the polar/nonpolar character of the surface, and no theoretical framework exists that would account for the all too often neglected phenomenon of partial HS reversal. In this chapter we fill this gap by combining molecular dynamics (MD) simulations of single ions at neutral polar and neutral nonpolar surfaces, which yield ionic PMFs, with PB theory which accounts for surface charge and finite salt concentration effects. Although, cations exhibit direct and reversed ionic series as well [73, 98], we here consider a small subset of the anionic HS consisting of the salts NaF, NaCl, and NaI. The reason is mainly that a systematically derived force field for these ions exists [68] which was shown to reproduce the experimental trends for the air/water interfacial tension very well [66].

We derive three complementary observables that highlight different ion specific features: i) The tension of a single surface, which mirrors ionic surface affinities and clearly displays the HS reversal when going from nonpolar to polar surfaces. ii) The electrostatic far-field generated by asymmetric surface adsorption of anions and cations, which directly illustrates the HS reversal upon reversing the surface charge. iii) The critical coagulation concentration as function of surface charge, which is a measure for the coagulation kinetics of colloids and results from the balance of dispersion attraction and electrostatic repulsion. In summary, the double reversal of the Hofmeister series seen in colloidal interaction when changing the surface polarity and when changing the surface charge [71, 72, 74] is shown to be a direct consequence of ion specific surface adsorption which gives rise to an ion specific double layer charge.

2.2. Methods

2.2.1. Simulation Details

In the simulations the surface is a 3.5 nm × 3.464 nm self-assembled monolayer (SAM) consisting of 56 C\textsubscript{20}H\textsubscript{40} chains with a terminal CH\textsubscript{3}-group for the nonpolar and a terminal CH\textsubscript{2}OH-group for the polar SAM. The chain lattice spacing corresponds to a gold (111) substrate with a tilt angle of 30° close to experimental values. The lower 6 C-atoms of each chain are restrained by harmonic potentials with spring constant $k = 5 \times 10^5$ kJ/(mol nm$^2$). The simulation box has an extension of 9 nm in the z-direction and is filled with about 2,700 SPC/E water molecules. The SAM is modeled with the GROMOS96 force field [107]. The force field parameters used for anions and cations were previously optimized for the SPC/E water model [108] to reproduce thermodynamic solvation properties [68]. From the three different cation parameter sets given in [68] we
have used parameter set 2 for Na\textsuperscript{+} in our calculations. This choice was mainly motivated by recent work that showed that relatively high Lennard-Jones energy parameter for cations yield accurate ion pairing properties as judged by comparison with experimental osmotic coefficient data [109]. The terminal CH\textsubscript{3}-group on the hydrophobic SAM carries a small negative charge, which is negligible with respect to the wetting properties and still renders a very hydrophobic surface [110]. All Lennard-Jones parameters are listed in table A.5 of the appendix A. The simulations are done at a temperature of 300 K and a pressure of 1 bar maintained by anisotropic pressure coupling. Periodic boundary conditions are applied, long range Coulomb forces are calculated using the particle-mesh Ewald summation [111] and for the van-der-Waals interactions a cutoff radius of 1.2 nm is used. A single ion is placed into the water phase and its potential of mean force (PMF) is calculated by umbrella sampling [112] with a window spacing of 0.025 nm and 1 ns simulation time discarding the first 200 ps for ions at the hydrophobic surface and 3 ns simulation time discarding the first 1 ns at the hydrophilic surface using a time step of 2 fs and the weighted histogram analysis method [113]. The density profile for 1M NaI at the hydrophobic and hydrophilic SAM surfaces is calculated in 100 ns simulations. All simulations are performed with the Gromacs 3.3.1 simulation package [114].

2.2.2. Poisson-Boltzmann Modeling

The PB equation for a planar surface including ion specific PMFs reads [59, 105, 115]

\[ \epsilon_0 \frac{d}{dz} \epsilon(z) \frac{d}{dz} \Phi(z) = -\sum_i q_i c_0 e^{-\left(V_{i PMF}(z) + q_i \Phi(z)\right)/k_B T} \]  

(2.1)

where \( z \) is the distance perpendicular to the surface, \( q_i \) is the charge of ions of type \( i \), \( c_0 \) is the bulk salt concentration, \( \epsilon_0 \) is the dielectric constant of vacuum, \( \epsilon(z) \) is the relative dielectric constant profile as a function of the distance from the surface, \( V_{i PMF}(z) \) is the PMF of the \( i \)-th ion as obtained in the MD simulations, and \( \Phi(z) \) is the electrostatic potential. The PMFs are fitted by heuristic fit functions which are given explicitly in the appendix A (table A.1). The local dielectric constant \( \epsilon(z) \) which enters the Poisson-Boltzmann equation is assumed proportional to the water density

\[ \epsilon(z) = \epsilon_{\text{SAM}} + \frac{\rho(z)}{\rho_0} (\epsilon - \epsilon_{\text{SAM}}) \]  

(2.2)

where \( \epsilon_{\text{SAM}} = 4 \) is the value taken for the dielectric constant of the SAM, \( \epsilon = 78 \) is the dielectric constant of water, \( \rho(z) \) is the water density profile from MD simulation approximated by a fit function and \( \rho_0 \) is the bulk density of water. The linear relation between water density and dielectric constant profile has been confirmed in extensive MD simulations where the local dielectric constant has been determined from the local dipolar fluctuation strength.

To determine the surface tension change with increasing bulk salt concentration according to the Gibbs adsorption equation, the position of the Gibbs dividing surface \( z_{\text{GDS}} \) is
calculated from the requirement, that the surface excess for water $\Gamma_w$ itself vanishes

$$\Gamma_w = \int_{-\infty}^{z_{\text{GDS}}} \rho(z) \, dz + \int_{z_{\text{GDS}}}^{\infty} (\rho(z) - \rho_0) \, dz = 0. \quad (2.3)$$

The fit function and fit parameters of the density profile $\rho(z)$ at the CH$_3$-terminated and the OH-terminated SAM as well as the position of the Gibbs dividing surface are given in the appendix A (table A.6). Eq. 2.1 is solved numerically on a one dimensional grid with a lattice constant of 1 pm, which is small enough that discretization effects can be neglected. For a single surface, the potential satisfies the boundary conditions (i) $\Phi(z) = 0$ in bulk water ($z \to \infty$) and (ii) $\Phi(z) = \text{const}$ for $z \to -\infty$. For two surfaces at distance $D$ we use in Eq. 2.1 the sum $V_{\text{PMF}}^i(z) + V_{\text{PMF}}^i(D - z)$ and the symmetry boundary condition $d\Phi(z)/dz|_{z=D/2} = 0$ at the midplane. An external surface charge is modeled by the modified boundary condition

$$\varepsilon_0 \varepsilon (z) \frac{d\Phi}{dz} = -\sigma_{\text{surf}} \quad (2.4)$$

at the surface at $z = 0$. The location of the surface, i.e. the origin of the $z$-coordinate, is defined by the mean position of the terminal C and O surface atoms for the hydrophobic and hydrophilic surfaces, respectively. The concentration profile of the i-th ionic species $c_i(z)$ is given by

$$c_i(z) = c_0 e^{-\left(V_{\text{PMF}}^i(z) + q_i \Phi(z)\right)/k_BT}. \quad (2.5)$$

We calculate the surface tension increment with respect to the uncharged surface at $c_0 = 0$ via thermodynamic integration

$$\Delta \gamma = -k_B T \sum_i \int_{0}^{c_0} dc_i \frac{\Gamma_i}{c_0} + \int_{0}^{\sigma_{\text{surf}}} d\sigma_{\text{surf}} \Phi(z = 0) \quad (2.6)$$

valid for nearly ideal solutions with the activities replaced by concentrations. Note that in Eq. 2.6, $\Gamma_i$ denotes the surface excess of ionic species i for vanishing surface charge $\sigma_{\text{surf}} = 0$, while the surface potential $\Phi(z = 0)$ is calculated at finite bulk salt concentration $c_0$ and varying surface charge $\sigma'_{\text{surf}}$. The surface excess is for the single surface given by

$$\Gamma_i = \int_{-\infty}^{z_{\text{GDS}}} c_i(z) \, dz + \int_{z_{\text{GDS}}}^{\infty} (c_i(z) - c_0) \, dz \quad (2.7)$$

and for the slab geometry by

$$\Gamma_i = 2 \left[ \int_{-\infty}^{z_{\text{GDS}}} c_i(z) \, dz + \int_{z_{\text{GDS}}}^{D/2} (c_i(z) - c_0) \, dz \right]. \quad (2.8)$$

### 2.2.3. Debye-Hückel Limit

Sufficiently far from the surface where the PMFs vanish and the potential is small, Eq. 2.1 can be linearized. The Debye-Hückel (DH) potential $\Phi_{\text{DH}}$ is calculated by fitting
the electrostatic potential $\Phi(z)$ obtained by the extended Poisson-Boltzmann equation at large separations to the expression

$$\Phi(z) \simeq \Phi_{DH} e^{-\kappa z}$$

(2.9)

where the Debye screening length $\kappa^{-1}$ is defined by $\kappa = \sqrt{\frac{2q^2 c_0}{\epsilon \epsilon_0 k_B T}}$. Note that the DH potential $\Phi_{DH}$ is via the relation

$$\sigma_{DH} = \epsilon \epsilon_0 \kappa \Phi_{DH}$$

(2.10)

a measure of the effective or renormalized surface charge density $\sigma_{DH}$ [116] and allows to predict the long-ranged forces between two surfaces. Note that the value of $\Phi_{DH}$ and thus of $\sigma_{DH}$ depends sensitively on the location of the surface, i.e. the position where $z = 0$. The ionic pressure $p(D, c_0)$ between two surfaces follows from the surface tension change $\Delta \gamma$ in Eq. 2.6 as

$$p(D, c_0) = -\frac{d\Delta \gamma(D, c_0)}{dD}.$$  

(2.11)

In the Debye-Hückel limit, i.e. at large surface separation, the pressure between two surfaces reads [117]

$$p(D, c_0) = \frac{2\sigma^2_{DH}}{\epsilon \epsilon_0} \left( \frac{2 + e^{D\kappa} + e^{-D\kappa}}{(e^{D\kappa} - e^{-D\kappa})^2} \right).$$

(2.12)

where the effective surface charge density $\sigma_{DH}$ is related to $\Phi_{DH}$ via Eq. 2.10.

### 2.2.4. Critical Coagulation Concentration

Colloidal stability results from a balance between double-layer repulsion and van-der-Waals attraction. The critical coagulation concentration $c_{cong}$ of the salt is commonly defined as the bulk salt concentration where the repulsive barrier vanishes. In order to connect to the experimental colloid scenario [71, 72, 74], we derive the total potential $V_{tot}$ between two spheres consisting of the sum of van-der-Waals attraction and electrostatic double-layer repulsion. To that end, we first construct the total potential per unit area between two planar surfaces

$$V_{tot}^\text{plane}(D) = V_A^\text{plane}(D) + V_R^\text{plane}(D)$$

(2.13)

which consists of the attractive van-der-Waals interaction energy $V_A^\text{plane}$ and the repulsive electrostatic interaction energy $V_R^\text{plane}$. According to the standard DLVO theory, for two surfaces at separation $D$, those expressions are given by

$$V_A^\text{plane}(D) = -\frac{H}{(12\pi D^2)}$$

(2.14)

where $H$ is the Hamaker constant and

$$V_R^\text{plane}(D) = 2\epsilon \epsilon_0 \kappa \Phi_{DH}^2 e^{-\kappa D}$$

(2.15)

where $\Phi_{DH}$ is the surface potential according to linearized Debye-Hückel theory [116]. The Derjaguin approximation relates the total force between two spherical particles of
equal radius $R$ at surface separation $D$, given by $F_{\text{tot}}(D) = -dV_{\text{tot}}(D)/dD$, to the potential per unit area between two corresponding planes by $F_{\text{tot}}(D) = \pi RV_{\text{plane}}^{\text{tot}}(D)$ [116]. The analogous expression for the force between a plane and a sphere, as relevant for the experimental setup of Ref. [118], is given by $F_{\text{tot}}(D) = 2\pi RV_{\text{plane}}^{\text{tot}}(D)$ [116]. Integrating the force $F_{\text{tot}}(D)$, we thus obtain for the potential between two spheres

$$V_{\text{tot}}(D) = \pi R \left( \frac{-H}{12\pi D} + 2\epsilon_0\epsilon\Phi_{\text{DH}}^2 e^{-\kappa D} \right).$$

(2.16)

For low salt concentration, $V_{\text{tot}}$ exhibits a repulsive barrier that separates the divergent minimum at zero separation from a local minimum at finite separation. At higher salt concentration the barrier height decreases and passes through zero. According to simple coagulation kinetic theory, the salt concentration at which the barrier height vanishes, defined by the equations $V_{\text{tot}}(D) = dV_{\text{tot}}(D)/dD = 0$, defines the critical coagulation concentration $c_{\text{coag}}$ [116]. This condition can be explicitly written as

$$c_{\text{coag}} = \frac{288(\epsilon\epsilon_0)^3\pi^2 k_B T \Phi_{\text{DH}}^4}{\exp(2) H^2 q^2}.$$

(2.17)

For the Hamaker constant we take a value $H = 2.2 \times 10^{-21}$ J as appropriate for silica surfaces [118]. As $\Phi_{\text{DH}}$ depends implicitly on the salt concentration, Eq. 2.17 has to be solved numerically. Note that Eq. 2.17 by construction is only valid for low $c_0$, the results we present in this paper for high $c_0$ are only indicative, since in this case the barrier occurs at such small surface separation that short-range interactions between the surfaces are important as well. To facilitate the numerical solution, we fit the dependence of the Debye-Hückel surface potential $\Phi_{\text{DH}}$ on the salt concentration $c_0$ and bare surface charge $\sigma_{\text{surf}}$ to a polynomial which is given in the appendix A (table A.7). Using the asymptotic result for $\Phi_{\text{DH}}$, Eq. 2.17 can be solved numerically to obtain the critical coagulation concentration $c_{\text{coag}}$.

2.3. Results and Discussion

2.3.1. Ion-surface Interaction Potentials

We study ions at two different surfaces, both formed from self-assembled monolayers (SAMs) of end-functionalized alkane chains. Fig. 2.2 displays the main simulation result, namely the ionic PMFs on the hydrophobic SAM, A, with nonpolar methyl end-groups, and on the hydrophilic SAM, B, where each alkane chain is terminated by a polar hydroxyl end-group, with the origin ($z = 0$) defined by the mean position of the terminal C and O surface atoms, respectively. The water density profile obtained by MD simulations and the fit function $\rho(z)$ at the hydrophobic and at the hydrophilic surface are shown in Fig. 2.2 to the right. The water density of the first density maximum is slightly larger at the hydrophobic surface as compared to the hydrophilic surface. This is not a general feature but rather related to the specific geometry of the hydrophilic and hydrophobic surfaces employed in our simulations, see for example Ref. [119] for simulation results.
2 Reversed Anionic Hofmeister Series

Figure 2.2: (A) Simulation results at the hydrophobic CH$_3$-terminated SAM. Left: Snapshots of all ions at fixed surface separation $z = 0.575$ nm (where the I$^-$ PMF shows a minimum). Water molecules within 6Å of the ions are shown and ionic sizes correspond to their Pauling radii. Middle: Potentials of mean force (PMFs); vertical broken line denotes the position of the Gibbs dividing surface $z_{GDS}$. Right: Water density profile obtained by MD simulation and fit function $\rho(z)$. (B) Results for the hydrophilic OH-terminated SAM. Middle: PMFs of all ions. The inset shows the enlarged F$^-$ PMF and indicates the surface separations for which snapshots of the hydration shell around F$^-$ are shown to the left. Right: Water density profile and fit function $\rho(z)$.

The ionic adsorption behavior at the nonpolar surface is quite similar to the air/water interface [38, 65, 105]: As seen from the PMFs, the large iodide ion is attracted to the surface, while the smaller halide ions and the sodium cation are repelled. The snapshots (all taken at the distance where the I$^-$ PMF shows a minimum) in Fig. 2.2A show that I$^-$ has partially stripped off its water hydration layer in contrast to the smaller ions, and illustrates that hydrophobic effects are connected to the observed ion-specificity, as at the air-water interface [105]. At the polar surface in Fig. 2.2B the anionic specificity is less pronounced and the situation is in fact reversed for the halides: The small F$^-$ is least repelled from the surface compared to the larger Cl$^-$ and I$^-$. The snapshots for F$^-$ at four different separations in Fig. 2.2B show that F$^-$ for the smallest separation (i) forms two hydrogen bonds with surface hydroxyl groups, while the slight maximum in the PMF (iii) can be traced back to the unfavorable compression of the first hydration shell of water between the ion and the surface. For even larger separation (iv) the hydration layer is nearly unperturbed and the PMF is essentially flat. This reversal of anion binding affinities (central to Collins’ empirical like-seeks-like rule [20]) is by no means straightforward: There is no obvious reason why a small F$^-$ ion should show a
higher affinity to OH surface groups than to hydration water when compared to larger ions and fine details such as the interfacial water structure and the surface geometry probably matter. Note that $\text{Na}^+$ is most strongly adsorbed of all ions on the polar surface, which has to do with its small hydration radius that allows the formation of a tight ion pair with the surface oxygen. The reversal of anionic binding affinities when going from nonpolar to polar surfaces, in agreement with previous simulations [106], is only one ingredient to the full story of HS reversal.

2.3.2. Ionic Density Profiles and Long-ranged Forces

The extended PB Eq. 2.1 treats the long-ranged electrostatic interactions between ions and the net surface charge and among the ions at finite bulk salt concentration $c_0$ on an approximate mean-field level and at the same time incorporates the ion specific surface interactions via the PMFs from the MD simulations. The rational behind this splitting, which is at the core of our two-scale modeling approach, is that long-ranged electrostatic interactions are handled quite accurately by the PB approach but lead to various problems in MD simulations. Corrections to the PB approximation have been amply discussed in the literature but are not pursued in this paper, for a review see [121]. The ion concentration profiles for different $c_0$ follow from Eq. 2.5 and are shown in Fig. 2.3A and C for NaI at the nonpolar and polar surfaces. At the hydrophobic surface I$^-$ adsorbs stronger than Na$^+$, leading to a pronounced double layer. The relative adsorption peak of iodide decreases with increasing bulk salt concentration $c_0$ while the corresponding Na$^+$ peak increases due to the shrinking screening length. In contrast, at the hydrophilic surface Na$^+$ adsorbs stronger while I$^-$ is repelled from the interface. The PB approach makes drastic approximations, to give insight into the robustness of all further results we compare in Fig. 2.3B and D PB predictions and MD simulations for a 1M NaI solution at the nonpolar and polar surfaces, respectively. In each graph one can discern deviations between the PB predictions and the actual simulations, especially further away from the surface where specific interactions between the ions become more important than the ion specific interactions with the surface. However, the difference in ion adsorption on the

![Figure 2.3:](image-url) (A) Ion concentration profiles of NaI at the CH$_3$-SAM obtained from Poisson-Boltzmann (PB) modeling at two different bulk concentrations $c_0$. (B) Density profile of 1M NaI at the CH$_3$-SAM from PB compared with explicit finite-concentration MD simulations. (C) Ion concentration profiles of NaI at the hydrophilic OH-terminated SAM from PB. (D) Density profile of 1M NaI at the OH-SAM from PB compared with explicit finite-concentration MD simulations.
polar and nonpolar surfaces is brought out quite accurately by the PB approach. Since all other derived quantities such as surface tension, potential and pressure follow without additional approximations from the density profiles, we are led to conclude that our two-scale modelling approach confidently yields the differences between the ion specific adsorption on polar and nonpolar surfaces.

The electrostatic potential $\Phi(z)$ from the solution of Eq. 2.1 is shown in Fig. 2.4A for NaI at the nonpolar surface at concentration 0.01M and 1M (broken lines) and is compared with an asymptotic exponential fit according to Eq. 2.9 which is equivalent to the linearized Debye-Hückel (DH) theory (solid lines). The comparison becomes excellent for large distances. The DH potential is via Eq. 2.10 related to the effective surface charge $\sigma_{DH}$ and allows to predict the long-ranged forces between two surfaces, as will be discussed further below. The dependence of $\Phi_{DH}$ on the bulk salt concentration is shown in Fig. 2.4B and C for the hydrophobic and hydrophilic SAM. The reversal of the ionic adsorption affinities is clearly recognized: On the nonpolar surface $I^-$ adsorbs most strongly and the potential $\Phi_{DH}$ is most negative for NaI and -conversely- positive for NaF, Na$^+$ and Cl$^-$ have roughly similar PMFs and therefore the potential is quite small. The situation is reversed on the hydrophilic surface: Here, F$^-$ adsorbs strongest. Since Na$^+$ adsorbs stronger than all anions, the surface potential $\Phi_{DH}$ is positive and smallest for NaF and grows as one goes via NaCl to NaI. Fig. 2.4D shows the dependence of $\Phi_{DH}$ on the bare surface charge $\sigma_{surf}$ for 100 mM bulk salt concentration at the hydrophobic
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**Figure 2.4.**: (A) Electrostatic potential distribution $\Phi(z)$ for NaI solutions at the nonpolar surface at two bulk concentrations from PB (broken lines) compared with Debye-Hückel (DH) far-field predictions (solid lines) $\Phi_{DH}(z)$, DH potential $\Phi_{DH}$ at (B) CH$_3$-SAM and (C) at OH-SAM. (D) $\Phi_{DH}$ as a function of the bare surface charge density $\sigma_{surf}$ for a bulk salt concentration $c_0 = 100$ mM and (E) for $c_0 = 1$ mM at the CH$_3$-SAM. (F) $\Phi_{DH}$ as a function of the bulk salt concentration $c_0$ of NaI for different values of the the external surface charge density $\sigma_{surf}$ at the CH$_3$-SAM.
SAM/water interface. For small values of $\sigma_{\text{surf}}$ and relatively large salt concentration the Debye-Hückel potential increases linearly with increasing surface charge, while for large surface charges and small salt concentration $c_0 = 1\text{mM}$ the increase is nonlinear (Fig. 2.4E). For $c_0 = 1\text{mM}$ the ion-specificity is small and overshadowed by the long-ranged electrostatics while for $c_0 = 100\text{mM}$ electrostatic interactions are sufficiently screened and thus ion-specificity is more pronounced. Fig. 2.4F shows the dependence of the DH potential on the bulk salt concentration of NaI for different values of the external surface charge density $\sigma_{\text{surf}}$. For positive surface charge the DH potential is positive at low salt concentrations. With increasing bulk concentration of NaI, more iodide ions adsorb, gradually neutralizing the positive surface charge, hence suppressing the electrostatic double layer repulsion between two surfaces in solution and eventually leading to $\Phi_{\text{DH}} = 0$, which defines an instability, as shown in Fig. 2.6B and is discussed in detail later on. At even higher salt concentrations, repulsion reemerges due to surface charge reversal by excess adsorbed anions. For negative surface charge the DH potential is non-monotonic due to the competition between charge screening and ion adsorption effects. Fig. 2.4D-F show that the effective charge of a surface, as defined by the strength and sign of the long-ranged part of the electrostatic potential far from the surface, is strongly influenced by the presence and strength of ion specific adsorption on surfaces.

In Fig. 2.5A and B we show the pressure between two hydrophobic and hydrophilic surfaces as a function of their separation $D$ for 100 mM bulk salt concentration as obtained from PB theory, using Eq. 2.6 and Eq. 2.11 (data points). The lines show the pressure calculated from Eq. 2.12, based on the asymptotic results for $\Phi_{\text{DH}}$. The agreement is perfect for large distances. At all surfaces ion specific adsorption leads to effectively charged surfaces, which interact via screened Coulomb interactions with each other. Since we consider identical surfaces, the effective charges on the two opposing surfaces are the same, resulting in long-distance repulsion and thus stabilization (conversely, attraction is expected for unequal pairs of polar/nonpolar surfaces). The insets show the short-distance pressure where both data points and broken lines denote the PB results.

**Figure 2.5.** Pressure as function of distance $D$ between (A) two CH$_3$-terminated SAMs and (B) two OH-terminated SAMs for a bulk salt concentration $c_0 = 100$ mM and different ions obtained by nonlinear PB (data points) compared with the asymptotic Debye-Hückel (DH) pressure from Eq. 2.12 (lines). The notation for different ions is the same as in Fig. 2.4. The insets show the pressure from non-linear PB for small surface separation (dashed lines and symbols).
Here, one discerns a crossover from electrostatic repulsion at large separation to attraction at small separations which is caused by ionic depletion and roughly sets in when the PMFs from the two surfaces start to overlap. The pressure between two CH$_3$-terminated SAMs shows a maximum at approximately 1 nm separation, which is highest for NaI. I$^-$ thus acts as the least destabilizing halide ion with respect to aggregation of hydrophobic solutes.

### 2.3.3. Hofmeister Ordering according to Interfacial Tension, Surface Charge and Coagulation Kinetics

Fig. 2.6A1 and A2 show the surface tension increment $\Delta \gamma$ as a function of bulk salt concentration $c_0$ for the nonpolar and polar neutral surfaces calculated from Eq. 2.6. Note that $\Delta \gamma$ mixes short-ranged ionic adsorption/depletion effects with long-ranged electrostatic interactions within the double layer in a not easily separable fashion. The tension increment is positive for all ions, meaning that the repulsive component of the PMFs dominates for all ion pairs. Experimentally, 1M NaCl increases the interfacial tension at the dodecane/water interface by 1.45 mN/m [122] which is close to the calculated surface tension increment of 1.34 mN/m at the CH$_3$-terminated SAM displayed in Fig. 2.6A1. In fact, the results for the hydrophobic surface are quite similar to recent results for the air/water interface using the same ionic force fields [66]: $\Delta \gamma$ increases in the order I$^-$ < Cl$^-$ < F$^-$, the direct HS. As would be expected already on basis of the ionic PMFs, the ordering is reversed at the polar surface, $\Delta \gamma$ increases according to F$^-$ < Cl$^-$ < I$^-$ in Fig. 2.6A2, the reversed HS. Although experimental data is available for the dodecanol/water interface [123], no direct comparison is possible with our data on the polar surface since the dodecanol surface is much less polar than our completely hydroxylated SAM surface. Note that the surface tension increment of KI in the experimental studies was found to be negative at the dodecane/water interface and positive at the air/water interface [122]. This stands in contrast to our findings in Fig. 2.6A1 but is also not easily reconciled with the standard classification of iodide as a fairly strong denaturant and stabilizer against precipitation. Possible explanations for the negative interfacial tension increment of KI at the dodecane/water interface involve oxidation of I$^-$ to I$_2$ due to traces of oxygen in the solution and further reaction to I$_3^-$. Both I$_2$ and I$_3^-$ are expected to show different degrees of interfacial activities at the air/water, the dodecane/water and the dodecanol/water interfaces. This is a complication that is absent for the other ions as well as for bulk precipitation or denaturation studies of iodide solutions.

According to the Setschenow equation, the protein concentration of maximum solubility, $c_{sol}$, upon addition of salt is given by

$$\log\left[\frac{c_{sol}(c_0)}{c_{sol}(0)}\right] = -k_s c_0. \quad (2.18)$$

The salting out constant $k_s$ is, via the heuristic expression $k_s = \zeta A \Delta \gamma$, assumed proportional to the solvent accessible area of the solute $A$, the fraction of hydrophobic surface patches $\zeta$ and the interfacial tension increment $\Delta \gamma$, for which typically the value of the air-water interfacial tension is used [16, 18]. Fig. 2.6A3 shows $\Delta \gamma$ for a negative hydrophobic surface of charge $\sigma_{surf} = -0.1 \text{ e/um}^2$. Based on the Setschenow equation, for
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Figure 2.6.: (A) Surface tension increment ∆γ from thermodynamic integration Eq. 2.6 as function of bulk salt concentration c0 for different ions at the (A1) neutral hydrophobic SAM, (A2) neutral hydrophilic SAM, and (A3) hydrophobic SAM with surface charge σ_{surf} = -0.1 e/nm². (A4) Schematics of protein folding driven by a positive ∆γ. (B) Lines in the surface charge σ_{surf} and salt concentration c0 plane on which the DH potential vanishes, Φ_{DH} = 0, at the (B1) CH₃-terminated SAM and (B2) OH-terminated SAM. The encircled numbers in B1 denote surface charges for which the salt-dependent DH potentials for all ions are presented in Fig. 2.7. (B3) Schematic experimental setup for measurements of long-range forces between two surfaces, indicative of the DH potential Φ_{DH}. (C) Critical coagulation concentration c_{coag} for (C1) two hydrophobic and (C2) two hydrophilic spherical particles. Solid and broken lines distinguish between coagulation and restabilization, respectively. (C3) Total interaction potential V_{tot} between two spherical hydrophobic particles of radius 1nm consisting of electrostatic double layer repulsion and van-der-Waals attraction in a 100 mM NaI solution for different values of the bare surface charge σ_{surf}. At σ_{surf} = 0.02 e/nm² the barrier disappears, defining a coagulation instability.

Small c₀ salting-in of hydrophobic solutes is predicted as ∆γ decreases with increasing salt concentration, while for large salt concentrations ∆γ increases linearly with c₀ indicative of salting-out behavior, in agreement with experimental trends [18]. The schematic drawing in Fig. 2.6A4 symbolizes that a positive surface tension increment, ∆γ > 0, which tends to precipitate proteins (salting-out), at the same time stabilizes proteins against denaturing.

Complementary information is obtained from the DH potential Φ_{DH}. Fig. 2.6B1 and 2.6B2 show in the plane spanned by the bare surface charge σ_{surf} and salt concentration c₀ lines on which Φ_{DH} = 0. On these lines, the specific ion adsorption exactly cancels
the bare surface charge and thus the long-ranged interaction between two such surfaces vanishes. Such forces have been measured recently using an atomic-force microscope, where cationic specificity between a planar surface and a spherical particle was considered [118], see Fig. 2.6B3, where the experimental setup is schematically depicted.

To help unravel the entire information contained in Fig. 2.6B1, which shows results for a hydrophobic surface, we start discussing a negative surface with surface charge $\sigma_{\text{surf}} = -0.08 \text{ e/nm}^2$ at the bottom, indicated by the encircled 1. For such a negative surface the magnitude of the surface potential $|\Phi_{\text{DH}}|$ is plotted in Fig. 2.7A, ordered as $|\Phi_{\text{DH}}(\Gamma^-)| > |\Phi_{\text{DH}}(\text{Cl}^-)| > |\Phi_{\text{DH}}(\text{F}^-)| > 0$. This means that the long-range electrostatic interaction between two hydrophobic surfaces becomes more repulsive as one goes from NaF via NaCl to NaI. This is the direct HS, $\Gamma^- > \text{Cl}^- > \text{F}^-$, denoting stability against precipitation and valid for negative hydrophobic surfaces. As we increase the surface charge (moving up in Fig. 2.6B1) we first approach the line on which $\Phi_{\text{DH}} = 0$ for NaF, equivalent to an instability for NaF. For even higher surface charge or large salt concentrations the line on which $\Phi_{\text{DH}} = 0$ for NaCl is encountered, on which $\Phi_{\text{DH}}$ for both NaF and NaI are nonzero. This means that $\text{F}^-$ and $\text{Cl}^-$ have exchanged their position in the HS. To understand this phenomenon better, we consider a surface of charge $\sigma_{\text{surf}} = 0.03 \text{ e/nm}^2$ as denoted by the encircled 2 in Fig. 2.6B1, for which the salt dependent surface potential magnitudes $|\Phi_{\text{DH}}|$ are shown in Fig. 2.7B.

As a function of salt concentration $|\Phi_{\text{DH}}|$ for NaI reaches zero at a concentration of $c_0 \approx 0.2 \text{ M}$ and at $c_0 \approx 0.39 \text{ M}$ becomes larger than $|\Phi_{\text{DH}}|$ for NaCl. This means that for $c_0 < 0.39 \text{ M}$ the indirect HS is predicted with $0 < |\Phi_{\text{DH}}(\Gamma^-)| < |\Phi_{\text{DH}}(\text{Cl}^-)| < |\Phi_{\text{DH}}(\text{F}^-)|$, while for $c_0 > 0.39 \text{ M}$ partial reversal with the ordering $0 < |\Phi_{\text{DH}}(\text{Cl}^-)| < |\Phi_{\text{DH}}(\Gamma^-)| < |\Phi_{\text{DH}}(\text{F}^-)|$ is predicted. In particular the reversal between iodide and chloride with increasing salt concentration is noteworthy, as it was recently observed experimentally for the cationic protein Lysozyme [69]. In comparing the experimental finding with the behavior depicted in Fig. 2.7B we implicitly assume that the precipitation of Lysozyme is driven by the interaction between hydrophobic patches, which seems plausible.

If we now assume a strongly positively charged hydrophobic surface, denoted by the encircled 3 in Fig. 2.6B1, we observe the indirect HS for all salt concentrations.

![Figure 2.7: Magnitude of the DH potential $|\Phi_{\text{DH}}|$ as a function of salt concentration at the nonpolar CH$_3$-SAM for three different values of the bare surface charge $\sigma_{\text{surf}}$, corresponding to encircled numbers in Fig. 2.6B1.](image-url)
0 < |\(\Phi_{DH}(I^-)\)| < |\(\Phi_{DH}(Cl^-)\)| < |\(\Phi_{DH}(F^-)\)|, as shown in Fig. 2.7C and indeed observed with typical cationic peptides [21, 69] and colloids [74].

In contrast, the stability of the hydrophilic SAM in Fig. 2.6B2 follows an inverse HS only for large negative external surface charge densities. For neutral or positive (and for large salt concentrations slightly negative) external surface charge densities the direct series is predicted, in agreement with experimental results for colloidal hydrophilic systems [74]. Again, various partial reversals between the ions are predicted for intermediate surface charges and salt concentrations. This discussion shows that one expects extended regions in the plane spanned by the salt concentration \(c_0\) and the bare surface charge \(\sigma_{\text{surf}}\) where the effective surface potential \(\Phi_{DH}\) for NaCl is close to zero, while \(\Phi_{DH}\) is non-zero but has different signs for NaF and NaI. Such regions would be classified as obeying a partially reversed Hofmeister series. This mechanism for partial HS reversion is quite universal and linked to the fact that the repulsion between two equal surfaces depends on the square of the effective surface charge: While the surface potential or the effective surface charge always obeys the direct or reversed Hofmeister series, the interaction between two surfaces displays partial reversal around the ion for which the surface potential vanishes. Note that on both surfaces, we predict HS reversal as a function of salt concentration and as a function of surface charge. By continuity, it also follows that HS reversal takes place when going from polar to nonpolar surfaces and vice versa, we are thus led to the schematic phase diagram depicted in Fig. 2.1. The double HS reversal as function of surface polarity and surface charge is pictorially explained in Fig. 2.8.

Figure 2.8.: Schematic explanation of the Hofmeister series reversal obtained when changing surface polarity and surface charge. At each surface we show one iodide and one fluoride ion. At the nonpolar surfaces (top row) iodide adsorbs stronger and is thus drawn closer to the surface. At the polar surface (bottom row) the behavior is reversed and fluoride is repelled less strongly than iodide. For the magnitudes of the effective surface charges this means that |\(\sigma_{DH}(I^-)\)| > |\(\sigma_{DH}(F^-)\)| for the negative nonpolar and the positive polar surface leading to a stronger long-ranged electrostatic repulsion between surfaces in NaI solutions compared to NaF solutions, corresponding to the direct HS. Conversely, for the positive nonpolar and the negative polar surface we have |\(\sigma_{DH}(I^-)\)| < |\(\sigma_{DH}(F^-)\)| and thus the indirect HS.
Note also that our discussion is based on the DH potential $\Phi_{\text{DH}}$ and thus only valid for the long-ranged part of the interaction between two surfaces. When one considers two surfaces that come into contact, the situation is more complicated as the energetics results from a combination of short-ranged and long-ranged effects.

Fig. 2.6C shows the critical coagulation concentration $c_{\text{coag}}$ as a function of $\sigma_{\text{surf}}$ for spherical hydrophobic, C1, and hydrophilic particles, C2, calculated from Eq. 2.17 using the asymptotic results for $\Phi_{\text{DH}}$. As illustrated in Fig. 2.6C3, coagulation results from a balance of the strengths of electrostatic repulsion and van-der-Waals attraction and is defined as the salt concentration at which the barrier height vanishes. For negative weakly charged hydrophobic surfaces $c_{\text{coag}}$ increases according to the direct HS, $F^- < Cl^- < I^-$, while for positive surface charge the series is reversed, see Fig. 2.6C1. Moreover, the ordering is reversed, if the surface character is changed from hydrophobic to hydrophilic, see Fig. 2.6C2. These findings are in complete agreement with the HS ordering inferred from the DH potential $\Phi_{\text{DH}}$ in Fig. 6B and the classification as schematically summarized in Fig. 2.1. Most importantly, these findings are in qualitative accordance with recent experiments measuring $c_{\text{coag}}$ of charged colloidal particles [74], showing that the combination of charges on the one hand and polar/nonpolar groups on the other hand govern kinetic colloidal Hofmeister effects.

In Fig. 2.6C at high salt concentrations restabilization occurs with the ordering opposite to the instability at low concentration (restabilization lines are denoted by broken lines). Although this high-salt behavior resembles experimental findings for colloidal restabilization [74], care has to be taken when interpreting the theoretical results at large salt concentration since (as we have explained in the Methods section) the usage of the linearized PB equation in deriving the coagulation concentration becomes unreliable.

### 2.4. Conclusion

MD simulations can at the present level of computing resources not yield the ion specific forces between proteins including surface groups, water and ions on a fully atomistic level. Therefore, we resort to a two-scale approach in which i) single ions are treated with explicit water at atomistically resolved planar surfaces, and ii) the resulting PMFs are imported into coarse-grained PB theory which includes interactions between surface charges and ions at finite concentration on a mean-field level. The advantage of the current approach is that surface polarity, and in specific the crossover from hydrophobic to hydrophilic surfaces, is treated realistically and the changes of ion hydration and surface hydration as an ion approaches the surface are included in the PMF. While the reversal of the Hofmeister ordering of ion adsorption on polar and nonpolar surfaces is already apparent from the PMFs, the additional HS reversal with respect to the surface charge is a collective effect which only comes out from the full PB treatment. The resulting schematic Hofmeister phase diagram in Fig. 2.1 as a function of surface polarity and charge exhibits 4 disconnected Hofmeister regimes and matches experimental results for colloids [74]. One important feature of the diagram is that partial series reversal is a very prominent feature and is expected for surfaces of intermediate polarity or intermediate
charge as often encountered in biology [21, 69]. These partial series reversions thus do not reflect an inconsistency of our current understanding of Hofmeister effects, but rather are a direct consequence of the competition of charge and solvation effects: Whereas the tension of a single surface and the effective surface charge (or, equivalently, the electrostatic potential far away from the surface) always obey a fully ordered (direct or reversed) Hofmeister series, the far-distance interaction between two surfaces is proportional to the product of the surface potentials and thus exhibits partial reversal around the ion for which the surface potential changes sign.

In the following we point out directions of further research:

We considered only two surface types, namely a hydrophobic surface formed by a CH$_3$-terminated SAM and a hydrophilic surface formed by a fully CH$_2$OH-terminated SAM. These are somewhat extreme and drastically idealized cases. Typical protein surfaces consist of a mixture of polar/nonpolar groups or patches and the immediate question arises whether the influence of polar and nonpolar groups on ions can be considered separately. In fact, the ion specific effects of a large variety of functional groups on oligo-peptides have been found experimentally to be additive [124], meaning that the adsorption of ions on polar and nonpolar surface groups can to first approximation be viewed as the superposition of both separate processes. This in turn opens up attractive possibilities for future modeling of complex heterogeneous surfaces that consist of polar and nonpolar groups and will be discussed in chapter 3.

While hydrophobic surfaces share many properties with the air/water interface and exhibit behavior largely independent of chemical details, for polar groups details matter. The OH group is overall neutral but locally has a relatively high surface charge density, other polar groups of different size and chemical structure span the entire spectrum between the very polar and very nonpolar groups considered by us. It needs to be checked whether surface groups with intermediate surface polarity indeed show intermediate ion specific characteristics. The first step toward a surface of intermediate hydrophilicity is taken in chapter 4 where the Hofmeister order at a COOH-terminated SAM is discussed.

In our two-scale modeling approach we obtain ionic PMFs from simulations of overall neutral surfaces, while a net surface charge is accounted for in the PB approach which treats surface charges as smeared out. This separation is a simplification necessitated by the computational demand of high-precision MD simulations of ions at charged surfaces. In reality surfaces show varying degrees of charge localization around charged groups. Explicit surface charges are discussed in chapter 4 using charged COO$^\text{−}$-surface groups as a model system.

The PB level neglects non-electrostatic ion-ion interactions, which might become important at higher salt concentrations. Here, implicit solvent simulations and improved density functional theory that use ion-ion PMFs from explicit-solvent MD will certainly be of use in the future.
Chapter 3

Comparison of Anionic and Cationic Hofmeister Effects

3.1. Introduction

3.1.1. Motivation

Since the discovery of the Hofmeister series in 1888 [10] there has been growing interest in ion specific effects. Ion specific effects emerge universally between charged objects immersed in aqueous electrolyte solutions and are therefore relevant to fields ranging from molecular biology to bioengineering. The widespread applicability of the series and the ambiguous origin make the identification of the mechanism and the implementation into a general theory one of the current challenges in interfacial and colloidal science [125].

Traditionally, ions are divided into two classes: kosmotropes and chaotropes. If ions are small, the surrounding water molecules are tightly bound and the ion is called kosmotrope. If ions are large, the hydration shell is weakly bound and the ion is called chaotrope. The discrimination of the two classes depends on the strength of the ion-water interaction compared to the water-water interaction [20]. For almost a century ion specific effects have been attributed to the changes that ions provoke in the hydrogen bonding network of water. In this simplified picture the making and breaking of water structure is central to the Hofmeister series: kosmotropic ions like fluoride salt-out proteins from solutions and stabilize their folded structure while chaotropes like thiocyanate denature folded proteins and give rise to salting-in behavior. However, several recent experiments casted doubt on the central role of water structure [31, 44–46]. Today, there is common agreement that direct ion-macromolecule interactions including partial ion dehydration upon surface binding are largely responsible for ion specificity [31]. Therefore, non uniform ion distributions (accumulation or exclusion) near surfaces are responsible for thermodynamic effects for a very wide range of aqueous processes [47]. Still, the terms
kosmotrope, hard, strongly hydrated or chaotrope, soft, weakly hydrated are widely used since this simplified pictures turned out to qualitatively describe numerous specific ion effects [9, 20]. For example, anions and cations can be ranked according to their ability to salt-out small nonpolar solutes like benzene. Salting-out increases as the charge density of the ion increases [16, 99, 100, 126]. This relationship is significant at moderate salt concentration (0.1-1M) and is stronger for anions compared to cations.

Today, the series are getting more and more mixed and the ordering may depend on temperature, salt concentration, pH, buffer etc. [9, 27, 69, 75, 76]. Fig. 3.1 shows a typical Hofmeister ordering of anions and cations based on macroscopic properties like surface tension, solubility of hydrocarbons, protein stability and denaturation [9, 31]. Note that the ordering for cations is defined opposite to Hofmeister’s observation [10]: "The strongest precipitation have lithium salts and for the same acids followed with decreasing intensity by sodium, ammonium and magnesium salts." To avoid confusion, we refer to direct order for anions and cations if the order corresponds to the ranking in Fig. 3.1 since this ranking is based on diverse macroscopic properties that turned out to describe a variety of Hofmeister effects [9]. Anions are ordered from left to right from small, most destabilizing, to large, most stabilizing ions, as expected. By contrast, for the cations, it is just the other way around. The reason for this asymmetry will be one of the central topics of this chapter.

Another open question is why ion specific effects are often found to be less pronounced for cations than for anions [31, 127]. For the air-water interface it is suggested that the thermodynamics of transferring cations and anions from bulk to a surface are dominated by different interactions. While for anions the cost of partial dehydration is argued to be the dominant factor for ion-specificity, for the cations no correlation between partial dehydration and specific adsorption is observed [128]. The less influential role of the cations in the field of ion specific effects might be an explanation for the multitude of different cationic series occurring in the literature. The most prominent example is the small lithium ion which is known to switch its position within the ranking depending on its hydration [27].

However, recent experimental studies on the crystallization of lysozyme showed that cations can have an influence as significant as anions, despite the fact that lysozyme is positively charged at neutral pH [129]. These results suggest that cations and anions can interact with proteins leading to specific interactions in both cases. Yet, a systematic study of anions and cations at simple model solid surfaces, which are closely related to biological surfaces and which can contribute microscopic insight into these basic questions, has not been reported so far.

Moreover, as discussed in detail in the previous chapter the Hofmeister order is not universal but depends on the surface charge, the bulk salt concentration and the nature of the surface. Today, the presumably universal Hofmeister ranking makes way for a whole spectrum of direct, altered and reversed series. For example, the cationic and anionic series depend on the sign of the surface charge. On relatively acid oxides like SiO$_2$ or TiO$_2$ at low pH the cationic sequence is direct [14, 73, 130] but indirect on relatively basic oxides like Al$_2$O$_3$ at high pH [131]. Similarly, the solubility of negatively charged...
### Hofmeister Series

\[
\text{CO}_3^{2-} > \text{SO}_4^{2-} > \text{H}_2\text{PO}_4^- > \text{F}^- > \text{Cl}^- > \text{Br}^- > \text{I}^- > \text{ClO}_4^- > \text{SCN}^- \\
\text{Salting-out} \quad \text{Salting-in}
\]

\[
\text{N(CH}_3)_4^+ > \text{NH}_4^+ > \text{Cs}^+ > \text{Rb}^+ > \text{K}^+ > \text{Na}^+ > \text{Li}^+ > \text{Mg}^{2+} > \text{Ca}^{2+}
\]

**Figure 3.1:** Typical ordering of anions and cations in a Hofmeister series based on macroscopic properties like surface tension, solubility of hydrocarbons, protein stability and denaturation [9, 31]. We refer to this order as direct in the following.

Proteins follow the direct order [132, 133] while the solubility and crystallization of positively charged lysozyme follows the reversed order [21, 59, 69]. Moreover, the reversed cationic order is observed for the adsorption of lysozyme to solid silica surfaces [134]. In colloidal systems the order is reversed for monovalent cations and anions when the sign of the surface charge is changed from negative to positive for hydrophobic colloids [71, 72, 74]. In contrast, the cationic order on the hydrophilic surface is not reversed when changing the sign of the surface charge [74]. Therefore, negatively charged hydrophobic and hydrophilic colloids show the same cationic sequence while reversal is observed when going from positively charged hydrophobic to hydrophilic colloids. This contrasts the double reversal observed for anions (chapter 2).

### 3.1.2. Outline

In this chapter we extend the approach of chapter 2 to more complex systems consisting of heterogeneous polar and nonpolar surface groups. Single ion interfacial potentials of mean force (PMFs) are obtained using all atom explicit water molecular dynamics (MD) simulations for halide and alkali ions at hydrophobic CH$_3$-terminated self-assembled monolayers (SAMs) and a hydrophilic OH-terminated SAMs. Importing these PMFs into extended Poisson-Boltzmann (PB) theory (two-step approach described in detail in chapter 2) allows to calculate ionic density profiles, interfacial increments as well as complete Hofmeister phase diagrams based on long-ranged stabilizing forces between solutes in electrolyte solutions.

We use two different approaches to model surfaces of varying hydrophobicity. These models for heterogeneous surfaces allow to extend our approach to more realistic surfaces consisting of hydrophobic and hydrophilic surface patches similar to proteins [47]. The generalized PB approach is validated by explicit MD simulations at salt concentration of $c_0 = 1M$ yielding satisfactory agreement for the density profiles. Moreover, our results at hydrophobic and hydrophilic surfaces quantitatively match experimental surface tension increments for 1 molar sodium halides and alkali chlorides. Larger ions show less repulsion from the hydrophobic surface and thus a weaker increase of interfacial tension. This transpires when comparing NaI to NaF or NaCl to CsCl (Fig. 3.7) in agreement with previous simulation results [66, 135, 136]. Surprisingly, lithium is less repelled from the
hydrophobic surface than sodium. We demonstrate that this alteration in the Hofmeister series occurs due to the strong binding of the first solvation shell of water molecules, which makes Li\(^+\) appear larger.

At the hydrophobic surface the Hofmeister cation phase diagram resembles that of anions. We obtain the direct order on negatively charged surfaces. Reversal takes place when changing the sign of the surface charge from negative to positive in agreement with experimental results [21, 71–74, 134]. The asymmetry in stabilizing efficiency and ion size between cations and anions obtained on negatively charged surfaces (shown in Fig. 3.2) is explained by the preferred adsorption of large ions in combination with the opposite charge of anions and cations.

The adsorption at the hydrophilic surface shows a complex interplay of ion and surface hydration, surface geometry and ion size which does not fit into a simple adsorption/repulsion behavior scheme. The resulting Hofmeister order is in agreement with experimental trends for colloids [74]. As a consequence of the complex cation-surface interaction at the hydrophilic surface, we obtain a multiplicity of alterations depending on surface charge and salt concentration. There, small differences between different cations lead to a weaker pronounced order compared to the anions.

![Figure 3.2.](image)

**Figure 3.2.:** Schematic Hofmeister order according to effectiveness in stabilizing negatively or positively charged solutes related to the size of the ions based on experimental results [21, 71–74, 134]. On negatively charged surfaces the direct order (white region) is observed and reversal (black region) takes place when changing the sign of the surface charge. For intermediate values of the surface charge partial alterations occur (gray region). Anions and cations display an asymmetry in the relation between ion size (small/large) and and effectiveness in stabilization.

### 3.2. Methods

#### 3.2.1. Simulation Details

The two-scale modeling approach used here has been described in detail in chapter 2. The force field parameters used for anions and cations were previously optimized to reproduce thermodynamic solvation properties [68]. From the three different cation parameter
sets given in [68] we have used parameter set 2 for all cations in our calculations. This parameter set yields accurate ion pairing properties as judged by comparison with experimental osmotic coefficient data [109]. All force field parameters for the ions and surfaces are listed in the appendix A (table A.5). A single ion is placed into the water phase and its PMF is calculated by umbrella sampling [112] with a window spacing of 0.025 nm and 3 ns simulation time discarding the first 1 ns using a time step of 2 fs and the weighted histogram analysis method [113]. To ensure converged PMFs the equilibration at the hydrophobic and hydrophilic surface is analyzed in detail (appendix A, Fig. A.1).

In every simulation the ion-oxygen radial distribution function (RDF) \( g_{IW}(r) \) is obtained. The coordination number is then calculated from

\[
n_C(r) = \int_0^r 4\pi r'^2 g_{IW}(r') dr' = \frac{1}{\rho_0}.
\]

The average number of water molecules in the first hydration shell of the ions is denoted as \( n^1 = n_C(r^1) \), where \( r^1 \) is the position of the first minimum of the RDF and is assumed to be independent of the ion-surface separation. The density profile for 1M NaCl at the hydrophobic and hydrophilic SAM surfaces is obtained from a 100 ns simulations. All simulations are performed with the Gromacs 3.3.1 simulation package [114].

### 3.2.2. Poisson-Boltzmann Approach for Heterogeneous Surfaces

Typical protein surfaces consist of a mixture of polar/nonpolar groups or patches. Generally, the surface of a protein contains 1/3 hydrophobic and 2/3 hydrophilic patches, while the interior of a protein contains only about 1/3 hydrophilic groups associated with the backbone [47]. Since the ion specific effects of a large variety of functional groups on oligo-peptides have been found experimentally to be additive, the adsorption of ions on polar and nonpolar surface groups can to first approximation be viewed as the superposition of both separate processes [124].

In the following we describe two approaches which allow to model heterogeneous surfaces consisting of hydrophobic and hydrophilic surface patches. The two approaches are illustrated in Fig. 3.3.

The first ansatz, which we refer to as nano-scale approach, assumes that the ion interacts with the superimposed potential of hydrophobic and hydrophilic surface groups. In this case the modified PB equation for a planar surface reads

\[
\epsilon \epsilon_0 \frac{d^2}{dz^2} \Phi(z) = -\sum_i q_i c_0 e^{-\left(\xi V_i^{\text{phob}}(z)+(1-\xi)V_i^{\text{phil}}(z)+q_i \Phi(z)\right)/k_B T}.
\]

Here, \( z \) is the distance perpendicular to the surface, \( q_i \) is the charge of ions of type \( i \), \( c_0 \) is the bulk salt concentration, \( \epsilon_0 \) is the dielectric constant of vacuum, \( \epsilon \) is the relative dielectric constant of water, \( V_i^{\text{phob}}(z) \) is the PMF at the hydrophobic CH\(_3\)-terminated surface as obtained in the MD simulations, \( V_i^{\text{phil}}(z) \) is the PMF at the hydrophilic OH-terminated surface, and \( \Phi(z) \) is the electrostatic potential.

The second ansatz, which we refer to as meso-scale approach, assumes that each ion
3.3. Results and Discussion

3.3.1. Cation-surface Interaction Potentials

We study ions at two different surfaces, both formed from SAMs of end-functionalized alkane chains. Fig. 3.4A, B display the main simulation result, i.e. the cation-surface interaction potential at the hydrophobic CH$_3$-terminated and the OH-terminated hydrophilic surface. The cation adsorption behavior at the hydrophobic surface is quite similar to the air/water interface [38, 65, 105] and correlates with the ion size similar to...
the halide anions: The largest cation Cs\(^+\) adsorbs strongest, K\(^+\) is weakly repelled while Na\(^+\) is most strongly repelled. The adsorption behavior of Li\(^+\) is more complex due to the strong hydration. The maximum in the PMF of Li\(^+\) at \(z = 0.7\) nm is related to the hydration shell consisting of two water layers (shown in Fig. 3.4C) where stripping off the outer layer provides a repulsive barrier upon approaching the surface. The snapshots in Fig. 3.4D (all taken at the distance \(z = 0.75\) nm where the Cs\(^+\) PMF has a minimum) show that the first hydration layer of all cations is intact in contrast to the adsorption behavior of large anions like I\(^-\) which partially strip off their hydration shell (chapter 2 Fig. 2.2A). This is in line with the observation that the transfer of cations from bulk to the air/water interface is independent of the cost of partial dehydration [128].

In contrast the PMFs at the hydrophilic surface do not show a simple adsorption/repulsion behavior and a ranking of the ions according to their surface affinity on the single ion level is unfeasible. The detailed structure of the ion-surface interaction is related to (i) the size of the ions, (ii) the detailed geometry of the surface and (iii) the water structure

**Figure 3.4:** Potentials of mean force (PMFs) for cations at the hydrophobic CH\(_3\) terminated SAM (A) and at the hydrophilic OH-terminated SAM (B). Vertical dotted lines denote the position of the Gibbs dividing surface \(z_{GDS}\). (C) Simulation snapshots of Li\(^+\) at different surface separations: From left to right the ion-surface separation is \(z = 0.3\) nm, \(z = 0.525\) nm, \(z = 0.7\) nm and \(z = 0.875\). For small separations the first hydration shell containing 4 water molecules is shown. For larger separations water molecules within 5.5 Å or 6.5 Å of the ion are shown. Simulation snapshots of the cations at the hydrophobic SAM (D) are taken at the position of the minimum in the PMF of Cs\(^+\) at \(z = 0.75\) nm. Snapshots of Li\(^+\), Na\(^+\) and K\(^+\) at the hydrophilic SAM (E) are taken at the position of the minimum in the PMF of Li\(^+\) at \(z = 0.2\) nm and for Cs\(^+\) at the position of the minimum in the PMF of Cs\(^+\) at \(z = 0.55\) nm. Water molecules within 6 Å of the ions are shown. The size of the ions corresponds to their Pauling radii.
at the surface and around the ion. For example, the snapshots of the different cations at the hydrophilic surface reveal that at the minimum ion-surface interaction of Li$^+$ ($z = 0.2$ nm) the smallest ion has stripped off the water molecules facing the surface and forms one close contact with one oxygen atom of the surface. The larger ions Na$^+$ and K$^+$ form contacts with two oxygen atoms whereas contact formation of the larger K$^+$ ion requires bending of one alkane chain leading to enlarged repulsion. The minimum ion-surface interaction of Cs$^+$ occurs at larger separations ($z = 0.55$ nm) where the ion has an intact hydration shell.

3.3.2. Hofmeister Ordering according to Surface Tension

Fig. 3.5A, B show the surface tension increment $\Delta \gamma$ as a function of the bulk salt concentration $c_0$ for the neutral nonpolar and polar surface calculated from Eq. 2.6. The interfacial tension increments exhibit a linear dependence on the salt concentration, in agreement with experimental results at the air/water interface [137]. The slope of the interfacial tension increment at the nonpolar surface correlates with the single ion adsorption displayed in Fig. 3.4A, B. The less repulsive the PMFs are, the smaller the slope of the interfacial tension becomes. The tension increment is positive for all ion pairs, meaning that the repulsion is dominant. Based on the Setschenow equation 2.18 salting-out decreases as the charge density of the ion decreases corresponding to the reversed Hofmeister order: Na$^+$ > K$^+$ > Li$^+$ > Cs$^+$ in agreement with experimental salting-out data of nonpolar solutes [16, 126]. Note, that the Li$^+$ ion does not fit into this scheme if one considers the bare ionic radius only.

At the hydrophilic surface the order is altered. Surprisingly, despite the complex ion-surface interaction the tension increment increases linearly with increasing bulk salt concentration. Due to the geometry of the surface the smallest and the largest cations are least repelled while the strongest repulsion and therefore the most efficient salting-out effect is predicted for K$^+$. Hofmeister ranking with a maximum around the 'neutral cations' K$^+$ have been observed for the catalytic efficiency of enzymes, where the optimum efficiency depends strongly on the active site of the enzyme [138].

**Figure 3.5.** Surface tension increment $\Delta \gamma$ obtained from thermodynamic integration as a function of the bulk salt concentration $c_0$ for different cations at the hydrophobic (A) and at the hydrophilic surface (B). Schematics of protein folding driven by a positive $\Delta \gamma$ (inset).
Fig. 3.6A, B show the RDF \( g_{IW}(r) \) of anions and cations in bulk water. In the order \( F^- \), \( Cl^- \), \( I^- \) or \( Li^+ \), \( Na^+ \), \( K^+ \), \( Cs^+ \) the first peak in the RDF decreases and broadens meaning that small ions have a tighter bound first hydration shell than larger ions. The unexpected behavior of \( Li^+ \) at the nonpolar surface is related to its strongly bound first hydration shell. In order to quantify this further, we calculate the number of water molecules in the first hydration shell \( n^1 \) for all cations as a function of the ion-surface separation \( z \) from Eq. 3.1. The large cations \( Na^+ \), \( K^+ \) and \( Cs^+ \) partially strip away their hydration shell facing the surface and the coordination number decreases gradually as the cations approach the surface (Fig. 3.6C). In contrast the first hydration shell of the small \( Li^+ \) ion remains intact for all separations from the surface. Thus, the PMF of \( Li^+ \) corresponds to the interaction of a fully hydrated ion which has an effectively larger radius. For the larger cations the PMF takes partial dehydration into account as the ions approach the surface. Therefore, the continuum model presented below, which is based on a dielectric sphere corresponding to the bare ionic radius, breaks down for the

**Figure 3.6.** Radial distribution function \( g_{IW}(r) \) of the anions \( F^- \), \( Cl^- \) and \( I^- \) (A) and the cations \( Li^+ \), \( Na^+ \), \( K^+ \) and \( Cs^+ \) (B) in bulk. For comparison the dashed line denotes the first maximum in the radial distribution function of \( Cl^- \). Cation coordination number in the first solvation shell \( n^1 \) as a function of the distance \( z \) from the \( CH_3 \)-surface (C) and the OH-surface (D). \( n^1 \) decreases for \( Cs^+ \), \( K^+ \), \( Na^+ \) as the ions approach the hydrophobic surface indicating reduced ion hydration. In contrast, the hydration shell of \( Li^+ \) remains intact. At the hydrophilic surface all ions loose part of their first hydration shell. The open symbols denote the position of the minimum in the ion-surface interaction potential (Fig. 3.4A, B).
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Figure 3.7: Interfacial tension increment of sodium halide solutions (A) and of alkali chloride solutions (B) at concentration 1M at the hydrophobic CH$_3$-terminated SAM obtained by Poisson-Boltzmann modeling (filled circles) and at the hydrophilic OH-terminated SAM for sodium halide solutions (C) and alkali chloride solutions (D). Open symbols denote experimental data for decane and dodecane from [122], experimental data for dodecanol from and [123] and experimental data for the air/water interface from [137]. The interfacial tension increment is similar on the different hydrophobic surfaces. Especially the anomaly of Li$^+$ in the experimental results at the air/electrolyte interface and the decane/electrolyte interface is also predicted for the hydrophobic SAM/electrolyte interface from our modeling results.

Figure 3.8: Ion concentration profile of NaCl obtained by PB modeling (solid lines) compared to explicit finite-concentration 100ns MD simulations (open symbols) at the hydrophobic surface (A) and at the hydrophilic surface (B) for 1 M bulk salt concentration. The PB predictions and the results from explicit simulations are in good agreement.
fered to interfacial situations. Even the anomaly of lithium chloride, which has a smaller increment than sodium chloride in the experimental data for the air/water interface and the dodecane water interface, is captured. The shifted values toward a stronger exclusion of cations at the air/water interface compared to a solid surface observed here, has been reported previously [139].

The PB formalism makes some drastic approximations. The neglect of correlation and excluded-volume interaction is known to cause failure of the mean-field approach at high salt concentrations [121]. To validate the results we compare in Fig. 3.8 ion concentration profiles of 1 M NaCl obtained by MD simulations and the PB formalism. The density profiles agree well and validate our two-step approach.

3.3.3. Hydrophobic Solvation at Nonpolar Surfaces

In order to understand the mechanism responsible for the higher surface affinity of the large anions like iodide (chapter 2, Fig. 2.2A), we use a simple theory for the solvation free energy of a hydrophobic cavity. This basic approach is mainly motivated by its successful application to describe the ion specific part of anion adsorption at the air/water interface [66]. Furthermore, this theory is a generalization of the information theory approach, in which the solvation free energy of a hard sphere is proportional to the probability of the spontaneous formation of a cavity matching the hard sphere [140]. For the radii of interest the solvation free energy of SPC/E water can be described by \( \mu_{\text{ex}} = \xi 4\pi R^3/3 \).

The prefactor for SPC/E water is given by \( \xi = 0.195 \text{ kJ/MolÅ}^3 \) [66].

The solvation free energy is assumed to be proportional to the fraction of the sphere’s volume that partially penetrates the interface. For a sharp interface located at \( z = 0 \) the solvation free energy in dependence of the distance from the interface \( z \) reads [66, 141]

\[
V_{\text{cav}}^0(z)/\xi = \begin{cases} 
-\frac{4}{3}\pi R^3 & z < -R, \\
-\frac{2}{3}\pi R^3 + \pi R^2z - \frac{2}{3}z^3 & -R < z < R, \\
0 & z > R
\end{cases}
\]  

(3.5)

where \( R \) is the radius of the cavity. However, the interface is not sharp but both the SAM/water and the cavity/water interfaces are rough. This leads to a smeared out density profile which can be extracted from MD simulations (see chapter 2). The solvation free energy at a broadened interface is given by the convolution

\[
V_{\text{cav}}(z) = \int_{-\infty}^{\infty} V_{\text{cav}}^0(z')\rho'(z - z' - \Delta z)/\rho_0 dz'
\]

(3.6)

where \( \Delta z \) is the shift due to the depletion of water at the hydrophobic surface and the deformation of the interface due to the presence of the ion, \( \rho'(z) \) is the derivative of the density profile \( \rho(z) = d\rho(z)/dz \) and \( \rho_0 \) is the bulk density of water. Since we are only interested in the penetration of a sphere into the interface, we only take into account the density profile up to the first peak at \( z = 0.46 \text{ nm} \). The water density profile at the hydrophobic surface is shown in Fig. 2.2A in chapter 2. The radii of the cavity are taken from the first maximum in the ion-oxygen RDF shown in Fig. 3.6A.
In Fig. 3.9A the PMF differentials $\Delta V^{\text{PMF}}(x, F) = V^{\text{PMF}}(x) - V^{\text{PMF}}(F)$ for $x = \text{Cl}, \text{I}$ are shown. Since $F^-$ is most strongly repelled from the hydrophobic surface, $\Delta V^{\text{PMF}}(x, F)$ is more negative for $I^-$ than for $\text{Cl}^-$. The corresponding differentials of the theoretical prediction forecast the PMF differences quite well. Considering only the difference between different anions singles out the ion specific part of the ion-surface interaction. Therefore, the ion-specific part of the PMF of the halide anions at the hydrophobic solid/liquid interface is well described by standard hydrophobic solvation theory which is adapted to the interfacial geometry. We conclude from this that (i) the interfacial affinities of anions at our solid/liquid interface are similar to those at the air/water interface since at both surfaces the differences can be explained by the same mechanism and that (ii) polarizability effects only have a minor influence on the interfacial activity of the ions and are not the main driving force for ion specific adsorption.

In Fig. 3.9B the cation PMF differentials $\Delta V^{\text{PMF}}(x, Cs) = V^{\text{PMF}}(x) - V^{\text{PMF}}(Cs)$ for $x = \text{Li}, \text{Na}, \text{K}$ are shown. In the case of the cations the theoretical predictions fail. Using the cavity radii from the position of the first peak in the ion-water radial distribution function shown in Fig. 3.6B, the theory predicts $\Delta V^{\text{PMF}}(x, Cs)$ to be positive. By contrast we observe that the differentials are negative since $\text{Cs}^+$ is most strongly repelled at small separations. Moreover, the PMF differentials show additional maxima and minima which cannot be explained by simple solvation theory. The reason for the failure is that the cations are strongly hydrated. The larger effective radius of hydrated ions and the energetic cost of partial dehydration are not included in the theory.

**Figure 3.9:** (A) Difference in potential of mean force at the hydrophobic SAM/water interface, $\Delta V^{\text{PMF}}(x, F) = V^{\text{PMF}}(x) - V^{\text{PMF}}(F)$, of chloride and fluoride (blue) and iodide and fluoride (green). The two noisy curves are the differences obtained from the MD simulations. The smooth curves are the differences according to the hydrophobic solvation theory. The cavity radii are taken from the position of the first peak in the ion-water radial distribution function shown in Fig. 3.6, $R_F = 0.274$ nm, $R_{\text{Cl}^-} = 0.325$ nm, $R_{\text{I}^-} = 0.356$ nm and $\Delta z = 0.35$ nm for $\text{Cl}^-$ and $\Delta z = 0.4$ nm for $\text{I}^-$. (B) Difference in potential of mean force at the hydrophobic SAM/water interface, $\Delta V^{\text{PMF}}(x, Cs) = V^{\text{PMF}}(x) - V^{\text{PMF}}(Cs)$, of lithium and cesium (light blue), sodium and cesium (red) and potassium and cesium (green). (C) Schematic representation of the solvation of a hydrophobic sphere which permeates an interface: Air (white), water (blue) and cavity (sphere).
3.3.4. Complete Hofmeister Phase Diagram for Anions

Fig. 3.10A, B show the complete Hofmeister phase diagrams for the anions at the hydrophilic and the hydrophobic surface based on the magnitude of the effective surface charge. For each point in the parameter space of external surface charge and bulk salt concentration the PB equation is solved numerically, yielding the electrostatic potential and via Eq. 2.9 and Eq. 2.10 the effective surface charge.

The phase diagrams show four disconnected regions in which the ions are ranked according to their effectiveness in stabilizing hydrophobic or hydrophilic solutes against precipitation according to the magnitude of effective charge $\sigma_{DH}$. Short-ranged forces, which are dominant at distances smaller than the ion-surface interaction range, are not included. These short-ranged effects are important for the equilibrium configuration and will be discussed in chapter 5.

Fig. 3.10C shows the complete Hofmeister phase diagram for surfaces of varying surface charge $\sigma_{surf}$ and surface hydrophilicity $\xi$ for constant bulk salt concentration $c_0 = 200$ mM using the nano-scale approach (Eq. 3.2). The ordering is in perfect agreement with recent experimental classification of colloids and proteins [21, 69, 71, 72, 74]. Furthermore, it matches the schematic diagram in chapter 2 (Fig. 2.1). The phase diagram shows direct (white) and reversed (black) order as well as 4 different alterations. The phase diagram is completely asymmetric due to the double reversal of the anion sequence when changing the sign of the surface charge or the surface hydrophobicity. For three ions the complete spectrum of $3! = 6$ possible series is only obtained when heterogeneous surfaces consisting of hydrophobic and hydrophilic patches are considered.

The reversal of the sequence in dependence of the surface hydrophobicity is a direct consequence of the different surface affinities of the anions at the hydrophobic and the hydrophilic surface. However, this reversal occurs only at large OH-surface concentrations ($\xi < 0.01$). The reversal of the ordering when changing the sign of the surface charge originates from the compensation of the external charge and specific ion adsorption. This reversal is directly related to the surface affinity of the ions: Strongly adsorbing anions like iodide increase a negative surface charge further and lead therefore to the highest stabilization. In contrast, at positively charged surfaces strongly adsorbing anions lead to the most efficient charge compensation and therefore to the weakest stabilization.

Fig. 3.10D shows the complete Hofmeister phase diagram for heterogeneous surfaces using the meso-scale approach (Eq. 3.3). The results from the two models, where the ion is assumed to interact either with a superimposed potential of hydrophobic and hydrophilic surface groups (nano-scale approach) or where the ion is assumed to interact either with a hydrophobic or a hydrophilic surface group (meso-scale approach) are very similar.

In the following we will focus on the nano-scale approach. This choice is justified if the hydrophobic and hydrophilic surface patches are well mixed.
Figure 3.10: Hofmeister phase diagrams for anions at the hydrophilic OH-terminated SAM (A) and at the hydrophobic CH$_3$-terminated SAM (B) in dependence of the external surface charge $\sigma_{\text{surf}}$ and the bulk salt concentration $c_0$ with Na$^+$ as counterion. (C) Hofmeister phase diagram for heterogeneous hydrophobic/hydrophilic surfaces according to the nano-scale approach (Eq. 3.2) in dependence of $\sigma_{\text{surf}}$ and the surface hydrophobicity $\xi$ for constant bulk salt concentration $c_0 = 200$ mM. (D) Hofmeister phase diagram for heterogeneous hydrophobic/hydrophilic surfaces according to the meso-scale (Eq. 3.3). Colored areas denote regions featuring direct order (white), reversed order (black) and four different alterations. The ordering of the ions corresponds to their efficiency in stabilizing solutes against precipitation based on the magnitude of effective surface charge $|\sigma_{\text{DH}}|$. The dashed lines are the instability lines for NaI (red), NaCl (blue) and NaF (black) on which the long range repulsion vanishes since the bare surface charge $\sigma_{\text{surf}}$ is exactly canceled by specific ion adsorption ($\sigma_{\text{DH}} = 0$).
3.3.5. Stabilization in Dependence of Salt Concentration and Surface Charge

We now return to the cations and start the discussion with Cs$^+$, K$^+$ and Na$^+$ to offer a clearer description. Before discussing the full phase diagrams we analyze the relation between the long-ranged forces and the external surface charge and salt concentration. Long-ranged forces between two surfaces are calculated from the Debye Hückel (DH) potential $\Phi_{\text{DH}}$ (Eq. 2.9) which is at the same time a measure of the effective surface charge (according to Eq. 2.10). Thus, the DH potential allows to predict the effectiveness of different salt solutions in stabilizing solutes against precipitation (Eq. 2.12).

The dependence of $\Phi_{\text{DH}}$ on the bulk salt concentration is shown in Fig. 3.11A, B for the hydrophobic and the hydrophilic surface. At the hydrophobic surface the increasing surface affinity with increasing size of the cations is clearly recognized: The large Cs$^+$ ion adsorbs stronger than Cl$^-$ leading to a positive potential while for the smaller cations the potential is negative due to stronger Cl$^-$ adsorption. The surface affinity follows the series: Cs$^+ > K^+ > Na^+$ in agreement with cation adsorption at silica surfaces [118]. However, the effectiveness in stabilization depends only on the magnitude of the effective surface charge since the pressure $p$ is proportional to $\sigma_{\text{DH}}^2$ (Eq. 2.12). Therefore, the direct Hofmeister series is obtained for the uncharged hydrophobic surface where Cs$^+$ is
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**Figure 3.11:** DH potential $\Phi_{\text{DH}}$ in dependence of the bulk salt concentration $c_0$ at uncharged hydrophobic surface (A) and at uncharged hydrophilic surface (B). The dashed lines denote the absolute values of the potentials which determine the stabilization efficiency. Absolute value of the DH potential $|\Phi_{\text{DH}}|$ for constant bulk salt concentration $c_0 = 200$ mM in dependence of the external surface charge $\sigma_{\text{surf}}$ at the hydrophobic (C) and the hydrophilic surface (D). Dashed vertical lines mark the points at with two ions exchange their position in the Hofmeister order.
most destabilizing.

In contrast, at the hydrophilic uncharged surface the series is exactly opposite at large salt concentrations. At intermediate salt concentrations the lines for K\(^+\) and Na\(^+\) cross, which means that the two ions exchange their position in the series. This corresponds to a concentration dependent reversal of the Hofmeister order discussed in the previous chapter for anions and confirmed experimentally for the solubility proteins [69, 75].

Fig. 3.11C, D show the dependence of the magnitude of the DH potential |\(\Phi_{DH}\)| on the external charge \(\sigma_{surf}\) for a constant bulk salt concentration \(c_0 = 200\) mM. At the hydrophobic surface, \(\Phi_{DH}\) increases linearly with increasing surface charge. For negative surface charges one obtains the direct order since the strong adsorption of Cs\(^+\) compensates the external charge most efficiently and leads to the highest destabilization. The situation is reversed for positive surface charges where the strong adsorption of Cs\(^+\) leads to the highest effective charge and therewith to the highest stabilization. In between two alterations occur. An alteration of two ions occurs when their DH potentials |\(\Phi_{DH}\)| are equal. In Fig. 3.11C, D this corresponds to the crossing of two lines. At the hydrophobic surface (Fig. 3.11C) the DH potentials \(\Phi_{DH}\) of different ions in dependence of the external charge do not cross. Therefore, the ion of intermediate adsorption (K\(^+\)) can never be most stabilizing (green line of K\(^+\) in Fig. 3.11C is never at the top) and we observe only two different alterations. These partial alterations have to occur at values of the surface charge in between two instability points. Thereby, an instability points is defined as the external charge, the so called critical charge \(\sigma_{crit}\), for which at a given bulk salt concentration the long range repulsion vanishes since the external charge is exactly canceled by specific adsorption (\(\Phi_{DH} = 0\)). At the same time, at this point the effective surface charge changes its sign.

The situation gets more complicated at the hydrophilic surface. Here, we also observe a linear relation between the DH potential and the external surface charge. However, we observe additional alterations due to the intersection point of the DH potentials \(\Phi_{DH}\) of Cs\(^+\) and Na\(^+\). This results from the complex ion-surface interaction potential at the hydrophilic surface which goes beyond a simple adsorption repulsion behavior. Therefore, at the hydrophilic surface we observe an unexpected sequence of alterations. Moreover, the ordering is not entirely reversed when changing the sign of the surface charge.

3.3.6. Complete Hofmeister Phase Diagram for Cations

Fig. 3.12A, B show the Hofmeister phase diagram in dependence of external charge and bulk salt concentration for the cations at the hydrophilic and the hydrophobic surface. At the hydrophilic surface the phase diagram shows 6 disconnected regions in which the cations are ordered into 4 different series according to their stabilizing ability based on the magnitude of the effective surface charge. The indirect order in which Cs\(^+\) is most stabilizing and Na\(^+\) is most destabilizing occurs only at large salt concentrations or large positive surface charges. The direct order is never observed. The critical charge \(\sigma_{crit}\) is always negative, meaning that the surface affinity of all cations is larger than that of Cl\(^-\). The order according to the critical charge \(\sigma_{crit} (K^+) > \sigma_{crit} (Na^+) > \sigma_{crit} (Cs^+) > \sigma_{crit} (Li^+)\) reflects the minimum adsorption of K\(^+\) at the hydrophilic surface which is
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Figure 3.12: Hofmeister phase diagrams for the cations Cs$^+$, K$^+$ and Na$^+$ at the hydrophilic OH-terminated SAM (A) and at the hydrophobic CH$_3$-terminated SAM (B) in dependence of the external surface charge $\sigma_{surf}$ and the bulk salt concentration $c_0$ with Cl as counterion. Colored areas denote regions featuring direct series (white), reversed series (black) and four different alterations. The ordering of the ions corresponds to their efficiency in stabilizing solutes against precipitation based on the magnitude of effective surface charge $|\sigma_{DH}|$. The dashed lines are the instability lines for CsCl (gray), NaCl (blue) and KCl (green) on which the long range repulsion vanishes.

also visible in the bell-shape of the surface tension in Fig. 3.7 (data for Li$^+$ is presented in Fig. 3.13A). Due to the complex ion-surface interaction at the hydrophilic surface a multitude of alterations occur in addition to the previously observed alterations due to charge reversal.

At the hydrophobic surface the phase diagram is similar as for the halide anions: On negatively charged surfaces the series is direct. With increasing surface charge it undergoes two partial alterations related to charge reversal. Finally, at large positive charges one ends up with the inverse order. The critical charge is negative for Cs$^+$ since the large cation has a higher surface affinity than Cl$^-$ while the critical charge is positive for Na$^+$ and K$^+$ due to the larger surface affinity of Cl$^-$. The order according to the critical charge therefore decreases with increasing size of the cations considering an enlarger size of Li$^+$ due to its strongly bound first hydration shell: $\sigma_{crit}(\text{Na}^+) \gtrsim \sigma_{crit}(\text{K}^+) > \sigma_{crit}(\text{Li}^+)$ (data for Li$^+$ is presented in Fig. 3.13B). The difference between Na$^+$ and K$^+$ is small in agreement with the weak changes in solubility of e.g. carboxyhemoglobin when exchanging these ions [132]. Concentration dependent alterations are predicted for intermediate positive surface charges such as for anions.

Fig. 3.13A shows the phase diagrams for LiCl, NaCl, and CsCl at the polar surface and the nonpolar surface. The diagram for the polar surface shows 5 regions of direct order and 4 different alterations. Striking is, that at this surface no alterations in the ordering occur if the sign of the surface charge is changed at large salt concentrations in agreement with experimental results for hydrophilic colloids [74].

In contrast to the non monotonic order for the polar surface, the situation at the hydrophobic surface is as expected (Fig. 3.13B): The cation with the largest surface affinity (Cs$^+$) is most destabilizing at negatively charged surfaces since it compensates
the surface charge most efficiently. With increasing surface charge the most destabilizing ion reaches its instability line on which the external charge is exactly canceled by cation adsorption. With further increasing external charge, charge reversal occurs and the effective surface charge increases again. Eventually, Cs\(^+\) exchanges its position with Li\(^+\). The same situation repeats itself until at large positive charges the series is completely reversed. At the nonpolar surface we do not predict the usual direct Hofmeister series according to Fig. 3.1 due to the unusual behavior of the strongly hydrated Li\(^+\) which has its position on the other side of Na\(^+\) due to its tight hydration shell.

Fig. 3.13C shows the complete Hofmeister phase diagram for surfaces of varying surface
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**Figure 3.13:** Hofmeister phase diagrams for cations at the hydrophilic OH-terminated SAM (A) and at the hydrophobic CH\(_3\)-terminated SAM (B) in dependence of the external surface charge \(\sigma_{surf}\) and the bulk salt concentration \(c_0\) with Cl as counterion. (C) Hofmeister phase diagram for mixed hydrophobic/hydrophilic surfaces in dependence of \(\sigma_{surf}\) and the surface hydrophobicity \(\xi\) for constant bulk salt concentration \(c_0 = 200\text{mM}\). Colored areas denote regions featuring indirect series (black) and four different alterations. The direct Hofmeister order is not observed due to the unusual behavior of Li\(^+\) at the hydrophobic surface and Cs\(^+\) at the hydrophilic surface. The ordering of the ions corresponds to their efficiency in stabilizing solutes against precipitation based on the magnitude of effective surface charge \(|\sigma_{DH}|\). The dashed lines are the instability lines for CsCl (gray), NaCl (blue) and LiCl (green) on which the long range repulsion vanishes.
charge $\sigma_{\text{surf}}$ and surface hydrophilicity $\xi$ for constant bulk salt concentration $c_0 = 200$ mM. The phase diagram for cations is more complex compared to the completely asymmetric diagram for anions. The reason is that (i) $\text{Li}^+$ remains hydrated for all ion-surface separations and (ii) the complex adsorption behavior of the cations at the polar surface leads to additional alterations in dependence of external charge and salt concentration. For positive surface charges the series is quite robust and no alterations occur when changing the surface hydrophobicity while two partial alterations occur on negatively charged surfaces. Still, these alterations occur only at large OH-surface concentrations ($\xi < 0.01$).

### 3.4. Conclusion

Theories for prediction or explaining the Hofmeister series have appeared in the literature. Yet, non of the proposed theoretical frameworks accounts for the full spectrum of direct, reversed and altered sequences. In order to reliably predict macroscopic properties like surface tension, critical coagulation concentration or long-ranged pressure, we need a detailed microscopic understanding of all contributing terms of ions, surface and water.

In our approach to gain microscopic understanding we use explicit water MD simulations in combination with PB theory thereby calculating realistic ion-surface potentials. These potentials specifically include (i) direct ion-surface interaction at atomistically resolved surfaces and (ii) hydration effects of ion and surface. The resulting interfacial tension increments agree quantitatively with experimental data, capture the Hofmeister trend, especially the anomaly of lithium, and justify our choice of ionic force fields. In addition the excellent agreement of the PB predictions with finite concentration MD simulations further justifies our approach. The ion specific part of the anion-surface interaction can be explained by interface-adapted hydrophobic solvation theory. The solvation theory breaks down for cations at the hydrophobic surface. The cation-surface interaction is more complex since (i) at the minimal ion-surface interaction all cations are completely hydrated and (ii) large cations strip off a part of their hydration shell upon further approaching the surface. Only $\text{Li}^+$ retains its strongly bound hydration shell.

At the hydrophilic surface, the cation-surface interaction goes beyond a simple adsorption/ repulsion behavior. The ion-surface interaction is dominated by coupled contributions due to (i) the hydration of the ions, (ii) the hydration of the surface and (iii) the geometry of the surface. This leads to a non monotonic, bell-shaped relation between ion size and macroscopic properties like interfacial tension.

The asymmetry in the relation between ion size and effectiveness in destabilization between cations and anions, shown in Fig. 3.2, originates from the preferred adsorption of large ions at hydrophobic surfaces in combination with the opposite charge of anions and cations. Large anions like iodide have a high surface affinity and increase the effective charge on negatively charged surfaces further leading to the highest stabilization. In contrast, large cations like cesium also have a large surface affinity thereby compensating an external charge most efficiently.

The capability of the anions and cations in stabilization is measured by long-ranged
forces based on effective charges and their salting-out properties are measured by surface tension increments. On hydrophobic surfaces these macroscopic quantities do not show a significant difference in magnitude when comparing different anions and different cations in agreement with recent experimental measurements [129]. Therefore, the Hofmeister series is not in general weaker for cations compared to anions as often assumed. Still, small differences between ions can occur if the all contributing terms of ions, surface and water are similar or if the opposing contributions cancel out e.g. for sodium and potassium at the hydrophobic surface. On the hydrophilic surface the single cation adsorption behavior is complex. This complexity leads to small differences in macroscopic quantities and to a multiplicity of alterations in dependence of surface charge and bulk salt concentration. With so many specificities even for simple model systems presented here, it is clear that there is not only one parameter for one type of ion that describes its Hofmeister trend under all circumstances. In the following we point out directions of further research:

In our approach we obtain ion-surface interactions from simulations of uncharged surfaces, while a net surface charge is accounted for in the PB approach which treats surface charges as smeared out. In reality surfaces show varying degrees of charge localization around charged groups like negatively charged carboxyl or positively charged amide groups on protein surfaces. Explicit surface charges are discussed in detail in chapter 4.

Predicting salting-out and salting-in effects including denaturation by just knowing the amino acid residue that is exposed to water is the ultimate goal of a general Hofmeister theory. A first step toward identifying the dominant contributions is to create a map of ion-surface interaction with all biological relevant functional groups to predict ion specificity in dependence of salt concentration, surface charge and environment.

The PB level neglects non-electrostatic ion-ion interactions, which might become important at higher salt concentrations. An extended approach that includes ion-ion PMFs from explicit-solvent MD simulations is intended to be used in the future.
Chapter 4

Specific Ion Binding to Charged Surface Groups

4.1. Introduction

4.1.1. Motivation

Understanding and identifying the mechanism by which ions are attracted to or repelled from biological interfaces is highly complex. The mechanism results from balanced ion-surface and ion-water interactions [16]. For simple planar nonpolar surfaces like the air/water interface or the hydrophobic SAM/water interface the strong propensity of large anions like iodide to adsorb can be explained by interfacial adapted hydrophobic solvation theory (chapter 3). Still, a general theory for small cations or for ion-surface interactions at hydrophilic surfaces is missing, due to the complex interdependence of the three contributions of water, surface and ions. But, these interdependencies can be calculated from MD simulations [1, 65, 136]. Attraction or repulsion of anions and cations at biological surfaces is affected by the multitude of ionic interactions with the nonpolar, polar and charged groups on macromolecules [64, 67, 142]. Fig. 4.1 illustrates four different surface regions that influence specific ion interactions: (i) nonpolar surface patches, where ion-surface interactions are similar to the air-water interface, (ii) polar surface patches, where ion-surface affinity can be reversed (iii) evenly distributed charges which influence solubility or precipitation of macromolecules and (iv) localized charged surface groups to which ions can bind specifically.

A core property which has frequently been used to explain Hofmeister effects, and which we have not discussed to far, is the pairing of simple ions with charged groups of macromolecules (or respectively the pairing of ions in water if bulk properties are considered). Explaining a large variety of experimentally observed Hofmeister series, Collins introduced the qualitative rule of matching water affinities, a special case of the general rule
in chemistry 'like seeks like' [20, 48, 49]. According to Collins’ rule, the relative affinity of ions depends on the matching of their hydration energies. Assuming that the latter is proportional to the surface charge density of the ions, this translates into matching size of monovalent ions. This empirical law predicts that monovalent anions and cations form stable contact ion pairs (CIPs) if their size matches e.g. lithium and fluoride. In a CIP no solvent molecules intervene between the two ions that are in close contact. In contrast, if the water affinities of two ions mismatch no CIP is formed and the ions are separated by bulk solvent, e.g. lithium and iodide. Although Collin’s concept is qualitatively predictive and reasonable if no further information is available, it cannot be more than a rule of thumb since it cannot predict the strength of ion binding. Another drawback of the concept is that solvent shared ion pairs (SIPs) cannot be predicted from it [98]. In a SIP the ion pair is separated by the thickness of only one solvent molecule. The two ions have their own primary solvation shell. These, however, interpenetrate each other.

The interaction of ions with the carboxylate groups of a protein are of special interest since they affect protein association and enzymatic activity [26, 143]. Recent experimental [35, 36] and theoretical studies [98, 144] have addressed pairing of the cations K\(^+\) and Na\(^+\) with carboxylate anions in electrolyte solutions and with carboxylate groups at protein surfaces. The consistent result is a preferred binding of Na\(^+\) over K\(^+\) with carboxylate groups. The estimated difference in the adsorption free energy is 3 to 4 k\(B\)T in favor of Na\(^+\) [144]. The binding strength of cations with carboxylate in water decreases with increasing ion size in the sequence Na\(^+\) > Li\(^+\) > K\(^+\) > NH\(_4\)^+ [35]. This corresponds, with the exception of Li\(^+\), to the inverse Hofmeister series and matches Collin’s rule since the carboxylate group is considered to be hard (i.e. small) [9]. The biological consequences of this behavior are large: Small ions with a high surface charge density like Na\(^+\), Mg\(^{2+}\) or Ca\(^{2+}\) need to be pumped out the cell despite the energetically high cost. Strong binding of Na\(^+\) to major intracellular anions like phosphates and carboxylates can weaken or even hinder the function of proteins in the cell [49]. Moreover, binding of sodium to carboxylates and backbone carbonyls shifts the equilibrium from the folded to the unfolded state [145]. This might explain why the sodium concentration is more than ten times lower inside than outside cells. The concentration difference across cell membranes creates an electrochemical gradient known as the membrane potential. This membrane potential is maintained by ion pumps, especially the sodium/potassium-
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ATPase pumps. Their activity is estimated to account for 20%-40% of the metabolic rate at rest of a typical adult [146]. The large proportion of energy dedicated to maintaining sodium/potassium concentration gradients emphasizes the importance of this function in sustaining life. Moreover, tight control of cell membrane potential is crucial for nerve impulse transmission, muscle contraction and heart function [146, 147].

4.1.2. Outline

So far, scientific work focused on ion pairing of cations with carboxylate anions or the binding of cations to carboxylate groups at surfaces. Here, we expand the existing results and investigate ion pairing at surfaces as function of varying degree of dissociation. The motivation is that the carboxyl groups, present on the surface of many intra- and extracellular proteins, are not necessarily always dissociated. The degree of effectively charged carboxylate groups depends on the pH of the solution and the logarithmic acidic dissociation constant pK\textsubscript{a} of the ionizable group. In addition, the degree of dissociation depends on the surrounding, e.g. the pK\textsubscript{a} shifts to a higher value at a surface compared to bulk [148].

In this chapter, we calculate the ion-surface interaction between both the protonated and the deprotonated form of carboxyl groups. If the carboxyl group is deprotonated, we predict preferred binding of sodium compared to cesium in agreement with previous results. The strong adsorption of sodium gives rise to salting-in behavior and to denaturation of folded proteins. Two different models are proposed to model surface charges: In the first model, charges are evenly distributed over the surface. Such a delocalized, uniform charge distribution can be realized using back-gated semiconductors or self-assembled monolayers [77]. In the second model, the charges are localized. The ion-surface interaction and the surface charge are adapted to the degree of dissociation of ionizable groups. This corresponds to the situation where ionizable groups dissociate as function of pH leading to localized charges. Examples for such localized charges are amino acids like glutamic acid or aspartic acid which are frequently present on protein surfaces.

The Hofmeister phase diagrams based on long-ranged forces between solutes in electrolyte solutions are presented. At low salt concentrations and small surface charges the ranking of anions and cations in a series according to their effectiveness in stabilization is independent of the nature of the charge distribution. This situation is experimentally relevant at low pH. At high salt concentrations and high pH the ranking depends on the nature of the charge distribution since the different ion-surface interaction at uncharged COOH-groups and charged COO\textsuperscript{−}-groups becomes increasingly important.

4.2. Methods

4.2.1. Simulation Details

In the simulations the surface is a 3.5 × 3.464 nm\textsuperscript{2} self-assembled monolayer (SAM) consisting of 56 C\textsubscript{20}H\textsubscript{41} chains with terminal COOH-groups for the uncharged surface.
For the charged surface one COOH-group is replaced by a terminal COO$^-$-group. The chain lattice spacing corresponds to a gold (111) substrate. The lower 6 C-atoms of each chain are restrained by harmonic potentials with spring constant $k = 5 \times 10^5$ kJ/(mol nm$^2$). A tilt angle of 30° is fixed by the restrained atoms close to experimental values. The simulation box has an extension of 9 nm in the z-direction and is filled with about 2,700 SPC/E water molecules. The SAM is modeled with the GROMOS96 force field [107]. The Lennard Jones parameters and partial charges of the functional groups are listed in the appendix A in table A.5. The force field parameters used for anions and cations are the same as in the previous chapters and are listed in the appendix A in table A.5. The simulations are done at a temperature of 300 K and a pressure of 1 bar maintained by anisotropic pressure coupling (NAP$_z$T simulation). Periodic boundary conditions are applied, long range Coulomb forces are calculated using the particle-mesh Ewald summation [111] and for the van-der-Waals interactions a cutoff radius of 1.2 nm is used. A single ion is placed into the water phase and its potential of mean force (PMF) is calculated by umbrella sampling [112] with a window spacing of 0.025 nm and 3 ns simulation time discarding the first 1 ns for equilibration. A time step of 2 fs and the weighted histogram analysis method [113] with force constant $k_z = 1000$ kJ/(mol nm$^2$) is used. For the charged surface we use two additional harmonic potentials with force constant $k_x = k_y = 1000$ kJ/(mol nm$^2$) to confine the ions within a cylinder above the charged group. All simulations are performed with the Gromacs 3.3.1 simulation package [114]. Even though potassium is of high biological importance, especially in the context of sodium/potassium pumps, we focus on the cations Li$^+$, Na$^+$ and Cs$^+$. The reason is that ion specific effects are clearly visible for these ions at hydrophilic surfaces (chapter 3). By contrast, the differences between Na$^+$ and K$^+$ are tiny since the sizes of these cations are similar. Therefore, we restrict the discussion to cations for which considerable effects are expected. Nevertheless, additional simulations for K$^+$ will be performed in the future. At the charged COO$^-$-terminated surface, umbrella sampling for the small Li$^+$ ion fails to provide a meaningful PMF due to the strong electrostatic interaction. Therefore, the results are excluded from the following discussion. Modified sampling techniques are planned for the future in order to provide ion-surface interaction potentials for small cations as well.

4.2.2. Poisson-Boltzmann Modeling

In the second step of our approach the PMFs obtained by MD simulations are imported into Poisson-Boltzmann theory. To account for surfaces of varying degree of dissociation, we use the nano-scale approach for the ion-surface interaction introduced in chapter 3. Thereby, we assume that the ion interacts with the superimposed potential of uncharged COOH-groups and charged COO$^-$-groups. The PB equation including the ion specific PMFs of anions and cations at the COOH-terminated SAM, $V_i^{\text{COOH}}(z)$, and at the charged COO$^-$-terminated surface, $V_i^{\text{COO}^-}(z)$, then reads

$$
\epsilon \epsilon_0 \frac{d^2}{dz^2} \Phi(z) = -\sum_{\pm} q_i e^{-\left((1-\xi) V_i^{\text{COOH}}(z) + \xi V_i^{\text{COO}^-}(z) + q_i \Phi(z) \right)/k_B T}.
$$

(4.1)
Here, \( z \) is the distance perpendicular to the surface, \( q_i \) is the charge of ions of type \( i \), \( c_0 \) is the bulk salt concentration, \( \epsilon \) is the dielectric constant of vacuum, \( \epsilon_r \) is the relative dielectric constant of water, and \( \Phi(z) \) is the electrostatic potential. The parameter \( \xi \) is the degree of dissociation. Thus, \( \xi \) corresponds to the fraction of charged COO\(^-\) groups on the surface. \( \xi = 0 \) corresponds to the interaction of the ion with an uncharged COOH-terminated surface and \( \xi = 1 \) corresponds to the interaction of the ion with a fully charged COO\(^-\)-surface group. The PMFs obtained by simulations are fitted by heuristic fit functions which are given explicitly in the appendix A (table A.4 and table A.3). Eq. 4.1 is solved numerically on a one dimensional grid with a lattice constant of 1 pm. The potential satisfies the boundary conditions that the electrostatic potential vanishes in bulk (\( \Phi(z = 0) \)). In addition, we use the constant charge boundary condition

\[
\left. \frac{d\Phi}{dz} \right|_{z=0} = -\frac{\sigma_{surf}}{\epsilon_0 \epsilon} \tag{4.2}
\]

at the surface. The surface is always defined by the last layer of heavy atoms which form a closed surface. The position is calculated from the mean position of the oxygen atoms.

**Models for Surface Charges**

In the following we use two different models for the surface charge:

- **Delocalized charges**: For smeared out charges we set the degree of dissociation to zero (\( \xi = 0 \)). The surface charge \( \sigma_{surf} \) is exclusively included via the constant charge boundary condition.

- **Localized charges**: For localized charges \( \xi \neq 0 \) and corresponds to the fraction of dissociated groups. The constant surface charge boundary condition depends on \( \xi \)

\[
\left. \frac{d\Phi}{dz} \right|_{z=0} = -\xi \frac{q_{COO}}{a_0 \epsilon_0 \epsilon} = -\xi \frac{\sigma_{COO}}{\epsilon_0 \epsilon} \tag{4.3}
\]

where \( q_{COO} = -e \) is the charge of the COO\(^-\)-surface group, \( a_0 = 3.5 \times 3.464 \text{ nm}^2 \) is the surface area in the simulation box and \( \sigma_{COO} = -0.0825 \text{ e/nm}^2 \) corresponds to the surface charge density of the COO\(^-\)-terminated surface.

The Gibbs dividing surface (GDS) is calculated from the requirement that the surface excess for water vanishes \( \Gamma_w = \int_{-\infty}^{z_{GDS}} \rho(z) dz + \int_{z_{GDS}}^{\infty} (\rho(z) - \rho_0) dz = 0 \). At the uncharged COOH-terminated SAM (\( \xi = 0 \)) \( z_{GDS} = 0.0974 \text{ nm} \) and at the charged COO\(^-\)-terminated SAM (\( \xi = 1 \)) \( z_{GDS} = 0.21 \text{ nm} \). The surface tension increment is calculated from the Gibbs adsorption equation

\[
\Delta \gamma(c_0, \sigma_{surf}) = -k_B T \sum_i \int_0^{c_0} dc_i \frac{\Gamma_i(c_0, \sigma_{surf})}{c_i} + \sigma_{surf} \Phi(z = 0, c_0, \sigma_{surf}) \tag{4.4}
\]

valid for nearly ideal solutions with the activities replaced by concentrations. \( \Gamma_i(c_0, \sigma_{surf}) \) denotes the surface excess of ionic species \( i \) for surface charge \( \sigma_{surf} \) and \( \Phi(z = 0, c_0, \sigma_{surf}) \)
4.3. Results and Discussion

4.3.1. Ion-surface Interaction Potentials

Fig. 4.2 displays the ionic PMF at the uncharged COOH-terminated SAM and at the charged COO⁻ SAM. Note that the pictured PMFs at the charge surface do not contain the electrostatic interaction. The ion-surface interaction potential \( V_{\text{PMF}}^{\text{Coul}}(z) \) obtained by umbrella sampling includes Coulomb forces calculated by particle-mesh Ewald summation [111]. This leads to a \( 1/z \)-repulsion or attraction for anions or cations at large separations from the surface. The ionic PMFs \( V_{\text{PMF}}^{\text{Coul}}(z) \) are calculated from the requirement that the PMF vanishes at large ion-surface separations

\[
\lim_{z \to \infty} \frac{V_{\text{PMF}}^{\text{Coul}}(z)}{k_B T} = \lim_{z \to \infty} \left[ \frac{V_{\text{PMF}}^{\text{Coul}}(z)}{k_B T} - \frac{\alpha}{z} \right] = 0. \quad (4.5)
\]

The parameter \( \alpha \) is fitted to the long-ranged decay of the ion-surface potential \( V_{\text{PMF}}^{\text{Coul}}(z) \) at large separations (inset of Fig. 4.2C). The appropriate values are given in the appendix A (table A.4). This approach allows a consistent treatment of the ion-surface interaction within our two-step approach.

The anion-surface affinity increases with decreasing ion size at the polar COOH-terminated SAM (Fig. 4.2A) and follows the reversed Hofmeister order \( \text{F}^{-} > \text{Cl}^{-} > \text{I}^{-} \). The small fluoride ion shows a large adsorption minimum of about 6 \( k_B T \). The order is exactly opposite compared to the nonpolar CH₃-terminated SAM and matches the result at the polar OH-terminated SAM (chapter 2) as expected. Surprisingly, the surface affinity of the cations at the COOH-terminated SAM (Fig. 4.2B) increases with increasing ion size \( \text{Cs}^{+} > \text{Na}^{+} > \text{Li}^{+} \) in contrast to the anions. The order is direct as observed at the nonpolar surface in chapter 2. The reason for this unexpected behavior is the preferred interaction of the anions with the hydrogen atom of the COOH-group (Fig. 4.3A, B). Cations mainly interact with the oxygen atoms (Fig. 4.3C, D). This size reversed binding affinity of cations and anions is similar to the work by Garcia-Celma [29]. There, specific binding of anions and cations to lipid membranes is investigated. There, large anions bind more strongly than small anions. By contrast, it is just the other way around for cations. The lipid membrane contains cationic choline headgroups as well as anionic phosphate headgroups. Therefore, a simplified qualitative explanation can be given in terms of Collin’s like seeks like rule if the choline is considered to be soft (i.e. large) and phosphate to be hard (i.e. small). Note, that the binding affinities in that work is exactly opposite to our observation. Still, the underlying mechanism of size reversed binding affinity of cations and anions due to different binding sites of anions and cations is the same.

Fig. 4.3A, B show simulation snapshots of \( \text{F}^{-} \) and \( \text{I}^{-} \) at the COOH-terminated SAM.
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Figure 4.2: Potentials of mean force for anions and cations at the uncharged COOH-terminated SAM (A, B) and at the charged COO\(^{-}\)-terminated SAM (C, D). For the charged surface the Coulomb interaction between the ion and surface is subtracted by fitting the long-range electrostatic repulsion/attraction. The inset in (C) displays the PMF of iodide without electrostatic interaction \( V_{\text{PMF}}(z) \) (solid line), with electrostatic interaction \( V_{\text{PMF}}^{\text{Coul}}(z) \) (dotted line) and the fit to the long-ranged repulsion \( \alpha/r \) (dashed dotted line). Vertical dotted lines denote the position of the Gibbs dividing surface \( z_{\text{GDS}} \).

At the position of the minimum in the PMF of F\(^-\), the small ion is trapped between three hydrogen atoms. This stable configuration leads to the large minimum in the ion-surface interaction. It is clearly energetically favorable for F\(^-\) to level off the hydration shell facing the surface and to form contact ion pairs with three positively charged hydrogen atoms. In contrast, the large iodide ion is partially buried in the surface. Large separations between I\(^-\) and the surface are energetically favorable where both the surface and the ion are completely hydrated.

Fig. 4.3C, D show simulation snapshots of Na\(^+\) and Cs\(^+\) at the COOH-terminated SAM. At the minimum in the PMF of Cs\(^+\), this cation forms 2-3 contacts with oxygen atoms. Contact formation is observed for both parts of the functional group, the carbonyl (C=O) and the hydroxyl (C-OH) part. At the same distance Na\(^+\) can form 1-3 contacts with the oxygen atoms of the terminal group. Still the smaller Na\(^+\) ion is repelled and the configuration where ion and surface are hydrated is preferred.

At the charged COO\(^-\)-terminated SAM the surface affinity decreases with increasing ion size F\(^-\) > Cl\(^-\) > I\(^-\) (Fig. 4.2C) as for the uncharged surface. For the cations we
observe preferred binding of Na\(^+\) compared to Cs\(^+\) (Fig. 4.2D) in agreement with previous results [35]. The first minimum in the PMF corresponds to the CIP, the second minimum is the SIP. The alkali cations are observed to take the middle position between two carboxylate oxygens (Fig. 4.3E, F) in agreement with x-ray adsorption spectroscopy measurements and ab initio calculations [35]. Both ions strip off their hydration shell facing the surface and form a CIP with the charged carboxylate. At the minimum of the PMF of Na\(^+\) (z = 0.025 nm), the Cs\(^+\)-surface interaction is larger since the large cesium ion bends the alkane chain (Fig. 4.3F). The adsorption behavior at the two surfaces is in qualitative consistence with the law of matching water affinities: deprotonating the COOH-surface group increases the charge density. Therefore, the hydration energy matches the small ions fluoride and sodium.

Due to the large adsorption of F\(^-\) at the uncharged surface and the strong adsorption of the cations at the charged COO\(^-\)-surface group, we will limit the following discussion to small salt concentration and low surface charges and low fractions of charged carboxylate groups, respectively. In order to treat large bulk salt concentration, which cause high surface concentration, corrections to the PB theory are required, e.g. excluded volume corrections [149]. A review can be found in [121].

**Figure 4.3.:** Simulation snapshots of the configuration of F\(^-\) and I\(^-\) at the position of the PMF minimum of F\(^-\) (z = 0.15 nm) at the uncharged COOH-terminated SAM (A, B). Simulation snapshots (C, D) show the configuration of Na\(^+\) and Cs\(^+\) at the position of the minimum of Cs\(^+\) (z = 0.275 nm) at the COOH-terminated SAM (top view). Simulation snapshots (E, F) show the configuration of Na\(^+\) and Cs\(^+\) at the charged COO\(^-\)-terminated SAM at the position of the PMF minimum of Na\(^+\) (z = 0.025 nm). Water molecules within 6 Å of the ion are shown. The radius of the ions corresponds to their Pauling radii.
4.3.2. Hofmeister Ordering according to Surface Tension

Fig. 4.4A, B show the surface tension increment $\Delta \gamma$ as a function of the bulk salt concentration $c_0$ at the uncharged COOH-terminated surface calculated from Eq. 4.4 with $\sigma_{\text{surf}} = 0$. The tension increment is positive for NaCl, NaI and LiCl since the repulsion dominates. Based on the Setschenow equation 2.18 these salts increase salting-out (decrease solubility with increasing salt concentration). Due to the strong adsorption of $F^-$ and $Cs^+$ the tension increment is negative leading to salting-in (increase solubility with increasing salt concentration) in NaF and CsCl solutions. The solubility decreases with increasing ion size $NaF \gg NaCl > NaI$, the reversed Hofmeister order. In biological systems a negative tension increment in addition gives rise to partial unfolding since the molecules maximize their solvent exposed surface area [16, 19]. For the cations the solubility is highest in CsCl solutions and decreases with decreasing size $CsCl \gg NaCl > LiCl$, the direct series.

At the charged COO$^-$-terminated SAM cation adsorption is stronger than anion repulsion. The surface tension increment is therefore always negative (Fig. 4.4C, D). Among the anions iodide is most strongly repelled. The surface tension increment is therefore largest in NaI solutions and the solubility decreases with with increasing ion size $NaF \gtrsim NaCl > NaI$, the reversed Hofmeister order that is also observed for the uncharged surface. For the cations the surface tension increment is significantly smaller for NaCl than CsCl (Fig. 4.4D). As already apparent from the single ion-surface interactions, binding
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of the small Na\(^+\) ion is preferred over the large Cs\(^+\) ion in agreement with previous results [35, 36, 98, 144]. Due to the large negative increment of NaCl, strong unfolding of macromolecules with charged carboxylate groups on their surfaces is expected in Na\(^+\) solutions.

### 4.3.3. Hofmeister Phase Diagram for Continuous Charge Distributions

In the following we compare the two different approaches to model charged surfaces. In the first approach we use the ion-surface interaction at the uncharged COOH-terminated SAM and a net surface charge is accounted for in the PB approach using a constant surface charge boundary condition. This approach corresponds to the situation where charges are evenly distributed over the surface. This situation becomes experimentally relevant at low pH where ionizable groups are undissociated. In the second approach we use a combination of the ion-surface interaction at the uncharged COOH-terminated SAM and the charged COO\(^-\)-surface groups. This approach corresponds to the situation where ionizable groups dissociate as function of pH leading to localized charges.

We start our discussion with the first model in which the charges are delocalized. Fig. 4.5 shows the complete Hofmeister phase diagrams for the anions and cations at the COOH-terminated SAM based on the magnitude of the effective surface charge. For each point in the parameter space of external surface charge $\sigma_{\text{surf}}$ and bulk salt concentration $c_0$ the PB equation is solved numerically, yielding the electrostatic potential $\Phi(z)$. The
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**Figure 4.5.:** Hofmeister phase diagrams for anions (A) and cations (B) at the COOH-terminated SAM in dependence of the external evenly distributed surface charge $\sigma_{\text{surf}}$ (modeled with the constant charge boundary condition) and the bulk salt concentration $c_0$. Na\(^+\) is used as counterion in case of the different anions and Cl\(^-\) in case of the different cations. Colored areas denote regions featuring direct series (white), reversed series (black) and two different alterations (gray). The ordering of the ions corresponds to their efficiency in stabilizing solutes against precipitation based on the magnitude of effective surface charge $|\sigma_{\text{DH}}|$. The dashed lines in (A) are the instability lines for NaI (red), NaCl (blue) and NaF (black) on which the long range repulsion vanishes since the bare surface charge is exactly canceled by specific ion adsorption ($\sigma_{\text{DH}} = 0$). The dashed lines in (B) are the instability lines for NaCl (blue), CsCl (gray) and LiCl (light blue).
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DH potential $\Phi_{DH}$ and the effective surface charge $\sigma_{DH}$ are calculated from

$$\Phi_{DH} = \lim_{z \gg b} (\Phi(z)e^{\kappa z}), \quad \sigma_{DH} = \lim_{z \gg b} (\epsilon_0 \kappa \Phi(z)e^{\kappa z})$$  \hspace{1cm} (4.6)$$

where $b$ is the range of the ion-surface interaction. The phase diagrams show four disconnected regions in which the ions are ranked according to their effectiveness in stabilizing solutes against precipitation based on $|\sigma_{DH}|$. On negatively charged surfaces the inverse Hofmeister series is obtained for anions (Fig. 4.5A). The strong adsorption of the small fluoride ion leads to the highest effective charge and the highest stabilization. With increasing external charge two alterations occur. The direct order where fluoride is most destabilizing is only observed for high positive surface charges.

For the cations the phase diagram is exactly opposite (Fig. 4.5B). Here, the direct order is obtained at negatively charged surfaces. The largest cation cesium is most destabilizing since it compensates the external charge most efficiently. Therefore, the relation between anions/cations size and effectiveness in stabilization is symmetric: On the polar uniformly negatively charged COOH-terminated surface large anions and large cations are most destabilizing. This contrasts the results at the nonpolar CH$_3$-terminated SAM discussed in the previous chapter 3 (Fig. 3.2). The microscopic explanation is that at the nonpolar surface large ions have a higher surface affinity in agreement with hydrophobic solvation theory. At the polar COOH-terminated surface the adsorption behavior of anions and cations is opposite regarding their size: Small anions like fluoride have a high surface affinity since they form contact pairs with several hydrogen atoms. In contrast large cations like cesium have a higher surface affinity since their size matches the surface geometry of the oxygen atoms best. The combination of reversed surface affinities and opposite charge therefore leads to the symmetric relation. Note that this is not a general feature of polar surfaces since the adsorption depends, among other contribution, on the geometry of the surface and the charge distribution of the functional groups. For example, at the polar OH-terminated SAM the cation-surface affinity does not depend linearly on the ion size but a bell-shaped relation is observed as discussed in chapter 3.

4.3.4. Long-ranged Forces for Localized Charges

We now turn to the model in which the charges are localized. In this model, the heterogeneous surface consists of protonated and deprotonated carboxyl groups. We assume that the ion interacts with the superimposed potential of uncharged COOH-surface groups and charged COO$^-$-surface groups (nano-scale approach). The surface charge is adjusted to the number of charged carboxylate groups on the surface $\sigma_{surf} = \xi \sigma_{COO}$. In the following we explain the dependence of the long-ranged forces, measured by the DH potential $\Phi_{DH}$, on the bulk salt concentration and the number of negatively charged carboxylate groups. The negative surface charge can be partially canceled or enhanced by specific ion adsorption or repulsion. The resulting effective surface charge $\sigma_{DH}$ and thus the long-ranged forces between two surfaces is measured by the DH potential (Eq. 4.6). Fig. 4.6A, B show the DH potential $\Phi_{DH}$ in dependence of the fraction of negatively charged carboxylate groups $\xi$ for two constant bulk salt concentration. At small salt concentrations $c_0 = 0.01$ M and small $\xi$ the partially reversed order according to stabilizing
efficiency $|\Phi_{DH}(\text{NaF})| > |\Phi_{DH}(\text{NaI})| > |\Phi_{DH}(\text{NaCl})|$ is observed (Fig. 4.6A, solid lines). With increasing negative charge i.e. for an increased number of carboxylate groups the difference between the different coions diminishes. At larger salt concentrations $c_0 = 0.1$ M reversal of the effective surface charge is observed for NaCl and NaI due to excess adsorbed Na$^+$ (Fig. 4.6B). For a small fraction of negatively charged carboxylate groups $\xi$ the order is the same as before $|\Phi_{DH}(\text{NaF})| > |\Phi_{DH}(\text{NaI})| > |\Phi_{DH}(\text{NaCl})|$ and reflects the adsorption behavior of the anions: The strong adsorption of fluoride at uncharged COOH-surface groups leads to the largest negative DH potential (Fig. 4.6B, dashed black line). With increasing $\xi$, $|\Phi_{DH}(\text{NaF})|$ crosses the other potential lines corresponding to two partial alterations. At large fraction of charged COO$^-$ groups the DH potential is primarily determined by the strong Na$^+$ adsorption. $\Phi_{DH}$ is positive and the positive contribution due to Na$^+$ adsorption is least compensated by the strongest repelled iodide ion and the direct order is observed.

For the cations the order in $\Phi_{DH}$ directly reflects the adsorption strength at the COOH-terminated SAM (low $\xi$) or at the COO$^-$-terminated SAM (high $\xi$): For small salt concentrations $|\Phi_{DH}(\text{CsCl})| > |\Phi_{DH}(\text{NaCl})|$ for low $\xi$ and reversal occurs for increasing $\xi$ $|\Phi_{DH}(\text{NaCl})| > |\Phi_{DH}(\text{CsCl})|$ (Fig. 4.6C). At larger salt concentrations no reversal is observed and the order is always inverse $|\Phi_{DH}(\text{CsCl})| > |\Phi_{DH}(\text{NaCl})|$ (Fig. 4.6D). We estimate from our model that at moderate to high bulk salt concentration (0.1-1M) reversal occurs if the fraction of charged groups is larger than 50%. Note that this is only a rough estimate due to the limitations of our approach at high salt concentrations.

**Figure 4.6.:** Long range DH potential $\Phi_{DH}$ (dashed lines) and magnitude of the DH potential $|\Phi_{DH}|$ (solid lines) as a function of the fraction of charged carboxylate groups $\xi$ obtained for heterogeneous COOH-/COO$^-$-terminated SAMs for constant bulk salt concentration $c_0 = 0.01$M (A, C) and $c_0 = 0.1$M (B, D) for anions (top) and cations (bottom). According to the original Hofmeister series $|\Phi_{DH}|$ determines the efficiency of the different salts to stabilize solutes against precipitation.
4.3.5. Hofmeister Phase Diagram for Localized Charges

Fig. 4.7 shows the Hofmeister phase diagrams in dependence of the fraction of carboxylate groups $\xi$ and the bulk salt concentration $c_0$. The phase diagram for anions (Fig. 4.7A) displays four regions of direct, reversed and partially altered order. At the uncharged surface (low pH) we observe a partially altered order $|\Phi_{DH}(\text{NaF})| > |\Phi_{DH}(\text{NaI})| > |\Phi_{DH}(\text{NaCl})|$. With increasing fraction of charged carboxylate groups $\xi$ (moving down in the phase diagram by increasing the pH) the order is inverse and displays the surface affinity of the anions at small salt concentrations. At large salt concentrations cation binding overcompensates the negative charge of the carboxylate groups resulting in an effectively positive surface charge. The ordering of the anions is therefore a second order effect. The weakest repulsion observed for fluoride leads to the smallest effective charge and thus to the highest destabilization.

At low salt concentrations both models for localized and delocalized surface charges agree well. At large salt concentrations and high surface charges the two models differ since the different ion-surface interaction at uncharged COOH-groups and charged COO$^-$-groups becomes increasingly important. Fig. 4.7B shows the ranking of Na$^+$ and Cs$^+$ in dependence of the fraction of carboxylate groups $\xi$ and the bulk salt concentration $c_0$. For the range of salt concentration and surface charges studied here, the phase diagram for localized charges matches the one for delocalized charges (Fig. 4.5).

**Figure 4.7:** Hofmeister phase diagram in dependence of the fraction of charged carboxylate groups $\xi$ and bulk salt concentration $c_0$ at heterogeneous COO$^-$/COOH-terminated SAMs for different anions (A) and different cations (B). Na$^+$ is used as counterion in case of the different anions and Cl$^-$ in case of the different cations. Colored areas denote regions featuring direct series (white), reversed series (black) and two alterations (gray). The ordering of the ions corresponds to their efficiency in stabilizing solutes against precipitation based on the magnitude of effective surface charge $|\sigma_{DH}|$. The dashed lines in (A) are the instability lines for NaI (red), NaCl (blue) and NaF (black) on which the long range repulsion vanishes since the bare surface charge is exactly canceled by specific ion adsorption. The dashed lines in (B) are the instability lines for NaCl (blue) and CsCl (gray).
4.4. Conclusion

One of the central mechanisms underlying ion specific effects is ion binding to charged surface groups [142]. Recent experimental and theoretical work [35, 36, 98, 144] has focused on the pairing of sodium and potassium with carboxylate anions in solution and carboxylate groups at protein surfaces. In this chapter, we extend the existing results and investigate ion pairing in dependence of the degree of dissociation. Using explicit-solvent MD simulations, we calculate the ion-surface interaction at SAMs with carboxyl or carboxylate as functional end groups. The single ion adsorption behavior depends strongly on whether the terminal group is dissociated or not. If the surface group is deprotonated (at high pH), the small sodium cation binds stronger to the charged carboxylate group than the large cesium ion in agreement with previous results. However, if the surface group is protonated (at low pH), the cation-surface affinity is reversed.

Due to the large negative surface tension increment of sodium salts, we predict strong unfolding of macromolecules with charged carboxylate groups on their surfaces in sodium solutions. This observation supports the explanation that sodium needs to be pumped out of the cell since strong binding of sodium to major intracellular anions like phosphates and carboxylates can weaken or even hinder the function of proteins in the cell [49].

We present two different models to describe either delocalized, uniform charge distributions at the surface or localized charges according to the number of dissociated ionizable groups at the surface. Complete Hofmeister phase diagrams display the efficiency of different anions and cations in stabilization in dependence of salt concentration and the sign of the delocalized surface charge or the degree of dissociated surface groups. For delocalized surface charges on hydrophilic COOH-terminated SAMs, we observe complete series reversal when changing the sign of the surface charge from negative to positive. At the COOH-terminated SAM small anions like fluoride and large cations adsorb strongest as a result of the different interaction sites of anions and cations. For negatively charged surfaces the anion (cation) with the highest surface affinity increases (decreases) a negative surface charge, leading to the highest (lowest) stabilization. This yields the inverse anionic and the direct cationic Hofmeister series.

For heterogeneous surfaces containing uncharged COOH- and localized, negatively charged COO$^-$-groups, the ordering of the ions depends on the fraction of charged carboxylate groups and the salt concentration. The strong adsorption of sodium to the negatively charged carboxylate groups leads to reversal of the effective surface charge at high salt concentration due to excess adsorbed sodium causing effectively positively charged surfaces. In turn, this leads to reversal of the anion order in dependence of the bulk salt concentration. At surfaces containing carboxylate groups, sodium is a strong denaturant even at low salt concentrations. However, the efficiency in stabilization depends on the salt concentration and the fraction of charged carboxylate groups and is therefore sensitive to pH. At heterogeneous COOH/COO$^-$-surfaces ion specific stabilization is determined by the competition of ion binding to the charged carboxylate groups and the adsorption at uncharged surface patches.
4.5. Interdependency of Ionic and Surface Properties

A major difficulty that arises upon considering ion specific effects at complex interfaces is that it is impossible to decouple the effects of the various interactions. However, complex interfaces like that of a hydrated protein can to first approximation be viewed as composed of separate nonpolar, polar patches and charged surface groups [64, 67, 142]. In the previous chapters we have determined the interaction of halide anions and alkali cations with different model surfaces. The different model surfaces are designed by using different biological relevant surface groups ranging from methyl, hydroxyl, carboxyl to carboxylate groups. Our approach provides insight into the microscopic adsorption mechanism since all contributions of the ion-surface interaction are calculated explicitly by MD simulations. Using mean field Poisson-Boltzmann theory allows to calculate macroscopic properties like interfacial tension increments, long ranged-forces and critical coagulation concentrations. Thus, our bottom up approach provides a clear molecular understanding of possible ion-macromolecule interactions.

So how do ions interact with macromolecules and what is the origin of ion specific effects?

These central questions are highlighted in chapter 2-4 and we give a brief summary of the main results in the following.

Fig. 4.8 shows the interdependency of ionic and surface properties which, based on our results, determine ion specificity. Our results suggest that ion specificity is mainly
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determined by the ion size and the nature of the surface. Firstly, for monovalent ions the size is equivalent to their charge density. The charge density determines the hydration of the ion in bulk and, even more important, the possible dehydration upon approaching a surface. For example, the large iodide ion is partially dehydrated at a hydrophobic surface while the strongly hydrated lithium ion retains its first hydration shell (chapter 2, 3). Secondly, the ion size determines the size of the solvent cavity. At hydrophobic surfaces, the anionic PMF differentials can be predicted by hydrophobic solvation theory based on the size of the cavity and interfacial geometry (chapter 3, [66]). Thirdly, according to Collins’ rule ion size is the major property in ion pairing with charged surface groups [48, 49]. This qualitative rule agrees with the results of this chapter and recent computer simulations [144, 145]. Fourthly, the size of the ions determines their polarizability. In our present approach, we neglected ionic polarizability. The consistently optimized ionic force field without polarizability [68], which we used in our simulations, are already capable to quantitatively describe experimental surface tension increments at the air/water interface [66] and at the solid/electrolyte interface (chapter 3). Still, polarizability might become important in a situation of near-balanced forces [64, 65]. Therefore, the development and use of consistently optimized force fields including ionic polarizability will be desirable for the future.

Besides the ion size, the composition of the surface has an equally important effect on ion specificity. If the nature of the surface is changed from hydrophobic to hydrophilic, ion-surface affinities can be reversed (chapter 2). In general, large ions show a higher surface affinity at hydrophobic surfaces [1, 65, 66, 106, 136]. The anion-surface affinity is reversed on polar surfaces containing OH- or COOH-surface groups (chapter 2-4). However, this reversal is not a general feature. For example, cations at the OH-terminated surface show a bell-shaped relation between ion size and surface affinity (chapter 3) and cations at the polar COOH-terminated surface show the same affinity as on a hydrophobic surface. The type and the geometry of the functional group, the distribution of the partial charges and the distance between the functional groups, defined by the distance between the alkane chains in our model systems, influence the ion-surface interaction. For example, the surface affinity of cesium and sodium is reversed when the carboxyl group is deprotonated. Moreover, if the sign of an evenly distributed surface charge is changed or if the fraction of localized charged groups is increased (for instance by increasing the pH) the Hofmeister order according to macroscopic properties can be altered or even reversed (chapter 2-3). For the former, the reversal is a direct consequence of the competition between the external charge and the charge due to specific adsorption. For the latter, the reversal is a direct consequence of ion pairing with charged groups and adsorption at uncharged surface patches. Finally, at the solid surfaces investigated in this work, ions do not influence the conformation and do not penetrate into the surface. The conclusions extracted from the observations at solid densely packed surfaces cannot easily be transferred to quasi-gaseous or liquid-expanded systems in which ions and water can penetrate the interface. There, ions influence the structure at the interface and indirectly affect the equation of state. Determining the ion-surface interactions at such surfaces requires further simulation and development of existing theoretical models like
the partitioning model [150, 151].

With all these interdependencies, we concur that there is not only one single parameter for one type of ion that describes its specific effect under all possible conditions [9]. But, our results provide a first step toward a clear molecular understanding of diverse and subtle interactions responsible for ion specific effects.
Hofmeister Effects: A Global Mean-Field Analysis

5.1. Introduction

5.1.1. Motivation

Ions control almost all physicochemical processes. Even bulk salt solutions display ion-specificity, but for effects involving proteins and colloids ion-surface interactions are crucial [9]. As discussed in detail in the previous chapters the formerly presumably universal Hofmeister series is altered or even reversed when the surface charge of a protein, the surface polarity or the salt concentration is varied [1, 59, 69, 74]. Interfacial ion adsorption, evidently at the core of ion-modified aggregation effects, has been observed experimentally for different model systems [115, 152, 153].

The precise mechanism behind the pronounced surface affinity of certain ions, however, is debated due to the competition of dispersion [59], polarization [63, 65], dielectric saturation [58] as well as solvation effects [66]; theoretical modeling thus requires solvent-explicit simulations [1, 115, 154].

To obtain the effective ion specific interaction between surfaces in salt solutions, various theoretical approaches exist: i) solvent-explicit atomistic simulations of small objects in electrolyte solutions [155], here the computational bottleneck is keeping the water chemical potential constant [156], ii) solvent-implicit simulations of objects with ions subject to ion specific surface interactions derived from full simulations [142, 157], and finally iii) approximate theoretical approaches including simplified ion specific surface interactions [57, 59, 158]. Ion-surface contact potentials were introduced by Ninham and Parsegian to account for surface charge regulation within a mean-field Poisson-Boltzmann (PB) framework [159]. In subsequent ramifications, contact potential strengths were extracted from experimental affinity studies [47] and additional ion-ion interactions at the surface
were accounted for [160]. In many scientific works, ion-surface potentials of finite range and different functional form were considered and ion distributions as well as effective interactions between charged surfaces were calculated by numerically solving the PB equation [59, 61, 115], in some cases effects beyond mean-field were taken into account [158].

Two main features emerge: For large separations between interacting objects, the preferential surface adsorption of one ionic species over the other gives rise to an effective surface charge and thus to an effective repulsion between two similar surfaces [104]. Note that fluctuation effects cause attraction even for symmetric adsorption i.e. zero net surface charge [161]. For small separations and for finite-range ion-surface interactions, on the other hand, the resulting behavior is more complex and one expects that ion-surface repulsion induces effective attraction between surfaces, analogous to the well-known steric depletion attraction between large objects in colloidal solutions.

5.1.2. Outline

In this chapter we derive interactions between two charged planar surfaces including finite-range ion-surface potentials. We treat the full coupling between long-ranged electrostatic and short-ranged entropic and depletion effects. The square-well ion-surface potentials in our model approximate the sum of dispersion, polarization and solvation effects. A recipe for relating realistic ion-surface interactions to our model parameters is presented. The motivation for using this simplified potential is that it makes our model tractable analytically on the PB level, and thus allows a global analysis in the complete parameter space of surface charge, salt concentration and ion-surface interaction strength. Our phase diagrams based on the equilibrium plate separation (relevant for small quickly equilibrating objects) display the salting-in/salting-out sequence characteristic for protein precipitation studies. Our pressure diagrams at large plate separation (relevant for coagulation kinetics of large colloidal objects) feature Hofmeister series reversal. We demonstrate that salting-out results both from ion-surface repulsion as well as from ion-surface adsorption, and always leads to a finite plate separation involving bound water. The case of vanishing ion-surface interactions is in fact instable with respect to plate binding.

This chapter is organized as follows: In section 5.2 we describe the details the analytical solution of the non-linear Poisson-Boltzmann equation as well as the solution in the Debye Hückel limit. In section 5.3 we present the main results for the effective interaction between ion-adsorbing plates including ion specific square-well potentials. We calculate the equilibrium salting-in/salting-out diagrams in the parameter space of salt concentration, surface charge and ion-surface affinity. Finally, the generic model is adjusted to realistic ion-surface interactions obtained from molecular dynamics simulations. The resulting Hofmeister phase diagram features direct and reversed order.
5 Hofmeister Effects: A Global Mean-Field Analysis

5.2. Global Mean-Field Approach

The electrostatics of an electrolyte solution between two charged plates is described by the 1D modified Poisson-Boltzmann (PB) equation [59, 115]

$$\frac{\epsilon \epsilon_0}{q_0} \frac{d^2}{dz^2} \Phi(z) = a_-(z) e^{q \Phi(z)/k_B T} - a_+(z) e^{-q \Phi(z)/k_B T} \tag{5.1}$$

where $z$ is the distance perpendicular to the surfaces, $q$ the absolute ion charge, $c_0$ the bulk salt concentration, $\Phi(z)$ the electrostatic potential, $\epsilon_0$ is the dielectric constant of vacuum, and $\epsilon$ the relative dielectric constant of water. Ion-specificity enters via the factors

$$a_-(z) = e^{-V^-(z)/k_B T} \quad \text{and} \quad a_+(z) = e^{-V^+(z)/k_B T} \tag{5.2}$$

which depend on the ion-surface potentials $V^\pm(z)$. To enable the analytic solution of Eq. 5.1 we choose square-well potentials

$$V^\pm_S(z) = V^\pm_0 \Theta(b^\pm - z) \tag{5.3}$$

of variable depth $V^\pm_0$ and range $b^\pm$, where $\Theta(z) = 1$ for $z > 0$ and $\Theta(z) = 0$ otherwise. For two surfaces at separation $2D$ we assume additivity of the interactions stemming from both surfaces and thus use

$$V^\pm(z) = V^\pm_S(z) + V^\pm_S(2D - z). \tag{5.4}$$

For symmetrically charged plates with surface charge density $\sigma_{\text{surf}}$, the boundary conditions read $d\Phi(z)/dz = -\sigma_{\text{surf}}/\epsilon_0 \epsilon$ at $z = 0$ and $d\Phi(z)/dz = 0$ at $z = D$. The solution of Eq. 5.1 is described in detail in the next section.

5.2.1. Solution of the Poisson-Boltzmann Equation Including Square-well Potentials

Eq. 5.1 is solved separately in the two regions where the ion-surface potential is constant, referred to as region I and region II (see Fig. 5.1). In the following we assume identical potential ranges for cations and anions $b^+ = b^- = b$. Note that for potential overlap, $b = 2D - b_0$, where $b_0$ is the range of the interaction potential without overlap (Fig. 5.1C). Integrating Eq. 5.1 yields

$$ \left( \frac{d\Phi(z)}{dz} \right)^2 = \frac{2qc_0k_B T}{\epsilon_0 \epsilon q} (a_+ e^{-q \Phi(z)/k_B T} + a_- e^{q \Phi(z)/k_B T} + C) \tag{5.5}$$

with integration constant $C$. Note that in bulk solution (far away from the surface where the ion-surface interaction is zero, i.e., $a_+ = a_- = 1$) the integration constant $C = -2$ and one obtains the Gouy-Chapman result which satisfies the boundary conditions $d\Phi/dz = 0$ and $\Phi = 0$. The substitution $y = e^{q \Phi/k_B T}$ yields

$$\frac{dy}{dz} = \kappa \sqrt{y^2 (a_+ y^{-1} + a_- y + C)} \tag{5.6}$$
where $\kappa = \sqrt{\frac{2e_0q^2}{\epsilon_0 k_BT}}$ is the inverse Debye screening length. The right hand side can be factorized

$$\kappa dz = \frac{dy}{\sqrt{a_-(y-n_0)(y-n_1)(y-n_2)}} \quad (5.7)$$

where the $n_i$ are the roots of the polynomial $y^2(a_+y^{-1} + a_-y + C)$

$$n_0 = 0 \quad (5.8)$$
$$n_1 = -C - \sqrt{C^2 - 4a_+a_-} \quad (5.9)$$
$$n_2 = -C + \sqrt{C^2 - 4a_+a_-} \quad (5.10)$$

Eq. 5.7 can be integrated if the location of the roots with respect to $y$ is known [162], yielding the solutions $\Phi_I(z)$ and $\Phi_{II}(z)$ in region I and II which have to satisfy the following boundary conditions (BC)

(i) $\frac{d\Phi_I(z)}{dz}\bigg|_{z=0} = -\frac{\sigma_{surf}}{\epsilon\epsilon_0}$ \quad (5.11)

(ii) $\frac{d\Phi_{II}(z)}{dz}\bigg|_{z=\infty} = \Phi_{II}(z)\bigg|_{z=\infty} = 0 \quad (5.12)$

(iii) $\frac{d\Phi_{II}(z)}{dz}\bigg|_{z=D} = 0 \quad (5.13)$

(iv) $\frac{d\Phi_I(z)}{dz}\bigg|_{z=b} = \frac{d\Phi_{II}(z)}{dz}\bigg|_{z=b}$ \quad (5.14)

(v) $\Phi_I(z)\bigg|_{z=b} = \Phi_{II}(z)\bigg|_{z=b}$ \quad (5.15)

with the external surface charge $\sigma_{surf}$ and the position of the mid-plane $D$. Boundary condition (ii) is used in case of a single surface and (iii) is used in case of two parallel plates. The matching conditions (iv) and (v) are used to provide a continuous, differentiable potential at $b$.

**Figure 5.1.** Ion-surface interaction potential $V(z)$ (A) for a single plate, (B) for parallel plates at distance $2D = 6$ without potential overlap, (C) parallel plates at distance $2D = 1.5$ with partial potential overlap. I, II refer to the regions where the ion-surface interaction potential is constant.
The possible locations of the roots with respect to $y$ are

- $L_1$: $y > n_2 > n_1 > 0$
- $L_2$: $n_2 > y > n_1 > 0$
- $L_3$: $n_2 > n_1 > y > 0$.

Note that at the root the derivative $\frac{dy}{dz} = 0$ according to Eq. 5.6. The second integration yields for the two regions $i = I, II$

$$\int_0^z \kappa dz' = \int_{y(z')} \frac{dy'}{\sqrt{f(y')}} = \int_{y(z')}^{n^*} \frac{dy'}{\sqrt{f(y')}} + \int_{n^*}^{y(z)} \frac{dy'}{\sqrt{f(y')}}$$

$$= \begin{cases} \\
\frac{2}{\sqrt{n-n_2}} \left( \int_{y(z')^0}^{y(z)} F(\mu(y(z')^0, q) + F(\mu(y(z)), q) \right) & \text{for } L1, n^* = n_2; \\
\frac{2}{\sqrt{n-n_2}} \left( \int_{y(z')^0}^{y(z)} F(\chi(y(z')^0, p) + F(\chi(y(z)), p) \right) & \text{for } L2, n^* = n_1; \\
\frac{2}{\sqrt{n-n_2}} \left( F(\delta(y(z')^0), q) - F(\delta(y(z)), q) \right) & \text{for } L3, n^* = n_1;
\end{cases}$$

(5.16)

where $F(\phi, k)$ is an Elliptic Integral of the first kind (we use the definition of [163]) with

$$\mu(y) = \arcsin \sqrt{\frac{y-n_2}{y-n_1}}; \quad q = \sqrt{\frac{n_{1j}}{n_{2j}}}$$

(5.17)

$$\chi(y) = \arcsin \sqrt{\frac{n_{2j}(y-n_{1j})}{(n_{2j}-n_{1j})y}}; \quad p = \sqrt{\frac{n_{2j}-n_{1j}}{n_{2j}}}$$

(5.18)

$$\delta(y) = \arcsin \sqrt{\frac{n_{2j}(n_{1j}-y)}{n_{1j}(n_{2j}-y)}}; \quad q = \sqrt{\frac{n_{1j}}{n_{2j}}}$$

(5.19)

and $z_0^j = b$ and $z_0^I = D$.

Since the derivative of the potential vanishes at the mid-plane $D$ (BC (iii)), $y(z_0^j = D) = n_{jI}$ for $j=1,2$ and the first Elliptic Integrals in dependence of $z_0^j$ in the sum in Eq. 5.16 vanish. Using the definition of the Jacobi Elliptic Functions yields the expression of the potential in dependence of the location of the roots with respect to $y$

$$\Phi_1(z) = \frac{k_B T}{q} \begin{cases} \\
\ln \left( \frac{n_{2j}-n_{1j}(sn(0.5\sqrt{n_{1j}-n_{2j}}(-\kappa z_0^j+F(\mu(y(z_0^j)), q)+\kappa z_0^j q^2))}{1-(sn(0.5\sqrt{n_{1j}-n_{2j}}\kappa z_0^j q^2))^2} \right) & \text{for } L1; \\
\ln \left( \frac{n_{1j}n_{2j}}{n_{2j}+(n_{1j}-n_{2j})(sn(0.5\sqrt{n_{1j}-n_{2j}}(-\kappa z_0^j+F(\chi(y(z_0^j)), p)+\kappa z_0^j p^2))}{1-(sn(0.5\sqrt{n_{1j}-n_{2j}}\kappa z_0^j p^2))^2} \right) & \text{for } L2; \quad (5.21) \\
\ln \left( \frac{-n_{1j}n_{2j}}{n_{2j}+(n_{1j}-n_{2j})(sn(0.5\sqrt{n_{1j}-n_{2j}}(-\kappa z_0^j+F(\delta(y(z_0^j)), q)-\kappa z_0^j q^2))}{1+(sn(0.5\sqrt{n_{1j}-n_{2j}}\kappa z_0^j q^2))^2} \right) & \text{for } L3;
\end{cases}$$

(5.21)
and the derivative
\[
\frac{d\phi_I(z)}{dz} = \frac{k_B T}{q} \begin{cases} 
\frac{\kappa \sqrt{a_i n_{i1} \sin(z, q^2) \csc(z, q^2) \sin(n_{i1} - n_{i2})}}{n_{i2} - n_{i1} \sin(z, q^2)^2 (1 - \sin(z, q^2)^2)} & \text{for L1} \\
\frac{\kappa \sqrt{a_i n_{i1} \sin(z, q^2) \csc(z, q^2) \sin(n_{i1} - n_{i2})}}{n_{i2} - n_{i1} \sin(z, q^2)^2} & \text{for L2} \\
- \frac{\kappa \sqrt{a_i n_{i2} \sin(z, q^2) \csc(z, q^2) \sin(n_{i1} - n_{i2})}}{n_{i2} - n_{i1} \sin(z, q^2)^2 + n_{i1} \sin(z, q^2)^2} & \text{for L3}
\end{cases}
\]

where
\[
\tilde{z} = \begin{cases} 
0.5 \sqrt{a_i n_{i1}} (-\kappa z_i^0 + F(\mu(y(z_i^0)), q) + \kappa) & \text{for L1} \\
0.5 \sqrt{a_i n_{i2}} (-\kappa z_i^0 + F(\chi(y(z_i^0)), p) + \kappa) & \text{for L2} \\
0.5 \sqrt{a_i n_{i2}} (+\kappa z_i^0 + F(\delta(y(z_i^0)), q) - \kappa) & \text{for L3}
\end{cases}
\]

For a single plate one obtains in region II the usual Gouy-Chapman result
\[
\Phi_{II}(z) = \frac{2k_B T}{q} \ln \left( \frac{e^{q C_{II}^{GC} / 2k_B T} + (e^{q C_{II}^{GC} / 2k_B T} - 1)e^{-\kappa z} + 1}{e^{q C_{II}^{GC} / 2k_B T} - (e^{q C_{II}^{GC} / 2k_B T} - 1)e^{-\kappa z} + 1} \right) \tag{5.23}
\]

where the constant $C_{II}^{GC}$ is related to the value of the potential $\Phi_b$ at $z = b$ (or any other arbitrary value) via
\[
C_{II}^{GC} = \frac{2k_B T}{q} \ln \left( \frac{e^{q \Phi_b / 2k_B T} + e^{q \Phi_b / 2k_B T} e^{-\kappa b} - 1 + e^{-\kappa b}}{-e^{q \Phi_b / 2k_B T} + e^{q \Phi_b / 2k_B T} e^{-\kappa b} + 1 + e^{-\kappa b}} \right) \tag{5.24}
\]

To determine the free parameters $C_I, C_{II}$ and $C_{II}^{GC}$ we choose a value for the potential at the mid-plane $\Phi(z = D)$ for two parallel plates or at $b$ in the case of a single plate. For a single plate $C_{II}^{GC}$ is obtained directly from Eq. 5.24. For parallel plates the derivative vanishes at $D$ (BC (iii)) and Eq. 5.6 yields $C_{II}$. Therewith, the value of the roots and the potential in region II is determined. Using the value of the potential and the derivative at $b$ yields due to BC (iv) and (v) the remaining parameter $C_I$ via Eq. 5.6. Therewith, the roots and the solution in region I is determined. The derivative of the potential at the surface yields the surface charge (BC (i)).

Fig. 5.2 shows a comparison of the analytical solution and the numerical solution of the PB equation for an uncharged and a charged plate. Both results are in perfect agreement.

**Overall Constant Ion-surface Interaction Potential**

For an overall constant adsorption potential, i.e. for completely overlapping ion-surface interaction potentials or for contact of two adsorption wells and zero external charge, the derivative of the electrostatic potential has to vanish everywhere. Therefore, the roots have to be equal, $n_1 = n_2$, according to Eq. 5.22. This is realized for the integration constant $C = 2 \sqrt{a_+ a_-}$, yielding $n_1 = n_2 = \sqrt{a_+ a_-}$. Then, the electrostatic potential has the constant value $\Phi = \frac{k_B T}{q} \ln \sqrt{a_+/a_-}$ and the concentrations of anions and cations are equal, $c_+ = c_- = c_0 \sqrt{a_+/a_-}$.
Figure 5.2.: Comparison of the analytical result (green line) and the numerical solution (red dashed line): (A) Electrostatic potential $\Phi(z)$ as a function of the distance $z$ from the surface for uncharged plates and ion-surface potentials $V_0^+ = -1k_B T$, $V_0^- = 0$, interaction range $b = 1$ nm, plate separation $2D = 5$ nm and salt concentration $c_0 = 1M$. (B) Electrostatic potential for charged plates with an external charge $\sigma_{surf} = 0.9 e/nm^2$ for $2D = 1$ nm and $c_0 = 100mM$.

5.2.2. Solution in the Debye-Hückel Limit

In order to verify our results and to obtain the limiting value of the surface potential for zero salt concentration we solve the PB equation in the Debye-Hückel (DH) limit. For $q\Phi \ll k_B T$ the modified PB equation can be linearized using

$$\frac{d^2\Phi}{dz^2} = -\sum_{\pm} \frac{q^2\epsilon_0 a_{\pm}}{\epsilon_0 k_B T} (1 - \frac{q^2\Phi}{k_B T} ) = \kappa'^2 \Phi - J$$

(5.25)

with the modified inverse Debye screening length $\kappa'$

$$\kappa'^2 = \frac{q^2\epsilon_0}{\epsilon_0 k_B T} (a_+(z) + a_-(z)) = \left\{ \begin{array}{l} \kappa_1^2 = \frac{q^2\epsilon_0}{\epsilon_0 k_B T} (a_+I + a_-I) ; z < b \\ \kappa_II^2 = \frac{q^2\epsilon_0}{\epsilon_0 k_B T} (a_+II + a_-II) ; z > b \end{array} \right.$$  

(5.26)

and the parameter $J$ defined as

$$J(z) = \frac{qc}{\epsilon_0} (a_+(z) - a_-(z)) = \left\{ \begin{array}{l} J_I ; z < b \\ J_{II} ; z > b. \end{array} \right.$$  

(5.27)

Eq. 5.25 can be integrated twice yielding

$$\frac{1}{\kappa'} \left( \ln(2(-J + \kappa'^2 \Phi + \kappa' \sqrt{C_1 - 2J\Phi + \kappa'^2 \Phi^2 + K_2})) \right) = z$$  

(5.28)

where $C_1$ and $K_2$ are the integration constants. Therefore, the electrostatic potential reads

$$\Phi(z) = \frac{1}{4\kappa'} \left( -4C_1\kappa'^2C_2^{-1}e^{-\kappa'z} + 4J^2C_2^{-1}e^{-\kappa'z} + 4J + C_2e^{\kappa'z} \right)$$  

(5.29)

with $C_2 = e^{\kappa'K_2}$, $C_1$ and $C_2$ are determined by the boundary conditions as follows: Using BC (i) and (iii) yields for the integration constants in region I

$$C_{II} = \frac{-4J_I^2 + C_{II}^2 - 4\Sigma C_{2I}\kappa_I}{4\kappa_I^2}$$  

(5.30)
and in region II

\[ C_{II} = -\frac{4J_{II}^2 e^{-\kappa_{II}D} + C_{II} e^{\kappa_{II}D}}{\kappa_{II}^2 e^{-\kappa D}} \]  

(5.31)

Therewith, the electrostatic potential reads

\[ \Phi_I(z) = \frac{1}{4\kappa_I} \left( C_{II} e^{-\kappa_{II}z} - 4e^{-\kappa_{II}z}\Sigma_{II} + 4J_{II} + C_{II} e^{\kappa_{II}z} \right) \]  

(5.32)

\[ \Phi_{II} = \frac{(e^{\kappa_{II}(2D-z)}C_{II} + 4J_{II} + C_{II} e^{\kappa_{II}z})}{4\kappa_{II}}. \]  

(5.33)

For a single plate the solution in region II is the DH limit of Eq. 5.23

\[ \Phi_{II}(z) = C_{II}^{DH} e^{-\kappa_{II}z}. \]  

(5.34)

Using the matching conditions BC (iv) and (v) determines the integration constants \( C_{II} \) and \( C_{II}^{DH} \) for two parallel plates and \( C_{II}^s \) and \( C_{II}^{DH} \) for a single plate:

\[ C_{II} = -\frac{4\kappa_{II}^2 e^{-\kappa_{II}b}\Sigma_{II} + 4\kappa_{II}^2 J_{II} - \kappa_{II}^2 e^{-\kappa_{II}(-2D+b)}C_{II} - 4\kappa_{II}^2 J_{II} - \kappa_{II}^2 C_{II} e^{\kappa_{II}b}}{\kappa_{II}^2 (e^{-\kappa_{II}b} + e^{\kappa_{II}b})} \]  

(5.35)

\[ C_{II}^{s} = \frac{4(\kappa_{II}e^{-\kappa_{II}b}J_{II} + e^{-\kappa_{II}b}\kappa_{II}^2 J_{II} + 2\kappa_{II}^2 e^{-\kappa_{II}b}\Sigma_{II} e^{\kappa_{II}b} - e^{\kappa_{II}b}\kappa_{II}^2 J_{II} + e^{\kappa_{II}b}\kappa_{II}^2 J_{II})}{\kappa_{II}((\kappa_{II} - \kappa_{II})e^{\Delta_1} - (\kappa_{II} + \kappa_{II})e^{\Delta_2} + (\kappa_{II} + \kappa_{II})e^{-b(\kappa_{II} - \kappa_{II})} - (\kappa_{II} - \kappa_{II})e^{b(\kappa_{II} + \kappa_{II})})} \]  

(5.36)

\[ C_{II}^{DH} = \frac{4(-\kappa_{II} e^{-\kappa_{II}z}\Sigma_{II} + \kappa_{II}^2 J_{II} - e^{\kappa_{II}b}e^{-\kappa_{II}z}\kappa_{II}^2 e^{-\kappa_{II}b}\Sigma)}{4\kappa_{II}\kappa_{II}} \]  

(5.37)

\[ C_{II}^{DH} = \frac{(e^{-\kappa_{II}b}C_{II}^s + 4e^{-\kappa_{II}b}\Sigma_{II} - C_{II}^s e^{\kappa_{II}b})e^{\kappa_{II}b}}{4\kappa_{II}\kappa_{II}}. \]  

(5.38)

with \( \Delta_1 = 2\kappa_{II}D - \kappa_{II}b - \kappa_{II}b \) and \( \Delta_2 = 2\kappa_{II}D - \kappa_{II}b + \kappa_{II}b \).

**Zero Concentration Limit**

In the limit \( c_0 \to 0 \) the potential in region I has a removable singularity. The potential for uncharged parallel plates is constant and has the value

\[ \lim_{c_0 \to 0} \Phi(z = 0) = \frac{t_I b + t_{II} D - t_{II} b}{k_{II}^2 b - k_{II}^2 b + k_{II}^2 D} \]  

(5.39)

with

\[ t_i = \frac{q}{\varepsilon \varepsilon_0} (a_{++} - a_{--}) \]  

(5.40)

and

\[ k_i = \sqrt{\frac{q^2}{\varepsilon \varepsilon_0 k_B T}} (a_{++} + a_{--}) \]  

(5.41)

for \( i = I, II \).
However, for a single plate or in the limit $D \to \infty$ the potential is zero in the limit of vanishing salt concentration.

$$\lim_{c_0 \to 0} \Phi(z = 0) = 0. \tag{5.42}$$

**Comparison of DH Limit and Full Analytical Solution**

In order to verify our analytical solution of the PB equation, we compare the surface potential $\Phi_0$ as a function of the electrolyte concentration $c_0$ obtained from the full solution with the result in the DH limit in Fig. 5.3. If the overall potential is small, both results are in perfect agreement (Fig. 5.3B).

The effect of salt addition depends on the plate separation: At large distances between the surfaces the surface potential increases with increasing salt concentration since more anions adsorb at the surface while at small plate separations the surface potential decreases and the density of anions around the mid-plane increases due to higher screening. For finite distances between the two surfaces the surface potential does not vanish in the limit of zero concentration but the potential has a constant value determined by the strength of ionic adsorption $V_0^\pm$ and the plate separation $2D$ (Eq. 5.39) and vanishes as the plate separation goes to infinity (Eq. 5.42).

**Figure 5.3.:** Comparison of the surface potential $\Phi_0$ in dependence of the bulk salt concentration $c_0$ obtained from the full non-linear solution (blue line) and in the DH limit (red line) for different values of the anion adsorption potential $V_0^- = -1k_B T$ (A) and $V_0^- = -0.1k_B T$ (B). The surface potential is shown for two different plate separations: $D = 2.5$ nm (open circles) and $D = 0.75$ nm (open squares). The interaction range $b = 1$ nm and the cation-surface interaction potential $V_0^+ = 0$. If the overall potential is small both methods are in perfect agreement (lines on top of each other in (B)).

**5.2.3. Free Energy in the Poisson-Boltzmann Model**

The free energy per area $F$ within the PB model is a function of the ionic concentrations

$$c^\pm(z) = c_0 e^{-(V^\pm(z) + q^\pm \Phi(z))/k_BT} \tag{5.43}$$
5.2. Global Mean-Field Approach

Figure 5.4.: Free energy per area $F_{\text{tot}}$, electrostatic contribution $F_{\text{ES}}$, mixing entropy $F_S$ and specific adsorption contribution to the free energy $F_{SA}$ (A) for anion adsorption $V_0^- = -1k_B T$ and (B) for anion repulsion $V_0^- = 1k_B T$ as a function of the plate separation $2D$ and $V_0^+ = 0$ for 100 mM salt concentration. The main contribution to the free energy is the contribution due to specific adsorption.

and the electrostatic potential $\Phi(z)$

$$F(D) = \int_0^{2D} \left[ \frac{1}{2} (c^+(z) - c^-(z)) q \Phi(z) \right] dz$$

$$+ k_B T \int_0^{2D} \left[ c^+(z) \ln \left( \frac{c^+(z)}{c_0} \right) + c^-(z) \ln \left( \frac{c^-(z)}{c_0} \right) - c^+(z) - c^-(z) + 2c_0 \right] dz$$

$$+ \int_0^{2D} \left[ V^+(z)c^+(z) + V^-(z)c^-(z) \right] dz$$

$$+ \sigma_{\text{surf}} \Phi(z = 0).$$  \hspace{1cm} (5.44)

The first integral is the electrostatic energy, while the second one represents the ideal mixing entropy of a dilute solution of anions and cations. The third integral takes into account the ion-surface interaction and the last term is the surface electrostatic energy which couples an external charge $\sigma_{\text{surf}}$ with the value of the surface potential $\Phi(z = 0)$.

Note that the free energy expression does not directly yield the relation between the electrostatic potential and the ion density via minimization since the two fields depend implicitly via the Poisson equation on each other.

Fig. 5.4A,B show the different contributions to the free energy in dependence of the plate separation for anion adsorption and anion repulsion.

5.2.4. Lines of Instability and Local Minima of the Free Energy

The long range repulsion between two plates vanishes if the external surface charge is exactly canceled by the charge due to specific ion adsorption. This corresponds to an instability since the long range repulsion vanishes. This point is described by the requirement that the free energy is independent of the plate separation i.e. the pressure $p = -dF/dD = 0$ and the potential has to vanish for $z \geq b$. Therefore, the roots in
region II are equal \( n_{2II} = n_{1II} = 1 \) and the potential has the value \( \Phi = \frac{kB}{q} \ln n_{1II} = 0 \) for \( z \geq b \).

However, the potential in region I is not constant and is determined by the matching conditions. Since the derivative \( d\Phi(b)/dz = 0 \) the Elliptic Integral in dependence of \( z_I^0 = b \) vanishes \( F(\mu(y(z_I^0))) = 0 \).

Due to the matching condition \( n_{2I} = 1 \). Therefore, \( C_I = -a_{1I} - a_{2I} \) and the critical charge can be calculated directly from

\[
\sigma_{\text{surf}} = -\epsilon\epsilon_0 \frac{d\Phi_I(z)}{dz} \bigg|_{z=0}.
\] (5.45)

The resulting lines of instability (labeled as \( \sigma_{\text{crit}} \)) are shown in Fig. 5.7 and Fig. 5.8 of the next section.

The position of the local minimum of the free energy in the region of partial overlap coincides with the requirement that the potential and therefore the salt concentration is constant for \( z \geq b \). Therefore, the roots are equal

\[
n_{2II} = n_{1II} = \sqrt{a_{+II}/a_{-II}}
\] (5.46)

for \( z \geq b \). The dotted lines in Fig. 5.7 A, D show the local minimum of the free energy. With increasing charge the local minimum and therefore the transition from repulsion to attraction is shifted to larger plate separations.
5.3. Results and Discussion

After having demonstrated that the modified PB equation including square-well potential is solved piecewise by Jacobi elliptic functions ion density profiles $c^\pm(z)$ as well as pressure and free energy are derived. Assuming identical potential ranges for cations and anions, $b^+ = b^- = b$, and rescaling the spatial coordinate or equivalently fixing $b = 1$ nm, we are left with only four parameters, namely $\sigma_{\text{surf}}$, $V_0^\pm$ and $c_0$. To simplify the following discussion, we set $V_0^+ = 0$ and concentrate on the effect of the anion adsorption strength, see Fig. 5.5 for an illustration.

![Figure 5.5.](image)

**Figure 5.5.** Schematic ion distribution between two parallel plates for anion-surface attraction (A) and repulsion (B).

5.3.1. Ionic Distribution

Fig. 5.6 shows the electrostatic potential $\Phi(z)$ as well as the anion and cation density profiles $c^\pm(z)$ for three different plate separations $2D$ for neutral plates ($\sigma_{\text{surf}} = 0$) and anion adsorption ($V_0^- = -1k_BT$). Due to anion adsorption, the electrostatic potential is

![Figure 5.6.](image)

**Figure 5.6.** Electrostatic potential $\Phi(z)$, ionic concentration profiles $c^\pm(z)$ and anion-surface potential $V^-(z)$ for $c_0 = 100mM$ bulk salt concentration, interaction range $b = 1$ nm and interaction strength $V_0^- = -1k_BT$: (A) Large plate separation without potential overlap ($D = 2.5$ nm), (B) medium plate separation with partial potential overlap ($D = 0.75$ nm), and (C) small plate separation with complete potential overlap ($D = 0.5$ nm).
negative but exhibits different shapes for the cases where the surface-ion potentials do not overlap, $D > b$, and where they overlap partially, $D < b$. Accordingly, the anion density is maximal within the adsorption well in Fig. 5.6A but is maximal in the potential overlap region in the middle between the plates in Fig. 5.6B. Note that this feature is specific to our additivity assumption for the two surface potentials. For plate separations $2D < b$ in Fig. 5.6C, the potential and density profiles are constant.

### 5.3.2. Effective Interaction between Ion-adsorbing Plates

The free energy results from the competition of electrostatic interactions, ion entropy and specific adsorption effects and follows directly from $\Phi(z)$ using Eq. 5.44. We show the free energy per unit area $F$ for fixed salt concentration $c_0 = 100\text{mM}$ for anion adsorption $V_0^- = -1k_BT$ in Fig. 5.7A,B and for anion repulsion $V_0^- = 1k_BT$ in Fig. 5.7C, D for various $\sigma_{\text{surf}}$ as a function of $D$.

We start the discussion with anion adsorption at uncharged plates (black curve) in Fig. 5.7A,B. As expected, the free energy is maximal at contact ($D = 0$) and decreases for

---

**Figure 5.7.** Free energy per area in dependence of the plate separation $2D$ for anion adsorption $V_0^- = -1k_BT$ (A, B) and repulsion $V_0^- = 1k_BT$ (C, D) for different values of the bare plate charge $\sigma_{\text{surf}}$ for $c_0 = 100\text{mM}$ salt and interaction range $b = 1 \text{ nm}$. $\sigma_{\text{crit}}$ is the critical charge for which $\sigma_{\text{eff}} = 0$ and the long range plate repulsion vanishes (dashed gray lines). $\sigma_{\text{coex}}$ denotes the charge of the salting-in/salting-out transition (dashed light blue lines). The minimal free energy is realized by the charge for which the surface potential vanishes $\Phi(0) = 0$ (black dashed dotted lines in (B, C)). The black dotted lines in (A, D) indicate the crossover from repulsion to attraction in the region of partial overlap of the ion-surface interaction potentials.
small $D$. The plates repel each other because the system tries to maximize the favorable interactions between plates and ions. However, the free energy minimum occurs at a finite separation ($2D = b$) where the additivity of the ion-surface potentials leads to the most favorable ion-surface interaction. Making the surface charge gradually more negative in Fig. 5.7A increases $F$ and for $\sigma_{\text{surf}} < \sigma_{\text{coex}} = -0.035 \text{ e/nm}^2$ the equilibrium plate separation is shifted to infinity. At the coexistence surface charge $\sigma_{\text{coex}}$, the system changes from salting-out to salting-in, i.e., the bound state ($D$ finite) has the same free energy as the dissociated state ($D$ infinite). The results are more complex for positive surface charge in Fig. 5.7B: For small values of $\sigma_{\text{surf}}$ the free energy decreases. At a critical value $\sigma_{\text{crit}} = 0.145 \text{ e/nm}^2$ the surface charge compensates the anion adsorption, such that the electrostatic potential $\Phi$ vanishes for $D > b$ and the effective surface charge is zero. The effective surface charge resulting from specific ion adsorption and the external surface charge on the plates is defined as

$$\sigma_{\text{eff}} = \epsilon \epsilon_0 \kappa \Phi(b) e^{\kappa b}$$  \hspace{1cm} (5.47)

where the Debye screening length $\kappa^{-1}$ is defined by $\kappa = \sqrt{2q^2 \epsilon_0 c_0 / \epsilon \epsilon_0 k_B T}$. For $\sigma_{\text{surf}} > \sigma_{\text{crit}}$ the free energy increases but the bound state is stabilized even further with respect to the unbound state.

We now turn to the case of anion repulsion, $V_{0^-} = +1 k_B T$. For uncharged surfaces (black curve) in Fig. 5.7C, D the free energy is minimal at contact ($D = 0$) as expected. Thus, the system free energy is minimized when the unfavorable ion-surface interaction is eliminated altogether. This minimum shifts to finite plate separation for arbitrarily small but finite surface charge due to the ionic osmotic pressure. This means that the bound state incorporates solvent as long as the surface charge is non-zero, a fact that is well known from protein crystallization studies [164]. Both for negative $\sigma_{\text{surf}}$ in Fig. 5.7C and positive $\sigma_{\text{surf}}$ in Fig. 5.7D the free energy minimum at finite plate separation is destabilized with growing surface charge until at $\sigma_{\text{coex}}$ salt-in is initiated. The critical surface charge denoting the long-ranged instability is $\sigma_{\text{crit}} = -0.045 \text{ e/nm}^2$.

### 5.3.3. Salting-in/Salting-out Phase Diagrams

Fig. 5.8 shows the stability diagram, resulting from the free energy difference between the free energy minimum at finite and at infinite plate separation. Fig. 5.8A shows the stability diagram for constant salt concentration $c_0 = 100 \text{ mM}$ as a function of the anion-surface interaction strength $V_{0^-}$ and surface charge $\sigma_{\text{surf}}$. Fig. 5.8B, C show the stability diagram for constant $V_{0^-} = -0.5 k_B T$ or $V_{0^-} = +0.5 k_B T$ in dependence of $c_0$ and $\sigma_{\text{surf}}$.

Salting-out, i.e. stably bound plates, are obtained for small surface charges whenever non-zero ion-surface interactions are present. Most surprisingly, plate binding occurs for both repulsive and attractive ion-surface interactions. The presence of additional van der Waals attraction between the plates increases the parameter range over which salting-out is seen (see below).
Figure 5.8.: Contour plot of the free energy difference of plate binding. (A) In dependence of the bare plate charge $\sigma_{\text{surf}}$ and the anion-surface interaction strength $V_{0}^{-}$ for $c_{0} = 100$ mM salt. (B) In dependence of $c_{0}$ and $\sigma_{\text{surf}}$ for $V_{0}^{-} = -0.5 \, k_{B}T$ and (C) $V_{0}^{-} = +0.5 \, k_{B}T$; the interaction range is always $b = 1$ nm. Solid black lines denote the coexistence surface charge $\sigma_{\text{coex}}$ and correspond to the salting-in/salting-out transition. The dashed lines denote the critical surface charge $\sigma_{\text{crit}}$ on which the effective surface charge $\sigma_{\text{eff}}$ vanishes. The insets show the meeting of the transition lines around $V_{0}^{-} = 0$ using the DH approximation.

The salting-in/salting-out transitions (solid lines) merge in the degenerate point $V_{0}^{-} = c_{0} = \sigma_{\text{surf}} = 0$. The insets show the transition lines in the vicinity of this point from closed-form expressions obtained within the Debye-Hückel approximation. Broken lines denote instability lines $\sigma_{\text{crit}}$ on which $\sigma_{\text{eff}} = 0$ and the long-ranged inter-plate repulsion vanishes.
Van der Waals Attraction

The stability of charged solutes in electrolyte solutions results from a balance between double-layer repulsion and van der Waals attraction. In order to take an additional van der Waals attraction into account we introduce an additional term in the free energy

$$F_{\text{tot}}(D) = F_A(D) + F(D)$$

(5.48)

where $F_A(D)$ is the attractive van der Waals interaction energy and $F(D)$ is the free energy according to Eq. 5.44. For two surfaces at separation $2D$ the van der Waals interaction energy is given by

$$F_A(D) = -H/(12\pi(2D + 2a_0)^2)$$

(5.49)

where $H$ is the Hamaker constant and $a_0$ is a contact parameter.

For the Hamaker constant, we take the value $H = 2.2 \times 10^{-21}$ J as appropriate for silica surfaces [118]. The result is shown in Fig. 5.9 for anion repulsion $V^{-}_0 = 1k_B T$ and interaction range $b = 1$ nm for different values of the contact parameter $a_0$. For $a_0 = 0$ the van der Waals interaction and therefore the total free energy diverges at $D = 0$. For small $a_0$ the parameter range over which salting-out is observed, is increased.

**Figure 5.9.** Free energy per area for constant anion adsorption $V^{-}_0 = 1 k_B T$, $V^{+}_0 = 0$ and interaction range $b = 1$ nm with an additional attractive van der Waals contribution for charged plates $\sigma_{\text{surf}} = 0.2 \text{ e/nm}^2$ and 100 mM salt concentration. The parameter $a_0$ is varied. The values are $a_0 = 0, 0.05, 0.1, 0.15 \text{ nm}$ from bottom to top. The black line denotes the limit of vanishing van der Waals attraction $a_0 \to \infty$.

5.3.4. From Square-wells to Hofmeister Order

We now focus on long-range inter-plate forces and show how direct, indirect and partially reversed Hofmeister series emerge from the model. In order to relate to real ions, we extract the depth $V_0^\pm$ and range $b_\pm$ of the surface-ion potential for $\text{F}^-$, $\text{Cl}^-$, $\text{I}^-$ and $\text{Na}^+$ from MD simulations at an uncharged hydrophobic self-assembled monolayer (chapter 2). The ion-surface interaction potentials at the hydrophobic surface are shown in Fig. 5.10. The range $b$ of the ion-surface interaction potential for the different ions starts at the Gibbs dividing surface $z_{GDS}$ and ends at the point where all ion-surface interaction
Figure 5.10.: Ion-surface interaction potential obtained by explicit-solvent molecular dynamics (MD) simulations at a hydrophobic CH$_3$-terminated self assembled monolayer (chapter 2, reference[1]). The Gibbs dividing surface is indicated by the black dashed line. Using Eq. 5.50 yields for the ion-surface interaction strength $V_0^+/k_BT = 0.061, 0.352, 0.441$, $V_0^-/k_BT = 0.407$ for $\Gamma^-$, $\Gamma^+$, $\Gamma^-$, and $\Gamma^+$ shown as solid lines and the interaction range $b = 0.586$ nm.

Potentials are smaller than $0.05 \ k_BT$ (arbitrary cutoff), yielding $b = 0.586$ nm. The position of $z_{GDS}$ is calculated from the water density profile $\rho$ from simulations (chapter 2, Fig. 2.2A) using the requirement, that the surface excess for water $\Gamma_w = \int_{\infty}^{z_{GDS}} \rho(z)dz + \int_{z_{GDS}}^{\infty} (\rho(z) - \rho_0) dz$ vanishes.

The interaction strength $V_0^+$ is calculated from the requirement that the ion excess $\Gamma_I$ for the ion-surface interaction potential $V_{PMF}$ obtained by the simulations, which is given by

$$
\Gamma_I^{PMF} = \int_{-\infty}^{z_{GDS}} e^{-V_{PMF}(z)/k_BT} dz + \int_{z_{GDS}}^{\infty} \left( e^{-V_{PMF}(z)/k_BT} - 1 \right) dz \tag{5.50}
$$

is the same as the ion excess for the corresponding square-well potential

$$
\Gamma_I^{square} = \int_{z_{GDS}}^{z_{GDS}+b} \left( e^{-V_0^+/k_BT} - 1 \right) dz. \tag{5.51}
$$

From the requirement $\Gamma_I^{PMF} = \Gamma_I^{square}$ we obtain for the ion-surface interaction strengths $V_0^-/k_BT = 0.061, 0.352, 0.441$, $V_0^+/k_BT = 0.407$ for $\Gamma^-$, $\Gamma^+$, $\Gamma^-$, and $\Gamma^+$, which are shown as solid colored lines in Fig. 5.10. On the hydrophobic self-assembled monolayer the anionic surface affinity follows the series $I^- > Cl^- > F^-$, i.e. $I^-$ is least repelled from the surface.

Fig. 5.11A shows in the $\sigma_{surf}-c_0$ plane the instability lines $\sigma_{crit}$ defined by $\sigma_{eff} = 0$ for the three salt solutions NaI, NaCl, and NaF. Due to the larger surface affinity of iodide, the instability line for $\Gamma^-$ occurs at a larger $\sigma_{surf}$ compared to Cl$^-$ or F$^-$. In the spirit of the original Hofmeister classification, the three salts can be ordered according to their efficiency in stabilizing charged objects by comparing the magnitude of the effective surface charge $\sigma_{eff}$. For large negative $\sigma_{surf}$ (bottom area) we find $|\sigma_{Cl}^{eff}| > |\sigma_{F}^{eff}|$, the normal (or direct) Hofmeister series; in other words, iodide is the
5.4. Conclusion

In the recent past, various theoretical models and simulations have been developed to predict the effective interaction between surfaces that specifically interact with ions, ranging from simple heuristic models to explicit water MD simulations. Due to the complexity of the necessary calculations all previous attempts are restricted to only a few parameter sets. Therefore, no deeper understanding of the mechanism underlying Hofmeister effects could be gained and the reversal of the series remained unexplained. In this chapter we introduced a simple and analytically solvable model for specific ion-surface interactions of finite range. Using an analytically solvable model allows to perform a global mean-field analysis for the interaction of two ion-adsorbing charged plates. We present stability diagrams of the equilibrium configuration relevant for small quickly equilibration objects like proteins. The large-distance inter-plate pressure, relevant for the coagulation kinetics of large colloidal objects, undergoes Hofmeister order.

The stability diagrams demonstrate the coupling of long-ranged electrostatic and short-ranged entropic and depletion effects. Salting-out occurs for infinitesimally small ion-

Figure 5.11: Hofmeister series diagram using the adjusted square-well potentials for $\Gamma^-$, $\text{Cl}^-$, $\text{F}^-$, and $\text{Na}^+$. (A) Instability lines defined by $\sigma_{\text{eff}} = 0$ for NaI (red), NaCl (blue), NaF (black) in the $\sigma_{\text{surf}}-c_0$ plane. Shaded areas denote regions featuring direct, reversed and two partially reversed series, based on the ordering of $|\sigma_{\text{eff}}|$. (B) Lines denote $|\sigma_{\text{eff}}|$ for NaI, NaCl, NaF in dependence of $\sigma_{\text{surf}}$ for constant $c_0 = 600$ mM. Line intersections signal a change of the ordering in the ionic series.

most stabilizing ion in that situation. As $\sigma_{\text{surf}}$ increases we encounter two intermediate partially reversed series (denoted by the shaded areas in Fig. 5.11) and for large positive $\sigma_{\text{surf}}$ the fully reversed indirect series $|\sigma_{\text{eff}}^F| > |\sigma_{\text{eff}}^\text{Cl}| > |\sigma_{\text{eff}}^I|$ is obtained, in agreement with the experimental classification of proteins and colloids [69, 74] and previous modeling results (chapter 2, reference [1]). Fig. 5.11A suggests that a change in the ion ordering can be induced by a surface charge variation but also by a change in salt concentration, as indeed observed experimentally [69]. Fig. 5.11B displays the relation between $\sigma_{\text{surf}}$ and $\sigma_{\text{eff}}$ for $c_0 = 600$ mM and illustrates that a change in the ionic ordering corresponds to the crossing of $|\sigma_{\text{eff}}|$ for two different ions.
plate repulsion and attraction with an equilibrium plate separation that is always finite for non-vanishing surface charge. Therefore, binding of charged surfaces involves finite surface separation including bound water, a result that is well known from numerous protein crystallization studies. The case of vanishing ion-surface potential is marginally unstable and corresponds in the phase diagram to the crossing of salting-in/salting-out transition lines.

By comparing the inter-plate pressure at large-separations of different ions, the direct and indirect Hofmeister series are reproduced in agreement with experiments. A simple mechanism for complete and partial series reversal induced by surface charge as well as salt concentration variation is demonstrated. Due to the generality of the results, finite-range square-well ion-plate potentials govern the mechanism by which ion-surface interactions induce ion specific phenomena.
5.4. Conclusion
Chapter 6

The Role of Surface Hydrophobicity in Bioadhesion

6.1. Introduction

6.1.1. Motivation

Protein-surface interactions are of high importance in fields ranging from bionanotechnology to biomedical engineering. Gaining control over nonspecific adsorption of proteins at surfaces is fundamental in technologies involving contact of synthetic surfaces with biological fluids. Examples include biosensors monitoring the adsorption of charged proteins [77], sensitive solid-phase immunoassays retaining selectivity even at large serum protein concentrations [78], solid-phase supports for the growth of adhered cells [79] or the initial stage of blood clotting involving adsorption of certain, large proteins to injured vessel walls [80]. Moreover, understanding how to prevent the adsorption of proteins to surfaces is the ultimate goal for designing biocompatible implants and non-fouling surfaces. Basic research can provide insight into the adhesion mechanism and help to develop a deeper understanding in order to determine surface properties that are able to inhibit the adsorption of fouling species or at least reduce the adsorption strength such that the organism can be removed easily by shear force [82].

Various surface properties have been investigated during the past years. An assortment of surface properties which were shown to be related to adsorption resistance include the type of hydrogen bonding at the surface where hydrogen-bond acceptors but not donors are adsorption resistant [83], physical properties such as the sign and density of surface charges [84] as well as the surface energy, commonly measured by water contact angles. The interfacial tension of water and a solid shows an influence on the adsorption of macromolecules which is related to the Berg limit [85]. The Berg limit [86] defines the transition from hydration repulsion to hydrophobic attraction at a con-
tact angle of $\Theta \approx 65^\circ$ where repulsive hydration forces are commonly explained by the structuring of water molecules at the surfaces [165, 166]. Above the Berg limit, i.e. for hydrophobic surfaces, the surface becomes attractive to adhesion while below, i.e. for hydrophilic surfaces, the interaction becomes negligible [85]. For example on densely packed self-assembled monolayers (SAMs) consisting of hexa(ethylene glycol)-containing alkanethiols the attachment/adsorption of cells and proteins increases with increasing contact angle for surfaces with contact angles larger than about 60° [167].

The adsorption resistance of ethylene glycol brushes is known and well explained by the steric repulsion theory [168, 169]. The most prominent examples for surface coatings providing an adsorption resistant environment that are used in the biomedical field are oligo- and poly(ethylene glycol) (OEG and PEG) functionalized surface films [81, 168, 170]. OEG and PEG are chemically inert, water soluble, non-toxic oligomers or polymers with the molecular formula $C_{2n}H_{4n+2}O_{n+1}$. The attachment of cells and proteins is independent of the end-group in the case of PEG but shows a dependence on the number of EG units and their configuration in the case of OEG [170, 171]. Adsorption resistance of these surfaces is attributed to the stability of the interfacial water preventing direct contact between the protein and the surface [171]. Similarly, the settling and attaching of bacteria and zoospores increases with increasing contact angle on mixed SAMs containing hydroxyl- and methyl-terminated alkanethiols [172, 173]. Experimentally measured adsorption free energy of peptides at different SAM surfaces show a similar trend, i.e. a linear correlation between the hydrophobicity of the surface measured by water contact angles and the adsorption free energy. The adsorption energy is largest on the most hydrophobic $\text{CH}_3$-terminated SAM and vanishes on the most hydrophilic $\text{OH}$-terminated SAM [174]. In contrast, experiments measuring the adsorption strength using shear flow show the opposite trend e.g. for the diatom Amphora, i.e. a stronger adhesion on hydrophilic $\text{OH}$-terminated SAMs [173]. The higher adsorption strength might be related to shear induces adsorption, which is well understood for the von Willebrand factor [80], or might be explained in the context of catch bonds [175].

6.1.2. Outline

The first step in a bottom-up approach to understand complex biomolecule-surface interactions is to focus on a simple model system consisting of the building blocks of proteins - the amino acids. A qualitative insight of peptide-surface interactions can be gained by using solvent-implicit MD simulations [176] while solvent-explicit MD simulations allow a quantitative understanding of peptide-surface interactions [87, 88] and enable an identification of the main contributions in the desorption process [89, 90]. However, to the best of our knowledge, no comprehensive study has been performed in the literature to investigate the adsorption behavior of a variety of peptides at different surfaces using MD simulations with explicit water.

In order to fill this gap, we investigate the desorption of 9 homopeptides, differing in their side-chain hydrophobicity, from hydrophobic $\text{CH}_3$-terminated and hydrophilic $\text{OH}$-terminated SAMs by using a combination of explicit-solvent MD simulations and experimental single-molecule force spectroscopy results. SAMs find increasing application
in biofouling research since the surface properties including surface energy can be tailored in a well defined and reproducible fashion by using different functional end-groups. The analysis of the involved energetics shows that at hydrophobic surfaces not only water-structure effects and dispersion interactions contribute significantly to the desorption forces. The total desorption energy results from a mutual cancellation of individual contributions among water, peptide and surface. It follows that the free energy of adsorption increases with increasing hydrophobicity of the peptide in a non-monotonic fashion.

The results predict that the adsorption of each type of residue is energetically favorable on methyl-terminated surfaces. The adsorption is entropy dominated for very hydrophobic residues while it is energy dominated for mildly hydrophobic amino acids like glycine. In contrast, on the hydrophilic OH-terminated SAM the adsorption of peptides independent of their hydrophobicity is inhibited by strongly bound interfacial water, preventing direct peptide-surface interactions.

6.2. Methods

6.2.1. Simulation Details
Molecular dynamics simulations at fixed particle number \( N \), constant ambient pressure \( P = 1 \) bar, and at constant temperature \( T = 300 \) K are performed by using the Gromacs simulation package [114]. The SAM consist of a 10 x 8 grid of \( C_{20}H_{40} \) molecules with a lattice constant that represents the spacing on a gold (111) surface, yielding a 30\(^\circ\) tilt angle of the alkane strands. For the hydrophobic surface we use a terminal \( CH_3 \) group while an \( OH \) group is used for the hydrophilic surface. All atoms of the SAMs are kept stationary in the dynamics. The structure of the interfacial water in dependence of density, spatial distribution and angular orientation of the polar hydroxyl groups has been studied previously [177]. The terminal \( CH_3 \) group carries small partial charges (C, 0.014e). The partial charges on the \( OH \) group are (C, 0.286e; O, -0.734e; H, 0.408e) and are identical to the partial charges used in [1].

We use the homopolypeptides alanine (A), glycine (G), glutamic acid (E), lysine (K), proline (P), phenylalanine (F), asparagine (N), tyrosine (Y), valine (V) and the polypeptide \((GVGVP)_3\) consisting of 3 repeat units. All uncharged homopeptides consist of 12 amino acids and the charged peptides E and K consist of 11 alternating charged and uncharged variants of the residue. Note that even strong polyelectrolytes are only partially charged at low salt concentrations [178] and that charge regulation close to a low-dielectric constant substrate leads to a decrease of the fraction of charged monomers [179]. All amino acid termini are capped to mimic an infinite peptide chain and to prevent interactions of the charged amino- or carboxyl- moieties with the surface. The force field parameters for the peptide and the surface atoms are taken from the Gromos96 version 53A6 force field [107]. Initially, the peptide is placed in the simulation box above the surface before the cell is filled with SPC water. To equilibrate the system, we first perform an energy minimization of the system. In the second step the peptide is accelerated toward the surface by a constant acceleration of 1 nm/ps\(^2\) for 200 ps. In the third step
the acceleration is turned off and the system is relaxed by a 10-ps NVT simulation. In the fourth step simulations of 10 ns are done employing the Berendsen scheme with semi-isotropic pressure coupling [180] (NAPzT simulation). The particle-mesh Ewald method is used for the periodic treatment of coulomb interactions, and bonds to hydrogen atoms are constrained by using LINCS [181]. During the NPT relaxation in step four, the peptide adsorbs readily onto the hydrophobic surface. In contrast, most peptides desorb spontaneously during the equilibration from the hydrophilic surface (details are given in the appendix B). For the non-adsorbing peptides we use the last surface adsorbed state from the equilibration as a start configuration for the subsequent pulling simulations. In the pulling simulations mimicking AFM experiments the peptide is pulled vertically away from the surface with constant pulling velocity. The setup is shown in Fig. 6.2D. To manipulate the peptide a harmonic restraint potential with spring constant $k = 166$ pN/nm is applied on the $z$-coordinate acting only on the first residue of the peptide and leaving the lateral coordinate unperturbed. The center of the restraint potential is moved with constant velocity $v$ in the $z$-direction away from the surface. The zero point of the $z$-coordinate is defined by the position of the surface, i.e. the position of the C-atoms or the O-atoms of the CH$_3$-terminated SAM or the OH-terminated SAM. The pulling force $F$ is calculated from the extension of the spring. The pulling is done until the peptide is completely desorbed from the surface. Every simulation is repeated at least once with a different starting conformation. Since the pulling velocity is much higher than in experiments we perform in addition to the dynamic simulations static simulations in which the restraining potential is kept at a fixed position for 20 ns. The starting configurations are obtained within the dynamic simulations at $v = 0.1$ m/s pulling rate. The static simulations are done for all elongations from the adsorbed to the desorbed state with a step size of 0.1 nm. The static pulling force is averaged over the last 15 ns in these static simulations discarding the first 5 ns for equilibration.

The internal energy and the different contributions are obtained as time average over the last 15 ns of the static simulations. The errors are determined by block averaging. The energy difference of the surface adsorbed state and the state where the peptide is brought into the stretched configuration is calculated from weighted least squares regression over the different surface separations. Fig. 6.1A, B show the result of the weighted least squares regression for alanine at the hydrophobic surface for the peptide-surface and the total internal energy. The desorption force is obtained as time average over the last 15 ns of the static simulations. The errors of the static force are determined by block averaging. The free energy is obtained by integrating the force along the pulling path

$$F = \int_{z_A}^{z_S} < F > dz$$

(6.1)

where $z_A$ and $z_S$ are the surface separations of the adsorbed state and the stretched state and $< F >$ is the weighted average desorption force. Fig. 6.1C shows the desorption force and the free energy $A$ (gray area).

The different surfaces are characterized by calculating the wetting coefficient $\cos \Theta$. We determine the wetting coefficient $\cos \Theta$ from the interfacial tension of the solid-water ($\gamma_{sd}$),
solid-vapor ($\gamma_{sv}$), and vapor-water ($\gamma_{vl}$) interfaces by the Young equation $\cos \Theta = (\gamma_{sv} - \gamma_{sl})/\gamma_{vl}$. The surface tensions are obtained from 5 ns simulations as the difference between the pressure tensor components normal and parallel to the interface. The simulations to determine the wetting coefficient were performed by Susanne Liese, a diploma student in the group of Professor Netz at the TUM.

6.2.2. Experimental Methods

All experiments were performed by Tobias Pirzer and Bizan N. Balzer in the group of Professor Hugel at TUM. In the following the experimental methods are briefly explained.

For SAM preparation the glass slides are sonicated for 15 min in a 2% Hellmanex (Hellma GmbH & Co. KG, Mühlheim, Germany) solution and then twice in ultrapure water. Dried glass slides are coated with a 10 nm chrome nickel layer and a 100 nm gold layer using a vacuum coater (Edwards GmbH, Kirchheim, Germany). After cleaning these slides with RCA solution (v:v:v 5:1:1 of water, 32% ammonia, 35% hydrogen peroxide) at 70 ºC for 15 min, they are rinsed with ultrapure water and dried under a stream of nitrogen. Hydrophobic SAMs are prepared by immersing gold coated slides for 12 h in ethanol with 2 mM 1-dodecanethiol. By contrast, mixed SAMs are prepared by immersing gold-coated slides for 12 h in chloroform with 11-mercapto-1-undecanol and 1-dodecanethiol. After incubation, the SAM coated gold slides are rinsed with ethanol and chloroform, respectively, and subsequently rinsed with water. Finally, they are dried under a gentle stream of nitrogen[182].

For contact angle measurements we use a home-built goniometer equipped with a CCD-camera. Both angles of the drop are recorded and determined with the drop analysis plugin [183] for Java-based freeware ImageJ. For determination of the angles, a polynomial is fitted to the edge of the droplet. At the boundary point of the sample and the edge a tangent is fit to the polynomial. The angles are determined between the tangent and sample. The contact angles are determined at least five times at different positions of each sample, before as well as after the experiment.
AFM measurements are performed with a MFP-3D (Asylum Research, Santa Barbara, CA, USA) using silicon nitride cantilevers (MLCT-AUHW from Veeco, Camarillo, CA, USA). The measurements are done in a closed fluid cell at room temperature. During indentation of the functionalized tip (with a dwell time of 1 s) the polymer adsorbed on the surface. The tip is then retracted with a constant velocity of 0.5 \( \mu \text{m/s} \). Force-extension traces are obtained from the deflection piezopath signal as described elsewhere [92]. The traces are taken at least at three different positions on the surfaces used. The measured plateaus represent a steady-state desorption process [89]. Force-extension traces are analyzed by self-written routines using Igor Pro (Wavemetrics). The height of a sigmoidal fit to the plateau region corresponds to the desorption force.

The AFM measurements are done for Poly-D-tyrosine (40-100 kDa), Poly-L-lysine (30-70 kDa) and Poly-L-glutamic acid (50-100 kDa, Sigma-Aldrich, Germany).

### 6.3. Results and Discussion

#### 6.3.1. Equilibration of Polyalanine

Fig. 6.2A-C show force-extension curves for polyalanine at the hydrophobic SAM for three different pulling velocities \( v \) obtained by MD simulations. At large pulling velocities, the desorption is clearly under non-equilibrium conditions where different initial configurations or different pulling velocities result in different desorption forces (Fig. 6.2A). With decreasing pulling velocity friction effects diminish and the mean desorption force decreases. The results for the slowest pulling velocity (solid lines in Fig. 6.2C) are in good agreement with the results in the limit of vanishing pulling velocity (open points in Fig. 6.2C obtained by static simulations). Therefore, the dissipative contributions due to friction on the hydrophobic surface is small. Since peptide friction on the hydrophobic surface is small enough not to cause equilibration problems in the simulations, the results can be compared to atomic-force microscope (AFM) experiments even though the pulling rates in the simulations are five orders of magnitude larger. Note that the friction on a hydrophilic surface is orders of magnitude larger due to hydrogen bonding between the peptide and the surface [88]. However, in our simulations the peptides do not adsorb on the hydrophilic OH-terminated SAM and therefore do not cause any equilibration problems. The force-extension curves for all other peptides on the hydrophobic and the hydrophilic surface are shown in the appendix B (Fig. B.1 and Fig. B.2).

The only peptides which show a plateau force at the hydrophobic surface as obtained in the experiments are alanine and glycine. The stronger adsorption of more hydrophobic peptides causes force spikes in the force-extension curves. These fine structures correspond to the molecular fingerprint of the individual amino acids and are averaged out in the experiments. In the following, we focus on alanine due to its well defined plateau force when simulating different surface compositions. Since the plateau force is higher than for glycine, small changes become visible when changing the surface composition.
Figure 6.2.: Force-extension curves for polyalanine at the hydrophobic SAM using different initial configurations and different pulling velocities (A) $v=10$ m/s, (B) $v=1$ m/s, (C) $v=0.1$ m/s. Open circles in (C) denote the results from the static simulations. (D) Schematic setup: Simulation snapshot of polyalanine pulled by an attached cantilever away from a hydrophobic CH$_3$-terminated SAM. Water molecules are not shown for clarity. The simulation snapshot is taken from the static simulation for $z=1.5$ nm tip separation at time $t=18.63$ ns. (E) Desorption force of polyalanine for dynamic pulling with $v=0.1$ m/s at the hydrophilic surface (solid lines). The average desorption force from the static simulations (open circles) is zero. (F) Force as a function of time for the static simulation at the hydrophobic surface for $z=1.5$ nm tip separation.

6.3.2. Force in Dependence of the Side-chain Hydrophobicity

After having demonstrated that the intrinsic timescale is small and equilibrium can be reached in the simulations, we compare the averaged desorption force from the hydrophobic SAM of the 10 different peptides in Fig. 6.3A. The peptides are ordered according their side-chain hydrophobicity taken from the hydrophobicity scale derived by Black and Mould [184]. This scale uses the hydrophobic fragmental constants from [185] to calculate the partition coefficient of the side-chain of the 20 standard amino acids. The partition coefficient is defined as the logarithm of the ration between the solute concentration in octanol $c_{oct}$ and in water $c_{water}$. The coefficient can be written as the sum
of the hydrophobic fragmental constant \( f_n \) and an the number of moieties of a certain species \( a_n \) [185]

\[
\log(P) = \log\left(\frac{c_{\text{oct}}}{c_{\text{water}}}\right) = \sum_n a_n f_n.
\]  

(6.2)

The desorption force increases non-monotonically with increasing side-chain hydrophobicity. In contrast, on the hydrophilic surface (Fig. 6.3B) the desorption force drops to zero independent of the side-chain hydrophobicity. For the glutamic acid (E), we find that the desorption force at the hydrophilic OH-terminated SAM strongly depends on the initial configuration (details are given in the appendix B). Moreover, we find a weak peptide-surface interaction for the tyrosine (Y) leading to an adsorption force of about 4 pN. This weak adsorption force results from interactions of the polar side-chain with the surface. If the side-chain is mutated such that the OH-group is cut off, i.e. replacing tyrosine (Y) by phenylalanine (F), the adsorption vanishes.

Figure 6.3.: Average desorption force in dependence of the side-chain hydrophobicity at the \( \text{CH}_3 \)-terminated SAM (A) and at OH-terminated SAM (B). The hydrophobicity scale of homopeptides is taken from [184]. The hydrophobicity of GVGVP is the average of the single amino acids.

### 6.3.3. Additivity

Thermodynamic additivity principles are the foundations of chemistry where free energies consisting of van der Waal interactions, hydrogen bonding, ion-pairing, solvation and hydrophobic interactions for protein and RNA folding, enzyme kinetics or ligand binding are often modeled as sum based on group additivities [186]. However, the additivity assumption is only valid if the components are independent.

In the following, we apply the additivity assumption to the desorption force of more complicated polypeptides consisting of different amino acids and compare it to the sum
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6 of the desorption forces of the constituting homopeptides. Fig. 6.4 shows the averaged desorption force for the polypeptide GVGVP ($F(GVGVP)$) to the average force of the individual amino acids ($F = \frac{1}{5}(2*F(G)+2*F(V)+F(P))$). Both results are in very good agreement. Therefore, the contributions of the single amino acids are independent and the results for homopeptides can be used to estimate the desorption forces for polypeptides. Similar results have been obtained for the adsorption of urea at polypeptides [187]. However, care should be taken due to the limitation of the additivity assumption to independent contributions and coupled contributions might become important for complex peptides or proteins e.g. as for structured proteins not all amino acids need to be in contact with the surface.

![Figure 6.4: Comparison of the average desorption forces obtained from the additivity assumption (blue line) and result from the simulation of the peptide GVGVP (red line). The average desorption forces of the single constituting peptides are shown as open triangles.](image)

6.3.4. Energy Decomposition

In DLVO theory, the interactions between uncharged objects in solution are only due to van der Waal interactions. However, we now know that solvation effects play an even more important role [188, 189]. Moreover, the single contributions of surface, water and peptide largely cancel one another in the desorption process of spider silk from a hydrophobic diamond surface [89].

In order to gain microscopic insight into the hydrophobic attraction underlying the adsorption of different peptides at the hydrophobic surface, we calculate the different energetic contributions stemming from the interactions between peptide (P), surface (S) and water (W). The energetic contributions are calculated from the total internal energy $U$ that is necessary to bring the peptide from the surface adsorbed configuration into the stretched configuration (see inset of Fig. 6.5) where $U = U_{PP} + U_{PW} + U_{PS} + U_{SW} + U_{PW}$. This process closely mimics the AFM experiments.

Fig. 6.5A shows the energetic contributions stemming from the interaction between peptide, surface and water. The total internal energy $U$, the total free energy $A$ and the entropic contribution $-TS$ are shown in Fig. 6.5B for the homopeptides which show the usual desorption behavior. The peptides E, N and K are excluded from the energy decomposition since they show an unusual desorption process for which the total internal energy is not well defined (details are given in the appendix B). The other peptides are
ordered according to increasing side-chain hydrophobicity.

In agreement with previous simulation results [89], the peptide-peptide $U_{PP}$, water-water $U_{WW}$ and peptide-surface $U_{PS}$ contributions to the internal energy are positive and larger in magnitude than the resulting internal energy $U$. Therefore, direct van der Waals interactions between peptide and surface and solvation effects are important, as the often neglected peptide-peptide interaction. However, the positive contributions, pushing the peptides out of solutions, are largely canceled by the negative water-surface $U_{SW}$ and the peptide-water $U_{PW}$ contributions, which favor the stretched configuration. If we compare the single contributions of the different peptides, we find that the water-water interaction and the peptide-surface interaction increase with increasing side-chain hydrophobicity (or equivalent with the volume of the side-chain) as expected. In contrast, for the peptide-water interaction and the surface-water interaction one sees the opposite trend, i.e. a decrease with increasing hydrophobicity.

No clear trend for the resulting total internal energy is observed since the contributions show opposite trends and cancel one another and since the peptide-peptide interaction displays a nonlinear dependence on the side-chain hydrophobicity (Fig. 6.5B). Rather, the total energy shows a minimum as a function of the side-chain hydrophobicity that is also observed in the peptide-peptide interaction. Therefore, there is not a single mechanism responsible for the hydrophobic adsorption even though the sum of peptide-surface interaction and the water-surface interaction is roughly equal to the total energy. This means, that in contrast to the common explanations in terms of water structural effects

![Figure 6.5:](A) Decomposition of the total internal energy per monomer $U$ of the different homopeptides divided into the single contributions of peptide (P), water (W) and surface (S). The inset shows a snapshot of the surface adsorbed configuration and the stretched configuration. The peptides are ordered according to increasing side-chain hydrophobicity from left to right. (B) Total internal energy per monomer $U$, free energy of desorption $A$ and the entropic contribution $-TS$ of the desorption process. For a better comparison the peptide-peptide contribution to the internal energy is shown again. (C) Difference in the number of hydrogen bonds $\Delta n_{hb} = n_{hb}^A - n_{hb}^B$ per monomer for the surface adsorbed configuration $n_{hb}^A$ and the bulk configuration $n_{hb}^B$.}
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and dispersion forces alone, all interactions have to be taken into account to quantitatively describe desorption. Moreover, no component can be tuned independently from the others in order to decrease or increase adsorption.

The resulting adsorption free energy for tyrosine \( A(Y) = 4.08 \text{ kJ/Mol} \), glycine \( A(G) = 1.37 \text{ kJ/Mol} \) and phenylalanine \( A(F) = 8.14 \text{ kJ/Mol} \) are quite close to the experimental values for the adsorption energy per monomer on polystyrene \( A(Y) = 2.74 \text{ kJ/Mol} \), \( A(G) = 1.56 \text{ kJ/Mol} \) and \( A(F) = 3.66 \text{ kJ/Mol} \) [190]. The reasons for the deviations, especially for phenylalanine, are due to the different surface composition and the additivity assumption underlying the experimental and the theoretical values. The entropy difference \( S = \left( U - A \right) / T \) is positive for the least hydrophobic amino acids G and A and the system gains entropy in the desorption process, while the entropy is negative and the system loses entropy for the hydrophobic amino acids P, V, Y and F, in agreement with the solvent implicit model for V and F from [176]. The adsorption of each type of homopeptide is energetically favorable at the hydrophobic surface. The adsorption is entropy dominated for the hydrophobic residues while it is energy dominated for the mildly hydrophobic residues G and A.

Fig. 6.5C shows the difference in the number of hydrogen bonds \( \Delta n_{hb} = n_{hb}^A - n_{hb}^B \) per monomer for the surface adsorbed configuration \( n_{hb}^A \) and the bulk configuration \( n_{hb}^B \) for the different peptides. At the hydrophobic surface, the only possible contributions to the total difference of hydrogen bonds result from water-water and peptide-water hydrogen bonds. While the number of peptide-water hydrogen bonds is always larger in the bulk configuration, no clear trend is observed for the water-water and the total difference of hydrogen bonds. Adsorption at the hydrophobic is therefore not driven by a maximization of hydrogen bonds in general. In contrast, the maximization of hydrogen bonds is one of the mechanism underlying adsorption resistance, as will be discussed further below.

6.3.5. Why is the Hydrophilic Surface Adsorption Resistant?

The extraordinary strength of hydrogen bonds at the OH-SAM/water interface appears to be the main reason for the adsorption resistance of the hydrophilic surface, preventing the peptides from adsorption due to the stability of the first interfacial water layer, similar to OEG-terminated SAMs [170, 171].

In order to gain insight into the structure of the water molecules at the two surfaces, we show in Fig. 6.6A the water density profile at the CH₃-terminated and the OH-terminated SAM as well as snapshots of the water molecules close to the different surfaces (Fig. 6.6B, C). At the hydrophilic surface, a strongly bound first hydration layer is formed leading to a high density peak close to the surface. The water molecules within this first layer are strongly oriented due to hydrogen bonding with the OH-terminal groups at the surface (Fig. 6.6C). In contrast, a depletion layer of about 0.3 nm is observed at the hydrophobic surface.

At the OH-terminated SAM, we observe that the water molecules in the first hydration layer of the surface form two hydrogen bonds with the surface OH-groups of two neighboring alkane chains (inset of Fig. 6.6C). The first hydrogen bond occurs between
the hydrogen of the surface hydroxyl group and the oxygen atom of water, the second one between the hydrogen atom of water and the oxygen atom of the surface hydroxyl group. These bifurcated hydrogen bonds lead to a strongly bound, highly oriented first hydration layer. Moreover, these bifurcated hydrogen bonds and the therefore strongly bound water molecules give rise to a repulsive barrier for the approaching peptides.

In order to probe this barrier, we perform constant force simulations. In these simulations, an additional constant external force \( F_{\text{Ext}} = m_i a \), where \( m_i \) is the mass of each atom and \( a \) is the constant acceleration acting towards the surface, is applied to the peptide in \(-z\)-direction during a 20 ns NAP simulation. For each simulation, the average separation \( <z> \) of the peptide from the surface is calculated as mean value of the separation of all atoms, discarding the first 5 ns for equilibration. The free energy of this forced adsorption process is calculated via

\[
A(<z>) = \int_{<z>}^{\infty} -F_{\text{Ext}}(<z'>)<z'> \, d<z'>. \tag{6.3}
\]

Fig. 6.7A shows the free energy \(-A\) per amino acid to bring the peptide from bulk to the surface according to Eq. 6.3 in dependence of the average position \(<z>\). Fig. 6.7B shows the gain or loss of hydrogen bonds per amino acid \( \Delta n_{\text{hb}} = n_{\text{hb}}^A - n_{\text{hb}}^B \) of the forced adsorbed configurations \( n_{\text{hb}}^A(<z>) \) relative to the bulk configuration \( n_{\text{hb}}^B \). In order to bring the peptide close to the hydrophilic surface a high free energy is required. This process requires breaking of hydrogen bonds since more water-water and water-surface hydrogen bonds can form in the bulk configuration (a detailed comparison of all contributions is given in the appendix B and the single contributions to the hydrogen bond difference is shown in Fig. 6.8 for \(<z> = 0.49\) and will be discussed in the next section).

Fig. 6.7C, D show simulation snapshots of alanine at the 100% OH-SAM for two different external forces. For low external forces \( F_{\text{Ext}} = 14.79 \text{ pN} \) water molecules enter the gap between the peptide and the surface and form one strongly bound layer of hydration. For large external forces \( F_{\text{Ext}} = 739.69 \text{ pN} \) all water molecules are depleted
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Figure 6.7.: (A) Free energy $-A$ per amino acid to bring the peptide from bulk to the surface according to Eq. 6.3 in dependence of the average position $<z>$. The red triangle indicates the average position using $F_{\text{Ext}} = 14.79 \text{ pN}$ for which the peptide-surface separation is the same as for the peptide adsorbing surface compositions. The green triangle indicates the average position using $F_{\text{Ext}} = 739.69 \text{ pN}$. (B) Total difference of the number of hydrogen bonds per amino acid $\Delta n_{\text{hb}} = n_{\text{hb}}^A - n_{\text{hb}}^B$ for the surface adsorbed configuration $n_{\text{hb}}^A$ and the bulk configuration $n_{\text{hb}}^B$ in dependence of the average position $<z>$. Simulation snapshot of alanine at the hydrophilic 100% OH-terminated SAM for two different external forces $F_{\text{Ext}} = 14.79 \text{ pN}$ (C) and $F_{\text{Ext}} = 739.69 \text{ pN}$ (D). For low external forces water molecules enter the gap between the peptide and the surface and form one strongly bound layer of hydration. For large external forces all water molecules are depleted from the surface. Simulation snapshots of the equilibrium configuration without external force of alanine at the 5% OH-SAM (E) and the 17% OH-SAM (F). The average peptide-surface separation is about 0.5 nm in (C), (E) and (F). Water molecules within 5 Å of the peptides are shown.

As will be discussed in detail in the subsequent section, peptide adsorption is favored for heterogeneous surface compositions with low OH-surface concentration. In order to compare the results at the adsorption resistant 100% OH-SAM to the other surfaces, we choose the external force $F_{\text{Ext}} = 14.79 \text{ pN}$. The reason is that for this force the average separation of the peptide from the surface $<z> = 0.49 \text{ nm}$. This value is close to the values for the peptide adsorbing surface compositions

- 0% OH-SAM: $<z> = 0.48 \text{ nm}$;
- 5% OH-SAM: $<z> = 0.52 \text{ nm}$;
- 11% OH-SAM: $<z> = 0.51 \text{ nm}$;
- 17% OH-SAM: $<z> = 0.49 \text{ nm}$.
Fig. 6.7E, F show simulation snapshots of the equilibrium configuration without external force of alanine at the 5% OH-SAM and the 17% OH-SAM. Due to the depletion of water at the hydrophobic surface patches, no water molecules enter the gap between peptide and surface.

Using constant force simulations allows to decompose the internal energy at the non-adsorbing hydrophilic surfaces into the single contributions of water, surface and peptide and to determine the gain or loss of hydrogen bonds in the desorption process. The detailed comparison of the involved energetics of adsorbing and adsorption resistant surfaces provides further insight into the molecular mechanism and will be discussed in the following.

6.3.6. Force in Dependence of the OH-surface Concentration

So far, we have shown that adsorption is favorable at the hydrophobic surface and unfavorable at the hydrophilic surface. We now turn to the dependence of the desorption force on the contact angle. In order to manipulate the water contact angle we use heterogeneous CH$_3$-/OH-terminated SAMs. In agreement with previous experiments and simulations [172, 177], the contact angle decreases with increasing OH-surface concentration Fig. 6.8A.

The average desorption force of polyalanine is shown in Fig. 6.8A in dependence of the wetting coefficient $\cos \Theta$ for six different OH-surface concentrations obtained by static and dynamic simulations (the force-extension curves are shown in the appendix B, Fig. B.4).

Fig. 6.9 shows the average desorption force of polyglutamic acid, polytyrosine and polylysine in dependence of the water contact angle obtained by AFM experiments. The desorption force for the different peptides decreases slightly upon decreasing the water contact angle (increasing the OH-concentration). Below a water contact angle of about 40$^\circ$, the force plateau is no longer measurable experimentally, indicating that peptide adsorption is inhibited at large OH-concentrations in close agreement with the Berg limit [85, 86].

Similarly, the desorption force decreases and drops to zero and the surface becomes adsorption resistant in the simulations at OH-surface concentrations larger than 33% (Fig. 6.8A). The decomposition of the total internal energy into the single contributions reveals that the interactions among peptide, surface and water are largely unaffected upon small changes of the OH-surface concentration (Fig. 6.8B). In contrast, at 100% OH-surface concentration the water-water contribution changes sign. The total internal energy is positive for all surface compositions (Fig. 6.8C). The free energy is positive and adsorption is favored for low OH-surface concentrations. At 100% OH-surface concentration the free energy is negative and the surface is adsorption resistant. The repulsion at high OH-surface concentrations is driven by the large entropy gain of the system when the peptide is pushed away from the surface into bulk (Fig. 6.8C).

Fig. 6.8D shows the difference in the number of hydrogen bonds between the adsorbed and the bulk configuration for the different surface compositions. The number of hydrogen bonds between surface and water as well as between peptide and surface is negligible.
Figure 6.8: (A) Average desorption force in dependence of the wetting coefficient \(\cos \Theta\) obtained by static simulations of polyalanine (red points). Data points are fitted using 
\[
a/(\exp(b(\cos \Theta - c)) + 1)
\]
with \(a = 16.8\) pN, \(b = 9.17\) and \(c = 0.38\) (red solid line). The relation between the OH-surface concentration and the wetting coefficient \(\cos \Theta\) is shown by blue triangles (dashed blue line is to guide the eye). The simulations to determine the wetting coefficient were performed by Susanne Liese. (B) Energy decomposition of the total internal energy per monomer for different surface compositions. (C) Total internal energy per monomer \(U\), free energy of desorption \(A\) and the entropic contribution \(-TS\). (D) Difference in the number of hydrogen bonds \(\Delta n_{hb} = n_{hb}^A - n_{hb}^B\) per monomer for the surface adsorbed configuration \(n_{hb}^A\) and the bulk configuration \(n_{hb}^B\). For the highest OH-surface concentration (100\%) we use an external force \(F_{Ext} = 14.79\) pN to obtain the same peptide-surface separation as for the other surfaces (< \(z\) > = 0.5 nm). Hydrogen bonds are calculated according to the distance angle-criterion for distances smaller than 0.35 nm and angle smaller than 30°.

at small OH-concentrations. The hydrophobic CH\(_3\)-terminated side-chain of polyalanine blocks hydrogen bonds between the backbone and the OH-surface groups. For alanine the average number of hydrogen bonds per residue at 11\% OH-surface concentration is \(n_{hb}^A(PS) = 0.01\). Additional simulations of polyglycine at 11\% OH-surface concentration yield an average number of \(n_{hb}^A(PS) = 0.1\) hydrogen bonds per residue between peptide and surface. Still, this contribution is negligible compared to the water-water or peptide-water contributions to the total number of hydrogen bonds. For peptide adsorb-
6.4. Conclusion

Studying the desorption of single peptide chains at well characterized SAMs with different functional end-groups by a combination of simulation and experimental techniques, is an ideal starting point to gain microscopic understanding of peptide adsorbing and adsorption resistant surfaces. Such systems allow to identify the dominant contributions responsible for adsorption and adsorption resistance.

The results clearly demonstrate that the total internal energy results from a mutual cancellation of individual contributions among water, peptide and surface. A direct consequence of this cancellation and opposite trends of the single energy contributions is the non-monotonic dependence of the desorption force on the peptide hydrophobicity.

Adsorption is energetically favorable at the hydrophobic surface and can be either entropy or energy dominated. Adsorption is unfavorable for each type of homopeptide at the hydrophilic surface. The adsorption resistance at the hydrophilic surface results from strongly bound interfacial water, inhibiting direct peptide-surface interactions. Adsorption resistance is driven by the gain of entropy and hydrogen bonds.

Understanding peptide adsorption can be seen as first step in a bottom-up approach for describing and predicting protein adsorption at a larger scale. Understanding the basic mechanism contributes to the design of bioactive surfaces and to the control of protein adsorption and cellular response.

Figure 6.9.: Experimental results performed in the group of Professor Hugel by Tobias Pirzer and Bizan N. Balzer (with permission). Average desorption forces of polylysine (green triangles) and polytyrosine (red circles) and polyglutamic acid (blue diamonds) from heterogeneous SAMs in dependence of the wetting coefficient $\cos \Theta$ in 1 M NaCl. Each data set was taken with a different cantilever. Thus, the statistical error was estimated to have a maximum value of 13% [182]. The gray area denotes the region of vanishing peptide adsorption.

For the non-adsorbing surface the gain of hydrogen bonds is larger in the bulk configuration. The main contributions inducing this change are the water-water and the water-surface interactions. Adsorption resistance is therefore driven by entropy and the maximizing of the number of hydrogen bonds.
Chapter 7

Summary and Outlook

In this thesis, we develop a clear molecular understanding of ion specific effects and identify the main contributions underlying peptide-surface interactions. We demonstrate that the combination of atomistic simulations and Poisson-Boltzmann theory is an excellent tool to gain microscopic insight and to bridge from computational results to macroscopic experimentally accessible properties. We show that the fundamental physical correlations underlying ion specificity can be merged into a general analytical theory. Furthermore, we investigate peptide-surface interactions using atomistic simulations and single-molecule experiments in a close collaboration with the group of Professor Hugel at TUM. We identify the mechanism underlying peptide adsorption and adsorption resistance.

In chapter 2, we introduce a two-scale modeling approach to investigate anion specific effects at surfaces of varying surface charge and polarity. In this approach, single ions are simulated with explicit water at atomistically resolved planar surfaces, and the resulting potentials of mean force are imported into mean-field Poisson-Boltzmann theory. The merit of this approach is, that the discrete nature of water and the surface polarity are treated realistically, especially the changes of ion and surface hydration as an ion approaches the surface. The reversal of the Hofmeister series appears already on the single ion level when changing the nature of the surface from hydrophobic to hydrophilic. The Hofmeister phase diagrams display four regions of direct, altered, and inverse series and capture the full spectrum of experimentally observed phenomena.

In chapter 3, the anionic Hofmeister series is complemented by the cationic series. We extend the two-scale modeling approach to more realistic surfaces, consisting of hydrophobic and hydrophilic surface patches, similar to proteins. The resulting interfacial tension increments agree quantitatively with experimental data, capture the Hofmeister trend, especially the anomaly of lithium, and justify our choice of ionic force fields. We demonstrate that the preferred adsorption of large ions at hydrophobic surfaces in combination with the opposite charge of anions and cations unravel the long standing mystery why small anions but large cations are more efficient in the precipitation of proteins. We
successfully explain the surface affinity of large anions by interface-adapted hydrophobic solvation theory. We provide evidence that the surface interaction of cations is more complex than for anions due to the in general smaller size and stronger hydration of cations, leading to a failure of the simple solvation theory. Especially, on hydrophilic surfaces, we demonstrate that cation-surface interactions go beyond a simple adsorption/repulsion behavior. This complexity can lead to small differences in macroscopic quantities and to a multiplicity of alterations in the Hofmeister series in dependence of surface charge and bulk salt concentration. Nevertheless, the results reveal that cations can have as strong an effect as anions on macroscopic quantities in agreement with experimental observations.

In chapter 4, we investigate ion binding to ionizable carboxyl surface groups. We demonstrate that at surfaces containing carboxylates, sodium acts as strong denaturant, supporting the explanation that sodium needs to be pumped out of the cell, where denaturation might weaken or hinder the function of proteins. In the presence of ionizable surface groups, the Hofmeister series is determined by the competition of direct ion binding to charged groups and adsorption at uncharged surface patches. Furthermore, we show that the ion-surface interactions strongly depend on the degree of dissociation and are therefore sensitive to the pH. Especially at high pH, ion binding to carboxylate groups becomes increasingly important.

In chapter 5, we merge the fundamental physical correlations of the in general complex ion-surface interactions into a generic analytical continuum model. Using a model, in which ions interact with surfaces via square-well potentials of finite depth and range, enables us to perform a global analysis in the complete parameter space of salt concentration, surface charge, and ion-surface affinity. We present stability diagrams which display the salting-in/salting-out behavior that is characteristic for protein precipitation. Salting-out occurs both for repulsive and attractive ion-surface interactions, and always involves a finite surface separation including bound water, a result that is well known from numerous protein crystallization studies. Moreover, we demonstrate that our model can be easily adjusted to realistic ion-surface interactions obtained from simulations. By comparing different ions, the direct and indirect Hofmeister series are reproduced in agreement with experiments. The generality of the results shows that the mechanism underlying ion specific phenomena is captured using finite-range square-well ion-surface potentials.

In chapter 6, we present a combination of experimental and simulation techniques to investigate peptide-surface interactions. In accordance with single-molecule experiments, we develop a fully atomistic description of the complete system. To characterize peptide-surface interactions, we determine the desorption force of single peptide chains from well characterized flat self-assembled monolayers with different functional end-groups. The results clearly demonstrate that the total internal energy results from a mutual cancellation of individual contributions among water, peptide, and surface. A direct consequence of this cancellation is the non-monotonic dependence of the desorption force on the peptide hydrophobicity. We show that the adsorption is energetically favorable at the hydrophobic surface and can be either entropy or energy driven. The adsorption is
unfavorable for each type of peptide at the hydrophilic surface. The adsorption resistance at the hydrophilic surface results from strongly bound interfacial water, inhibiting direct peptide-surface interactions. We demonstrate that adsorption resistance is driven by the maximization of entropy and the gain of hydrogen bonds. The results presented here, can be seen as first step in a bottom-up approach to describe and predict protein adsorption at a larger scale. The microscopic insight into the basic mechanism contributes to the systematic design of bioactive surfaces and tissues and to the control of protein adsorption and cellular response.

In this thesis, we provide evidence that the question about the origin of the Hofmeister series can be answered in simple model systems. However, this answer cannot be given in terms of a single parameter for one type of ion that describes its specific effect under all circumstances. Rather, ion specific phenomena depend on the combination of ionic and surface properties leading to a diverse spectrum of direct, altered and reversed Hofmeister series.

The next logical steps are to extend the map of possible ion-macromolecule interactions, to improve the existing approach and to bridge from simple model systems to complex biological systems. An accurate description of any Hofmeister phenomenon must include all different interactions from water, surface and ion. Concerning the latter two, our work focuses on a small spectrum of biologically relevant groups and on monovalent, spherical ions. The large variety of biological surfaces, for instance the building blocks of proteins, protein backbone amide groups or different headgroups of biological membranes, provide numerous possibilities for further atomistic modeling. In addition, divalent cations like magnesium and calcium or complex ions like the guanidinium and non-spherical ions like thiocyanate are in the focus of protein science due to their strong effects on protein denaturation [12, 31]. Further research for those ions requires, first of all, a proper optimization of the ionic force field to reproduce thermodynamic bulk properties [68, 109]. Based on our results, we expect that the interaction of multivalent and multi-atomic ions with surfaces is complex, leading to a broad range of new and interesting phenomena. In order to make our model applicable to large salt concentrations, non-electrostatic ion-ion interaction potentials, that are important in dense systems, will certainly be of use in the future [109, 149]. In order to bridge from simple model systems to complex biological surfaces, we establish two approaches to include the interaction of ions with different nonpolar, polar and charged surface groups. For the future, a joint approach using such coarse-grained modeling and molecular dynamics simulations of atomistically resolved biological surfaces like proteins [67], should be used. In combination with tailored experiments [118] and surface-specific techniques [38], this will provide further insight into the origin of the Hofmeister series in complex biological systems. As in the field of protein folding, the ultimate goal is to predict salting-in and salting-out including unfolding by knowing the primary structure, only.

In a general framework, the mechanism underlying ion specific phenomena is captured using finite-range square-well ion-surface potentials. The theory presented here, relies on the additivity assumption for the ion-surface interaction potentials. Although this is
a good starting point, this assumption should be compared to the other limiting case of non-additivity. In addition, a more general approach of unequal ranges of ion-surface interactions for anions and cations can extend the scope of potential application. We expect, that this approach might provide an explanation of the controversially discussed Jones-Ray effect [38, 42].

Designing adsorption resistant surfaces is an active field of research with important technological and medical applications. In this work, we provide insight into the adsorption resistance of self-assembled monolayers with terminal hydroxyl-groups. Whether such surfaces are an alternative to ethylene glycol brushes [168, 169] or oligo- and polyethylene glycol functionalized surface films [81, 168, 170], depends on their stability and long-term durability in aqueous environment. In the light of marine biofouling, further simulations with for instance DOPA, a key compound in the formation of marine adhesive proteins, might be useful in order to verify adsorption resistance in a biological environment. Biofouling is a rich field of primarily experimental research. New and interesting approaches toward non-toxic anti-fouling surfaces exist. Especially, bio-inspired surfaces including for example the nanoscale roughness of shark skin [191] or self-healing surfaces [192] provide exciting possibilities for further simulations and new challenges for atomistic modeling.

This thesis is my contribution to ‘get specific about ion specific effects’ and to the inspiring field of protein science.
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Appendix A

A.1. Fit of the Ionic PMFs

To simplify the numerical solution of the Poisson-Boltzmann equation including the ionic PMFs, the entire PMFs are fitted by heuristic fit functions. For anions and cations at the hydrophobic CH$_3$-SAM and at the hydrophilic OH-terminated SAM we use the function

$$\frac{V^{\text{PMF}}(z)}{k_BT} = \frac{A}{(z + H)^{12}} - \frac{B}{(z + H)^8}$$

$$+ \ C(z - D)e^{-E(z-D)^2} + F e^{-G(z-J)^2}$$

$$+ \ K \left[ (e^{-L(z-M)} - 1)^2 - 1 \right] + N$$

$$+ \ O e^{-P(z-X_1)^2} + Q e^{-R(z-X_2)^2}$$

for $z \in [0, 1.4]$ and set $V^{\text{PMF}}(z)$ to zero for $z > 1.4$ nm. The fit parameter $N$ is used to provide a continuous function at the point $z = 1.4$ nm. All fit parameters are listed in table A.1 and in table A.2.

For heterogeneous surfaces consisting of hydrophobic and hydrophilic patches we introduce a uniform short range repulsion cut-off $V^{\text{cut}} = 100$ k$_B$T for $V^{\text{PMF}}(z) > 10$ k$_B$T to facilitate the same start point for all PMFs. This cut-off is used for all calculations in chapter 3.
Table A.1.: Fit parameters of the fit function for ionic PMFs used in chapter 2 at the hydrophobic CH₃-terminated SAM (upper set) and at the hydrophilic OH-terminated SAM (middle) as well as the additional fit parameters for Na⁺, F⁻ and Cl⁻ at the hydrophilic SAM (bottom). The units of the parameters $D, H, J, M, X_1, X_2$ are nm, the units of the parameters $C$ and $L$ are nm$^{-1}$, the units of the parameters $E, G, P, R$ are nm$^{-2}$, the unit of parameter $A$ is nm$^{12}$ and the unit of parameter $B$ is nm$^{8}$.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>H</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>J</th>
<th>K</th>
<th>L</th>
<th>M</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₃-SAM,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl⁻</td>
<td>0.002</td>
<td>0.260</td>
<td>0.131</td>
<td>3.147</td>
<td>0.220</td>
<td>1.740</td>
<td>3.216</td>
<td>5.895</td>
<td>0.429</td>
<td>2.868</td>
<td>3.744</td>
<td>0.654</td>
<td>0.001</td>
</tr>
<tr>
<td>F⁻</td>
<td>0.246</td>
<td>0.441</td>
<td>2.513</td>
<td>2.201</td>
<td>1.108</td>
<td>3.788</td>
<td>2.937</td>
<td>4.985</td>
<td>0.810</td>
<td>2.223</td>
<td>2.742</td>
<td>0.887</td>
<td>-0.009</td>
</tr>
<tr>
<td>I⁻</td>
<td>5.874</td>
<td>0.645</td>
<td>45.773</td>
<td>6.396</td>
<td>0.416</td>
<td>2.590</td>
<td>1.216</td>
<td>41.603</td>
<td>0.713</td>
<td>0.848</td>
<td>3.420</td>
<td>0.980</td>
<td>-0.008</td>
</tr>
<tr>
<td>Na⁺</td>
<td>0.561</td>
<td>0.931</td>
<td>1.373</td>
<td>6.399</td>
<td>0.404</td>
<td>1.258</td>
<td>1.830</td>
<td>10.043</td>
<td>0.679</td>
<td>2.868</td>
<td>3.744</td>
<td>0.654</td>
<td>0.001</td>
</tr>
<tr>
<td>Cl⁻-SAM,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X₁</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X₂</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CL-SAM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Na⁺</td>
<td>5.227</td>
<td>1.048</td>
<td>-2.989</td>
<td>7.154</td>
<td>0.122</td>
<td>11.907</td>
<td>-4.780</td>
<td>5.028</td>
<td>-0.110</td>
<td>3.8e-9</td>
<td>4.018</td>
<td>2.633</td>
<td>-0.002</td>
</tr>
</tbody>
</table>

Table A.2.: Same as table A.1 for all cations used in chapter 3

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>H</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>J</th>
<th>K</th>
<th>L</th>
<th>M</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₃-SAM,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li⁺</td>
<td>3.920</td>
<td>0.590</td>
<td>41.059</td>
<td>5.537</td>
<td>0.411</td>
<td>3.610</td>
<td>1.420</td>
<td>49.280</td>
<td>0.663</td>
<td>0.038</td>
<td>4.020</td>
<td>1.282</td>
<td>-0.042</td>
</tr>
<tr>
<td>Na⁺</td>
<td>-0.089</td>
<td>0.561</td>
<td>1.513</td>
<td>7.001</td>
<td>0.228</td>
<td>2.126</td>
<td>2.361</td>
<td>10.553</td>
<td>0.493</td>
<td>2.823</td>
<td>3.347</td>
<td>0.669</td>
<td>-0.033</td>
</tr>
<tr>
<td>K⁺</td>
<td>0.842</td>
<td>2.479</td>
<td>0.401</td>
<td>4.247</td>
<td>0.766</td>
<td>81.993</td>
<td>0.181</td>
<td>32.042</td>
<td>1.074</td>
<td>0.096</td>
<td>3.238</td>
<td>1.045</td>
<td>-0.027</td>
</tr>
<tr>
<td>Cs⁺</td>
<td>0.839</td>
<td>1.613</td>
<td>1.082</td>
<td>6.611</td>
<td>0.808</td>
<td>60.199</td>
<td>0.420</td>
<td>16.254</td>
<td>1.162</td>
<td>0.443</td>
<td>2.533</td>
<td>0.989</td>
<td>-0.043</td>
</tr>
<tr>
<td>OH-SAM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li⁺</td>
<td>-1.761</td>
<td>206.1</td>
<td>-1.915</td>
<td>203.1</td>
<td>0.224</td>
<td>0.341</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Na⁺</td>
<td>0.483</td>
<td>2000</td>
<td>0.255</td>
<td>500</td>
<td>0.325</td>
<td>0.49</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K⁺</td>
<td>0.105</td>
<td>2000</td>
<td>0</td>
<td>0</td>
<td>0.357</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
For the uncharged COOH-SAM we use the function

\[
\frac{V_{\text{Coul}}^\text{PMF}(z)}{k_B T} = \frac{A}{(z + H)^{12}} - \frac{B}{(z + H)^8} + C(z - D)e^{-E(z-D)^2} + K\left(\left(e^{-L(z-M)} - 1\right)^2 - 1\right) + \sum_i O_i e^{-P_i(z-Q_i)^2} - \Delta
\]

(A.2)

for \(z \in [0, 1.4]\) and set it to zero otherwise. The fit parameter \(N\) is used to provide a continuous function at \(z = 1.4\). In the case of fluoride we use two separate fit functions. For \(0.336 < z < 1.4\) we use equation Eq. A.2 while for \(0 < z < 0.336\) we use

\[
\frac{V_{\text{Coul}}^\text{PMF}(z)}{k_B T} = \sum_i O_i e^{-P_i(z-Q_i)^2} - \Delta_2
\]

The number of fit variables \(O_i, P_i, Q_i\) depends on the detailed structure of the single PMFs.

For heterogeneous surfaces consisting of uncharged COOH-groups and charged COO\(^{-}\)-groups we introduce a uniform short range repulsion cut-off \(V_{\text{cut}} = 100\ k_B T\) for \(V_{\text{PMF}}^\text{Coul}(z) > 10\ k_B T\). All fit parameters are listed in table A.4 and in table A.4. For the charge COO\(^{-}\)-terminated SAM we use the function

\[
\frac{V_{\text{Coul}}^\text{PMF}(z)}{k_B T} = \frac{A}{(z + H)^{12}} - \frac{B}{(z + H)^8} + C(z - D)e^{-E(z-D)^2} + K\left(\left(e^{-L(z-M)} - 1\right)^2 - 1\right) + \sum_i O_i e^{-P_i(z-Q_i)^2} - \frac{R}{z + S}
\]

(A.3)

for \(z \in [0, 1.3]\). Before fitting, all PMFs at the charges surface are shifted such that the values at \(z = 1.3\) nm correspond to the bare Coulomb-interaction of the ion with the charged surface group. The prefactor of the long-ranged Coulomb potential is calculated from

\[
\frac{\alpha}{1.3} = \frac{V_{\text{Coul}}^\text{PMF}(z = 1.3)}{k_B T}
\]

(A.4)

and subtracted from the fit function. The resulting ion-surface interaction potential

\[
\frac{V_{\text{PMF}}^\text{PMF}(z)}{k_B T} = \frac{V_{\text{Coul}}^\text{PMF}(z)}{k_B T} - \frac{\alpha}{z}
\]

(A.5)

is zero for \(z > 1.3\) nm.
Table A.3.: Fit parameters of the fit function for ionic PMFs used in chapter 4 at COOH-terminated SAM as well as the additional fit parameters for F\textsuperscript{−} at the hydrophilic SAM (bottom). The units of the parameters $D, H, J, M, Q_i$ are nm, the units of the parameters $C$ and $L$ are nm\(^{-1}\), the units of the parameters $E, P_i$ are nm\(^{-2}\), the unit of parameter $A$ is nm\(^{12}\) and the unit of parameter $B$ is nm\(^8\).

<table>
<thead>
<tr>
<th></th>
<th>$A$</th>
<th>$H$</th>
<th>$B$</th>
<th>$C$</th>
<th>$D$</th>
<th>$E$</th>
<th>$K$</th>
<th>$L$</th>
<th>$M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>COOH-SAM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl\textsuperscript{−}</td>
<td>-3.896</td>
<td>-0.231</td>
<td>0.924</td>
<td>8.339</td>
<td>-0.211</td>
<td>12.186</td>
<td>0.266</td>
<td>4.260</td>
<td>0.534</td>
</tr>
<tr>
<td>F\textsuperscript{−}</td>
<td>2.065</td>
<td>-2.162</td>
<td>8.214</td>
<td>9.162</td>
<td>0.465</td>
<td>20.515</td>
<td>0.006</td>
<td>5.908</td>
<td>0.848</td>
</tr>
<tr>
<td>I\textsuperscript{−}</td>
<td>0.030</td>
<td>1.137</td>
<td>0.656</td>
<td>4.540</td>
<td>0.726</td>
<td>28.440</td>
<td>0.131</td>
<td>3.469</td>
<td>0.865</td>
</tr>
<tr>
<td>Na\textsuperscript{+}</td>
<td>1.717</td>
<td>0.080</td>
<td>1.346</td>
<td>1.322</td>
<td>-0.472</td>
<td>1.259</td>
<td>0.175</td>
<td>3.357</td>
<td>0.662</td>
</tr>
<tr>
<td>Cs\textsuperscript{+}</td>
<td>1.716</td>
<td>0.088</td>
<td>1.403</td>
<td>1.533</td>
<td>-0.488</td>
<td>1.391</td>
<td>0.752</td>
<td>4.365</td>
<td>0.318</td>
</tr>
<tr>
<td>Li\textsuperscript{+}</td>
<td>1.435</td>
<td>0.509</td>
<td>5.616</td>
<td>3.308</td>
<td>0.544</td>
<td>7.245</td>
<td>0.211</td>
<td>2.413</td>
<td>0.924</td>
</tr>
<tr>
<td>O\textsubscript{3}</td>
<td>0.917</td>
<td>302.689</td>
<td>0.380</td>
<td>0.429</td>
<td>11.285</td>
<td>0.541</td>
<td>-0.417</td>
<td>646.257</td>
<td>0.217</td>
</tr>
<tr>
<td>P\textsubscript{0}</td>
<td>-1246.8</td>
<td>168.898</td>
<td>0.140</td>
<td>-0.517</td>
<td>19.762</td>
<td>0.437</td>
<td>-0.606</td>
<td>76.403</td>
<td>0.650</td>
</tr>
<tr>
<td>Q\textsubscript{0}</td>
<td>0.733</td>
<td>73.415</td>
<td>0.597</td>
<td>0.465</td>
<td>359.383</td>
<td>0.406</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>O\textsubscript{1}</td>
<td>-0.572</td>
<td>75.240</td>
<td>0.406</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P\textsubscript{1}</td>
<td>-2.360</td>
<td>84.785</td>
<td>0.232</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Q\textsubscript{1}</td>
<td>-1.059</td>
<td>100.297</td>
<td>0.306</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>O\textsubscript{2}</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.019</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P\textsubscript{2}</td>
<td>0.844</td>
<td>944.034</td>
<td>0.335</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q\textsubscript{2}</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.057</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O\textsubscript{3}</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P\textsubscript{3}</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.007</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q\textsubscript{3}</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.096</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COOH-SAM - additional fit function for F\textsuperscript{−} for $0 &lt; z &lt; 0.336$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$o_0$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$p_0$</td>
<td>-1.960</td>
<td>159.456</td>
<td>0.139</td>
<td>-0.517</td>
<td>793.333</td>
<td>0.308</td>
<td>-20.953</td>
<td>29.758</td>
<td>0.591</td>
</tr>
<tr>
<td>$q_0$</td>
<td>0.130</td>
<td>20.315</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table A.4.: Fit parameters of the fit function for ionic PMFs used in chapter 4 at charged COO$^-$-terminated SAM. The units of the parameters $D, H, J, M, Q_i$ are nm, the units of the parameters $C$ and $L$ are nm$^{-1}$, the units of the parameters $E, P_i$ are nm$^{-2}$, the unit of parameter $A$ is nm$^{12}$ and the unit of parameter $B$ is nm$^8$.

<table>
<thead>
<tr>
<th></th>
<th>COO$^-$-SAM</th>
<th>COO$^-$-SAM</th>
<th>COO$^-$-SAM</th>
<th>COO$^-$-SAM</th>
<th>COO$^-$-SAM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A$</td>
<td>$H$</td>
<td>$B$</td>
<td>$C$</td>
<td>$D$</td>
</tr>
<tr>
<td>Cl$^-$</td>
<td>28514300</td>
<td>751474</td>
<td>2.321</td>
<td>30.992</td>
<td>-0.554</td>
</tr>
<tr>
<td>F$^-$</td>
<td>1.743</td>
<td>-3.566</td>
<td>0.514</td>
<td>-1.609</td>
<td>1.352</td>
</tr>
<tr>
<td>I$^-$</td>
<td>0.018</td>
<td>0.340</td>
<td>0.109</td>
<td>30.938</td>
<td>-0.598</td>
</tr>
<tr>
<td>Na$^+$</td>
<td>-10.028</td>
<td>23.214</td>
<td>1.184</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cs$^+$</td>
<td>5746.940</td>
<td>1924.780</td>
<td>1.614</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cl$^-$</td>
<td>154.775</td>
<td>0.355</td>
<td>0.564</td>
<td>1.414</td>
<td>149.034</td>
</tr>
<tr>
<td>F$^-$</td>
<td>-1.454</td>
<td>389.277</td>
<td>0.523</td>
<td>0.819</td>
<td>305.343</td>
</tr>
<tr>
<td>I$^-$</td>
<td>-0.463</td>
<td>183.776</td>
<td>0.870</td>
<td>29.396</td>
<td>62.169</td>
</tr>
<tr>
<td>Na$^+$</td>
<td>-22.494</td>
<td>152.505</td>
<td>0.019</td>
<td>4.833</td>
<td>486.425</td>
</tr>
<tr>
<td>Cs$^+$</td>
<td>-15.197</td>
<td>217.488</td>
<td>0.090</td>
<td>10.168</td>
<td>235.345</td>
</tr>
<tr>
<td>Cl$^-$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F$^-$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I$^-$</td>
<td>7.029</td>
<td>107.631</td>
<td>0.391</td>
<td>-0.952</td>
<td>284.333</td>
</tr>
<tr>
<td>Na$^+$</td>
<td>-0.705</td>
<td>28.162</td>
<td>0.644</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cs$^+$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
A.2. Ionic Force Fields and Surface Modeling

All Lennard-Jones parameters of ions and surface atoms are listed in table A.5. Note that the ion-water Lennard-Jones diameters $\sigma_{iW}$ are given, so we determine the ion-ion diameters according to the Lorentz-Berthelot and geometric rules, denoted by $\sigma_{ii}^{LB}$ and $\sigma_{ii}^{geo}$, respectively. In this work, we have used the geometric rule for all other LJ interactions.

Table A.5.: Lennard-Jones (LJ) parameters used in the simulations. $\sigma_{iW}$ and $\epsilon_{iW}$ are the LJ parameters for the interaction between the water oxygen atom and the ions or the terminal groups of the nonpolar and polar SAMs. $\sigma_{ii}^{LB}$ is the Lennard-Jones diameter according to the Lorentz-Berthelot combination rule, $\sigma_{ij}^{LB} = (\sigma_{ii}^{LB} + \sigma_{jj}^{LB})/2$, $\sigma_{ii}^{geo}$ and $\epsilon_{ii}$ are the Lennard-Jones parameters according to the geometric combination rules, $\sigma_{ij}^{geo} = \sqrt{\sigma_{ii}^{geo}\sigma_{jj}^{geo}}$ and $\epsilon_{ij} = \sqrt{\epsilon_{ii}\epsilon_{jj}}$.

The negative charge of the CH$_3$- and OH-terminal groups is compensated by positive partial charges on the adjacent CH$_2$ groups of the SAM.

| atom/molecule | $\sigma_{iW}$ (Å) | $\epsilon_{iW}$ (kJ/mol) | $\sigma_{ii}^{LB}$ (Å) | $\sigma_{ii}^{geo}$ (Å) | $\epsilon_{ii}$ (kJ/mol) | $q$ (|e|) |
|---------------|---------------------|--------------------------|------------------------|------------------------|--------------------------|-----------|
| Li$^+$        | 2.27                | 1.00                     | 1.37                   | 1.63                   | 1.54                     | 1.0       |
| Na$^+$        | 2.65                | 1.00                     | 2.13                   | 2.22                   | 1.54                     | 1.0       |
| K$^+$         | 2.97                | 1.00                     | 2.77                   | 2.79                   | 1.54                     | 1.0       |
| Cs$^+$        | 3.25                | 1.00                     | 3.33                   | 3.34                   | 1.54                     | 1.0       |
| F$^-$         | 3.30                | 0.55                     | 3.43                   | 3.44                   | 0.46                     | -1.0      |
| Cl$^-$        | 3.78                | 0.52                     | 4.40                   | 4.52                   | 0.42                     | -1.0      |
| I$^-$         | 4.25                | 0.32                     | 5.33                   | 5.71                   | 0.16                     | -1.0      |
| CH$_3$        | 3.44                | 0.75                     | -                      | 3.75                   | 0.87                     | -0.014    |
| O (of OH)     | 3.06                | 0.74                     | -                      | 2.95                   | 0.85                     | -0.734    |
| H (of OH)     | -                   | -                        | -                      | -                      | -                        | 0.408     |
| C (of COOH)   | 3.36                | 0.42                     | -                      | 3.58                   | 0.28                     | 0.33      |
| O (of COOH)   | 2.95                | 0.91                     | -                      | 2.76                   | 1.28                     | -0.45     |
| O (of COOH)   | 3.06                | 0.74                     | -                      | 2.95                   | 0.85                     | -0.288    |
| H (of COOH)   | -                   | -                        | -                      | -                      | -                        | 0.408     |
| C (of COO$^-$)| 3.36                | 0.42                     | -                      | 3.58                   | 0.28                     | 0.27      |
| O (of COO$^-$)| 2.95                | 0.91                     | -                      | 2.76                   | 1.28                     | -0.635    |
| O (of SPC/E)  | 3.169               | 0.650                    | 3.169                  | 3.169                  | 0.650                    | -0.848    |
| H (of SPC/E)  | -                   | -                        | -                      | -                      | -                        | 0.424     |
A.3. Local Dielectric Constant and Critical Coagulation Concentration

The water density profile $\rho(z)$ at the hydrophobic CH$_3$-terminated SAM and at the hydrophilic OH-terminated SAM is approximated by the fit function

$$
\frac{\rho(z)}{\rho_0} = a_1 e^{-b_1(z-c_1)^2} + a_2 e^{-b_2(z-c_2)^2} + a_3 e^{-b_3(z-c_3)^2}
+ a_4 \tanh(b_4(z - c_4)) + a_5 \tanh(b_5(z - c_5))
+ d_1. \tag{A.6}
$$

At the CH$_3$-SAM/water interface the fit function is set to zero for $z \in [0, 0.179]$. The fit parameters of the density profile $\rho(z)$ at the CH$_3$-terminated and the OH-terminated SAM as well as the position of the Gibbs dividing surface are listed in table A.6.

The critical coagulation concentration $c_{\text{coag}}$ (Eq. 2.17) has to be solved numerically since $\Phi_{\text{DH}}$ has an implicit dependence on the salt concentration. To facilitate the numerical solution, we fit the dependence of the Debye Hückel surface potential $\Phi_{\text{DH}}$ on the salt concentration $c_0$ and bare surface charge $\sigma_{\text{surf}}$ to a polynomial. Since in the salt concentration range of interest the dependence of $\Phi_{\text{DH}}$ on $\sigma_{\text{surf}}$ is linear to a good approximation, we make the fitting ansatz

$$
\Phi_{\text{DH}} = \alpha(c_0) + \beta(c_0)\sigma_{\text{surf}}. \tag{A.7}
$$

The parameters $\alpha(c_0)$ and $\beta(c_0)$ are fitted using the following expressions

$$
\alpha(c_0) = a_1 c_0 + a_2 c_0^2 + a_3 c_0^3 + a_4 c_0^4 + a_5, \tag{A.8}
$$

$$
\beta(c_0) = b_1 c_0^{-1} + b_2 c_0^{-2} + b_3. \tag{A.9}
$$

All fit parameters are listed in table A.7. Using Eq. A.7 and Eq. A.9, the critical coagulation concentration $c_{\text{coag}}$ is obtained by solving Eq. 2.17 numerically.
Table A.6.: Fit parameters of the fit function for the water density profile from molecular dynamic simulation at the hydrophobic CH$_3$-terminated SAM and at the hydrophilic OH-terminated SAM and position of the Gibbs dividing surface $z_{\text{GDS}}$ in nm, for which the surface excess of water itself vanishes. The units of the parameters $b_1, b_2, b_3, b_4, b_5$ are nm$^{-2}$ and the units of the parameters $c_1, c_2, c_3, c_4, c_5$ are nm.

<table>
<thead>
<tr>
<th></th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$b_1$</th>
<th>$b_2$</th>
<th>$b_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_3$-SAM</td>
<td>0.908</td>
<td>-0.09</td>
<td>0.252</td>
<td>-3.102</td>
<td>3.998</td>
<td>104.373</td>
<td>162.505</td>
<td>37.409</td>
</tr>
<tr>
<td>OH-SAM</td>
<td>0.109</td>
<td>-0.084</td>
<td>0</td>
<td>2.136</td>
<td>-1.636</td>
<td>200.012</td>
<td>300.074</td>
<td>0</td>
</tr>
<tr>
<td>$b_4$</td>
<td>$b_5$</td>
<td>$c_1$</td>
<td>$c_2$</td>
<td>$c_3$</td>
<td>$c_4$</td>
<td>$c_5$</td>
<td>$d_1$</td>
<td>$z_{\text{GDS}}$</td>
</tr>
<tr>
<td>CH$_3$-SAM</td>
<td>3.437</td>
<td>2.575</td>
<td>0.45</td>
<td>0.862</td>
<td>0.771</td>
<td>0.036</td>
<td>0.047</td>
<td>0.104</td>
</tr>
<tr>
<td>OH-SAM</td>
<td>13.851</td>
<td>12.945</td>
<td>0.225</td>
<td>0.347</td>
<td>0</td>
<td>0.143</td>
<td>0.161</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table A.7.: Fit parameters for the concentration dependence of the functions $\alpha(c_0)$ and $\beta(c_0)$ in eq A.7. Parameter $a_1$ is in units mV (mol/L)$^{-1}$, $a_2$ in mV (mol/L)$^{-2}$, $a_3$ in mV (mol/L)$^{-3}$, $a_4$ in mV (mol/L)$^{-4}$, $a_5$ in mV, $b_1$ in mol mVm$^{-2}$/LC, $b_2$ in mol$^2$mVm$^{-2}$/L$^2$C and $b_3$ in mVm$^2$/C.

<table>
<thead>
<tr>
<th></th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$b_1$</th>
<th>$b_2$</th>
<th>$b_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_3$-SAM</td>
<td>5.909</td>
<td>4.285</td>
<td>6.397</td>
<td>0.794</td>
<td>0.078</td>
<td>7.193</td>
<td>-0.023</td>
<td>0.254</td>
</tr>
<tr>
<td>NaF</td>
<td>-6.922</td>
<td>5.745</td>
<td>-2.465</td>
<td>1.978</td>
<td>-0.263</td>
<td>9.473</td>
<td>-0.044</td>
<td>0.226</td>
</tr>
<tr>
<td>NaCl</td>
<td>-35.457</td>
<td>30.14</td>
<td>-21.566</td>
<td>9.234</td>
<td>-1.195</td>
<td>12.639</td>
<td>-0.073</td>
<td>0.174</td>
</tr>
<tr>
<td>NaI</td>
<td>-40.482</td>
<td>-8.739</td>
<td>-57.073</td>
<td>6.218</td>
<td>-0.849</td>
<td>10.002</td>
<td>-0.050</td>
<td>0.248</td>
</tr>
<tr>
<td>OH-SAM</td>
<td>-16.240</td>
<td>-4.920</td>
<td>-19.528</td>
<td>3.124</td>
<td>-0.366</td>
<td>07.144</td>
<td>-0.024</td>
<td>0.289</td>
</tr>
<tr>
<td>NaF</td>
<td>-6.706</td>
<td>-7.903</td>
<td>-7.866</td>
<td>-0.905</td>
<td>-0.178</td>
<td>6.065</td>
<td>-0.014</td>
<td>0.306</td>
</tr>
<tr>
<td>NaCl</td>
<td>-6.706</td>
<td>-7.903</td>
<td>-7.866</td>
<td>-0.905</td>
<td>-0.178</td>
<td>6.065</td>
<td>-0.014</td>
<td>0.306</td>
</tr>
<tr>
<td>NaI</td>
<td>-16.240</td>
<td>-4.920</td>
<td>-19.528</td>
<td>3.124</td>
<td>-0.366</td>
<td>07.144</td>
<td>-0.024</td>
<td>0.289</td>
</tr>
</tbody>
</table>
A.4. Equilibration at Hydrophobic and Hydrophilic Surfaces

Fig. A.1A, B show the PMFs for Na\(^+\) at the nonpolar and polar surface after different simulation times. The differences between the PMFs at the nonpolar surface after 0.5 ns, 0.7 ns and 1 ns are smaller than 0.1 \(k_B T\) and thus negligible, while at the polar surface the difference between the PMF after 0.5 ns and 1 ns are larger than 2 \(k_B T\) for small distances from the interface, indicating that the equilibration at the hydrophilic surface is slow compared to the hydrophobic surface. After 3 ns the PMF of Na\(^+\) at the hydrophilic surface changes by less than 0.2 \(k_B T\).

![Figure A.1: PMFs of Na\(^+\) at the hydrophobic (A) and the hydrophilic surface (B) in dependence of the time of Umbrella sampling. PMFs for different times are shifted vertically with horizontal dotted lines indicating their base lines.](image)

A.5. Influence of Ionic Force Fields and Water Models

The choice of the force field of the ions is crucial for the results of molecular dynamics simulations. Therefore, we used force field parameters for anions and cations that were previously optimized for the SPC/E water model [108] to reproduce thermodynamic solvation properties [68]. From the three different cation parameter sets given in [68] we have used parameter set 2 for all cations in our calculations. This choice was mainly motivated by recent work showing that relatively high Lennard-Jones energy parameter for cations yield accurate ion pairing properties as judged by comparison with experimental osmotic coefficient data [109]. Fig. A.2A-C show a comparison of the PMFs obtained by using the three different parameter sets of [68] at the hydrophobic surface. The difference between the resulting PMFs from the 3 parameter sets is smaller that the difference between the ions and one expects the same qualitative results. Fig. A.2D,E show a comparison of PMFs obtained for the two different water models SPC and SPC/E. The difference between the resulting PMFs is small. Still, the choice of the SPC/E water model is recommended since the ionic force fields where optimized for SPC/E water. Fig. A.2F shows a comparison of the PMFs obtained by using parameter sets 2 and 3 of
Figure A.2.: Comparison of the PMF of Na\(^+\) (A), Cs\(^+\) (B) and Li\(^+\) (C) at the hydrophobic SAM/water interface for the three different parameter sets. Comparison of the PMF of iodide (D) and sodium (E) at the hydrophobic SAM/water interface for the two different water models SPC and SPC/E. For the cation parameter set 1 is used. (E) Comparison of the PMF of sodium at the hydrophilic SAM/water interface for two different parameter sets. At the hydrophobic surface umbrella sampling is done for 1 ns, discarding the first 200 ps for equilibration. At the hydrophilic surface umbrella sampling is done for 3 ns, discarding the first 1 ns for equilibration.

[68] at the hydrophilic surface. Here, the difference between the parameter sets is about 1 \(k_B T\) at small separations. Using different force fields or different water models has a quantitative influence on the results. The development of ionic force fields based on thermodynamic solvation properties and experimental data like osmotic coefficient data is therefore fundamental for quantitative predictions.
Appendix B

Appendix 2

B.1. Force-extension Curves at the Hydrophobic Surface

The desorption force of 9 different homopolypeptides consisting of 12 amino acids and the polypeptide (GVGVP)$_3$ are determined using dynamic simulations with constant pulling velocity ($v=0.1$ m/s) and static pulling simulations. The results of these simulations, i.e. the force $F$ in dependence of the separation from the surface $z$, are shown in Fig. B.1 for all peptides at the hydrophobic CH$_3$-terminated SAM. The separation is measured from the surface defined by the mean position of the terminal C and O surface atoms for the hydrophobic and hydrophilic surfaces, respectively. The lines result from the dynamic pulling for different initial configurations. Open symbols result from 20 ns static simulation where the cantilever is held at a fixed separation from the surface discarding the first 5 ns for equilibration. For all peptides the results from the dynamic pulling are in good agreement with the results from the pulling in the limit of vanishing pulling speed. Therefore, the dissipative contribution on the hydrophobic surface is small enough not to cause equilibration problems. For the positively charged lysine two different desorption paths are obtained. In the first path the peptide desorbs at small separations ($z_{AFM}=0.7$ nm) and the desorption force drops to zero. In the second path the peptide re-adsorbs on the surface. Therefore, a non-vanishing force is observed until the peptide desorbs at $z_{AFM}=1.6$ nm. Still, the different paths result in similar desorption forces but in different rupture lengths (see table B.1). Most peptides show a similar desorption process in which peptide desorbs gradually amino acid by amino acid from the hydrophobic surface. Exceptions are the peptides E, N and K. During the pulling simulations these peptides desorb from the surface and adsorb again. Therefore, the energy difference between the surface adsorbed configuration and the stretched configuration is not well defined and those peptides are excluded from the energy decomposition.
Figure B.1.: Dynamic desorption force (lines) and static force (open points) in dependence of the surface separation on the hydrophobic CH$_3$-terminated SAM for 9 different homopolypeptides consisting of 12 amino acids and the polypeptide (GVGVP)$_3$.
B.2. Force-extension Curves at the Hydrophilic Surface

Fig. B.2 shows the desorption force in dependence of the surface separation at the hydrophilic OH-terminated SAM for the same peptides as in Fig. B.1. Different starting points of the force-extension curves result from the different separations of the first amino acid from the surface in the different initial configurations. The desorption force of glutamic acid depends on the initial configuration. We observe two desorption paths for which the forces are different. The reason for the different paths is the combination of

Figure B.2.: Dynamic desorption force (lines) and static force (open points) in dependence of the surface separation on the hydrophilic OH-terminated SAM for 9 different homopolypeptides consisting of 12 amino acids and the polypeptide (GVGVP)$_3$. 
repulsive image charge forces acting on charged peptides and the formation of hydrogen bonds between the polar groups of the side-chain and the OH-surface groups. For the first desorption path, we find adsorption of the peptide at the hydrophilic surface. In the adsorbing configuration (Fig. B.3B) 2 hydrogen bonds form between each protonated side-chain and the surface. For the second desorption path the peptide is repelled from the surface. For the non-adsorbing configuration (Fig. B.3C) the image charge repulsion dominates and no hydrogen bonds form between peptide and surface. The magnitude of the image charge force $F_{ic}$ can be estimated from

$$F_{ic} = \frac{1}{2} \sum_{ij} \frac{q_i q_j}{4 \pi \epsilon \epsilon_0 (2(z_i - z_j))^2}$$  \hspace{1cm} (B.1)$$

where $q_i = -1$ is the charge of the deprotonated side-chains, $\epsilon$ is the relative dielectric constant and $(z_i - z_j)$ is the distance of the charges perpendicular to the surface. Using the configurations obtained from the static simulations yields an image charge force of 12 pN for $z_{AFM} = 0.7$ nm.

For lysine at the hydrophilic surface the repulsion is weaker than estimated from image charge repulsion alone. The reason is that lysine forms hydrogen bonds with the OH-surface groups (Fig. B.3D) which partially cancel the image charge repulsion.

We find a weak peptide-surface interaction for tyrosine leading to an adsorption force of about 4 pN. For asparagine direct peptide-surface interactions are observed as well. Still, the desorption force is almost zero. The reason for the peptide-surface interaction observed for these amino acids is that they contain polar groups in their side-chains. For all nonpolar side-chains direct peptide-surface interactions are inhibited by the strongly bound first hydration layer of water at the hydrophilic surface and the adsorption force vanishes.
B.3. Spontaneous Desorption

During the initial relaxation, all peptides adsorb readily onto the hydrophobic CH₃-terminated SAM. Spontaneous desorption during equilibration is never observed at these hydrophobic surfaces except for fully charged lysine and glutamic acid peptides where the image charge repulsion is larger than the attractive adsorption force. In order to mimic charge regulation [179], the glutamic acid and lysine are not fully charged but the degree of dissociation is smaller than 1. According to the pKₐ of glutamic acid (pKₐ = 4.25) and lysine (pKₐ = 10.53) the dissociation degree of these peptides at pH 7 is reduced to 0.5 [179, 193]. In contrast to the adsorption on the hydrophobic surface, most peptides desorb spontaneously during the equilibration at the hydrophilic surface. Adsorption on the hydrophilic OH-terminated SAM during the 10 ns equilibration is only observed for amino acids containing polar groups (E, Y, N). The simulation results of the 10 peptides are summarized in table B.1.

Table B.1.: Details of the 10 peptides used in simulations: Glutamic acid (E), asparagine (N), lysine (K), glycine (G), alanine (A), proline (P), valine (V), tyrosine (Y), phenylalanine (F) and the polypeptide GVGVP. The table shows the side-chain, the residue volume $v_r$ from [193], the scaled hydrophobicity $h_S$ from [184], spontaneous desorption of complete peptide during 10 ns equilibration from the hydrophilic OH-terminated SAM $p_{sd}$ ($p_{sd} = 1$ spontaneous desorption observed, $p_{sd} = 0$ adsorption during equilibration), the average desorption forces on the hydrophobic $F_{Des}^{CH₃}$ and the hydrophilic surface $F_{Des}^{OH}$, the free energy of desorption $A$ for the complete peptide and the rupture length $L$.

<table>
<thead>
<tr>
<th>Residue side-chain</th>
<th>$v_r^*$ [Å⁻³]</th>
<th>$h_S$</th>
<th>$p_{sd}$</th>
<th>$F_{Des}^{CH₃}$ [pN]</th>
<th>$F_{Des}^{OH}$ [pN]</th>
<th>$A$ [kJ/mol]</th>
<th>$L$ [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>-{(CH₂)₂}-COO</td>
<td>109</td>
<td>0.08</td>
<td>19.48 ± 4.00</td>
<td>-21.36 ± 1.28</td>
<td>-</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+14.02 ± 5.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>-CH₂-CO-NH₂</td>
<td>94</td>
<td>0.236</td>
<td>1.85 ± 1.06</td>
<td>+0.30 ± 0.80</td>
<td>-</td>
<td>2.7</td>
</tr>
<tr>
<td>K</td>
<td>-{(CH₂)₄}-NH₃</td>
<td>135</td>
<td>0.283</td>
<td>21.82 ± 5.19</td>
<td>-0.003 ± 1.05</td>
<td>-</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20.84 ± 8.14</td>
<td></td>
<td>1.1</td>
</tr>
<tr>
<td>G</td>
<td>-H</td>
<td>48</td>
<td>0.501</td>
<td>16.04 ± 0.59</td>
<td>-0.55 ± 0.41</td>
<td>16.42 ± 0.60</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+1.17 ± 0.52</td>
<td>23.98 ± 2.23</td>
<td>2.3</td>
</tr>
<tr>
<td>A</td>
<td>-CH₃</td>
<td>67</td>
<td>0.616</td>
<td>17.31 ± 1.61</td>
<td>-1.17 ± 0.52</td>
<td>23.98 ± 2.23</td>
<td>2.3</td>
</tr>
<tr>
<td>GVGVP</td>
<td></td>
<td>0.673</td>
<td>1</td>
<td>29.95 ± 2.54</td>
<td>+1.1 ± 0.37</td>
<td>55.918 ± 4.75</td>
<td>3.1</td>
</tr>
<tr>
<td>P</td>
<td>-{(CH₂)₃}</td>
<td>90</td>
<td>0.711</td>
<td>50.33 ± 3.43</td>
<td>-2.14 ± 0.82</td>
<td>78.80 ± 5.36</td>
<td>2.6</td>
</tr>
<tr>
<td>V</td>
<td>-CH-(CH₃)₂</td>
<td>105</td>
<td>0.85</td>
<td>39.81 ± 3.76</td>
<td>-1.76 ± 0.80</td>
<td>83.91 ± 7.92</td>
<td>3.5</td>
</tr>
<tr>
<td>Y</td>
<td>-CH₂-C₆H₂-OH</td>
<td>141</td>
<td>0.88</td>
<td>24.65 ± 2.65</td>
<td>+3.83 ± 2.13</td>
<td>48.98 ± 5.27</td>
<td>3.3</td>
</tr>
<tr>
<td>F</td>
<td>-CH₂-C₆H₆</td>
<td>135</td>
<td>1.00</td>
<td>45.09 ± 2.94</td>
<td>-1.15 ± 0.68</td>
<td>97.76 ± 6.37</td>
<td>3.6</td>
</tr>
</tbody>
</table>
B.4. Force in Dependence of OH-concentration

Fig. B.4 shows simulation snapshots of the heterogeneous methyl/hydroxyl SAMs and the force-extension curves using dynamic simulations with constant pulling velocity \((v = 0.1 \text{ m/s})\) and static pulling simulations for alanine. The results from the dynamic pulling and the static simulations are in good agreement. For high OH-surface concentrations \((33, 66\%)\) we observe spontaneous desorption during the NPT equilibration indicating adsorption resistance.

![Simulation snapshots and force-extension curves](image)

**Figure B.4:** Snapshot of the surface composition (left) and force-extension curves (right) of alanine for pulling velocity \(v = 0.1 \text{ m/s}\) and different initial configurations (solid lines) and static simulation results (open points) for different OH surface concentrations (A) 5% OH, (B) 11% OH, (C) 17% OH, (D) 33% OH and (E) 66% OH.

B.5. Hydrogen Bonds of Adsorbed and Desorbed Configuration

Fig. B.5 shows the difference in the number of hydrogen bonds per amino acid \(\Delta n_{\text{hb}} = n_{\text{hb}}^A - n_{\text{hb}}^B\) for the forced adsorbed configuration \(n_{\text{hb}}^A\) and the bulk configuration \(n_{\text{hb}}^B\) in dependence of the average position of the peptide alanine from the surface using different constant external forces for the OH-terminated SAM. The difference in the number of hydrogen bonds in the configurations is decomposed into the contributions of water-water, peptide-surface, surface-water and peptide-water hydrogen bonds. At the
Frame B.5: Difference in the number of hydrogen bonds per amino acid $\Delta n_{\text{hb}} = n_{\text{hb}}^A - n_{\text{hb}}^B$ for the surface adsorbed configuration $n_{\text{hb}}^A$ and the bulk configuration $n_{\text{hb}}^B$ in dependence of the average position $\langle z \rangle$ obtained from different constant external forces acting on alanine on the OH-terminated surface. (A-D) show the decomposition into the contributions of water-water, peptide-surface, surface-water and peptide-water hydrogen bonds.

A hydrophilic surface with 100% OH-surface concentration the total number of hydrogen bonds in the bulk configuration is larger than in the surface adsorbed configuration. Adsorption resistant is therefore driven by the gain of entropy and hydrogen bonds.

The number of hydrogen bonds can be further analyzed by dividing the simulation box into three regions. We calculate the total number of hydrogen bonds in the region including the hydrogen bonds with the next neighbors at the edges of the regions. The number corresponds to the actual total number of hydrogen bonds between the water molecules and not to the number of hydrogen bonds that each water molecule forms with its neighbors (which is a factor of two higher).

Region 1: 1 nm thick layer above the surface containing $N_1$ water molecules and a total number of $N_{\text{HB}}^{\text{WW1}}$ hydrogen bonds. At the hydrophilic surface $N_1^{\text{HB}}$ is the sum of water-water hydrogen bonds $N_{\text{HB}}^{\text{WW1}}$ and water-surface hydrogen bonds $N_{\text{HB}}^{\text{SW1}}$

$$N_1^{\text{HB}} = N_{\text{HB}}^{\text{WW1}} + N_{\text{HB}}^{\text{SW1}} \quad (B.2)$$

Region 2: A water slap in between the edges of the surfaces (due to the periodic boundary conditions in the simulation) which has a distance of 1 nm from each surface and contains $N_2$ water molecules and a total number of $N_2^{\text{HB}}$ hydrogen bonds.

Region 3: 1 nm thick layer at the top of the simulation box. Note that due to the symmetry of the system the number of water molecules and the total number of hydrogen bonds in this region is identical to region 1. Table B.2 shows the number of water molecules and the number of hydrogen bonds in the different regions for the two configurations where the peptide is in bulk or at the surface. Simulation snapshots of the water molecules and the hydrogen bond in a cutout of region 1 and 2 are shown in Fig. B.6 for the two configuration for the hydrophilic 100% OH-terminated SAM.
Figure B.6.: Simulation snapshots of the water molecules and the hydrogen bonds in a cutout of region 1 and 2 for the two configuration for the hydrophilic 100% OH-terminated SAM. (A) Region 2 with peptide. (B) Region 2 without peptide. (C) Region 1 without peptide. (D) Region 1 with peptide.

Table B.2.: Number of water molecules $N_1$ and $N_2$ and the number of hydrogen bonds $N_{1\text{HB}}$ and $N_{2\text{HB}}$ in the different regions for the two configurations where the peptide is in bulk or at the hydrophobic or at the hydrophilic surface. $N$ is the total number of water molecules in the simulation box and $N_{\text{WW}}$ is the total number of water-water hydrogen bonds. The number of hydrogen bonds corresponds to the actual total number of hydrogen bonds between the water molecules and not to the number of hydrogen bonds that each water molecule forms with its neighbors (which is a factor of two higher). Note that this definition is the same as in Gromacs 3.3.1 but not in Gromacs 4.5.3 where the number of water-water molecules are by definition 1 in bulk water. Hydrogen bonds are calculated according to the distance angle-criterion for distances smaller than 0.35 nm and angle smaller than 30°.

<table>
<thead>
<tr>
<th></th>
<th>100% OH-SAM</th>
<th>CH$_3$-SAM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bulk</td>
<td>surface</td>
</tr>
<tr>
<td>$N$</td>
<td>3755</td>
<td>3755</td>
</tr>
<tr>
<td>$N_{\text{WW}}$</td>
<td>6343.1</td>
<td>6335.48</td>
</tr>
<tr>
<td>$N_1$</td>
<td>539</td>
<td>508</td>
</tr>
<tr>
<td>$N_{1\text{HB}}$</td>
<td>901.65</td>
<td>852.27</td>
</tr>
<tr>
<td>$N_{1\text{HB}}/N_1$</td>
<td>1.67</td>
<td>1.68</td>
</tr>
<tr>
<td></td>
<td>Water slap</td>
<td></td>
</tr>
<tr>
<td>$N_2$</td>
<td>2924</td>
<td>3016</td>
</tr>
<tr>
<td>$N_{2\text{HB}}$</td>
<td>5040.8</td>
<td>5404</td>
</tr>
<tr>
<td>$N_{2\text{HB}}/N_2$</td>
<td>1.72</td>
<td>1.79</td>
</tr>
</tbody>
</table>
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