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Summary

The increasing integration density of microelectronic circuits in combination with non-constantly scaled supply voltages results in higher electric fields in MOS transistors. This is one central source of several aging mechanisms, some of them shifting the parameters of MOS transistors during lifetime. These parametric degradation effects can be separated in two groups called ‘Bias Temperature Instability’ (BTI) and ‘Hot Carrier Injection’ (HCI). This work focuses on the impact of these degradation mechanisms on 6-Transistor Static Random Access Memory (SRAM) arrays in 65 nm low power CMOS technology.

First, some basic information is provided about SRAM cell functionality, key performance metrics, reliability and the four parametric degradation mechanisms covered in this work. Then, the sensitivity of the SRAM core cell to each degradation mechanism is simulated. Together with the effective device degradation under normal SRAM operations in real life, this results in the information about the impact of each mechanism. BTI for pMOS transistors, called Negative BTI (NBTI), could be identified as the main problem in actual 65 nm low power technology with conventional SiO₂ gate dielectrics.

NBTI shows strong variation- and recovery-effects, which both are not fully understood, although this degradation mechanism has been known for approx. 30 years. This is why there are no sufficient simulation models so far, thus, measurements have to be performed to do the step from single cell simulation to SRAM array conclusions.

Consequently, a major focus of this work is to develop unconventional new measurement techniques. Contrary to state-of-the-art methods they are faster, do not need dedicated test chips which do not represent mass product design, do not need highly accurate V-I measurements and therefore can be used in-field in products with the only precondition of dual-V/DD power routing.

By using these new techniques, the impact of the worst degradation mechanism NBTI was examined directly on large-scale SRAM arrays. Especially the fastrecovering component of NBTI was directly measured on SRAM array stability for the first time. Thus, it could be shown which use-cases are critical to provide long lifetimes, which is the first step to fight the impact of parametric degradation mechanisms.

Finally, a comparison of known countermeasure techniques was performed in order to choose the most promising methods.
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Part I

Introduction and Background
Chapter 1

Introduction

Static Random Access Memory (SRAM) nowadays is a dominant part of Systems-on-Chip (SoC). Up to about half of the die area and 2/3 of the transistor count of a modern microprocessor consists of SRAM cells. Fig. 1.1 shows the die photo of an Intel Penryn processor manufactured in 45 nm technology [www.intel.com]; the SRAM area can be identified on the left half of the die with its characteristic homogeneous layout style. 6 MB of SRAM Cache memory equals approx. 300 million transistors, which is 73% of the complete number of 410 million transistors.

Fig. 1.1: Intel Penryn Processor: about half of the die area and 2/3 of transistor count consist of SRAM, identifiable on the left half of the die [www.intel.com].

Systems on Chip will require more and more memory in the future. 90% of the die area are projected to be memory in the next 10 years [1]. Die area directly translates to cost. To get maximum memory capacity on smallest possible area, the two obvious main approaches are: 1. minimize transistor sizes, 2. densify transistor packaging. This is why SRAM has the smallest transistors and the highest transistor density of the whole chip. This work focuses on the behavior of SRAM cells made of minimum size transistors with special tight design rules with respect to parametric reliability issues.
1.1 Technology Scaling: Benefits and Challenges

“The number of transistors incorporated in a chip will approximately double every 24 months” (Gordon Moore, Co-founder of Fairchild and Intel) [www.intel.com]. This quote, better known as "Moore’s Law" from 1965, has just celebrated its 45th anniversary and is still valid. It is motivated from the falling cost per transistor on a chip when the integration density is ramped up (Fig. 1.2(a)). Increasing the number of transistors is feasible only by decreasing the size of each transistor. All 18 to 24 months, the length of one transistor is divided by $\sqrt{2}$ and therefore the transistor count is doubled. While in 1970, the minimum transistor length was about 10 $\mu$m, in 2011 product development has reached 32 nm or even less.

This 'law' could only last that long because, contrary to power semiconductors, the optimum transistor in information technology is a small device. Smaller transistors not only need less area and create less cost, but they are faster and have less energy consumption. This is why scaling in the last 4 decades had almost nothing but advantages, which is an unlike behavior for all kinds of engineering. Only in the last 10 years, the disadvantages are increasing.

First of all, the cost of development for each new technology generation is increasing dramatically (Fig. 1.2(b)). It is getting more and more difficult to produce tiny structures in the deca-nanometer regime, e.g. for lithography to create 32 nm structures with the actual 193 nm wavelength. Immersion layers are state of the art before the next step to Extreme Ultra-Violet (EUV) with 13 nm wavelength can be done. Actually, this technology has too low throughput to replace the well-known state-of-the-art lithography. This is why conventional lithography in combination with highly regular layout pattern
1.2. Scaling of SRAM: Motivation for this work

Volatile memory like SRAM has been one of the major driving forces for scaling in the last decades. This is because scaling has the greatest area effect on these high-density transistor structures, much more effect than for ordinary logic [4]. Fig. 1.3 shows the cell area shrink from 1995 till today including a view into the future until 2025 [1]. While in 1995, a 6T-SRAM cell had an area of 20 µm², 2010 this got reduced to 0.15 µm², which
is about 1%. But how do the already discussed challenges of further shrinking translate to SRAM? Shrinking the node size from 250 nm down to 50 nm divides the cell stability by a factor of 4 [4]. This is the first reason why technology scaling challenges the SRAM cells. ITRS sees the difficult challenge in SRAM scaling in ‘maintaining adequate noise margins and control key instabilities and soft-error rate’ [1].

Summing up, leakage, variability and stronger electric fields are the three major challenges in the ongoing transistor scaling. Since SRAM must provide as much memory as possible on minimum space, SRAM suffers most from the drawbacks of scaling:

1. Up to hundreds of millions of transistors are a huge multiplier for single transistor leakage. This is why SRAM is one of the worst leakage current sources in a SoC.

2. Variability is increasing with decreasing transistor size, following Pelgroms law [5]. This is why variability on SRAM with its minimum-size transistors is much worse than for digital (and of course analog) transistors.

3. Degradation due to high electric fields can affect the SRAM behavior. Degradation and variability are always combined, i.e. degradation never appears without variability. This will be in the focus of this work.

Yield and Reliability are going to be more and more critical from technical and economical point of view, this is why degradation has to be investigated on SRAM cells.

1.3 Outline and Contributions of this work

Chapter 2 is about the functionality of 6-transistor SRAM cells as well as performance indicator metrics. Several metrics for the same performance exist, the advantages and disadvantages are discussed. Chapter 3 discusses the basics of yield, quality and reliability. Four actually known parametrical degradation mechanisms on transistor level are introduced. In Chapter 4 the impact of the four parametric degradation mechanisms on the SRAM cell is simulated. It is examined in which modes the SRAM circuit fulfills which degradation conditions and how it reacts to degradations. Together, this can state how strong each degradation takes effect on the circuit. Additionally, a combination of degradation mechanisms is considered. Chapter 5 performs the step from the single SRAM cell to the SRAM array. It describes the newly developed method for fast analyzing stability of SRAM arrays. The impact of NBTI can be measured with this technique. Chapter 6 examines the recovering NBTI component and its measurement on SRAM arrays. This has never been done on SRAM cells before, because all existing measurement approaches were too slow. But the new technique developed within this work is able to measure this component. Chapter 7 is dealing with countermeasures to aged SRAM core cells. After only the impact of degradation on the memory cell was discussed so far, the focus now is on countermeasures. What can be done to achieve memory cells that are working correctly many years after production and usage? Chapter 8 is the conclusion followed by an outlook.
Chapter 2

SRAM Fundamentals

In computer memory hierarchy, the fast and small-capacity memory types are on top, while the slow and huge-capacity memories are at the bottom (Fig. 2.1). While disc drives store Terabytes of data and have access time in the 10 ms region, main memory of DRAM type typically stores some Gigabytes but has a factor of $10^5$-$10^6$ faster access time of approx. 10–100 ns. Most of these faster techniques are based on charging or discharging of capacitors, which takes some time for transportation of charge. Often they represent dynamic memories, which must be refreshed in fractions of a second to enable long storage time [6]. To further improve access time by a factor of 10 or more in order to get to the top of the memory hierarchy pyramid, the principle of positive feedback is used. No charge must be stored, positive feedback is a technique that brings a circuit to its extreme values and therefore realizes bistable systems. In case of memory those are the two binary states ‘1’ and ‘0’; systems using this technique are called ‘Flip-Flops’. SRAM, latches and registers are based on that principle: their killer feature is having extremely fast read and write access. Latches, which are level-sensitive and typically used to build sequential logic circuits, are often based on cross-coupled NAND or NOR gates, compare Fig. 2.2(a). Its advantage is the simple usage and asynchronous data interface, it can

![Fig. 2.1: Memory hierarchy of a Personal Computer (PC)](image)

---
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be easily read and written with 3 signals R, S and Q, compare Fig. 2.2(b). Q always keeps the stored information, and setting R or S to 1, while keeping the other signal at 0 resets or sets the latch. To build edge-triggered registers, the level-sensitive latch must be transformed to a synchronous circuit, which is adding some more transistors. So the disadvantage is the big area consumption: typically 10 to 30 transistors are required to store only one binary digit (bit).

\( \text{(a) SR FlipFlop is a NOR-based latch with the typical cross-coupling for positive feedback.} \)

\( \begin{array}{c|c|c} S & R & \text{Action} \\ \\
0 & 0 & \text{No change} \\ 
0 & 1 & Q=1 \\ 
1 & 0 & Q=0 \\ 
1 & 1 & \text{forbidden} \\ 
\end{array} \)

(b) Table for reading and writing the latch with 3 signals.

Fig. 2.2: Simplest latch: asynchronous SR Flip-Flop which can be used to build sequential logic circuits [6].

SRAM on the other hand needs a complex periphery to read or write a distinct cell in a huge array of core cells, compare Fig. 2.3 [7]. Reading and writing are complex procedures, which will be described in section 2.1. Due to the periphery overhead, SRAM cells do not make sense as single latch cells. So one SRAM cell never comes alone, the typical SRAM array size is at least some thousand to some millions of cells, which makes it a kBit or MBit array. Therefore SRAM is also a great test vehicle for variability examinations. So the key performance of SRAM compared to all other memory types is speed: SRAM has about 1 ns read and less than 1 ns write access time. It is typically used inside a microcontroller for cache memory, which is divided in several, normally up to 3, speed or hierarchy levels. Level 1 cache is clocked with CPU frequency, which is some GHz. Therefore, a memory type with less than 1 ns access time is needed. This level nowadays normally has a size of 4 to 64 kB.

Level 2 is much bigger, about 64 kB to 12 MB. Sometimes it is not on the CPU itself, and it is always clocked slower, e.g. with some hundreds of megahertz.

For the advantage of high speed, one SRAM cell needs about 10 to 15 times more area than a DRAM cell [1], which directly translates to cost. One SRAM cell in 65 nm is about 0.5 – 0.7 µm², the core cells examined in this work have a size between 0.6 – 0.7 µm². To keep this area as small as possible, they are built with especially tight design rules. This is possible because of their regular layout. They allow to place more minimum size transistors than for conventional logic, so SRAMs do have special status in semiconductor manufacturing.
2.1 Functionality of the 6T-SRAM Core Cell

Although many SRAM core cell designs exist with various number of transistors [8], the standard choice is the cell with 6 transistors, called the 6T cell. It is often used because at least until 65 nm technology, this type of cell provides the optimum trade-off between stability and area consumption [9]. The core cell consists of 2 cross-coupled inverters implementing the positive feedback and therefore the two memory nodes which keep the information (original S and inverted $\bar{S}$). 2 additional access- (or pass gate-) transistors are required to read and write the cell in a differential way, resulting in a more robust circuit. Fig. 2.4 shows the schematics of the 6T-SRAM core cell. The transistors in this work are named pullup (PL1, PL2), pulldown (PD1, PD2) and pass-gate or access (PG1, PG2). The pullups are p-type, while the pulldowns and pass-gates are n-type.

The 3 standard procedures hold, read and write work as follows [10].

- ’Hold’: the access transistors are disabled (WL=0), the information is stored on the feedback-coupled inverter-pair.

- ’Read’: both bitlines BL and $\bar{BL}$ (or BLB) are precharged to $V_{DD}$, then the access transistors are enabled (WL=1). The ’0’ memory node provides a conducting pull-down to ground and discharges the bitline via the opened access transistor on this side. A sense amplifier detects the sloping voltage on one of both bitlines and concludes this side to be the ’0’ memory node. The sense-amplifier serves to speed-up
Chapter 2. SRAM Fundamentals

Fig. 2.4: The 6T-SRAM cell consists of 2 feedback-coupled inverters that only allow the 2 stable states '1' and '0' on the memory nodes S and $\overline{S}$ plus 2 access transistors. This SRAM circuit is in memory state $S='0'$. The inverted information is kept on memory node $\overline{S}$.

the read process, because the bitline then does not need to be discharged completely down to 0 V.

- 'Write': starting from 'Read' case (BL=BLB=1, WL=1), the bitline on the desired '0' memory node side is tied to ground, while the other bitline is kept at $V_{DD}$. If the cell is not in this state already, the voltage on the desired '0' node will drop below the switching level of the opposite inverter and flip the cell.

2.2 SRAM Performances and Figures of Merit

SRAM is a volatile memory and its task from the user’s point of view is simple: as long as the cell is connected to supply voltage, it must keep data (hold) and enable to read and write data. Ideally, this must be done very fast, on minimum die area, with almost no leakage and great yield.

Each core cell has different qualities and strengths, depending on its design. All these different qualities must be measurable to be able to compare various core cells. While some qualities are unambiguous (e.g. area in $\mu m^2$), some others need Figures of Merits (FoMs) when they are not directly measurable (e.g. cell stability). Table 2.1 provides the list of all core cell performances and Figures of Merit if necessary.

It is important to note that, as in probably every technical system, not all performances can be improved together; some of them are oppositional requests. The most important fact for SRAM is that reading and writing are conflicting challenges. Generally, SRAM stability is limited by the switching levels of the 2 inverters. When the '0' memory node voltage surmounts the switching level of the '1' side-inverter, the cell flips. This must be avoided in read case, but must be achieved in write case. This means that a cell is either
2.2. SRAM Performances and Figures of Merit

<table>
<thead>
<tr>
<th>Section</th>
<th>Performance</th>
<th>Meaning</th>
<th>Figures of Merit</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.2.1</td>
<td>Read stability</td>
<td>How easy cell flips during read access</td>
<td>SNM(read) [V]</td>
</tr>
<tr>
<td>2.2.1</td>
<td></td>
<td></td>
<td>NCurve [V,A]</td>
</tr>
<tr>
<td>2.2.2</td>
<td>Hold stability</td>
<td>How easy cell flips during hold</td>
<td>SNM(hold) [V]</td>
</tr>
<tr>
<td>2.2.2</td>
<td></td>
<td></td>
<td>NCurve [V,A]</td>
</tr>
<tr>
<td>2.2.3</td>
<td>Write-ability</td>
<td>How easy cell flips during write access</td>
<td>Write Level [V]</td>
</tr>
<tr>
<td>2.2.3</td>
<td></td>
<td></td>
<td>NCurve [V,A]</td>
</tr>
<tr>
<td>2.2.4</td>
<td>Speed</td>
<td>How fast the cell can be read</td>
<td>I(read) [A]</td>
</tr>
<tr>
<td>2.2.5</td>
<td>$V_{min}$</td>
<td>Lowest $V_{DD}$ to provide full functionality</td>
<td>n/a [V]</td>
</tr>
<tr>
<td>2.2.6</td>
<td>Area</td>
<td>Size of one cell on the die</td>
<td>n/a [$\mu$m$^2$]</td>
</tr>
<tr>
<td>2.2.7</td>
<td>Leakage</td>
<td>Static current during hold state</td>
<td>n/a [A]</td>
</tr>
<tr>
<td>2.2.8</td>
<td>Yield</td>
<td>Fraction of functional cells</td>
<td>n/a [1]</td>
</tr>
</tbody>
</table>

Table 2.1: 8 performance parameters of an SRAM cell including 4 Figures of Merit

very stable and has good reading quality, but then does not flip easily during write access and therefore has poor writing quality. A cell must always be a trade-off between these 2 qualities. If this trade-off is met best, the cell is called 'centered'.
The next sections are about the 8 performance metrics of an SRAM cell.

2.2.1 Read Stability

These metrics express how easily a cell flips under read conditions, which is sometimes also called ‘Access Disturb Margin’ (ADM).

Static Noise Margin for read case: SNM(read)

Static Noise Margin (SNM) is the most prominent stability metrics and was introduced more than 40 years ago [11]. Seevinck et al. then wrote the maybe most cited paper in SRAM design, some analytical work and a simulation method about the stability of SRAM cells [12]. Nowadays, this FoM to measure read stability is universally accepted and automated using DC circuit simulators. With this metric, the cell is actually not being flipped, but it is estimated how much voltage room for static noise, i.e. DC voltage, is left until the cell will flip. Therefore, both inverters are first scanned independently to get the transfer curves, also known as voltage transfer characteristics VTC (compare Appendix A). Then, curves are plotted into one diagram, while one transfer curve is mirrored. This results in 2 overlaying curves, better known as ‘butterfly curve’, compare Fig. 2.5(a) from the original publication and Fig. 2.5(b) from simulation. The eye opening of the biggest inbuilt square is a measure for how much static noise is needed to reach the trigger level of the opposite inverter under read conditions. For this DC value, the curve still represents a ‘butterfly’, i.e. 2 stable regions and 1 metastable point in the middle. The higher the SNM value, the more stable the cell.
SNM is perfectly suited for simulation. This is done with a trick: a 45 degrees rotated coordinate system is introduced to optimize calculating the inbuilt square [12]. Simulations in a 65 nm technology showed the results in the middle column of Table 2.2. It can be seen that elevated temperature decreases cell stability. This is due to the decrease in threshold voltages.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>SNM(read)</th>
<th>SNM(hold)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40 °C</td>
<td>254 mV</td>
<td>487 mV</td>
</tr>
<tr>
<td>25 °C</td>
<td>243 mV</td>
<td>468 mV</td>
</tr>
<tr>
<td>125 °C</td>
<td>220 mV</td>
<td>436 mV</td>
</tr>
</tbody>
</table>

Table 2.2: Simulated SNM values for read and hold case in a 65 nm technology. Stability is reduced by 10% in read case and by 7% in hold case when the temperature is increased from 25 °C to 125 °C. Furthermore, read case is generally much more critical than hold case at nominal supply voltage.

Unfortunately, SNM is not very well suited for measurement, as access to the memory nodes is needed, which is not provided by conventional SRAM products. Dedicated test structures (‘fly cells’) are needed. Furthermore, calculating the eye opening is much too complex for extremely fast inline-testing.

**Read N-Curve**

This FoM came up recently [13]; its general idea is to flip the cell with an external force, which can be measured. This external force is a voltage source which is connected to the ‘0’ memory node and then ramped up to $V_{DD}$, compare Appendix A. Not only the voltage (and therefore the voltage transfer characteristic) of this setup is monitored, but also the current that the sweeping source provides. This results in the so-called N-curve shown in the lower plot of Fig. 2.6, since it has the shape of an ‘N’. Both SNM(read)
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and Read N-Curve show correlated results, at least for small currents [14], depicted in Fig. 2.6: the 3 voltages where the current equals 0 are the 3 crossing points in SNM analysis: two stable and one meta-stable point. N-Curve provides additional information with the measured current.

In contrast to SNM, the big advantage of Read N-Curve [13] is the ability to measure this metric very fast with automatic inline testers. But unfortunately, this method again requires access to the memory nodes and is therefore not capable for product measurement, compare Static Noise Margin.

**Read Margin RM**

For Read Margin, only the core voltage is reduced to zero, while the periphery is left on nominal $V_{DD}$, compare Appendix B. Lowering the core voltage decreases cell stability, and at some voltage, the bitline current drops, compare Fig. 2.7. The difference between the nominal core voltage and the reduced voltage where the bitline current drops is the Read Margin. Static Noise Margin and Read Margin are well correlated [17].

It is important to note that the bitline current only drops if the cell is not kept on its preferred side. Fig. 2.8 provides the two cases of a cell on its non-preferred side (Fig. 2.8(a): bitline current drops) and on its preferred side (Fig. 2.8(b): bitline current does not drop). An ideal SRAM cell (like in simulation) does not have a preferred side, but the unavoidable manufacturing variations in real life always result in a preferred side. Therefore, while SNM can be simply calculated with a DC simulation, RM is only accessible via Monte Carlo simulations. Only when the variability is known for the simulated technology, then the RM stability can be MC simulated.
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Fig. 2.7: Read Margin: the difference between nominal supply voltage and the reduced supply voltage where the bitline current drops. Original plot taken from [16]

(a) For about 50% of the cells, at some $V_{DD, core}$ the read current on the '0' memory side drops to zero. The difference between $V_{DD}$ and $V_{DD, core}$ is the Read Margin.

(b) For the other 50% of the cells, the current drop does not happen. The cell is already in its preferred state and therefore the current never reaches zero.

Fig. 2.8: Read Margin criterion only works for about 50% of all cases. Two Monte Carlo simulation plots with completely different result.
In contrast to SNM and N-Curve, RM is the only stability-FoM that can be measured with product-like core cells, as no access to the memory nodes is required. Unfortunately, V-I measurements are relatively slow and therefore, this technique is not well suitable for array characterization so far. This is the reason why RM is the better measurement metric.

### 2.2.2 Hold Stability = Data Retention Stability

These metrics express how easily a cell flips under hold conditions. In principle, the read stability FoMs could be used as well for hold stability characterization, with the difference of a disabled WL. But in practice, this is only valid for SNM and N-Curve: disabling the WL creates SNM(hold) and Hold N-Curve. Read Margin current measurement does not work for hold case, since the measured read current, which is analyzed for the current drop, does not exist in hold case.

**Static Noise Margin for hold case: SNM(hold)**

This is measured like SNM(read) (compare Appendix A), but the access transistor is disabled while the inverter characteristics are scanned. Since the access transistor is not conducting, the transfer characteristic has the typical inverter-shape, compare Figs. 2.9. Some simulated values for 65 nm technology are listed in the right column of Table 2.2.

![Fig. 2.9: Butterfly curves for hold case: original plot from [12] including the rotated coordinate system](image)

![Fig. 2.9: Butterfly curves for hold case: simulated butterfly curve for hold case. The inbuilt square is much bigger than for read case, because the stability-decreasing access transistor is switched off.](image)
comparison to SNM(read), for nominal $V_{DD}$ read case is much more critical than hold case.
To save leakage power, SRAM arrays are often operated with reduced supply voltage, compare sections 2.2.5 and 2.2.7. This is why hold stability must be considered as well. In systems with permanent nominal supply voltage, hold case is no problem.

**Hold N-Curve**

The same setup like for Read N-Curve can be used for Hold N-Curve (compare Appendix A), but with disabled wordline [17]. Again, the 3 voltages where the current equals 0 are the 3 crossing points in SNM analysis: two stable and one meta-stable point, compare section 2.2.1.

**Minimum Retention Voltage $V_{min,ret}$**

Another FoM to characterize hold stability is to lower $V_{DD}$ when WL=0, i.e. during hold condition. The minimum voltage at which the cell still does not lose its memory state is the minimum retention voltage $V_{min,ret}$. Reading is not allowed with this drastically reduced voltage. Since the hold case is very stable compared to read case, the retention voltage can be reduced drastically until the cell loses its state.

**2.2.3 Write-ability**

Write-ability describes how easily the cell can be flipped under write conditions and is therefore the opposite to stability. This is the reason why it is not possible to optimize both qualities together.

**Write Level or Write-Trip-Point**

The commonly used FoM for writeability is the Write Level, also known as Write-Trip-Point. First, read conditions are applied to a cell (WL=BL=BLB=1), then the BL voltage is lowered on the '1' memory side, compare Appendix C. When the BL voltage is low enough so that the cell flips, then this is called the Write Level. The lower this BL voltage must be to flip the cell, the harder the cell is flippable. So the higher the Write Level value, the better the cell is writeable. Table 2.3 shows some simulated Write Level values. Increasing temperature increases writeability, again of course opposite to stability.

**Write N-Curve**

Similar to Read N-Curve, an external voltage source which is connected to the '0'-memory node is ramped up to $V_{DD}$, compare Appendix D. This time the cell is under write conditions, i.e. the '1'-bitline is high, the '0'-bitline is low. The current flowing into the memory node is a measure for the writeability of the cell [13]. The resulting curve is similar to an
Table 2.3: Simulated WL values in a 65 nm technology. Write-ability is increased by 8% when the temperature is increased from 25 °C to 125 °C.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Write Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40 °C</td>
<td>376 mV</td>
</tr>
<tr>
<td>25 °C</td>
<td>406 mV</td>
</tr>
<tr>
<td>125 °C</td>
<td>440 mV</td>
</tr>
</tbody>
</table>

'N', compare Fig. 2.10. The so-called critical writeability current $I_{crit}$ can be read from the graph, it is defined as the current valley in the right half of the plot. If this critical current is a positive value for all applied voltages (like in Fig. 2.10), then the write process was successful. A more positive current value represents a better writeable cell, a critical current $<0$ represents a write failure.

It is also possible to use the read stability N-Curve plot to analyze the circuit for write-ability [18]. Then, the read N-Curve in Fig. 2.6 on page 13 is read from right to left because this represents lowering of the memory node voltage. The Write Trip Voltage in this approach is the voltage difference between the last 2 zero crossings, namely the points B and C.

### 2.2.4 Speed / Performance

One of the most important SRAM parameters is the speed of a cell, i.e. how fast the cell can be read. This parameter is sometimes called performance. A Figure ofMerit is introduced that does not directly measure speed or a time, but the read current. This read current is discharging the parasitic capacitances of the long bitlines. It is called $I_{read}$ and determines the time necessary to discharge the bitlines to a value where the sense amplifiers detect the zero node. The bigger this current, the faster the BLs can be
discharged, and the faster the sense amplifier is able to detect the cell state. Since speed is the most important parameter and the reason to use SRAM instead of another volatile memory type, it is the main performance of the cell.

### 2.2.5 Minimum supply voltage $V_{\text{min}}$

In times of high leakage currents, lowering $V_{DD}$ is the simplest way to save energy in low-power systems, which of course costs performance. But lowering the supply voltage is not only possible during retention mode, but also during normal operation of SRAM, i.e. including read- and write-accesses.

$V_{\text{min}}$ is a very prominent parameter for SRAM circuits. It defines the minimum supply voltage that provides full functionality, namely hold, read and write. It is important to note that not only the core voltage is lowered, but also the complete periphery voltage, i.e. BL, BLB and WL voltages. The difference to $V_{\text{min,ret}}$ (which is a parameter of hold stability, compare section 2.2.2) is that also read and write must still work properly.

It is remarkable how deep $V_{DD}$ can be lowered until the first cells start to flip during read condition. Fig. 2.11 shows the measured number of flipped cells for Read Margin condition (right), hold condition (WL=0, left) and $V_{\text{min}}$ (middle). This plot does not include the writing procedure, but it shows that the supply voltage can be lowered from 1.2V to approx. 0.6V before the first cells start to flip. When only the core voltage is lowered (Read Margin case), cells start to flip at much higher voltages, because the access transistors are connected to nominal $V_{DD}$.

![Fig. 2.11: Measured flips due to lowering core voltage in read state (RM criterium), supply voltage ($V_{\text{min}}$), and core voltage in hold state ($V_{\text{min,ret}}$)](image)

$V_{\text{min}}$ cannot be used as a metric for stability, but it is of big importance in mass production. Contrary to many other FoMs, this metric can be determined very easily without special test structures. Hold, read and write procedures are repeated with continuously lowered supply voltage until one procedure fails. This is the $V_{\text{min}}$ value. While SNM and
2.3. Summary

RM represent the stability of the core cell alone, $V_{\text{min}}$ represents the minimum voltage for which the complete system incl. periphery still works. So SNM and RM show Gaussian Distribution, while $V_{\text{min}}$ does not: it includes failure of the periphery.

2.2.6 Area

No FoM is necessary to determine the area of the core cell. For a 65 nm low power CMOS technology, this is a value between 0.6 and 0.7 $\mu$m². It is very important to keep this area as small as possible, since millions of core cells represent one memory array and a big fraction of area on the die.

2.2.7 Leakage

With shorter channels and thinner gate oxides, channel- and gate-leakage are increasing. Leakage in one transistor is not a big issue, since it normally is in the pA region. But in SRAM arrays with millions of devices, the currents are adding up to a big fraction of complete SoC’s power consumption. Measurements have shown that the 1 MBit array in 65 nm low power CMOS technology has approx. 25 $\mu$A of leakage current at room temperature and nominal $V_{\text{DD}}$. Of course this is highly temperature-dependent, so operation at 125 °C will multiply this leakage current. Since SRAM is volatile memory, it cannot be switched off, otherwise the data is lost. This is why often the supply voltage is reduced to minimize leakage, compare section 2.2.5. This can be done on two levels. First, only reducing the supply voltage about some 10 mV to ensure full functionality of hold, read and write. This is the $V_{\text{min}}$ value. Second, drastically lower the supply voltage to about half of the nominal supply voltage to ensure only retention of data. This is also called retention mode and can only be done with disabled WL. The corresponding voltage is called minimum retention voltage $V_{\text{min,ret}}$, compare section 2.2.2.

2.2.8 Yield

Yield is the fraction of working cells of all produced cells. The goal of every production is to reach a yield of close to 1. A cell will fail either due to read or due to write problems. If it is not able to hold data, then it is totally misdesigned. The next chapter 3 will discuss the topic of yield more in detail.

2.3 Summary

SRAM cells must be able to hold, read and write data. Ideally very fast, on minimum area, with low leakage and high yield. The goal is to design a cell that provides the best trade-off between all these qualities; it is then called 'centered'. Since it is not possible to optimize all these qualities at the same time and every core cell design has its characteristic strengths and weaknesses, performance parameters are introduced to
quantify every single quality of the cell. The main FoMs are for read stability, hold stability, write-ability and speed. FoMs do not provide an absolute value of each quality, but a scalar quantity, so different cells can be compared between each other. This gives the result that read stability is much more critical than hold stability during nominal $V_{DD}$ usage. Furthermore, stability decreases with increasing temperature.

Comparing the 3 stability metrics SNM, N-Curve and RM, it must be stated that SNM and N-Curve are not very well suited for measurement purpose. They need dedicated test structures with access to the memory nodes (‘fly cells’) which is not feasible on product chips. Read Margin can be determined with nominal core cell design, but needs slow V-I measurements.
Chapter 3
Degradation and Reliability

Moore’s Law results in an exponentially growing number of devices per chip. This directly leads to much more complex systems, and reliability could be expected to sink drastically. Interestingly, this is not the case: over the last years, reliability was even increasing in spite of growing product complexity and application stresses [19]. This was only possible because of distinct reliability engineering, which is examining the reasons for failure and analyzing the systems with statistical means. The basics to this approach, called the physics-of-failure-concept, as well as the degradation mechanisms will be introduced in this chapter.

3.1 Quality, Yield, Variations and Redundancy

‘Quality’ is the degree to which products or services satisfy or even exceed the requirements and expectations [20]. Simply spoken, this means the product is ‘fit for use’. In terms of SRAM, this means that the core cell is able to hold, read and write data.

‘Yield’ is the fraction of high-quality (i.e. fit-for-use) chips directly after production.

\[
Yield = \frac{\text{number of high-quality SRAM cells}}{\text{all SRAM cells}}
\]  

(3.1.1)

The two main reasons for reduced yield are local defects (randomly distributed in wafer- and assembly lots) and variations of physical and electrical parameters. The ‘random defects’ are caused by e.g. irregularities in material structure, effects of introduced particles, damages due to handling of wafers and assembly, etc. Their effect on yield and reliability depends on their size in relation to the dimensions of the affected functional structure. They are addressed by modern automated production techniques in high-class clean rooms. The ‘parameter variations’, however, are of statistical nature and represent differences between ideally identical physical elements of today’s deca-nanometer transistors. The reasons for this are very broad and refer to variations of e.g. doping fluctuations,
dimensions due to deposition, lithography and etching processes and related functional
electrical parameters (e.g. $V_{th}$, $g_m$, ...).
The variations are divided in global and local variations. While global variations, i.e.
differences between two dies, can be kept in narrow margins, local variations increase
with decreasing feature size. They obey Pelgrom’s law [5], which says that the standard
deviation of the threshold voltage is increasing with decreasing area of the device.

$$\sigma = \frac{A}{\sqrt{WL}}.$$  

So if the transistor area is divided by 2 (which is the case from one technology step to
the next), the standard deviation will increase by a factor of $\sqrt{2}$. This is why variations,
together with leakage, are the main challenge in semiconductor manufacturing today.
Generally, microelectronic circuits must be designed in a way that they have high yield
after production. This is done by e.g. simulations in all corners (different combinations of
PVT: process, voltage, temperature) and design techniques that make the circuit robust
against variations.

Although this is also done for memory circuits, it still cannot be guaranteed that all
cells in a Mega-Bit array are working correctly after production. This is mainly due to
variations on the tiny devices and the huge device count, which results in a non-vanishing
probability of single cells with up to $6\sigma$ variability. If $1\sigma$ of $V_{th}$ variation is assumed to
be around 40 mV in the 65 nm technology, this means $V_{th}$ variations of up to 240 mV.
This is approx. half of the absolute $V_{th}$ value!
Consequently, redundancy is commonly used to fight SRAM yield problems. After a burn-
in step to eliminate the weak cells, a functionality check of every single cell is performed,
which can be done in a reasonable time frame. Every cell (or every wordline) that does
not work is then re-routed with fuses in the periphery to a spare, additional cell in the
array. Then, if not too many cells were failing and enough spare cells were available, the
complete memory array is working properly. But this concept only works directly after
production, the fusing step cannot be done in-field.
But so far, yield was only considered directly after production. This will now be extended
to lifetime and is then called ‘reliability’.

### 3.2 Reliability Basics

Reliability = quality during use = stability of its properties and characteristics at time of
delivery during subsequent use under the intended conditions during the planned period
of use = yield over lifetime [20].
This means that a completely working circuit directly after production must keep its
properties over its lifetime so that after a couple of years, this circuit still is of high
quality. Unfortunately, there are degrading mechanisms based on the usage (electric fields,
temperature, flowing currents, ...). Some of them shift the parameters of the devices over
time, these are called parametrical degradation mechanisms and are subject of this work.
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Parametrical degradation mechanisms are adding to variations over lifetime [21].

Variations during lifetime = variations after production + degradation during lifetime

So it makes no sense to consider degradation effects isolated, they always appear together and on top of the unavoidable variations. This approach will be taken into account for SRAM circuits in this work.

The fundamental reliability aspects are now discussed with the help of an example of working semiconductor devices over time, taken from [22]. Table 3.1 shows the number of fails counted after each time segment. The cumulative number of fails is the complete number of non-working chips over time. Normalized to the sample size of 5000, it is called the probability of failure $F(t)$, better known as the cumulative density function (CDF) of failure. The derivative of the CDF is the failure probability density, which is the number of fails per time segment normalized to the complete sample size. It is better known as the probability density function (PDF). The failure rate $\lambda(t)$ (or hazard rate $h(t)$) is the number of fails per time segment normalized to the number of working samples. Since the number of fails is low in this example, both characteristics coincide, compare Fig. 3.1. The

<table>
<thead>
<tr>
<th>Time [years]</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fails count</td>
<td>15</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>15</td>
<td>25</td>
</tr>
<tr>
<td>$\sum$ fails</td>
<td>15</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>17</td>
<td>19</td>
<td>23</td>
<td>25</td>
<td>27</td>
<td>29</td>
<td>34</td>
<td>49</td>
<td>76</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3.1: Number of failures of a device over time with a sample size of 5000**

![Graph showing probability of failure $F(t)$, CDF, failure probability density $f(t)$, PDF, and failure rate, hazard rate $h(t)$](image_url)

Fig. 3.1: Cumulative density function (CDF), Probability density function (PDF) and bathtub-like failure rate $h(t)$. PDF and $h(t)$ coincide in this example.

shape of the failure rate curve $\lambda(t)$ is like the cross-section of a bathtub, it is therefore called the bathtub curve [23]. The characteristic shape of this most famous reliability
curve can be divided in 3 parts and results from the superposition of 3 fundamental failure rate curves, compare Fig. 3.2.

1. Infant mortality region with early failure rate

2. Useful operating life region with randomly distributed failure events vs. time, therefore almost constant failure rate

3. System wear-out region with wear-out failure rate (due to failure modes covered in this work)

![Bathtub Curve Diagram](image)

**Fig. 3.2: The characteristic shape of the bathtub curve results from the superposition of 3 failure rates: early-, constant- and wear-out-failure rate. This work is about the wear-out failure rate. [20]**

The early failures are because of products with production weaknesses, which still pass the functionality check but have some built-in defects. These normally do not live long, they fail during the first usage. In semiconductor industry, this is fought by special screening or 'burn-in': usage with raised temperature and voltage stresses the device so much that most of the infant mortality candidates fail during production test in the company and not at the customer.

The random failure rate phase is the phase of useful life. Failures in this period are not built in the product, but caused externally by the conditions of use, like overvoltage, radiation etc. The dominant value in this region is the mean time between failure MTBF. It is not predictable for a single device, it can only be determined for a big amount of devices via statistics. But with a huge number of devices, these statistics work very precisely. The random failure rate phase can be compared with radioactive decay: nobody knows about one specific atom when it will decay, but with the huge number of atoms in materials, the radioactive half-life can be determined very precisely. This half-life is an equivalent information to MTBF, but half-life is not a used term in semiconductor industry.

The wear-out region is the end-of-life region. Wear-out happens because of degrading mechanisms. These mechanisms do not start after some years, they start directly after production when the device is used. But after useful life, the degradation becomes so bad
3.3 Physics-of-Failure Concept

The physics-of-failure concept is an approach to design and development of reliable products to prevent failure based on the knowledge of root cause failure processes. It is based on understanding the effects of loads (stressors) on product materials and their influence on the lifetime with respect to the use conditions and time \(^{[20]}\).

This concept dominantly works for the wear-out zone of the bathtub curve. The root cause failure processes in this work are parametrical degradation mechanisms that are discussed in the following section 3.4.

These parametrical degradation mechanisms did not occur so drastically in the last decade, they are the result of continuous scaling. While scaling down the geometry of a microelectronic circuit with the factor \(1/k\), the supply voltage must be scaled with the same factor, otherwise the stressors are increasing. Table 3.2 shows the scaling principles of microelectronic components. The right column represents constant field scaling, the middle column non-constant field scaling at constant \(V_{DD}\). In practice, a value between those two extremes is given. The factor \(k\) typically is approx. \(\sqrt{2}\), e.g. between 90 nm and 65 nm technology.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(1)</th>
<th>(1/k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>supply voltage scaling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>packing density</td>
<td>(k^2)</td>
<td>(k^2)</td>
</tr>
<tr>
<td>drain current per channel width</td>
<td>(k^2)</td>
<td>(1)</td>
</tr>
<tr>
<td>current density</td>
<td>(k^3)</td>
<td>(k)</td>
</tr>
<tr>
<td>oxide field strength</td>
<td>(k)</td>
<td>(1)</td>
</tr>
<tr>
<td>power dissipation density</td>
<td>(k^3)</td>
<td>(1)</td>
</tr>
<tr>
<td>power dissipation per gate</td>
<td>(k)</td>
<td>(1/k)</td>
</tr>
<tr>
<td>gate delay</td>
<td>(1/k^2)</td>
<td>(1/k)</td>
</tr>
</tbody>
</table>

Table 3.2: Principle of scaling: if the supply voltage was scaled with the same factor \(1/k\) like the geometry (typically \(1/\sqrt{2}\) from one technology node to the next), all values except current density would either improve or stay the same. Unfortunately, supply voltage scaling is limited by noise and threshold voltage; therefore the voltage scaling is somewhere between both columns. This means increasing stressors. \(^{[24]}\)

The clear trend is, that operational stresses increase dependent on voltage scaling, but voltage scaling is limited by noise and threshold voltage. This is why the voltage cannot be scaled according to the geometry scaling factor (’non-constant field scaling’), and the
result is stronger electrical fields and therefore stronger degradation mechanisms in every technology node. They are the reason why this work is now done for 65 nm technology node, when the influence is starting to have heavy impact on the circuit behavior and its reliability.
When the stresses become so huge that the next scaling step is not possible anymore, materials research has to supply a new material with different properties. This is the case for high-$\kappa$ materials. With conventional $SiO_2$ gate dielectrics, the 65 nm technology node was one of the last to have reasonable performance in terms of leakage. The next minia-turisation step would have increased leakage so much that a new material with higher dielectric constant had to be found. It enables to increase the gate insulator thickness but keep or even improve the gate capacity, which is necessary for good transistor behavior. On the other hand, however, it is the source for a new parametrical degradation mechanism.

### 3.4 Parametrical Degradation Mechanisms

There are 4 different voltage and current scenarios for a metal oxide semiconductor field effect transistor (MOSFET) causing 3 types of parametrical degradation mechanisms:

1. Conducting transistor, but no electrical field over the channel and therefore no current $\rightarrow$ BTI (Bias Temperature Instability), left half of Fig. 3.3
2. Conducting transistor and electrical field over the channel, therefore current flowing $\rightarrow$ HCI (Hot Carrier Injection), right scenario in Fig. 3.3
3. Non-conducting transistor, but electrical field over the channel $\rightarrow$ off-state Stress or NCHCI (Non-conducting Hot Carrier Injection), 2nd from right in Fig. 3.3
4. Non-conducting transistor, no electrical field over the channel $\rightarrow$ no degradation mechanism (not considered further)

In Fig. 3.4 the corresponding regions in the output characteristic of a MOSFET are shown. In the following sections, these 4 parametric degradation effects will be discussed in detail.

BTI also occurs when the transistor is conducting, but the effect is reduced due to the lowering electric field along the channel from source to drain. As this mode is not of importance for SRAM cells, it will not be regarded here.
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Fig. 3.3: The 4 parametrical degradation effects caused by the 3 different connection scenarios. NBTI is only active for pMOS and PBTI is only active for nMOS, while HCI and NCHCI are active for both polarities.

Fig. 3.4: 3D plot of the output characteristic of a MOSFET. The fine line is separating the triode region from the saturation region. In every section of the plot, there is one active degradation mechanism.
3.5 Negative Bias Temperature Instability (NBTI)

3.5.1 NBTI threshold voltage drift $\Delta V_{th}$

Negative Bias Temperature Instability (NBTI) is a degradation effect that occurs on pMOS transistors in inversion without electric field over the channel [25] [26]. Fig. 3.5 on the left shows the stress conditions: gate is pulled to ground, while source and drain are both connected to $V_{DD}$. Many parameters will be shifted by NBTI, e.g. the transconductance $g_m$, the channel mobility $\mu_0$ or the on and off current. But all these shifted parameters can be modeled with the shift of only one core parameter, the threshold voltage. Fig. 3.5 on the right shows the transfer characteristic of a stressed vs. a non-stressed device. The threshold voltage $V_{th}$ got shifted to smaller values, i.e. a transistor with e.g. $V_{th} = -0.5V$ will degrade to e.g. $V_{th} = -0.55V$.

![Diagram of NBTI](image)

Fig. 3.5: Stress conditions (left) for NBTI and the impact of this degradation mechanisms on the output characteristic: shift of $V_{th}$ (right)

The shift of this threshold voltage due to NBTI was modeled. This is the formula which gives an estimation of the $V_{th}$ drift [27].

$$\Delta V_{th} = A \cdot (\frac{|V_{gs}|}{t_{inv}})^m \cdot \exp(\frac{\Delta E}{kT}) \cdot L^a \cdot W^\beta \cdot t^n$$ (3.5.4)

The formula can be divided in four parts, which represent several factors:

1. Electrical field dependency with power law. The exponent $m$ is getting bigger with smaller technology (90 nm: $\approx 2$, 65 nm: $\approx 4$, 32 nm: $\approx 5$). $t_{inv}$ is not the geometrical oxide thickness, but the effective electrical oxide thickness in inversion given by the location of the inversion layer, which is thicker. Here, the geometrical oxide thickness is 1.8 nm, but the $t_{inv}$ value is 2.85 nm.

2. Exponential Arrhenius temperature dependency with Boltzmann constant $k=8.617 \cdot 10^{-5}$ eV/K and effective activation energy $\Delta E$. 
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3. Geometry dependency over power law (L=length, W=width of the device)

4. Time dependency over power law

Using this formula for typical scenarios, Fig. 3.6 shows the plot of \( \Delta V_{th} \) over the gate source voltage \( V_{gs} \) for an example of \( 10^4 \) s stress time for two different temperatures. It is getting clear that the \( V_{th} \) drift is depending heavily on temperature and gate-source voltage.

![Plot of \( \Delta V_{th} \) over \( V_{gs} \)](image)

**Fig. 3.6:** \( \Delta V_{th} \) over \( V_{gs} \). Increasing temperature from room temperature to 125 \(^\circ\)C increases the \( V_{th} \) drift by a factor of 6. Doubling \( V_{gs} \) increases the \( V_{th} \) drift by a factor of 15.

The dependency on \( V_{gs} \) is calculated from:

\[
\frac{\Delta V_{t1}}{\Delta V_{t2}} = \left(\frac{V_{g1}}{V_{g2}}\right)^m = \left(\frac{V_{g1}}{V_{g2}}\right)^m
\]

So compared to nominal supply voltage of 1.2 V, for 1.0 V \( V_{gs} \) there is still 48\% \( \Delta V_{th} \), at 0.8 V \( V_{gs} \) there is 20\% and at 0.6 V \( V_{gs} \) a rest of 6\%. In other words, doubling \( V_{gs} \) increases \( \Delta V_{th} \) by about a factor of 15. But NBTI is also heavily depending on temperature. This shows the comparison of both curves in Fig. 3.6: one is for 25 \(^\circ\)C, the other one for 125 \(^\circ\)C. Increasing the temperature from room temperature to 125 \(^\circ\)C increases the \( \Delta V_{th} \) by about a factor of 6.

Fig. 3.7 shows \( \Delta V_{th} \) shift over linear lifetime. This shows the typical log-like behaviour so that 50\% of the final degradation after 10 years is reached after approx. 1 year.

To add several degradation scenarios resulting from several consecutive stress-steps, the single \( \Delta V_{th} \) cannot simply be added, since they are not adding linearly. Instead, the following equation must be used:

\[
\Delta_{tot} = (\Delta_1^{1/n} + \Delta_2^{1/n} + \Delta_3^{1/n} + \ldots)^n
\]

The worst case for SRAM products is 10 years @ 125 \(^\circ\)C and 1.32 V (110\% nominal \( V_{DD} \)),
resulting in almost 100 mV $\Delta V_{th}$, compare Fig. 3.7. But the biggest problem of NBTI is not only the $V_{th}$ shift, but two other major issues: variability and recovery [28], which are covered in the next two sections.

### 3.5.2 NBTI variability

The model provided so far only supports the mean value of threshold voltage drifts of big transistors (area in the $\mu m^2$ region). SRAM transistors have an area in the 5000 nm$^2$ region, which is about 2 orders of magnitude smaller. NBTI is a highly statistical process, as measurements on SRAM-sized pMOS transistors (W/L=90/65 nm) show in Fig. 3.8(a) and Table 3.3 [29]. After $10^4$ s stress with 2.4 V stress voltage at 125 °C, the threshold
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Voltage drift of each device varies between +40 mV and -150 mV. It is important to note that there are only a few mavericks that show \( V_{th} \) drift to more positive values. The scatter plot in 3.8(b) shows that the transistors with high threshold voltage values are not the devices with high threshold voltage drift. [29]. Both values are uncorrelated, which is good news for circuit design; this avoids single devices with extremely high threshold voltage after stress. While the threshold voltage is normal distributed over SRAM cells,

<table>
<thead>
<tr>
<th>( V_{th} ) (t=0)</th>
<th>( V_{th} ) (t=(10^4)s)</th>
<th>( \Delta V_{th} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.077</td>
<td>0.078</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>44.9mV</td>
</tr>
<tr>
<td></td>
<td></td>
<td>22.8mV</td>
</tr>
</tbody>
</table>

Table 3.3: Ratio of mean value and standard deviation shows a highly statistical process [29]

NBTI creates a shift of the mean value of this distribution. Additionally, the standard deviation seems to increase slightly (Fig. 3.9(a) and Table 3.3). Another hint to a wider \( V_{th} \) distribution after NBTI stress is the \( \Delta V_{th} \) distribution, which does not follow a Normal distribution exactly (Fig. 3.9(b)).

![Fig. 3.9: Distributions of absolute threshold voltage and threshold voltage drift taken from [29]](image)

(a) NBTI causes a mean value right-shift of threshold voltage, while the standard deviation is slightly increased. \( V_{th} \) is normal distributed pre and post NBTI stress.

(b) The threshold voltage drift does not show perfect Normal distribution. Too many transistors show a huge \( V_{th} \) shift.

3.5.3 NBTI recovery

NBTI not only has strong variability, but also shows recovering behavior after end of stress, compare Fig. 3.10. Measurements on huge single transistors in 90 nm technology (W=10 \( \mu \)m, L=0.12 \( \mu \)m) have shown that directly after termination of NBTI stress conditions, the \( V_{th} \) shift starts to drop [30]. In Fig. 3.11 the x axis represents the time after end of stress, while the y axis represents the \( V_{th} \) shift. This happens with extremely short
Fig. 3.10: Stress condition of NBTI and qualitative diagram of static and dynamic NBTI on single pMOS transistor: During stress, $V_{th}$ shift grows quasi-logarithmically. Directly after end of stress, $V_{th}$ rapidly decreases to a quasi-static value, which then only changes in very long timescales.

Fig. 3.11: Recovering behaviour of NBTI directly after end of stress. At 1 s after end of stress, approx. 50% of the $\Delta V_{th}$ has disappeared. Original plot taken from [30]
time constants, so that $1 \text{s}$ after end of stress, $50\%$ of the maximum $\Delta V_{th} @ 1 \mu\text{s}$ after end of stress has disappeared. This behaviour leads to 2 problems. First, the NBTI $\Delta V_{th}$ models would have to refer to a specific time after stress, since this value is changing drastically. For the currently used models, this is not the case. Second, all measurements would have to be done immediately (i.e. some ns after end of stress). This is not possible, and considering this effect in the measurements is a huge challenge.

3.5.4 NBTI physical background and modeling

NBTI appeared in 1967 [25], and in the 1970s, the first model describing this phenomenon was created: the reaction-diffusion model. This is based on the theory that H+ ions are trapped in the oxide by a diffusion process, which also explains the high temperature dependency [26]. Although this model was under discussion and was almost accepted for decades, it could not explain the recovery behavior precisely [31]. The model therefore got changed from ‘reaction-diffusion’ to ‘capture-emission’ in the last 2 years [32] [33]. Now it seems that diffusion is not involved in this process [31]. With this theory, degradation means trapping (’Capture’) of charges with a broad range of time constants, similar to $1/f$ noise. Recovery on the other hand means detrapping (’Emission’) of charges with comparably, but independent broad range of time constants, again similar to $1/f$ noise.

3.6 Positive Bias Temperature Instability (PBTI)

With scaling the transistor sizes and widths of dielectrics, leakage is becoming more and more dominant. Until 65 nm technology, leakage was in an acceptable region. But going below 65 nm requires the introduction of new gate dielectrics, which allows to increase gate thickness on one hand to decrease leakage, but at the same time increase or at least keep the dielectric properties. This can be done with new materials with a higher dielectric constant, so-called high-$\kappa$ dielectrics. Unfortunately, this is the source for another parametric degradation effect: the Positive Bias Temperature Instability (PBTI) for nMOS transistors. The behavior is very similar to NBTI: charges are trapped in the gate oxide [34]. But contrary to NBTI, no positive charges, but electrons are trapped. The result is threshold voltage drift to more positive values, so that the transistor is also getting weaker over time. Fig. 3.12 shows the stress conditions and the impact of this degradation mechanism. PBTI is even less understood than NBTI. Right now, PBTI is discussed not so often in literature, as even the much better known NBTI modeling is still not well understood. First measurements in Fig. 3.13 have shown that the amount of threshold voltage drift is similar to NBTI. Also, PBTI shows the same variability and recovery like NBTI [36]. So the analytic model describing the mean $V_{th}$ shift is similar to NBTI, but with a different set of parameters. But since 65 nm technology is a non-high-$\kappa$ technology, no PBTI exists, so this is not discussed further.
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Fig. 3.12: Stress conditions (left) for PBTI and the impact of this degradation mechanism on the output characteristic: shift of $V_{th}$ (right)

Fig. 3.13: Measurements show that the threshold voltage drift of NBTI and PBTI is about the same value under the same stress conditions. High-$\kappa$ material is a stack of $HfO_2/TiN$. Original plot taken from [35]
3.7 Hot Carrier Injection (HCI) and Non-conducting HCI (NCHCI)

Hot Carrier Injection (HCI) is the best understood parametrical degradation mechanism of all covered in this work. It was very famous in the 1980s, when supply voltages where higher [37]. This effect got reduced in its impact in the last decades by technology development, esp. drain engineering like Lightly Doped Drain (LDD). So in 130 nm technologies and below, the HCI effect almost disappeared. But now, with smaller and smaller channel lengths, the effect might return.

When carriers travel through regions of high electric field, they can gain large kinetic energy. When the mean energy is getting larger than that associated with the lattice in thermal equilibrium, they are called 'Hot' because the carriers were historically assumed to be thermally distributed at an effective temperature higher than that of the lattice [23]. These high-energy carriers can be injected into the gate oxide or cause interfacial damage.

To get enough kinetic energy, high electric fields are needed. Since $E=V/d$, the voltage $V_{ds}$ must be high and the distance $L$ (the length of the device) must be small. In 1970, $L$ was big, but so was $V_{ds}$. Nowadays, $V_{ds}$ got reduced to about 1 V, but the length got down to about 65 nm. This is why this effect came back.

Two mechanisms of HCI must be distinguished: conducting and non-conducting Hot Carriers. Non-conducting HCI is also called 'off-state stress'. While in the conducting HCI the source of the channel carriers is the drain current in the pinch-off region (at SRAM size in the 10 µA range), in the NCHCI case this is the channel off-current (at SRAM size in the pA range). Since the on-current is a factor of $10^6$ higher, it is clear that the effect of NCHCI is small compared to HCI.

The hot carrier damage will modify the electrical characteristics of the MOSFET device ($V_{th}$, $I_{on}$ etc.). These modifications can impact the functionality of SRAM cells.

3.7.1 Hot Carrier Injection (HCI)

When $V_{gs}$ is relatively high compared with $V_{ds}$, the resistivity along the inverted channel is nearly constant and the potential varies linearly between source and drain (Fig. 3.14(a)). If, however, $V_{gs}$ is comparable to or lower than $V_{ds}$, the inversion layer is much stronger on the source side than on the drain side, and the voltage drop due to the channel current is concentrated on the drain side, compare Fig. 3.14(b). Carriers traveling from the source to the drain can gain a considerable amount of energy in this drain-side high-field region [20]. The field can be so high that carriers gain a significant amount of energy between two scattering events.

So the device must be in saturation mode, which is $V_{gs} > V_{th}$ and $V_{ds} > V_{dsat}$. Only then the electrical field has a strong peak on the drain side of the device, which does not happen in triode region. High $V_{ds}$ and short $L$ lead to an extremely high lateral electric field on the drain side (compare Fig. 3.14(b)). While in analog circuits, minimum transistor lengths do not occur, it is the case for digital (and especially SRAM) circuits...
and therefore HCI is a possible candidate for a degradation mechanism. Some of the hot carriers gain so much energy that they can surmount the energy barrier at the Si/SiO$_2$ interface and be injected into the oxide. If the hot-carrier injection is strong enough, the trapped charges or generated defects will permanently modify the electric field and hence the electrical characteristics of the FET. This especially results in a degradation of the on-current. HCI is mostly degrading transistors with full $V_{ds}$ and $V_{gs}$. Then the transistor is in saturation with maximum overdrive voltage. In case $V_{gs}$ and/or $V_{ds}$ are reduced, the HCI degradation is lowered. Models have been developed to calculate the lowered current in the channel. This formula calculates the on-current degradation in percent [38]. Each device needs a distinct set of parameters $A$, $m$, $V_0$ and $n$.

$$\Delta I_D(\%) = A \cdot L^m \cdot \exp\left(\frac{V_{ds}}{V_0}\right) \cdot t^n$$  \hspace{1cm} (3.7.7)

Especially for nFETs, HCI is depending strongly on the applied drain-source voltage $V_{ds}$. This can be calculated from 3.7.7

$$\frac{\Delta I_{D1}}{\Delta I_{D2}} = \frac{\exp\left(-\frac{V_{ds1}}{V_{DS1}}\right)}{\exp\left(-\frac{V_{ds2}}{V_{DS2}}\right)} = \exp\left(-V_0\left(\frac{1}{V_{DS1}} - \frac{1}{V_{DS2}}\right)\right)$$  \hspace{1cm} (3.7.8)

So for nFETs, below a drain-source voltage of 1.0 V, this effect can be neglected, compare Fig. 3.15.

For pFETs, the dependency on the drain-source voltage is smaller, comparable to NBTI voltage dependency, compare Fig. 3.16.

### 3.7.2 Non-conducting HCI

For the non-conducting case, $V_{gs} = 0$ (or at least below $V_{th}$) and $V_{ds}$ is high. This means that the device is switched off, but an electric field over the channel exists. This is the reason
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![Graph showing HCI sensitivity of nFET on V_{ds}.](image1)

Fig. 3.15: HCI sensitivity of nFET on V_{ds}: strong degradation after 10 years with nominal or increased supply voltage. When V_{ds} is lowered to 1 V, HCI damage has disappeared.

![Graph showing HCI sensitivity of pFET on V_{ds}.](image2)

Fig. 3.16: HCI sensitivity of pFET on V_{ds}: less strong degradation compared to nFET, but still active with lowered supply voltage.
for subthreshold leakage currents in the channel, which causes the NCHCI phenomenon. NCHCI shows a strong dependency on channel length [39] [40]. Even small variations of channel length have high impact on the device lifetime [41]. The off-state degradation for nFETs is dominated by holes. The damage of the silicon dielectric is located at the drain region and results in increase of the threshold voltage [42]. This is the formula in 65 nm technology which gives an estimation of the NCHCI degradation in saturation current for nFET devices:

$$\frac{\Delta I_{on}}{I_{on}} = \frac{A}{100} \exp\left(-\frac{V_0}{V_{DD}}\right)(I_{off}t_{eq})^n$$  

(3.7.9)

But this formula is only accurate under burn-in or similar conditions, otherwise it might not be accurate. While $I_{off}$ represents the current density at burn-in conditions including all leakage currents, $t_{eq}$ is the total time the device is turned off. The parameters $A$, $V_0$ and $n$ are provided for each technology. Since the very important channel length $L$ does not appear in the formula, it is clear that this is only a rough estimation. The degradation impact is so small that a precise formula cannot be provided.

For p-channel devices in this technology, no significant current shifts by NCHCI have been observed.

### 3.8 Accelerated Stress Measurements

All the described degradation mechanisms need years under normal working conditions to significantly shift the transistor parameters until they reach the wear-out zone. But waiting for some years is not possible. Therefore the degradation mechanisms have to be accelerated. While in automotive industry, acceleration is done by extreme hot and cold temperatures and salty environment that lets the car age in 19 weeks to a simulated age of 12 years, in microelectronics it is done by elevated electric field and temperature. The ratio between the times necessary to obtain the same degradation result at different levels of one stress as effect of the same failure mechanisms is called the acceleration factor.

In this work, $V_{DD}$ is increased up to 2.2 V at a max. (and still allowed) temperature of 125 °C. Then 1.5 years of normal life at 125 °C are already reached after $10^4$ s, which is an acceleration factor of 5000. It is important not to increase the stressors ($V$, $T$) so much that another degradation mechanism is getting active. This is why in this work, the voltage was only elevated not higher than 2.2 V to keep the same degradation mechanism. It is important to keep in mind that elevated $V_{DD}$ and temperature is not a simple way to accelerate the aging of a complex circuit [27]. Different transistors see different voltages, and raising $V_{DD}$ does not accelerate all transistors and degradation effects by the same factor. So generally, raising $V_{DD}$ over the specified limits is not a realistic aging acceleration. Of course, the circuit will fail sooner or later, but this does not generally allow conclusions when the wear-out zone is reached under normal working conditions. This is only the case if only one dominant degradation mode is active.

Another problem of acceleration is that the acceleration voltage must be reset to normal operating condition for measurements, which does not happen in real circuits. This especially evokes the problem of the BTI recovery effect. The stress voltage must be reduced.
to normal supply voltage, which cannot be done arbitrarily fast. Especially for BTI, where 50% of the recovery process has happened in the first second after end of stress, this is a real problem and will be subject of chapter 6.

3.9 Summary

Yield is the fraction of fit-for-use circuits directly after production, while reliability is yield during or after lifetime. This work uses the physics-of-failure concept to identify the worst degradation mechanisms that affect the wear-out failure rate for 6T-SRAM core cells. Non-constant field scaling causes growing electrical fields in every new technology node, which is the motor of the parametric degradation effects BTI and HCI.

BTI, especially the better researched NBTI, shows strong variability and recovery, which is not yet modeled sufficiently. NBTI is active on pMOS devices on current technologies, while PBTI is active on nMOS devices and plays a role only in combination with high-κ gate dielectrics.

HCI is active on small gate lengths, which is the case especially on SRAM circuits. HCI on nFETs shows strong degradation only with drain-source voltages $>1$ V. HCI on pFETs is generally the weaker of both degradation effects, however, it shows degradation also for smaller drain-source voltages.

Non-conducting Hot Carrier degradation is based on the leakage current of the devices. It is therefore generally much smaller than conventional HCI, which is caused by on-currents. For the current technology, it is almost not observable.

To reach sufficient degradation values in reasonable timeframes for measurement, all degradation mechanisms need to be accelerated. With raised voltage and temperature, the effect can be speeded up by factors of some thousand, so a stress corresponding to end-of-lifetime can be reached within hours. It is important not to increase the stressors too much to guarantee the same degradation mechanisms as in the real use case. Especially for BTI and its recovery behavior, the increased stress voltage is a huge problem for the experiments, because after only 1 s, degradation has decreased to about 50% of the maximum degradation value directly after end of stress.
Part II

Parametric Degradations on 6T-SRAM Core Cells
Chapter 4

Simulations of the four Parametric Degradation Mechanisms

Abstract

The basics of degradation mechanisms and the 6T-SRAM circuit were given in the first part. Now the impact of each of the four parametric degradation mechanisms on the performance of the 6T-SRAM cell is examined. This is done in two steps. First, voltage and current conditions for each of the 6 transistors are simulated in a 65 nm low power technology during normal SRAM operations (Section 4.1). This shows when which mechanism is active and allows an estimation on how big each transistor degradation will be. Second, the sensitivity of SRAM performance to each transistor degradation is examined (Sections 4.2 to 4.5). The product of transistor degradation and cell sensitivity will result in the impact of each degradation mechanism and allows a ranking of these four. It is then possible to focus on the worst effects. The most important results are reported in


4.1 Voltage and Current in each Transistor

Each degradation mechanism can be related to one region in the output characteristics of a MOS transistor, compare Fig. 3.4 on page 27. Performing DC and transient analyses for the 3 use cases hold, read and write, the active degradation mechanisms can be determined for every single transistor. First, 6 DC analyses are done for hold state 0 with WL=BL=BLB=0. Fig. 4.1 shows the constant voltages $V_{GS}$ and $V_{DS}$ for each transistor. Fig. 4.2 shows the qualitative location of the bias points of the 6 transistors in one output characteristics. During
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Fig. 4.1: Gate-Source voltages $V_{gs}$ and Drain-Source voltages $V_{ds}$ with the corresponding degradation mechanisms of a 6T-SRAM circuit in hold state 0.

Fig. 4.2: Stable DC points of the 6 transistors in hold state 0. While PL2 and PD1 suffer BTI stress, PL1, PD2 and PG2 experience off-state stress. PG1 is not affected at all, compare Fig. 4.1.
'hold' of '0', PL2 suffers NBTI, while PD1 suffers PBTI. PL1, PD2 and PG2 suffer off-state stress. PG1 on all terminals is connected with 0 V, so no degradation mechanism is active. Of course, the conditions switch between the pairs of pullup-, pulldown- and access-transistors when the cell holds a '1'.

Next, 6 DC analyses are performed for read state with WL=BL=BLB=1. Fig. 4.3 shows the voltages $V_{GS}$ and $V_{DS}$ for each transistor. Figs. 4.4, 4.5 and 4.6 show the bias points of the 6 transistors in 3 output characteristics. The situation for the four pullup- and pulldown-transistors is close to 'hold' state, only the situation for the access-transistors changes. Node 'S' is raised to approx. 0.1 V, and a current, namely the read current, is visible through PG1 and PD1, which puts PG1 into the HCI area. PL2 keeps suffering NBTI, and PD2 is still in the PBTI area. PL1 and PD2 suffer off-state stress. PG2 is on all terminals connected to 1.2 V, so no degradation mechanism is active.

DC analysis of read state alone does not capture a read cycle completely. Contrary to hold, read state only lasts until the sense amplifier kicks in and switches off the WL, which terminates the read state and goes back to hold state. So read state never gets to a steady state, this is why an additional transient analysis is necessary (Fig. 4.7). It shows that for typical capacitances of BL=100 fF and BL to BLB=1.6 fF, read current only flows for less than 1 ns. Then the BL on '0' side is discharged to approx. 1 V, and the information is read.

The last simulations are done for a write cycle. This is the only cycle where memory state changes, this is why the results of the 6 transient analyses are printed individually for each transistor (Figs. 4.8 to 4.13). First in read state 1, the BL is lowered to 0, which makes the cell switch to S=0. So in this simulation, the WL is opened first with BL=BLB=1 (read state), then BL or BLB side is switched to 0 (write the 0). It is also possible to set BL and BLB to 1/0 or 0/1 first, and then open the WL. But the difference in the

Fig. 4.3: Voltage conditions of a 6T-SRAM circuit in read state 0. Node S is raised to approx. 0.1 V and read current is flowing on the '0' memory side, resulting in HCI degradation for access transistor PG1.
Fig. 4.4: Stable bias points of the two pMOS pullup transistors during read state 0. While PL2 suffers NBTI stress, PL1 experiences off-state stress.

Fig. 4.5: Stable bias points of the two nMOS access transistors during read state 0. While PG2 does not see any electrical stress, PG1 experiences HCI degradation.
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Fig. 4.6: Stable bias points of the two nMOS pulldown transistors during read state 0. While PD1 suffers PBTI stress, PD2 experiences off-state stress.

Fig. 4.7: Discharging BL capacity with read current takes about 0.5 ns to reduce voltage to 1 V. Then the sense amplifier kicks in and terminates the read cycle.
transient analyses is marginal. The result of the switching is that the pullups and pulldowns are switched from BTI to NCHCI area, but without going deeply into HCI area. Only access transistors start in HCI area, then go to PBTI- and no-stress-area.

Fig. 4.8: Transient behavior of pullup PL1 during write cycle from 1 to 0. After NBTI stress, PL1 suffers off-state stress.

Fig. 4.9: Transient behavior of pullup PL2 during write cycle from 1 to 0. After off-state stress, PL2 suffers NBTI stress.

Again, additional to the voltage curves, the timing information is necessary. In Fig. 4.14 the transient analysis of a write cycle is plotted. Since the BL need not be discharged, this cycle is even faster than reading. The complete shift is done in approx. 0.5 ns.
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Fig. 4.10: Transient behavior of pulldown PD1 during write cycle from 1 to 0. After off-state stress, PD1 suffers PBTI stress.

Fig. 4.11: Transient behavior of pulldown PD2 during write cycle from 1 to 0. After PBTI stress, PD2 suffers off-state stress.
Fig. 4.12: Transient behavior of access PG1 during write cycle from 1 to 0. After HCI stress, PG1 experiences PBTI stress.

Fig. 4.13: Transient behavior of access PG2 during write cycle from 1 to 0. After HCI stress, PG2 does not see any more stress.
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So the result of all simulations is that one pullup and the opposite pulldown are suffering BTI during hold and read. HCI is only active during the very short read and the even shorter write cycle on one access transistor. Tables 4.1 and 4.2 show an overview of all transistors in all possible situations, describing their degradation mechanism. Table 4.3 shows the core results of these simulations.

After simulation of the voltages and currents to determine the different degradation mechanisms, the sensitivities to each degradation mechanism are examined individually in the next sections.

Fig. 4.14: Timing behavior of a write cycle: done in 0.5 ns.
### Table 4.1: Overview of the four degradation mechanisms NBTI, PBTI, HCI and NCHCI on all possible SRAM modes. This table focuses on the '0' memory state. It shows which degradation mechanism is activated during which operation mode. Write 0 to 0 means to write a 0 to the cell which is already in 0 state.

<table>
<thead>
<tr>
<th>State</th>
<th>Hold 0</th>
<th>Read 0</th>
<th>Write 1 to 0</th>
<th>Write 0 to 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pullup PL1</td>
<td>NCHCI</td>
<td>NCHCI</td>
<td>first NBTI then NCHCI</td>
<td>NCHCI</td>
</tr>
<tr>
<td>Pullup PL2</td>
<td>NBTI</td>
<td>NBTI</td>
<td>first NCHI then NBTI</td>
<td>NBTI</td>
</tr>
<tr>
<td>Pulldown PD1</td>
<td>PBTI</td>
<td>PBTI</td>
<td>first NCHI then PBTI</td>
<td>PBTI</td>
</tr>
<tr>
<td>Pulldown PD2</td>
<td>NCHCI</td>
<td>NCHCI</td>
<td>first PBTI then NCHCI</td>
<td>NCHCI</td>
</tr>
<tr>
<td>Access PG1</td>
<td>n/a</td>
<td>HCI</td>
<td>first HCI then PBTI</td>
<td>PBTI</td>
</tr>
<tr>
<td>Access PG2</td>
<td>NCHCI</td>
<td>n/a</td>
<td>first HCI then n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 4.2: Overview of the four degradation mechanisms NBTI, PBTI, HCI and NCHCI on all possible SRAM modes. This table focuses on the '1' memory state. The pairs of pullups, pulldowns and access-transistors have switched their degradation mechanisms, compare Table 4.1. Write 1 to 1 means to write a 1 to the cell which is already in 1 state.

<table>
<thead>
<tr>
<th>State</th>
<th>Hold 1</th>
<th>Read 1</th>
<th>Write 0 to 1</th>
<th>Write 1 to 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pullup PL1</td>
<td>NBTI</td>
<td>NBTI</td>
<td>first NCHI then NBTI</td>
<td>NBTI</td>
</tr>
<tr>
<td>Pullup PL2</td>
<td>NCHCI</td>
<td>NCHCI</td>
<td>first NBTI then NCHCI</td>
<td>NCHCI</td>
</tr>
<tr>
<td>Pulldown PD1</td>
<td>NCHCI</td>
<td>NCHCI</td>
<td>first PBTI then NCHCI</td>
<td>NCHCI</td>
</tr>
<tr>
<td>Pulldown PD2</td>
<td>PBTI</td>
<td>PBTI</td>
<td>first NCHCI then PBTI</td>
<td>PBTI</td>
</tr>
<tr>
<td>Access PG1</td>
<td>NCHCI</td>
<td>n/a</td>
<td>first HCI then n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Access PG2</td>
<td>n/a</td>
<td>HCI</td>
<td>first HCI then PBTI</td>
<td>PBTI</td>
</tr>
</tbody>
</table>

### Table 4.3: Summary of the most important degradation effects during the 3 states Hold, Read and Write

<table>
<thead>
<tr>
<th>State</th>
<th>Most important effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hold</td>
<td>NBTI on '1'-side pullup</td>
</tr>
<tr>
<td></td>
<td>PBTI on opposite pulldown</td>
</tr>
<tr>
<td></td>
<td>NCHCI on the rest</td>
</tr>
<tr>
<td>Read</td>
<td>like 'Hold’, but with HCI on '0'-side access transistor</td>
</tr>
<tr>
<td>Write</td>
<td>like 'Hold’, but switching from one SRAM side to the other</td>
</tr>
</tbody>
</table>
4.2 Negative Bias Temperature Instability

The voltage and current characteristics show that NBTI is active during all cycles hold, read and write. Especially the 'hold' cycle is important, because reading and writing only takes very short time in the ns-range. Hold, on the other hand, can be done for years! This section will explore the sensitivity of SRAM performance to NBTI-degraded pullup transistors. The pulldown- and access-transistors are all n-type and therefore do not show NBTI degradation in the SRAM modes of operation.

4.2.1 NBTI sensitivity

To simulate the NBTI degradation, the equivalent circuit in Fig. 4.15 (based on the findings of section 3.5.1 on page 28) is used. Fig. 4.16 shows the sensitivity simulation setup: Artificial threshold voltage drift $\Delta V_{th}$ is applied to one of both pMOS pullups. Then the 4 performance metrics SNM(read), SNM(hold), I(read) and WriteLevel (compare Section 2.2 starting on page 10) are simulated. This is done for max. $\Delta V_{th} = 100 \text{ mV}$, because this is worst case for products: 10 years @ $125^\circ \text{C}$ and $110\%V_{DD}=1.32 \text{ V}$.

Fig. 4.17 shows the normalized impact on hold and read stability. 2 curves are plotted for each stability, because the result depends on whether the artificial degradation was applied to the '0' or '1' side of the memory cell, i.e. if PL1 or PL2 got degraded. Generally, NBTI degradation on the '1' side makes the cell less stable. This is because the conducting pullup has to be turned off to switch the cell, which is easier for a degraded transistor. In contrast, NBTI degradation on the '0' side of the cell means that the non-conducting pullup has to be turned on to switch the cell, which is harder for a degraded transistor. This is why NBTI degradation on the '0' side does not affect (or even improves) the stability of the cell. But since the cell must keep working for both directions, we focus on the bad case of losing stability. A $V_{th}$ shift of $-100 \text{ mV}$ on one pMOS pullup due to NBTI result in approx. -7% hold stability and -10% read stability. So read stability shows more
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Fig. 4.16: Simulation setup of NBTI sensitivity: one pullup is artificially NBTI degraded by applying a threshold voltage shift like in Fig. 4.15. The other pullup is kept with nominal threshold voltage.

Fig. 4.17: Simulation of hold- and read-stability SNM: if drift is applied on the '1' memory side, SRAM is losing stability. 100 mV $V_{th}$ drift result in approx. 10% read stability loss.
sensitivity to NBTI, but this is only true for nominal operation voltage. Fig. 4.18 shows the impact on $I_{\text{read}}$ and therefore the speed of the cell. NBTI degradation does not have any impact on read current. This is because read current only flows through access- and pulldown-transistors, the pullup does not matter. So the maximum speed of reading a cell is not influenced by NBTI.

![Graph showing the impact of NBTI on normalized read current.](image)

**Fig. 4.18: Simulation of read current: NBTI does not affect this value.**

Fig. 4.19 shows the impact on Write Level and therefore the writeability of the cell. Since writeability and stability behave oppositely, the already observed loss of stability makes the cell easier to write. This again depends on whether the degradation happened on the ‘0’ or on the ‘1’ side of the cell. 100 mV degradation on the ‘1’ side make the cell approx. 11% better writeable, which represents less stability. Degradation on the ‘0’ side does not impact the cell, like it did not impact read stability before.

### 4.2.2 NBTI conclusion

Altogether, the SRAM cell is quite sensitive to NBTI pullup degradation. During long hold times, the pullup on the ‘1’ memory side degrades and reduces the stability of the cell, compare Table 4.4.

<table>
<thead>
<tr>
<th>SNM(read)</th>
<th>SNM(hold)</th>
<th>$I_{\text{read}}$</th>
<th>Write Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>-10%</td>
<td>-7%</td>
<td>n/a</td>
<td>+11%</td>
</tr>
</tbody>
</table>

**Table 4.4: Sensitivity of SRAM performances for worst case of 100 mV NBTI-induced $\Delta V_{th}$ degradation. -100 mV refer to 10 years @125 °C and 1.32 V.**
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4.3 Positive Bias Temperature Instability

The current and voltage characteristics show that PBTI is active during all cycles hold, read and write. This section will explore the sensitivity of SRAM performances to PBTI-degraded pulldown- and access-transistors. The pullup transistors are p-type and therefore do not show PBTI degradation in the SRAM modes of operation.

4.3.1 PBTI pulldown sensitivity

To simulate the PBTI degradation, the equivalent circuit in Fig. 4.20 is used. Fig. 4.21 shows the sensitivity simulation setup for pulldowns. Artificial threshold voltage drift $\Delta V_{th}$ is applied to one of both nMOS pulldowns. Then the 4 performance metrics SNM(read), SNM(hold), I(read) and WriteLevel are simulated. Again, $\Delta V_{th}$ is simulated for max. 100 mV under the assumption that PBTI will behave like NBTI in the future. Fig. 4.22 shows the impact of PBTI on pulldown transistor on read stability. 100 mV PBTI drift cause a read stability reduction of 20%. This is immense sensitivity! Fig. 4.23 shows the impact of PBTI on pulldown transistor on hold stability, which is less critical than read stability. Only 3% of hold stability reduction occurs on 100 mV PBTI drift. Fig. 4.24 shows the impact on $I_{\text{read}}$. Contrary to pullup NBTI degradation, PBTI on pulldown also impacts the speed of the cell. 9% speed is lost when 100 mV artificial PBTI drift are applied to one pulldown device. Fig. 4.25 shows the impact on Write Level. The writeability of the cell can be improved by 7% if the degradation occurs on the '1' side of the cell.

![Fig. 4.19: Simulation of Write Level: if threshold voltage shift is applied on the '1' side of the memory cell, writeability can be improved.](image-url)
4.3. Positive Bias Temperature Instability

Fig. 4.20: Modeling PBTI on degraded nMOS transistors: shift in threshold voltage, $\Delta V_{th} > 0$

Fig. 4.21: Simulation setup of PBTI pulldown sensitivity: one pulldown is artificially PBTI degraded by applying a threshold voltage shift.
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Fig. 4.22: Simulation of read stability SNM: if drift is applied on the '0' memory side, SRAM is losing 20% stability.

Fig. 4.23: Simulation of hold stability SNM: if drift is applied on the '0' memory side, SRAM is losing 3% stability.
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Fig. 4.24: Simulation of read current: if drift is applied on the '0' memory side, SRAM is losing 9% speed.

Fig. 4.25: Simulation of write level: if drift is applied on the '0' memory side, SRAM is gaining 7% writeability.
4.3.2 PBTI access sensitivity

Fig. 4.26 shows the sensitivity simulation setup for access transistors. Again, the equivalent circuit depicted in Fig. 4.20 is used. Fig. 4.27 shows the impact of PBTI on access transistor on read stability. Degradation of the access device improves read stability, because a weaker transistor allows less bitline influence on the memory node. Hold stability is of course not affected by PBTI, because during 'hold', the access transistor is switched off. This is why this simulation does not make sense here. Fig. 4.28 shows the impact on $I_{\text{read}}$. Almost 12% speed are lost with 100 mV artificial PBTI drift on the access transistor. Fig. 4.29 shows the impact on Write Level and therefore the writeability of the cell. 23% writeability are lost by 100 mV threshold voltage drift of the pulldown.

Fig. 4.26: Simulation setup of PBTI access sensitivity: one access is artificially PBTI degraded by applying a threshold voltage shift.

4.3.3 PBTI conclusion

Altogether, the SRAM cell is very sensitive to PBTI pullup- and access-degradation. An overview of the sensitivity is provided in Table 4.5. 100 mV degradation of the pulldown device results in 20% read stability degradation and 9% speed degradation. The stability is degraded twice as much as compared to pullup NBTI degradation. 100 mV degradation of the access device results in 23% degradation of speed and writeability, respectively.
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Fig. 4.27: Simulation of read stability SNM: if drift is applied on the '0' memory side, SRAM is gaining 18% stability.

Fig. 4.28: Simulation of read current: if drift is applied on the '0' memory side, SRAM is losing 23% speed.
Fig. 4.29: Simulation of Write Level: if drift is applied on the ‘1’ memory side, SRAM is losing 23% writeability.

Table 4.5: Sensitivity of SRAM performances for worst case of 100 mV PBTI-induced \( \Delta V_{th} \) degradation of pulldown- and access transistor. 100 mV refer to 10 years @125 \(^\circ\)C and 1.32 V, if PBTI is assumed to follow the same estimation as NBTI.
4.4 Hot Carrier Injection

HCI is a strong candidate for transistors with short gate lengths. Contrary to analog circuits with longer than minimum transistor dimensions, short gate lengths are realized in SRAM core cells. This is why this degradation effect might occur here. The V/I characteristics of each transistor show that only the pullup- and access-transistors experience conditions in the Hot Carrier Injection region during normal lifetime operations. Therefore in this section, the sensitivity of the SRAM cell on HCI-degraded pullup- and access-transistors is examined.

4.4.1 HCI of pullup transistor

The worst HCI point in the pullup curves is during the write cycle in the region of $V_{gs}=0.8$ V, compare Figs. 4.8 and 4.9 on page 48. The current is maximum for this gate-source voltage and therefore, it is close to the HCI region in the output characteristics. If this voltage was applied for 10 years, it would result in 1% $I_{on}$ degradation (using formula 3.7.7 on page 36). But this voltage is applied only very short-time (less than 1 ns) during each write cycle. If 10% of the complete switching time was assumed to be in this HCI region and the cell is re-written all the time like in a ring-oscillator, then there was a 0.5% $I_{on}$ degradation, which is too small to be regarded here.

4.4.2 HCI sensitivity of access transistor

The only real HCI candidate therefore is the access transistor, because during read and during write, one or two access transistors are conducting in the saturation region with $V_{ds}$ close to $V_{DD}$ and appreciable $I_d$ flowing, compare c and 4.13 on page 50. The sensitivity of the access transistor to HCI is reduced slightly because in 65 nm technology, it is not designed as a minimum length device: it has 70 nm instead of 65 nm. To simulate the impact of a HCI degraded access-transistor, the setup in Fig. 4.30 is used. To simulate the HCI degradation on one transistor, the equivalent circuit in Fig. 4.31 is used. It divides the $I_{on}$ degradation, which is the output of the HCI simulator formula 3.7.7, into a threshold voltage drift and a drain current degradation. This is done to account for the $V_{gs}$ dependency of the Hot Carrier effect: observed $I_D$ degradation as a function of $V_{GS}$ increases as $V_{GS}$ decreases to $V_{th}$.

The 3 performance parameters Write Level, Iread and SNMread were now simulated as a function of the $I_{on}$ current degradation, which was determined to be in the 10% range. SNM(hold) must not be determined, since the access transistor is not active during hold and therefore has no impact at all.

The results of the simulations are: Write Level is decreased as much as the Ion is decreased at the ‘1’ sided access transistor, compare Fig. 4.32. Speed is reduced as much as the Ion is reduced at the ‘0’ sided access transistor, compare Fig. 4.33. Stability increases as much as the Ion is degraded at the ‘0’ sided access transistor, compare Fig. 4.34.
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Fig. 4.30: Simulation setup for HCI access sensitivity. One access transistor is artificially HCI degraded by a mixture of threshold voltage- and Ion-drift

Fig. 4.31: Modeling a HCI degraded transistor: the degradation factor 'deg' is divided into a threshold voltage shift and a drain current degradation to account for the $V_{gs}$ dependency of the Hot Carrier effect. The 'deg' value is the HCI degradation in the following plots.
4.4. Hot Carrier Injection

Fig. 4.32: Simulation of Write Level: if HCI degradation is applied to the ‘1’ memory side, SRAM is losing 11% writeability.

Fig. 4.33: Simulation of Iread: if HCI degradation is applied to the ‘0’ memory side, SRAM is losing 12% speed.
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As a rule of thumb, the 3 performance parameters vary about the same fraction as the HCI degradation. This means, when access transistor is degraded by N % \( I_d \), ...
Write level is decreased about N %
\( I_{\text{read}} \) is decreased about N %
SNM(read) is increased about N % (but remains constant for the worse side).
Referred to the worst case of 10% \( I_{\text{on}} \) degradation, the 6T-SRAM circuit is remarkably sensitive to a HCI degraded access transistor.

<table>
<thead>
<tr>
<th>SNM(read)</th>
<th>SNM(hold)</th>
<th>( I_{\text{read}} )</th>
<th>Write Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>n/a</td>
<td>-12%</td>
<td>-11%</td>
</tr>
</tbody>
</table>

Table 4.6: Sensitivity of SRAM performances for -10% HCI degradation on access transistor

But the HCI-active region in the output characteristic is only active for a very short time in the sub-ns region. So the question is: how big is the ∆\( I_{\text{on}} \) degradation caused by regular SRAM operation?
To answer this question, 3 different estimation scenarios were assumed.

1. Artificially keep the cell in static read state, which is not realistic, but can be done under test conditions. The '0' memory side is getting degraded.

2. Artificially keep switching the cell between its two states like in a ring oscillator. Then the '0' as well as the '1' side is getting degraded.

3. Estimate real operating conditions based on the assumption of a 1 MBit array that uses all cells equally often.
4.4.3 Static reading for 10 years

This assumption is not a realistic case, but provides a worst case scenario. Formula 3.7.7 can be used to simulate a static read case for 10 years. For \( t = 87600 \) hours (10 years), \( V_{ds} = 1.083 \) V (the '0' memory node has approx. 0.1 V during read state) and \( l = 70 \) nm, the \( \Delta I_{on} \) degradation adds up to 0.43%. Even if the max. allowed voltage of 1.32 V is assumed, \( V_{ds} = 1.181 \) V and the \( \Delta I_{on} \) degradation only adds up to 2.14%.

4.4.4 Continuous switching for 10 years

This is the second worst case scenario, which does not represent a realistic case. Hot carrier effects occur in nFET devices when \( V_{ds} \) is close to \( V_{DD} \) and appreciable \( I_d \) is flowing. For typical CMOS circuits, these conditions occur only during switching transients. In this case, equivalent stress time \( t(eq) \) can be approximated by the formula

\[
t_{eq} = ITR \cdot F(TTR) \cdot SF \cdot t_{use}
\]  

with

- \( ITR \) = ratio of gate voltage rise time (10-90%) to total cycle time
- \( TTR \) = ratio of drain voltage fall time (10-90%) to gate voltage rise time (10-90%)
- \( SF \) = switching factor (the fraction of cycles in which the NFET switches on; rising input, falling output)
- \( t_{use} \) = actual use time in hours.

In this case,
- input rise time = 100 ps when WL is raised.
- output fall time = 200 ps when memory state changes
- cycle time = 1 ns
- switching factor = 1/4
- \( V_{DD} = 1.2 \) V, \( L = 0.07 \mu m \), \( ITR = 0.1 \), \( TTR = 2 \).

\[
F(TTR) = A \cdot \left( \frac{TTR^{m1}}{1 + B \cdot TTR^{m2}} \right)^n
\]  

\( t_{eq} \) therefore is 657 h and the formula gives 0.36% for 10 years of switching and only 1.78% for 1.32 V and 10 years.
Both values are close to the static reading case, and again both are too low to be considered within this work.

4.4.5 Real operating conditions

After two worst case scenarios to determine the upper limit of HCI impact, this third use case is oriented on real operating conditions. After 10 years of operating lifetime with typically 128 wordlines per SRAM macro, each wordline was switched on for about 0.1 year. Two memory states exist, but there is only current flowing in the '0' memory
state, which divides the on-time by 2. The result is 0.05 years of current flowing in the cell, which is about 18 days. The typical user profile of a mobile phone nowadays is 8% talking, 8% listening to music, 4% writing SMS. During all these times, the processor voltage is reduced to 1 V, because there are no challenges for the processor and leakage can be reduced. Only 9% of the lifetime is used for videobrowsing or other computation-intensive tasks, where $V_{DD}$ is increased by 10%. This means that in 10 years of lifetime, a mobile phone is HCI-degraded only for about 10% of the time, which is 1.8 days (approx. 40 hours). Only during 50% of this time, the wordline is really high, which means a total time of 20 hours in 10 years of lifetime.

Using the HCI formula 3.7.7, this translates to less than 0.1% $I_{on}$ degradation. This is totally neglectable.

4.4.6 HCI Conclusion

Estimating the HCI degradation with 3 different scenarios resulted in different $I_{on}$ degradation values. The unrealistic worst-case scenarios for endless reading or endless switching showed maximum HCI $I_{on}$ degradations of 2%. Realistic estimations for SRAM-like usage showed HCI degradation $<0.1\%$. So although minimum gate lengths are used for SRAM transistors, which is a precondition for HCI problems, the times of switching are so short, that only non-realistic all-time switching scenarios lead to remarkable performance degradation.

This is why HCI in the end is not regarded a problem for SRAM compared to the much higher impact mechanisms NBTI and PBTI.

4.5 Off-State Stress

Three facts suggest that 6T-SRAM core cells might be a candidate for strong NCHCI degradation. First, V-I analyses have shown that some devices of the core cell are very long time under NCHCI conditions. During long hold of data, one pullup, one pulldown and one access transistor are suffering NCHCI stress. This behavior is contrary to HCI, which only shows up on one access transistor very shortly during read access.

Second, NCHCI is increasing with short channel lengths, which is true for SRAM cells. While the transistors are too large in analog applications, the tiny SRAM transistors are small enough to fulfill this condition.

Third, the SRAM circuit is sensitive to HCI-degraded transistors (and therefore also to NCHCI-degraded transistors), which was found in section 4.4 on page 63.

However, the impact on the current 65 nm technology is almost negligible. In section 3.7.2, it was found that p-channel transistors do not show any off-state stress degradation in this technology node. nMOS transistors at least provide a formula, but which is only valid for burn-in conditions. Therefore, this is only a candidate for smaller future technologies and is neglected within the focus of this work. Only in future, with even smaller gate lengths, the impact might increase so much that it will affect the performance of the cell.
4.6 NBTI plus PBTI

Examining each degradation mechanism alone has shown that in normal life, only NBTI and PBTI have serious impact on the performance of SRAM [43]. It is therefore important to check how both degradation mechanisms together impact SRAM. Long hold of one memory state degrades both the pullup on the ‘1’ side by NBTI and the pulldown on the ‘0’ side by PBTI. The problem then is a completely asymmetrical cell. These simulation results are made under the assumption that the absolute threshold voltage drift for NBTI and PBTI is equal. The sensitivity simulation is again done like for NBTI and PBTI alone, by artificially applying a threshold voltage drift to both pullup and pulldown transistors. Fig. 4.36 shows how NBTI and PBTI are adding to huge impact on read stability. For -100 mV NBTI and 100 mV PBTI degradation, read stability is reduced by almost 30%! Fig. 4.37 shows how NBTI and PBTI together have strong impact on hold stability, and Fig. 4.38 shows how NBTI and PBTI together have impact on read current. Fig. 4.39 shows how NBTI and PBTI together have impact on Write Level. Fig. 4.40 shows the impact of NBTI plus PBTI on the yield of a 256k SRAM array. The criterion is one failing cell. These calculations were done with the ‘Worst Case Distance’ algorithm [44], which gives the same result as Monte Carlo simulations, but with less computing effort. Fig. 4.41 shows the yield of a single core cell after the impact of NBTI plus PBTI.

Altogether, the pulldown is the most critical device in terms of degradation. It shows strong PBTI $V_{th}$ shift and is very sensitive to SRAM performances. The pullup is the second critical device. It also shows strong NBTI $V_{th}$ shift, but SRAM performances only show half the sensitivity compared to the pullup degradation. The access transistor is the least critical device. SRAM performances show strong sensitivity to its degradation,
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Fig. 4.36: Simulation of read stability for NBTI plus PBTI. Both effects are adding to 30% read stability loss.

Fig. 4.37: Simulation of hold stability for NBTI plus PBTI.
4.6. NBTI plus PBTI

Fig. 4.38: Simulation of read current for NBTI plus PBTI.

Fig. 4.39: Simulation of Write Level for NBTI plus PBTI.
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Fig. 4.40: Yield including global and local variations after long hold of one state with NBTI plus PBTI degradation for a 256 kBit cell array. If at least one cell in the complete array is failing, the whole array is considered as failing.

Fig. 4.41: Yield including global and local variations after long hold of one state with NBTI and PBTI degradation for a single bit cell.
but it is hardly PBTI stressed and therefore shows only little $V_{th}$ shift.

The ranking of degradation mechanisms clearly puts NBTI on the less critical position. Realistic worst case scenarios show a maximum SRAM performance degradation of approx. 10% on standard metrics. Compared to that, PBTI is much more critical for SRAM core cells. If the $V_{th}$ shift is assumed to be in the same region like pMOS $V_{th}$ shift, the performance degradation with approx. 21% is about double. Regarding literature, this might be the case in the future. Combination of NBTI and PBTI on hold state for DF=1 is adding the problems: 29% SNM(read) degradation for -100 mV NBTI and +100 mV PBTI shift.

### 4.7 Conclusion

After examining the operating conditions of each transistor in the 6T-SRAM cell, the impact of the 4 existing degradation mechanisms can be summarized, including the findings of chapter 3.

- HCI does not affect the cell in normal use conditions because the time it is active is too short.
- NC-HCI does not affect the cell because the degradation by off-state stress is too small.
- PBTI does not affect the cell because in the used 65 nm technology in this work, this degradation mechanism almost does not exist. But in future technology nodes, it was shown that it will have tremendous impact.
- NBTI is the only degradation mechanism that exists for the used technology. It is most severe after long 'hold' states, and impacts the stability of the memory cell.

Table 4.7 shows the overview on the results.

<table>
<thead>
<tr>
<th>Degradation Effect</th>
<th>Triggered</th>
<th>cell sensitivity</th>
<th>degradation in 65nm</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>NBTI</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>HIGH</td>
</tr>
<tr>
<td>PBTI</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>LOW</td>
</tr>
<tr>
<td>HCI</td>
<td>short</td>
<td>yes</td>
<td>yes</td>
<td>LOW</td>
</tr>
<tr>
<td>NCHCI</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>LOW</td>
</tr>
</tbody>
</table>

Table 4.7: Overview of the impact of the 4 parametrical degradation mechanisms on 6T-SRAM

Therefore, in the rest of this work the focus will be on NBTI.

Simulations now answered many questions about the impact of parametric degradation mechanisms on 6T-SRAM core cells. But there are three reasons why measurements now need to be done additional to the simulations.

1. Degradation is adding to variability. Only the sum of both, where variability is worse than degradation, are critical for a circuit.
2. Degradation itself has tremendous variability. Especially in SRAM arrays with thousands or even millions of cells, this variability is a big concern.

3. NBTI shows strong and fast recovery behavior. The impact of this must be evaluated.

All these aspects are covered in chapters 5 and 6 of this work.
Chapter 5

Stability Analysis of SRAM Arrays

Abstract

Chapter 4 has proved that under real working conditions, only NBTI affects 65 nm 6T-SRAM core cells and degrades their stability. This chapter focuses on measuring this effect directly on the stability of SRAM arrays. While stability is often only simulated like before, a measurement approach is developed to characterize large-scale SRAM arrays very fast. This is necessary because of variability of the manufacturing process as well as variability of NBTI degradation.

The most important results of this chapter were reported in a joint session of ESSCIRC and ESSDERC and are published in:

S. Drapatz, T. Fischer, K. Hofmann, E. Amirante, P. Huber, M. Ostermayr, G. Georgakos, and D. Schmitt-Landsiedel; ”Fast stability analysis of large-scale SRAM arrays and the impact of NBTI degradation”

European Solid-State Circuits Conference ESSCIRC, 2009 and
European Solid-State Device Research Conference ESSDERC, 2009

5.1 State of the Art: SRAM Stability Analysis

As stated in chapter 2, all currently available Figures of Merit used for stability characterization are not well suited for in-field product measurements:

A generally accepted definition of memory cell stability was introduced with the Static Noise Margin (SNM) [12]. The smaller this metric, the easier the cell is flippable during read access. Unfortunately, this metric is hardly accessible to experimental array analysis and mostly suited for simulation, because it is given by the maximum eye opening of the ’butterfly’ curve, which consists of two overlaid inverter curves. It is therefore difficult to measure with the need of dedicated test structures with access to the memory nodes and only of practical use for simulation, compare section 2.2.1.
Another stability criterion is the Read Margin (RM), which is detected by a bitline current drop with varying core operating voltage, compare section 2.2.1. This metric can be used much better for physical analysis and correlates to SNM [16] [15]. However, a dedicated test structure with multiplexed bitlines to external pads is also necessary, and analysis of a complete SRAM array takes long time, because V-I curves of each cell have to be measured individually.

One reason why the parameter $V_{\text{min}}$ is so popular is because it can be measured without dedicated test structures, compare section 2.2.5. But it is not a FoM that can be used for stability analysis, it represents a voltage at which the complete SRAM circuit including periphery still works for hold, read and write.

With state-of-the-art analysis methods, a quick stability analysis of large-scale SRAM arrays is therefore not given. So a stability analysis method is needed which ...

1. ... does not require access to the memory nodes, because this would change the product core cell
2. ... does not require highly precise and slow measurement of V-I curves.

### 5.2 New Approach

In this work, we propose a new and fast method to analyze the stability of large SRAM arrays using the RM criterion without a dedicated test structure and without measurement of VI-curves. The only requirement is a two-rail $V_{\text{DD}}$ design for core and periphery, then this method can be used even in-field on product chips. This technique is then applied to characterize the SRAM cell stability distribution pre- and post-NBTI-stress.

Simulations in Chapter 4 have shown that $-100 \text{ mV } \Delta V_{\text{th}}$ reduces the SNM(read) by approx. 10%. The effect of such a shift should be clearly visible in RM distribution.

All stability considerations mentioned so far were for the read state, which is the most critical state in 6T SRAM circuits at constant $V_{DD}$. But in nowadays' products, $V_{DD}$ is typically reduced during 'hold' to keep leakage current low and decrease power dissipation. This so-called 'retention mode' is also critical with respect to stability. SNM is also defined for the hold case, but has the same disadvantages as SNM(read). RM measurement via bitline current does not work, because the crucial subthreshold currents are too small. The method presented in this work allows to analyze the hold stability as well.

The next section 5.3 will examine if Read Margin is a linear measure to characterize stability. In chapter 5.4, the required hardware as well as the measurement technique for read- and hold-stability are described. Also the NBTI stress conditions are explained there. Measurement results as well as stability distributions pre- and post-NBTI stress are shown in section 5.5. The chapter is finished with the conclusions in the last section.

### 5.3 Simulation of Read Margin

First, RM is simulated in a 65 nm process. Therefore, the cell is put to read conditions (WL=BL=BLB=1) and then the core voltage ($V_{DD,\text{core}}$ in Fig. 5.1) is decreased. The
read current on the '0' memory side (through access transistor PG1) is measured. For about 50% of the cells, there will be a critical voltage $V_{DD,\text{core}}$ where the read current drops, compare section 2.2.1.

![Fig. 5.1: Single 6T SRAM cell used in the Universal SRAM array. The read currents $I_{\text{read,BL}}$ and $I_{\text{read,BLB}}$ can be measured individually in each cell. This cell is in state '0', and pullup transistor PL2 is degraded during NBTI stress.](image)

This happens when the manufacturing variations of the cell make it tend to the '1' cell state. So when the cell stability is artificially reduced (here by reducing the core voltage), the cell will flip to its preferred state. Since statistically 50% of all cells tend to the '0' side, these cells will not flip during core voltage reduction. This is why this simulation method only works for Monte Carlo simulations. Otherwise, a perfectly symmetrical cell would not have a preferred state and therefore show no flipping behavior.

$10^4$ Monte Carlo simulations with the measured $V_{th}$ process variations (1 sigma of pullup W/L=90/65: 48 mV, 1 sigma of pulldown W/L=215/65: 35 mV, 1 sigma of pullup W/L=15/70: 45 mV) give the results in table 5.1 and the distribution in Figure 5.2. Without a pullup $V_{th}$ shift, 5005 of 10000 cells showed the current drop like described in section 2.2 and were 'successful', the rest of 4995 did not show this current drop and therefore 'failed' (first column in Table 5.1). In the group of the 'successful' cells, the mean value of the reduced core voltage when the current drop could be observed was at 852 mV, the minimum core voltage value at 737 mV and the maximum core voltage value at 1000 mV. If these varying core voltage values are plotted in a histogram, they result in the 'no $V_{th}$ shift' curve of Fig. 5.2. Changing the $V_{th}$ shift of the pullup device because of NBTI degradation causes the changes in the cell behavior like depicted in Table 5.1 and Fig. 5.2. So the simulations show that N mV $V_{th}$ shift of the '1' pullup show about N/3 mV in RM shift. The standard deviation is not changed in a considerable way.

It is now important to find out if the RM criterion is a linear measure for cell stability. First, it is strongly correlated with SNM(read) [16]. Lowering the core voltage from 1.2 V
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Table 5.1: The RM simulation results after $10^4$ MC simulations. N mV $\Delta V_{th}$ shift on pullup cause about N/3 mV mean value shift in distribution. The standard deviation is not affected considerably.

<table>
<thead>
<tr>
<th>$\Delta V_{th}$</th>
<th>successful/failed</th>
<th>min</th>
<th>max</th>
<th>mean</th>
<th>$\Delta$ mean</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o</td>
<td>5005/4995</td>
<td>737mV</td>
<td>1.000V</td>
<td>852 mV</td>
<td>w/o</td>
<td>34.69mV</td>
</tr>
<tr>
<td>20mV</td>
<td>5152/4848</td>
<td>741mV</td>
<td>1.017V</td>
<td>857 mV</td>
<td>5 mV</td>
<td>35.33mV</td>
</tr>
<tr>
<td>40mV</td>
<td>5231/4769</td>
<td>754mV</td>
<td>1.1018V</td>
<td>865 mV</td>
<td>13 mV</td>
<td>35.52mV</td>
</tr>
<tr>
<td>60mV</td>
<td>5403/4597</td>
<td>753mV</td>
<td>1.1027V</td>
<td>870 mV</td>
<td>18 mV</td>
<td>35.10mV</td>
</tr>
<tr>
<td>80mV</td>
<td>5461/4539</td>
<td>765mV</td>
<td>1.1031V</td>
<td>876 mV</td>
<td>24 mV</td>
<td>35.49mV</td>
</tr>
<tr>
<td>100mV</td>
<td>5635/4365</td>
<td>762mV</td>
<td>1.1048V</td>
<td>883 mV</td>
<td>31 mV</td>
<td>35.50mV</td>
</tr>
</tbody>
</table>

Fig. 5.2: RM distribution of $10^4$ MC simulations with no $\Delta V_{th}$, 40 mV $\Delta V_{th}$ and 100 mV $\Delta V_{th}$ on the ‘1’ side pMOS pullup. The distribution gets shifted to the right, without a considerable standard deviation change.
to 0 V lets all cells which tend to the '1' side flip. Applying an artificial $V_{th}$ shift to one pMOS pullup, i.e. make it NBTI-degraded, lets the number of flips increase linearly to the applied $V_{th}$ shift. Fig. 5.3 shows the result of the $10^4$ MC simulations described before with varied artificial pMOS $V_{th}$ shift between 0 mV and -100 mV. The 'successful' count of Table 5.1 was depicted in Fig. 5.3. It shows that the number of flipping bits increases linearly with the $V_{th}$ shift. Since the $V_{th}$ shift has linear dependence on SNM (compare simulations in chapter 4.2), this means that lowering the core voltage to 0 V and counting the flipped cells is a linear Figure of Merit to measure cell stability.

If the core voltage is not reduced down to 0 V, but kept at some higher voltage (in this example 880 mV), then not all cells which tend to the 1 side flip, only the cells which are unstable enough to lose their state at a reduced core voltage of 880 mV. But $10^4$ MC simulations show that also this is a linear measure for cell stability, see Fig. 5.4.

Hold Margin (i.e. Read Margin under hold conditions) cannot be simulated in this way. While in RM simulation, the current drop of the read current is detected, this read current does not exist during hold conditions. The modeling of subthreshold current is not precise enough to accurately describe switching in the subthreshold region.

**Fig. 5.3:** Simulations show that pMOS pullup $\Delta V_{th}$ and number of flipping bits show linear behavior. For 40 mV $\Delta V_{th}$, one can expect about 2.5% more flips.
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Fig. 5.4: Monte Carlo simulations indicate that pMOS pullup DeltaVth and number of flipping bits show linear behavior when supply voltage is lowered to a certain value, here 0.88 V. This shows that the number of flipping cells scales linearly with the $V_{th}$ shift.

5.4 Experimental setup

5.4.1 Universal SRAM Testchip

All measurements in this work are based on a 1 Mbit SRAM Array test structure in a 65 nm low power technology [45] with 2.816 cells per bitline and 384 cells per wordline (Fig. 5.5). The SRAM array is completely fabricated like for a real SRAM product, only the periphery was adapted. Shift registers on wordlines (Fig. 5.6) and bitlines (Fig. 5.7) let the user select single cells in the array without a large number of address pins, and multiplexed bitline-pairs to 2 external pins on the chip (Fig. 5.8) allow read current measurement (Fig. 5.1) [29].

Selecting one bitline-pair to connect to the external pins causes all other bitlines being clamped to 1.2 V, compare Fig. 5.8. This structure enables to analyze the RM distribution of the memory array like in [16] [15] by lowering $V_{DD,core}$ and detect the drop of the bitline current. But in our approach we only want to detect the flipping of a cell, and BL current was only used to detect the cell state (Fig. 5.1): > 1 $\mu$A read current means state '0' (typically 35-40 $\mu$A), < 1 $\mu$A means state '1' (typically 0.1 $\mu$A). This test could of course be performed much faster in an ordinary SRAM array, as the bitline current measurement is no prerequisite to this approach. The only prerequisites are separate $V_{DD}$ rails for the core array and for the periphery. Reduced core voltage is necessary for the noise margin analysis (section 5.4.2), enlarged core voltage is necessary for NBTI stress acceleration (section 5.4.3).
5.4. Experimental setup

Fig. 5.5: 1 MBit SRAM array with Bitline- and Wordline-shift registers and multiplexed bitline pairs for read current measurement in any cell. Current measurement is used here for cell reading. It could also be done with sense amplifiers.

Fig. 5.6: One stage of the WL shift register which is used for the universal SRAM array instead of WL decoder to avoid many address pins. It consists of 2 latches that pass a starting bit from $WL_{INT_n}$ terminal to the $WL_{INT_{n+1}}$ terminal during one clock cycle. [29]
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Fig. 5.7: BL shift register which is used for the universal SRAM array instead of BL decoder to avoid many address pins. Additionally to the shift register functionality, it provides the two signals $\overline{SEL_{BL}}$ and $\overline{SEL_{BL}}$ to switch on the BL transfer gates in Fig. 5.8. [29]

Fig. 5.8: Transfer gates at every BL and BLB to connect to the external pins MEAS_BL and MEAS_BLB. They have big dimensions so that the voltage drop is typically $<1\text{mV}$. The non-selected BLs and BLBs are connected to $V_{DD}$ via pMOS precharge transistors. This enables read conditions for all 384 cells that are connected to one wordline. [29]
5.4.2 Measurement Methodology

The combination of this product-like test chip with the cell-flip based stability metrics provides statistical information on the SRAM array. It is not very well suited for single cell analysis.

First, all cells in the array are written to the same state (all '1' or all '0'). Then the core array voltage is lowered in steps of 10 mV, while the periphery with WL, BL, and BLB (Fig. 5.1) is kept at nominal $V_{DD}=1.2$ V. After 10 ms with lowered core voltage, it is raised again to nominal $V_{DD}$. This time of low $V_{DD}$ is long enough to reach the static case. If this time was shorter than the RC constant of the array, the voltage would not reach the low value at all cells. This would correspond to a dynamic stability analysis which yields higher cell stability [46]. After each $V_{DD,core}$ lowering step, the array is read with nominal $V_{DD}$ to count flipped cells. Then the core voltage is again lowered by another 10 mV. The number of flipped cells for each reduced core voltage is the direct output from this measurement technique. The RM stability distribution is simply the derivative of this curve.

It is important to note that the point where the cell flips is the same point where the bitline current drops. This is why the flip statistics in the end provides the same information as the measurement of the bitline currents. But by testing the flip statistics, many cells can be addressed in parallel, and no VI-curves have to be evaluated. This is the speedup factor in this measurement approach. The memory does not have to be re-written to the initial state after each voltage reduction step; we have found that the same behaviour occurs, no matter if the chip is rewritten or not.

Read stability RM

Read stability can only be measured along wordlines, because all cells have to be set to read conditions (WL=BL=BLB=$V_{DD,nom}=1.2$ V) at the same time. After the core voltage of the complete array is reduced to the specified value, the wordline is switched on for 10 ms. By use of the shift registers in our test structure or in general by a wordline decoder, wordlines can be set to read conditions sequentially. Then all cells along the activated wordlines are read with nominal $V_{DD}$. This could for speedup reasons also be done with the lowered voltage. We have chosen to step the core voltage between 1.1 V and 0.7 V in 41 steps and evaluate the average flip values over 50 bitlines, i.e. 19.200 cells.

Hold stability or minimum retention voltage $V_{min,ret}$

The same measurement like for read stability along wordlines, but without activating the wordline during low $V_{DD}$. Since the cells are much more stable in ‘hold’ state, the cells start flipping at a much lower core voltage, this is why it is stepped between 0.4 V and 0 V. But it is more effective to measure hold stability along bitlines, because they are much longer (2.816 cells compared to 384 cells), this improves the statistics. In this setup, the bitline conditions can be chosen: For our normal hold stability examinations they are set to read conditions, but also write conditions could be applied through the 2
pins at the MUX input (Fig. 5.5).

5.4.3 NBTI stress conditions

One motive for development of our method was fast characterization of NBTI stress impact on SRAM cell stability. Therefore, the complete array is written to ‘0’ (Fig. 5.1), then the temperature of the chip is raised to 125 °C. Additionally, $V_{DD,\text{core}}$ is in the first experiment raised to 1.8 V for 1.000 s, then in the second experiment to 2.2 V for additional 10.000 s. Temperature is then decreased to 25 °C and all measurement is done at room temperature (the NBTI recovery effect therefore cannot be observed, because cool-down takes too long so that the fast-recovering component already disappeared). Pullup PL2 (which is on the ‘1’ side of the memory cell, Fig. 5.1) degrades during this procedure, because it has full NBTI stress conditions applied (Fig. 3.5). Previous measurements on single pMOS SRAM transistors [29] have confirmed simulations about threshold voltage drifts of approx. 9 mV and 40 mV for these stress conditions, respectively. 9 mV $\Delta V_{th}$ correspond to a real user profile of 200 hours @ 125 °C and $V_{DD}=$1.2 V or 20 hours @ 125 °C and $V_{DD}=$1.32 V , while 40 mV $\Delta V_{th}$ correspond to 1/3 year @ 125 °C and 110% $V_{DD}$ (=1.32 V) or 1.5 years @ 125 °C and 100% $V_{DD}$ (=1.2 V). These $V_{th}$ shifts can be translated to approx. 1% and 4% SNM(read) loss, respectively. Fig. 4.17 shows the normalized SNM(read) and SNM(hold) simulation results for pMOS $V_{th}$ shifts: one pMOS pullup $V_{th}$ was varied first on the ‘0’ side, then on the ‘1’ side of the memory cell. The cell stability is improved in one case, but is degraded in the other case.

9 mV $\Delta V_{th}$ happens for probably every real-product memory cell; results will show if this slight $V_{th}$ shift is visible in the RM distribution. The 40 mV case is a ‘some years of usage’ case for memory cells: it should be obvious in the stability diagram.

5.5 Results

Lowering $V_{DD,\text{core}}$ reduces the stability of the cells: the lower $V_{dd,\text{core}}$, the more cells flip. The most unstable cells are those with high $V_{th}$ mismatch. They are unsymmetrical and flip even at higher core voltages, but will of course also flip with low core voltage and then stay in this more stable state. This is why the flip-cell curve is a monotonic function. Only at the lower end of the flip curve, slight non-monotonicity is observed. This is due to the symmetric cells with very little mismatch. They flip only at very low core voltages, because they do not have a preferred state. Therefore they can reflip to the other state after they have changed once. But this does not distort the main information in this technique. There is no influence of the time duration of $V_{\text{min}}$ or the slope of the $V_{DD}$ reduction, as long as the voltage reaches $V_{\text{min}}$.

Unstressed arrays are statistically symmetrical: the same flip curves and therefore the same distributions (derivatives) are found for ‘0 to 1’ and for ‘1 to 0’ flips, as both have exactly 50% of the whole cell count for very low core voltages. But NBTI stress makes them asymmetrical: in our case, where the ‘0’ state was stressed, the ‘0 to 1’ flips increase, while the ‘1 to 0’ flips decrease. This agrees with the SNM simulation results:
while degrading the pMOS on the ‘0’ side of the memory cell reduces stability, degrading the pMOS on the ‘1’ side of the memory increases stability (Fig. 4.17).

Read stability along wordlines

Fig. 5.9(a) shows the flip statistics including the RM distribution averaged over 50 wordlines with 384 cells each (=19,200 cells). The RM distribution is Gaussian distributed and follows the function

\[ f(x) = a \exp\left(-\frac{(x - \mu)^2}{2\sigma^2}\right) \] (5.5.1)

Fitting this distribution to a Normal distribution resulted in \(\mu=902\) mV and \(\sigma=55\) mV. This means that the expectation value of RM was 1.2 V - 902 mV = 298 mV. The strong variations in only 19,200 cells caused the minimum RM value at 170 mV, the maximum RM value at 430 mV. This is a huge difference of 260 mV! Fig. 5.9(b) shows the flip statistics before and after NBTI stress. The derivative from this curve is the stability distribution pre- and post-NBTI stress, which is plotted in Fig. 5.10. Even at high NBTI threshold voltage drift, there is no dramatic shift in the flip statistics and therefore in the RM distribution. The NBTI-shifted curve has \(\mu=920\) mV and \(\sigma=54\) mV. While 9 mV \(\Delta V_{th}\) shift is hardly visible in the distribution, 40 mV \(\Delta V_{th}\) shifts the read stability distribution only by approx. 17 mV, compare Fig 5.10. This measurement perfectly confirms the simulations. The distribution is still Normal distributed, the mean value was right-shifted by approx. \(\Delta V_{th}/2\) and the standard deviation remains almost constant. This shows that under these conditions, the impact of NBTI to read stability is not critical if compared to the considerably larger production variability.

<table>
<thead>
<tr>
<th></th>
<th>pre-stress</th>
<th>post-stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>nominal</td>
<td>298 mV</td>
<td>280 mV</td>
</tr>
<tr>
<td>+1(\sigma)</td>
<td>55 mV</td>
<td>54 mV</td>
</tr>
<tr>
<td>+3(\sigma)</td>
<td>133 mV</td>
<td>117 mV</td>
</tr>
<tr>
<td>+6(\sigma)</td>
<td>-32 mV</td>
<td>-45 mV</td>
</tr>
</tbody>
</table>

Table 5.2: Read Margin data. The distribution got right-shifted by 17 mV, while the standard deviation did not change considerably. This perfectly agrees with simulations. Negative RM means real data loss during read operation, without lowering \(V_{DD}\). NBTI does not change this value considerably.

Hold stability along wordlines

Measurements have proven the same behavior of hold stability along wordlines as along bitlines. Graphs are therefore only given for the hold stability along bitlines, see next section.

Hold stability along bitlines

Fig. 5.11(a) shows the flip statistics including the HM distribution averaged over 10 bitlines with 2,816 cells each (=28,160 cells). The HM distribution is also almost Gaussian
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(a) Number of flipped cells over \(V_{\text{core}}\) and derived read-stability distribution averaged over 50 wordlines (=19,200 cells). The Read Margin distribution shows good correlation to Normal Distribution. This plot only considers production variability.

(b) Number of flipped cells over \(V_{\text{core}}\) pre- and post-NBTI over 19,200 cells stress

Fig. 5.9: Flip statistics and stability distribution for Read Case
5.5. Results

Fig. 5.10: Read stability distributions pre- and post-NBTI stress. Approx. 40 mV pMos $\Delta V_{th}$ results in a 17 mV RM distribution shift. The standard deviation remains constant, which confirms the simulation results.

Distributed. Fitting this distribution to a Normal distribution gave $\mu = 178$ mV and $\sigma = 53$ mV. This means that the expectation value of HM was 1.2 V - 178 mV = 1022 mV. The strong variations in only 28,160 cells caused the minimum HM value at 870 mV, the maximum HM value at 1150 mV. This is again a huge difference of 200 mV. Fig. 5.11(b) shows the flip statistics before and after NBTI stress. The derivative from this curve is the stability distribution pre- and post-NBTI stress, which is plotted in Fig. 5.12. This shifted distribution was fitted to Normal distribution and gave $\mu = 232$ mV and $\sigma = 69$ mV. A strong shift in flip statistics is already visible for small $\Delta V_{th}$. This means that the mean value of the distribution got right-shifted by 55 mV, while the standard deviation increased by 16 mV. It is also important to notice that after NBTI stress, the hold stability distribution is not Gaussian distributed anymore but shows a larger tail towards high $V_{DD,core}$ values (Fig. 5.12). There are more instable cells on the right side of the distribution, which is bad for the minimum retention voltage. RM distribution post-stress is between 790 mV and 1070 mV. The first flips pre-stress were detected at 0.3 V,

Table 5.3: Hold Margin data. The distribution got right-shifted by 55 mV, while the standard deviation increased by 16 mV. Contrary to the RM case, NBTI has a lot of impact on retention stability.

<table>
<thead>
<tr>
<th></th>
<th>pre-stress</th>
<th>post-stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>nominal</td>
<td>1.022 V</td>
<td>69 mV</td>
</tr>
<tr>
<td>$1\sigma$</td>
<td>53 mV</td>
<td>0.968 V</td>
</tr>
<tr>
<td>$+3\sigma$</td>
<td>0.863 V</td>
<td>0.761 V</td>
</tr>
<tr>
<td>$+6\sigma$</td>
<td>0.704 V</td>
<td>0.554 V</td>
</tr>
</tbody>
</table>

$\sigma = 69$ mV. A strong shift in flip statistics is already visible for small $\Delta V_{th}$. This means that the mean value of the distribution got right-shifted by 55 mV, while the standard deviation increased by 16 mV. It is also important to notice that after NBTI stress, the hold stability distribution is not Gaussian distributed anymore but shows a larger tail towards high $V_{DD,core}$ values (Fig. 5.12). There are more instable cells on the right side of the distribution, which is bad for the minimum retention voltage. RM distribution post-stress is between 790 mV and 1070 mV. The first flips pre-stress were detected at 0.3 V,
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(a) Number of flipped cells over $V_{DD_{core}}$ and derived hold-stability distribution over 10 Bitlines (28,160 cells). The Hold Margin distribution shows good correlation to Normal Distribution. This plot only considers production variability.

(b) Number of flipped cells over $V_{DD_{core}}$ pre- and post-NBTI over 28,160 cells stress

Fig. 5.11: Flip statistics and stability distribution for Hold Case
Fig. 5.12: Hold stability distributions pre- and post-NBTI stress. Approx. 9 mV as well as 40 mV pMos $\Delta V_{th}$ are both clearly visible in a 15 mV and 55 mV distribution shift, respectively. After long NBTI stress, hold stability distribution does not show good correlation to Normal Distribution anymore.
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this value got shifted post-stress to 0.4 V. This means that 40 mV $V_{th}$ rise increases the minimum retention voltage $V_{min,ret}$ by 100 mV!

5.6 Discussion

Hold stability, or minimum retention voltage, is more critical than read stability. But simulations showed that read stability is degraded by 10%, while hold stability is only degraded by 7%, compare Fig. 4.17. However, these values were simulated for nominal $V_{DD}$. If the supply voltage is not lowered, then hold stability is uncritical. Only because in today’s systems, voltages are reduced especially during retention mode, NBTI becomes critical in hold case. The reason is that cells flip at approx. 0.9 V in read case compared to approx. 0.4 V in hold case, and the threshold voltage drift of 9 mV / 40 mV is much worse relative to the lower $V_{DD}$ value.

SRAM suffers most from NBTI degradation during retention case. $V_{th}$ sensitivity is maximum for the low supply voltage, but the distribution gets also wider and not Gaussian distributed anymore. This is because the NBTI degradation variations are maximum in SRAM circuits. They have the smallest transistors, and only one transistor in the circuit, namely the pullup, is the critical one for stability. In typical logic, the transistors are bigger and have more logic depth, so one strongly degraded transistor is normally balanced by a hardly degraded transistor, which is not the case for SRAM. This fact is depicted in Figs. 5.13: the simulation of the variation of the NBTI degradation is calibrated to 1 for minimal logic transistor width employed in a 40 nm standard library. The expected NBTI degradation variation is severely reduced for wider transistors. Additionally, in typical critical paths of combinatorial logic, several physical gates build up the logic path, which also attenuates the statistical NBTI degradation. Fig. 5.14 supports this simulation with measurements. The measured variance/mean decreases with the increased gate area and

![Image](image-url)

Fig. 5.13: SRAM transistors have smallest area and only logic depth=1. Therefore they show the strongest NBTI variations in a SoC.
confirms the qualitative picture of Fig. 5.13. The observed $V_{th}$ variation is worst for SRAM cells.

Fig. 5.14: SRAM has strongest NBTI variations of all transistors used in a SoC. [Graphics provided by Infineon Report]

5.7 Conclusion

A fast and simple approach to measure and analyze the read- as well as the hold-stability of large-scale SRAM arrays was presented. This approach, which works for any SRAM implementations (6 transistors or more), can be even implemented in product chips by separating $V_{DD}$ between core and periphery, which allows a fast stability analysis in-field. With this approach, the stability distribution of a 65 nm 6T-SRAM cell array was analyzed directly after production: it shows good correlation to Normal Distribution. Additionally, the impact of NBTI on the stability distribution was demonstrated. The results for read stability (measured by Read Margin distribution) are:

- Right shift of the whole distribution by approx. 1/2 pMOS $\Delta V_{th}$, which corresponds to RM reduction by 1/2 pMOS $\Delta V_{th}$
- Almost no widening of the distribution, i.e. standard deviation is not changed
- Good fit to Normal distribution pre- and post-NBTI stress
- RM is a linear measure for pMOS $V_{th}$ shift and therefore cell stability. This is also true if the core voltage is not reduced to 0, but to some higher voltage. At least some bits must flip for the most stable state, otherwise the linear region is not yet reached.
Measurements confirmed the simulation results

The results for hold stability (measured by Hold Margin distribution) are:

- Right shift of the whole distribution by approx. pMOS $\Delta V_{th}$
- Widening of the distribution
- Not ideally Normal distributed anymore
- Rule of thumb: N mV pMOS NBTI induced $\Delta V_{th}$ leads to $2 \cdot N$ mV HM reduction

So the main killer effect of static NBTI is the strongly increasing minimum retention voltage. But on the other hand, if the supply voltage is reduced always when the cell is in retention mode, then the NBTI degradation will be very small due to the small electric field. This worst case will then be no worst case after all.

The read case is not dramatically influenced by static NBTI, but this will be examined in the next section for recovering NBTI.
Chapter 6

Impact of Recovering NBTI on SRAM Arrays

Abstract

After addressing variability of manufacturing and of degradation, the second challenging problem of NBTI must be examined: the recovery effect. This chapter presents stability analysis of large-scale SRAM arrays directly after terminating NBTI stress. While the impact of static NBTI is well examined for cells and arrays, the fast-recovering component was not yet measured on SRAM arrays. The novel method presented here analyzes the flipping of cells directly after the supply voltage was lowered to a specific value where the structure is most sensitive for NBTI induced cell flips. Thus, read margin criterion is used to characterize the decreasing cell stability due to NBTI degradation with a resolution down to 1 ms. Applying this method, the impact of static and dynamic NBTI is measured on a 1 MBit product-like SRAM array fabricated in a 65 nm low power CMOS technology. The most important results are reported in:


6.1 State of the Art: Measure Recovering NBTI on SRAM Cells

As already stated in section 3.5.3 on page 31, NBTI is partly a static, but even more a dynamic process [47]. In Fig. 6.1 the impact of the recovering component can be seen.
Fig. 6.1: All measurements on SRAM stability have been performed on already recovered NBTI long after end of stress. It is necessary to measure the stability of SRAM cells directly after termination of stress conditions to examine the full impact in real life.

The annealing time constant and the ratio between static and dynamic $V_{th}$ shift depends on stress time and stress voltage. Generally, with high stress voltages this annealing process is very fast, so that after a couple of seconds a major part of the voltage shift has disappeared. SRAM NBTI stability measurements are typically done after accelerating stress conditions (high $T$, high $V_{DD}$), otherwise the $V_{th}$ shift would be too small. Cooling down after accelerating stress takes some time, and the threshold voltage shift meanwhile decreases to a quasi-static value which does not change considerably within the next hours or days, compare Fig. 6.1. This value therefore is called the permanent or static NBTI, although it will decrease further on a logarithmic time scale, with very long time constants (weeks to months).

Altogether, this means that with nominal measurement techniques at room temperature, it is impossible to detect the dynamic part of NBTI degradation effects on SRAM stability. This is why all investigations on SRAM arrays only address the static NBTI effect, the dynamic part has not been measured on SRAM arrays so far.

Especially in SRAM, storing one value for a long time represents the NBTI DC worst case, while in logic circuits, the dominating AC case allows continuous recovery. Fig. 6.2 shows the so-called ‘S-Curve’ [48], which is a qualitative plot of measured $V_{th}$ shift over the duty factor of the stressing signal. But in real SRAM products, there is no time for recovery. In hold state, one pullup experiences NBTI stress. When the cell is read, the NBTI stress is not interrupted, since the voltage conditions on the pullup transistors stay the same. This is even true for half-selected cells, which means that the WL and the BLs are high, compare Fig. 6.3.

The problem only appears when the NBTI effect is accelerated. Therefore, the supply voltage is raised, and to perform measurement, this increased supply voltage must be lowered to nominal supply voltage before. This is where the problem appears: only 1 s after reducing the acceleration voltage, already 50% of the drifted threshold voltage have
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Fig. 6.2: Dependency of $V_{th}$ shift on the duty factor of the stressing signal: $DF=1$ (long hold at SRAM) gives 3 times more $V_{th}$ shift compared to $DF=0.5$ (typical clocked logic) [48]

![Diagram of SRAM cell](image)

Fig. 6.3: Even half-selected cells do not allow recovery. This means that as long as a cell is not written, it is under NBTI conditions without recovery phases.
disappeared. So when the cell is measured some hours later, only a fraction of the $\Delta V_{th}$ is left. Therefore it is of big importance to know this worst effect of NBTI on SRAM stability, i.e. what is the impact of the maximum $V_{th}$ shift directly after end of stress. This is why measurements are needed which are done extremely fast after reducing the voltage. But to the best of our knowledge, such measurements have not been performed on SRAM arrays.

In the past, several approaches were developed to characterize the stability of SRAM cells and SRAM arrays, which could be and partly were used to measure the impact of static NBTI. Static Noise Margin (SNM) [12] as a stability metrics is suitable for simulation. Other techniques, e.g. Read Margin (RM = difference between reduced core voltage where the cell flips and nominal voltage) determined by current measurement [16] [15], are suitable for single cell analysis. The flipping cell analysis in chapter 5 is particularly suitable for fast array measurement. Therefore it was extended for the task of dynamic NBTI characterization.

The test chip and the measurement setup with its specific challenges are described in the next section. Results are presented in section 6.3, followed by the conclusion in the last section.

6.2 New Approach

6.2.1 Universal SRAM Testchip

All measurements are performed on a 1 MBit SRAM array test structure in a 65 nm low power technology [45] as described in section 5.4 on page 80. Shift registers on bitlines and wordlines allow to select single cells in the array without a large number of address pins, and bitline-pairs are multiplexed to 2 external pins for direct read current measurement (Fig. 5.1 on page 77) [29]. As in the static NBTI experiments in chapter 5, the current measurement is not necessary for this analysis method. It is only done because of the simplified periphery in this test chip to detect the cell state, which could also be done faster with conventional sense amplifiers.

An important feature for this technique is the fact that selecting one bitline-pair causes all other bitlines being clamped to 1.2 V. Thus, all 384 cells along the selected WL are in read condition, which is the so-called half-select state (WL=BL=BLB=1). All other 2815 · 384 cells in the array are in hold condition.

6.2.2 New Measurement Methodology

Stability analysis is based on the flipping behavior of the cells. The goal is to detect cell stability over time after stress with an ordinary SRAM array. Therefore, only a part of the cells should be sensitive to NBTI degradation in each time slot, while the rest is not affected at all. We start from the fact that read state is less stable than hold state, and that all 384 cells along one wordline (WL) can be set to read state, while the rest of 2815 WLs is kept in hold state. By sequentially activating only one WL at a time, the complete
array serves as a time-dependent NBTI sensor: the cells in read state flip according to the actual NBTI degradation, while the cells in hold state are more stable and do not flip. This technique is illustrated in Fig. 6.4. After writing all cells in the array to one state

Fig. 6.4: Schematic overview of measurement approach with the two important signals $V_{DD,\text{core}}$ and WL clock

(here '0'), $V_{DD,\text{core}}$ is ramped up to the NBTI acceleration voltage (in our case between 1.8 V and 2.2 V) for 10,000 s to stress pullup transistor PL2 (Fig. 5.1). To get sufficient NBTI acceleration conditions, the complete measurement is performed at 125 °C. The periphery voltage, i.e. the supply to all WL and BL drivers, is kept at $V_{DD,\text{nom}}=1.2$ V. After stressing, $V_{DD,\text{core}}$ is lowered to a critical voltage of 0.98 V, and 1 ms later, the first WL clock activates the first WL, setting the first 384 cells to read condition. Now these cells flip according to the actual NBTI-caused $V_{th}$ drift.

Another 1 ms later, a shift register creates the next WL clock, switching off the first WL and activating the second WL. Then, the first WL is set back to hold condition and the second WL now is set to read condition. This is repeated until the WL clock was activated 2815 times and the whole array was sequentially set to read condition for a short fraction of time.

Switching the WLs is done with exponentially increasing delay between the WL activations, leading to a quasi-logarithmic time scale. (It is called 'quasi'-logarithmic because the very small time values are 'compressed', i.e. the sub-second decades do not show equidistant behavior.) The goal is to achieve a complete recovery time of 10,000 s, which is as long as stress time. Therefore, after waiting $1.0038^{WL}$ ms at each WL, the shift register switches to the next WL. Time between WL $\sharp 1$ and WL $\sharp 2$ therefore is 1.0038 ms, time between WL $\sharp 2799$ and $\sharp 2800$ is approx. 41 s. The left half of Table 6.1 provides the timing information. The cells are not read out during this procedure, this would take much too long. They are only set to read conditions all in parallel, which is a kind of 'simulated read'. After WL deactivation, the flip pattern is kept in the stable hold state,
Table 6.1: Relation between WL number and time after stress. For times $>0.1$ s, the WL results in an almost exponential x axis. Only very short times are compressed.

### 6.2.3 Measurement challenges

Temperature is kept stable at $125 \degree C \pm 0.05 \degree C$ during write, stress, recover and read. Otherwise, the flip count would vary due to temperature fluctuations. Also writing at $25 \degree C$ and heating up quickly can cause random cell flips. On Fig. 6.5 the shift of the flip curve by 50 mV Read Margin between $25 \degree C$ and $125 \degree C$ can be seen. Simulations confirm 20% less stability at $125 \degree C$ compared to room temperature. A Peltier Element together with a PID regulator enables the circuit to keep the temperature in such narrow margins.

A fast falling voltage slope must be generated at switching from stress to recovery voltage to reach a high resolution time in the ms range. This is done with an active filter with a time constant of 100 $\mu$s. This guarantees a slope time of about 0.5 ms independent of the impedance of the array (which changes with temperature alteration). Using a switch was avoided to guarantee a well defined timing behavior without voltage peaks or drops.
6.2. New Approach

Furthermore unintended flips could occur if the slope was too fast. This does not happen with the used slope, which was verified via experiments. A stable voltage is required especially during the recovery period. The sensitivity to $V_{DD,core}$ is comparable to the sensitivity to $V_{th,drift}$: \( \frac{\partial \text{Flips}}{\partial V_{DD}} \approx \frac{\partial \text{Flips}}{\partial V_{th, NBTI}} \approx 1.5 \text{Flips/mV} \). So if a $V_{th}$ drift of some tenths of Volts is to be measured, $V_{DD,core}$ must be stable to some mV.

6.2.4 Testchip challenges

In Fig. 6.6 the flip curve of the unstressed array is plotted (low-pass filtered over 10 WLs using a median filter). The unstressed 20% flips at 0.98 V in Fig. 6.5 refer to a total of 384 cells, which equals approx. 80 flips (384 \times 0.2 \approx 80) that are visible at WL \#1500. Ideally, this should show constant behavior over the WLs without NBTI stress, but a gradient is visible. Examinations have shown that this is due to the design of the test chip. It was reported also at read current measurements with the same test chip in [29]. The reason is IR drop along the wordlines resulting in a gradient in access-transistor gate-voltages. This could be avoided by dividing the 1 MBit array into smaller subarrays. Here, the simple countermeasure was only to use the 1600 WLs \#1150 to \#2750 (in the circle of Fig. 6.6) for the measurements. The x axis is therefore sampled with the law 1.007^{WL} ms to cover 10,000 s of recovery (right half of Table 6.1).

To check the reproducibility of the obtained data with this approach, the described setup was then used twice on different days. The first impression of almost identical data was confirmed with the differential plot in Fig. 6.7. It proves that 2 measurements typically
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Fig. 6.6: Flips along 2800 WLs for unstressed array show non-constant behavior due to test chip design. The quasi-constant WLs 1150 to 2750 in the ellipse are used for measurements within this paper.

have only 1-2 flips difference between each other, while the mean value of this 'flip noise' equals zero. This confirms that this flipping bit technique allows to obtain reliable data. It also shows the small noise component in the recovery behavior.

Fig. 6.7: The flip noise between 2 measurements on different days is approx. 2-3 flips, the mean value of the flip noise is zero.
6.3 Results

The flip curves between WL 1150 and 2750 after stressing the array for 10,000 s with various stress voltages at 125 °C are presented. All graphs are low-pass filtered over 10 WLs using a median filter. This is done to properly display the results in a bar plot and to minimize the impact of mavericks to see a clear trend in data. Additionally, the trend of these filtered data obtained by another moving-average low pass filter is drawn in each diagram.

The first stress experiment was done with $V_{DD,\text{core}}=1.8 \, \text{V}$. Fig. 6.8 shows the flips directly after stress minus the flips before stress. The almost constant gradient towards less flips, i.e. more stability due to recovering NBTI-caused $V_{th}$ shift, can be seen clearly. The same

![Figure 6.8](image)

**Fig. 6.8:** Flips directly after stress minus flips before stress with 1.8 V stress voltage show recovery behavior. The difference between 1 ms and 10,000 s after stress is approx. 10 flips, which equals about 1/3 of the max. flip count.

recovery curve is plotted in Fig. 6.9 for a stress voltage of 2.0 V and in Fig. 6.10 for a stress voltage of 2.2 V.

After measurements directly after end of stress were finished, the array was disconnected from the power supply ($V_{DD}=0 \, \text{V}$) but kept at 125 °C. Since recovery behaviour also seems to depend on the applied gate voltage $V_{GS}$, this 0 V case provides maximum recovery. Then after approx. 16 hours without power supply (cells of course lost their states), the complete experiment like depicted in Fig. 6.4 incl. writing the cells to '0' state was repeated, only the stress step with higher $V_{DD,\text{core}}$ was skipped. It checks if the number of flips has decreased according to the measured gradient before. Figs. 6.11 and 6.12 confirm a constant flip curve of approx. 17 and 39 flips difference between long after stress and
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Fig. 6.9: Flips directly after stress minus flips before stress with 2.0 V stress voltage show recovery behavior. The difference between 1 ms and 10.000 s after stress is approx. 15 flips, which equals about 1/3 of the max. flip count.

Fig. 6.10: Flips directly after stress minus flips before stress with 2.2 V stress voltage show recovery behavior. The difference between 1 ms and 10.000 s after stress is approx. 20 flips, which equals about 1/3 of the max. flip count.
before stress. This shows that during 10.000 s recovery time, the flips decrease about

![Graph showing the difference of flips before and after stress, with a trend line indicating a decrease.](image)

**Fig. 6.11:** Flips $\gg 10.000$ s after stress minus flips before stress show constant behavior. Approx. 17 flips more in each WL due to static NBTI long after stress.

30%, then saturate at about 50% (compare Table 6.2).

<table>
<thead>
<tr>
<th>$V_{DD,core}$ for $10^4$ s</th>
<th>flips after 1 ms @ 0.98 V</th>
<th>flips after $10^4$ s @ 0.98 V</th>
<th>flips after 16 h @ 0 V</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.8V</td>
<td>32</td>
<td>22 (69%)</td>
<td>17 (53%)</td>
</tr>
<tr>
<td>2.0V</td>
<td>48</td>
<td>35 (73%)</td>
<td>N/A</td>
</tr>
<tr>
<td>2.2V</td>
<td>65</td>
<td>45 (69%)</td>
<td>39 (60%)</td>
</tr>
</tbody>
</table>

**Table 6.2:** Comparison of flip count differences pre- and post NBTI stress after different stress voltages and recovery times.

### 6.4 Plausibility checks

After development, implementation and execution of the new measurement technique, the next necessary step is to evaluate if the results really make sense and if they measured the recovering NBTI effect and nothing else.
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Fig. 6.12: Flips $\gg 10.000$ s after stress minus flips before stress show constant behavior. Approx. 39 flips more in each WL due to static NBTI long after stress.

6.4.1 Flip curve without stress

The measurements long after end of stress were not only done to check for the static NBTI component long after stress, but also to prove the validity of this technique, i.e. that the measured gradient has no other reason than NBTI recovery. A constant flip curve of 17 and 40 flips over the complete time was seen in Figs. 6.11 and 6.12, respectively. This proves that the gradient in the flip curve before had no other reason than the recovering effect of NBTI, because otherwise the gradient would still be visible.

6.4.2 Bitmap analysis

Additionally, a bitmap analysis was performed in order to investigate local distribution of the measured flip data. So far, only the number of flipping bits per wordline was detected. The bitmap analysis checks which bits have flipped to see if there are patterns or other local inhomogenities. It also provides the information if the same bits show flipping behavior and to make clear that this is not a statistical effect.

Each bitmap of 10x10 cells somewhere in the array shows the measured read current in deca-micro ampere (4.25122 means a current of 42.5 $\mu$A). Without stress, there are 26 highlighted cells (out of 100) in Fig. 6.13 that flipped to the '1' side only because of the decreased core voltage. It is clear to see that these cells are randomly distributed over the cell area and do not follow an obvious rule or reveal a hardware problem. After $10^4$ s stress with 1.8 V, the same cells were analyzed 100 ms after end of stress in Fig. 6.14. Now there were 31 flipped cells instead of 26 cells before. So 5 more cells have flipped
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Fig. 6.13: 26 cells of a 10x10 cell array have flipped only because of lowered core voltage. No degradation effect was triggered so far.

Fig. 6.14: 100 ms after end of stress, 5 cells more have flipped. These 5 new cells did not flip before. The other 26 cells are the same like pre-stress.
because of NBTI stress including the not yet recovered component. It is also important to note that the same 26 cells as before have flipped again, plus 5 new ones that did not flip before. Some hours after end of the 1.8 V stress, the same cells were analyzed again in Fig. 6.15. Now 30 cells have flipped instead of 31 directly after end of stress. This one cell is one of the 5 cells which flipped first time after end of stress. So recovery in this cell was big enough not to flip the cell anymore.

![Fig. 6.15: After some hours of relaxation, 1 of the 5 NBTI-induced cell flips now does not flip anymore. The recovering component has reduced Vth shift so much that this cell does not flip anymore.](image)

Now the cells were stressed again, this time with 2.2 V for $10^4$ s. 100 ms after end of stress, the bitflip pattern was analyzed in Fig. 6.16. Now 35 cells have flipped, that is 9 more than without stress and 4 more than directly after 1.8 V stress. Exactly the same cells as pre stress and directly after 1.8 V stress have flipped, plus 4 new. The cell that recovered after 1.8 V stress flipped again. The next bitmap analysis in Fig. 6.17 was taken long after 2.2 V stress. NBTI has recovered again, and only 31 cells flip now. This difference of 4 flips is from the group of cells that flipped new after 2.2 V stress. Finally, the bitmap analysis in Fig. 6.18 was taken the next day to check the results. The flip pattern did not change compared to Fig. 6.17. This proves that all these flips are stable results.

![Fig. 6.16: Directly after 2.2 V stress, 4 new cells have flipped. The cell that recovered after 1.8 V stress flipped again, giving a total of 35 flips.](image)
6.4. Plausibility checks

Fig. 6.17: Long after 2.2 V stress, NBTI has recovered, and the number of flips got reduced back to 31.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>4.51739</td>
<td>0.77368</td>
<td>0.73214</td>
<td>0.72343</td>
<td>4.16923</td>
<td>4.34629</td>
<td>0.71069</td>
<td>4.23803</td>
<td>0.72164</td>
<td>0.72954</td>
<td></td>
</tr>
<tr>
<td>0.725</td>
<td>4.11268</td>
<td>3.99137</td>
<td>4.71564</td>
<td>4.12994</td>
<td>4.44437</td>
<td>0.71069</td>
<td>4.72031</td>
<td>4.47686</td>
<td>4.94079</td>
<td></td>
</tr>
<tr>
<td>4.67938</td>
<td>4.29468</td>
<td>4.37112</td>
<td>4.06099</td>
<td>4.13114</td>
<td>4.96689</td>
<td>4.45792</td>
<td>0.72109</td>
<td>4.84671</td>
<td>0.72336</td>
<td></td>
</tr>
<tr>
<td>4.08445</td>
<td>0.71727</td>
<td>4.72066</td>
<td>4.42611</td>
<td>0.71626</td>
<td>4.38987</td>
<td>4.26867</td>
<td>4.10982</td>
<td>4.12802</td>
<td>0.71953</td>
<td></td>
</tr>
<tr>
<td>4.13773</td>
<td>0.73176</td>
<td>4.38348</td>
<td>4.04916</td>
<td>4.57407</td>
<td>4.47204</td>
<td>0.74922</td>
<td>4.49306</td>
<td>4.22435</td>
<td>3.89247</td>
<td></td>
</tr>
<tr>
<td>0.74424</td>
<td>0.12972</td>
<td>4.65272</td>
<td>4.81878</td>
<td>4.65725</td>
<td>4.38221</td>
<td>4.82528</td>
<td>0.72083</td>
<td>4.61188</td>
<td>4.1242</td>
<td></td>
</tr>
<tr>
<td>0.71033</td>
<td>4.52357</td>
<td>0.73412</td>
<td>4.52404</td>
<td>4.50971</td>
<td>4.40507</td>
<td>0.73330</td>
<td>4.05855</td>
<td>0.73292</td>
<td>4.19554</td>
<td></td>
</tr>
<tr>
<td>0.73058</td>
<td>4.38971</td>
<td>0.78235</td>
<td>0.72838</td>
<td>0.7827</td>
<td>4.42178</td>
<td>0.7337</td>
<td>0.72962</td>
<td>4.89761</td>
<td>4.32514</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6.18: Final measurement long after the last stress phase. No changes happened compared to the last recovered measurement.
Altogether, it can be stated that the pattern of flipped bits totally matches the theory of SRAM stability and recovery behavior.

### 6.4.3 Measurements on single transistors

Reisinger et al. have developed a method to measure the $V_{th}$ shift of single transistors ultra-fast after termination of NBTI stress conditions [49]. The schematic of this method is depicted in Fig. 6.19. The measurement results on big transistors were already shown in Fig. 3.11 on page 32. The inventor of this method now used his setup to measure SRAM-sized single transistors in order to compare the results.

9 single pMOS transistors of the original pullup size were measured directly after end of NBTI stress. The recovery conditions were chosen equal to the SRAM stability analysis method with 0.98 V. The result is shown in Fig. 6.20: the variation of the initial $V_{th}$ shift as well as of the recovery behavior is huge. Initial $V_{th}$ shift varies between 50 mV and 150 mV, and recovery is taking place either almost linearly or in some big steps. The mean value of these 9 transistor characteristics is also plotted and shows almost linear behavior over logarithmic time with a slope of approx. 10 mV per decade.

Fig. 6.21 shows the comparison of the mean value single transistor recovery (from plot 6.20) and the SRAM stability recovery (from plot 6.10). Both curves do not fit perfectly excellent, but they show very similar behavior. Some reasons why they do not fit excellently: 1. the mean value of only 9 single transistors is not fully representative. 2. the bias point of recovery (0.98 V) might be chosen too low so that the upper limit of stability degradation reaches the non-linear region. This means that the cells with strongest $V_{th}$ shift in the pullup do not tend to flip more than with less $V_{th}$ shift.
6.4. Plausibility checks

Fig. 6.20: Recovery of 9 different single SRAM size transistors shows strong variability. The mean value of these 9 transistors shows almost linear behavior over log t. Since SRAM cells are depending on single pullups, variability in stability is huge.

Fig. 6.21: Comparison of single transistor threshold voltage recovery and SRAM stability recovery after termination of NBTI stress conditions.
With slightly bigger transistors, the variations on single transistors are already much smaller (Fig. 6.22). This proves that SRAM products are NBTI worst case. They do not benefit from recovery and they suffer most from variability.

![Fig. 6.22: Measurement of 2.35 times larger transistors (W/L=250/55nm) show less variability in recovery behavior.](image)

### 6.5 Temperature dependency of NBTI recovery

To check the temperature dependency of the NBTI recovery effect, the static HM measurement from chapter 5 was used. The question was if the NBTI recovery effect can be frozen. Therefore, the SRAM array was NBTI stressed with 2.2 V for $10^4$ s. While the increased stress voltage was still applied, temperature was already reduced from 125 °C to room temperature. Only when the temperature reached 25 °C, the stress voltage was reduced to nominal supply voltage. The flip distribution was then measured at room temperature. Then the SRAM array was kept for many days at 25 °C, and the same flip distribution was taken again. It had almost not changed, compare Fig. 6.23. Then, the temperature was increased again up to 125 °C again for $10^4$ s. After cooling down again to room temperature, the flip curve was taken again. A clear step in degradation recovery was visible now. So degradation can be frozen. The recovery process is very strongly depending on temperature. At 125 °C, recovery is about a factor of $10^3$ to $10^4$ faster than at room temperature. So with directly cooling down the chip when the accelerating increased supply voltage is still applied, freezes the NBTI recovery. If then some $10^3$ s
6.6 Determination of Read Margin Distribution directly after end of Stress

After applying the new measurement approach and verifying its output data, the results will be used to determine the stability distribution of the complete SRAM array @ 1 ms after end of stress. This has never been done before. It is a combination of both stability analysis techniques in chapters 5 and 6 that were developed in this work. This is the recipe, depicted in Figs. 6.24 and 6.25.

1. Determine the pre-stress static Read Margin distribution like described in chapter 5 @ 125 °C on WL 1500 (dotted line in the plots).

2. Determine the post-stress static Read Margin distribution like described in chap-
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Fig. 6.24: The pre-stress flip curve is shifted by 16 mV and 32 mV to approximate the recovered flip curve and the flip curve 1 ms after end of stress. The 16 mV shifted curve exactly matches the recovered measurement.

3. Determine the fast recovery characteristics like described in this chapter @ 125 °C after 10^4 s stress with 2.2 V. This is depicted in Fig. 6.10. For a core voltage of 0.98 V, it fits the number of recovered flips in the previous step. This is the link between the slow and the fast measurement.

4. Now the maximum number of flips is determined @1 ms after end of stress. The flip-curve is again right-shifted by another 16 mV. This results in the RM distribution at 1 ms after end of stress, which was not possible to measure so far.

With this method, also an estimation of the RM distribution @ 1 ns after end of stress could be done. Assuming further linearity of the Vth shift measurements down to 1 ns (which is only an assumption and cannot be proven here), another right-shift of the stability distribution by 16 mV can be done, resulting in 48 mV total shift. This would result in the worst-case scenario of reading an SRAM cell with the first GHz-clock, allowing only a recovery time of 1 ns. This shifted curve is also plotted in Fig. 6.25.
6.7 Conclusion

A new concept to measure fast-recovering NBTI directly on large SRAM arrays was presented. With a resolution of 1 ms, the stability of a 1 MBit 65 nm low power SRAM array was analyzed directly after end of stress. The recovering part of NBTI could be identified, which was not possible with former stability measurements. The stability decreasing effect of NBTI was continuously measured from 1 ms after end of stress until 10,000 s later, and then again after half a day with switched-off voltage. The least cell stability, caused from worst NBTI degradation, appears directly after end of stress and starts to recover. This results in more stable SRAM cells over time, which was identified by an approx. 50% decrease of cell flips. This confirms and quantifies that the worst effect of NBTI on SRAM is reading a cell directly after keeping one value for a long time.

The new concept was confirmed by flip-curves without stress, bitmap flip-pattern analysis and single transistor measurements. After it turned out in Chapter 5 that hold stability is maximally degraded for SRAM arrays with adapted supply voltage, this Chapter now examined the worst case impact for SRAM arrays with constant supply voltage. Only read stability can then be dangerous, but the impact of the fast-recovering component has never been measured before. For the first time, this work now allowed a stability distribution measurement of the whole chip @ 1 ms after end of stress. An estimation of the worst-case scenario @ 1 ns after end of stress was also done.

Fig. 6.25: Read stability distribution pre-stress, post-stress recovered and 1 ms after end of stress. The 16 mV shifted distribution perfectly matches the measured distribution. An estimation of the distribution 1 ns after end of stress is also done.
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Countermeasures

Abstract

Examining the impact of parametrical degradation mechanisms, it got clear that only NBTI has remarkable impact on the performance of 6T-SRAM core cells. Stability is reduced due to $V_{th}$ shift induced by long NBTI stress during hold of data.

This chapter gives an overview on different known techniques to fight this impact. Simulations in 90 nm and 65 nm technology are used to quantify the advantages and disadvantages of these countermeasures. Based on these simulation results, the best candidates are chosen and a recommendation based on the priority of the user is given.

The most important results are reported in


7.1 The different levels of countermeasures

Fighting the impact of parametrical degradation mechanisms can be done on various levels. Starting at the bottom, the first approach can be done on device level. The goal would be to avoid shift of transistor parameters under the impact of degrading voltage- and current-conditions. Since BTI is caused by trapping of charges, research in technology is pushed heavily to at least minimize this effect.

Also on top of the design hierarchy, the impact of degradation can be fought on system level. This addresses ideas like redundancy (compare section 3.1) and Error Correction Codes (ECC). Generally, Error Correction Codes are based on the idea of adding some redundant information to the basic information so that, if some cells lose their state, this cannot only be detected, but also corrected. It is good for statistical failures with a low probability. But for NBTI induced failure there is a high possibility that a large number of cells, which all have seen equal stress conditions during long hold, fail all at the same time. Unfortunately, to cover this by redundancy would cause a huge overhead.
This work focuses on countermeasures on circuit level. In the following sections, two general approaches are covered: 1. fighting the instability and 2. minimizing $V_{th}$ shift.

### 7.2 Countermeasures against instability

As in Chapter 4 it turned out that NBTI degrades cell stability, the first class of countermeasures handled in this chapter are to generally improve cell stability. They are not especially developed for degradation scenarios, but were also the choice in the past to fight e.g. variations.

#### 7.2.1 Guard Banding

Degradation is especially dangerous for SRAM cells when the supply voltage is lowered. $V_{DD}$ is decreased to $V_{\text{min}}$ (or $V_{\text{min, ret}}$ during retention mode) to save leakage power. Unfortunately, lowering the supply voltage also decreases stability. The simplest way to increase stability and avoid loss of data is not to lower the supply voltage to the theoretical limit. Some 'Guard Band' is kept between the lowest possible voltage and the real choice of $V_{DD}$. The advantage is that this way is very simple and can be done without any alteration of the system. It is therefore commonly used in industry nowadays. Unfortunately, the optimum power saving due to lowering the supply voltage is not reached.

#### 7.2.2 Lowering WL level

Reducing the wordline (WL) voltage during a read process reduces the impact of this read process on the memory nodes. The danger to increase the '0' memory node to the switching level of the opposite inverter is reduced even if the WL voltage is only reduced some ten millivolts. This increases read stability drastically. 80 mV less $V_{WL}$ result in 10% more read stability, compare Fig. 7.1(a). The problem of this procedure is the dramatic loss of performance. Read current is reduced, so the read time for a cell increases: 50 mV less $V_{WL}$ result in 10% less speed (compare Fig. 7.1(b)). So read stability can be increased at the expense of speed, while hold stability is not affected with this approach. Since speed is the killer feature of SRAM, one has to be aware of this important performance reduction. If the writeability must not be decreased as well, the periphery must provide two WL voltage levels: one normal WL level for writing and one reduced WL level for reading. This also means some periphery overhead.

#### 7.2.3 Increasing core voltage - 'Core Boosting'

The Read Margin (RM) stability criterion is based on the reduction of the core voltage, because this degrades cell stability. Contrary to this, core voltage is now raised to increase stability, which is depicted in Fig. 7.2. This method can be done if the circuit provides a dual-$V_{DD}$ wiring for core and periphery, since periphery is kept on nominal supply
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(a) Read stability is increased drastically with lowering WL voltage during read. 80 mV less $V_{WL}$ result in 10% more read stability.

(b) Speed is reduced drastically with lowering WL voltage during read. 50 mV less $V_{WL}$ result in 10% less speed.

Fig. 7.1: Impact of WL boosting on stability and speed.

Fig. 7.2: Read stability is increased with core voltage
voltage.

Figs. 7.3 to 7.6 show the comparison of nominal core voltage with enhanced core voltage up to 1.5 V. Read stability is enhanced drastically by almost 80%, while hold stability is increased slightly. Also speed is increased slightly, only writeability suffers from this method. So increased core voltage helps during read of data, while during write it reduces writeability.

Unfortunately, increased core voltage was also used in chapters 5 and 6 to accelerate aging. So if this method is used for long time during hold of data, it will let the circuit age faster, which of course is counterproductive (see Fig. 7.2, lower curve). Altogether, if this method is only applied during read of data, it helps to increase stability without the disadvantages of accelerated aging and decreased writeability. But it must be kept in
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Fig. 7.5: Core boosting increases speed slightly.

Fig. 7.6: Core boosting increases writeability slightly.
mind that increasing core voltage before a read cycle and lowering core voltage after a read cycle is a huge periphery and time overhead compared to nominal functionality.

7.2.4 8T core cell

Different proposals of core cells exist, from 4T over 6T, 7T and 8T to 10, 12 and even more transistors per cell. The elementary idea of more than 6 transistors per cell is to decouple hold, read and write modes. Since read stability is the main problem of parametric degradations, the 8T cell is the approach with the least circuit overhead: it decouples read from hold mode.

The schematic of the 8T SRAM core cell is depicted in Fig. 7.7. The basic idea is that the memory nodes are not attacked by the BLs during read, by decoupling the Read Bitline from the internal memory nodes. In the 8T approach, reading is done by only connecting a high-resistance gate node of an nFET to the memory node SB. So during read access, the memory nodes are not influenced by high loads, the voltages of the memory nodes do not change and therefore the cell is as stable as in hold mode [50] [51].

It is important to note that during write operation, the 8T-SRAM array is disturbed by a parasitic read operation. The voltages of the wordline and bitlines of the 6 core transistors of the 8T cell for the half-selected columns in write operation are identical to the voltages of the 6T cell in read operation (Fig. 7.8).

As a result the half-selected columns experience the same loss of stability in the write operation as the 6T cell in read operation. To prevent this loss of stability and the potential data loss, an array architecture without a bitline multiplexer (MUX) is needed, where all cells connected to the same wordline are written at the same time. This MUX-free array architecture leads to further increase of the required area.

The main drawback of course is increased area consumption of about 30% because of 2 additional transistors, one WL and one BL compared to the 6T cell. But the advantage of getting rid of the read stability problem maybe worth it [52]. It lowers $V_{\text{min}}$ directly,
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This was the official reason why for the 45 nm Nehalem processor, Intel switched from 6T to 8T cells. Being able to reduce $V_{min}$ decreases leakage power. But the investigations in this work suggest that also NBTI and PBTI (the 45 nm process is a high-$\kappa$ metal gate process) might have had an influence on this decision.

7.3 Countermeasures against NBTI- and PBTI specific $V_{th}$ drift

After some techniques to generally increase cell stability, this section is about some special approaches to minimize NBTI- and PBTI-specific $V_{th}$ drift.

A perfect SRAM cell is a perfectly centered cell: it has the best trade-off between reading and writing. Both inverters must be seen individually: if one inverter is perfectly centered, this memory state will be fine. But if the opposite inverter is not centered at all, which may happen due to degradation and variations, the other memory state is strongly degraded. And since a cell must of course work in both directions and is therefore only as good as its worst state, one must keep both inverters in mind.

This is why the approaches in this section try to keep the degradation-induced threshold voltage shift as low as possible, which also minimizes the degradation.

7.3.1 Symmetrical hold

The worst case of NBTI for SRAM concluded from chapter 5 was ‘reading after long time keeping data in one state’. ‘Keeping data in one state’ means that the pullup of one inverter is maximally degraded, while the opposite inverter does not see any stress at all. The idea is now to balance the load between the 2 possible memory states and...
therefore age each inverter for only lifetime/2 instead of aging one inverter for the whole lifetime. This is done by switching the cell from time to time. Fig. 3.7 showed the log-like behavior of $V_{th}$ drift over linear time. This explains why after 5 years of aging, the $V_{th}$ drift is already about 82% compared to the drift after 10 years. Only considering the static NBTI drift, the impact of this method is limited by this behavior, compare Table 7.1. Read stability can be improved by 1%, hold stability can be improved by 2.7% compared to the worst case of keeping one state for 10 years.

<table>
<thead>
<tr>
<th>memory usage</th>
<th>$\Delta V_{th}$ after 10 years</th>
<th>SNM(read)</th>
<th>SNM(hold)</th>
</tr>
</thead>
<tbody>
<tr>
<td>keep one memory state (DF=1)</td>
<td>pullup1 / pullup2</td>
<td>53mV / 0mV</td>
<td>206mV</td>
</tr>
<tr>
<td>balanced memory states (DF=0.5)</td>
<td>48mV / 48mV</td>
<td>208mV</td>
<td>472mV</td>
</tr>
</tbody>
</table>

Table 7.1: Only considering mean value static NBTI, the worst case difference between keeping only one memory state and balancing the memory states is not big. Read stability can be improved by 1%, hold stability can be improved by 2.7% compared to the worst case of keeping one state for 10 years.

But the research on the dynamic component of NBTI in the last years re-raised the discussion of this approach and led to several publications on this topic. Considering the recovering NBTI component, the idea of 'symmetrical hold' not only balances $V_{th}$ drift, but allows to get rid of 50% of the complete drift (which is the fraction of recovering NBTI). First, it was suggested to switch the cell once a day [53]. Then the toggle frequency was increased to 1000 s [54]. Last year, this approach was optimized on real-life register files [55]. Unfortunately, all these publications are based on simulations, so it is still not really clear how big is the impact of this approach.

### 7.3.2 Preferred state

The basic idea of this approach is the correlation between power-up state of an SRAM cell and its stability [56]. During power-up, a cell flips to one of both possible states. Contrary to former belief, this is not an arbitrary state, which changes from one power-up cycle to the other, but it is the 'preferred state' of the memory cell, which turned out to be the more stable one. Examinations in chapter 3 have shown that keeping an SRAM cell in one state decreases its stability. So powering up the cells makes it flip to its more stable side, and keeping it there makes it more centered. With this approach, stability distribution of an array could already be improved [56]. But this approach should also work in-field to re-center already degraded cells. Like the symmetrical hold approach in the former section, it was not used so far for in-field re-centering of degraded cells, so the impact is not yet investigated.
7.3. Countermeasures against NBTI- and PBTI specific $V_{th}$ drift

### 7.3.3 Body Biasing

By applying a voltage $V_{BS}$ to the substrate of the pMOS device, the threshold voltage can be adjusted [57]. The threshold voltage is defined by

$$V_{th,p} = V_{FB} + 2\phi_F - \gamma_P \sqrt{-2\phi_F + V_{BS}} - \frac{Q_{SS}}{C_{OX}}$$  \hspace{1cm} (7.3.1)

with

$$\gamma_P = \frac{\sqrt{2eN_D\epsilon_0\epsilon_{Si}}}{C_{OX}}$$  \hspace{1cm} (7.3.2)

Applying a positive voltage $V_{BS}$ therefore shifts the threshold voltage to more positive values. Under normal SRAM conditions, $V_{BS} = 0$ because source and bulk are both connected to $V_{DD}$. For $V_{BS} > 0$, the threshold voltage $|V_{th}|$ can be decreased, so that an NBTI-degraded transistor can be re-adjusted to a not-aged one. For $|V_{BS}| = 0.7V$, an NBTI degradation of $\Delta V_{th} = 50$ mV could be equalized.

In an SRAM array, all pMOS transistors have one common n-well, which means that $V_{BS}$ must be adjusted equally to all pMOS transistors. This could only be avoided by a triple-well process, which is adding additional area consumption. Additionally, each pMOS transistor would need its own body bias control.

So this approach could generally be used to compensate the aging process. Unfortunately, this requires lots of effort. An on-chip monitor would need to detect the mean $\Delta V_{th}$ of the pMOS transistors and generate the according bulk-source voltage. Then the asymmetric behavior still is a problem. Additionally, one must be aware of the parasitic consequences, like diode-behavior because of p-n layers.

### 7.3.4 Burn-in

To prevent failure of circuits in the field, Burn-In is typically used to make those circuits fail before they go to the customer. This is achieved by applying higher supply voltage and temperature for a defined period. Burn-In can now be adopted as a NBTI countermeasure in the sense of pre-aging: If a specific $\Delta V_{th}$ can be artificially achieved directly after production, this $\Delta V_{th}$ will increase only a little bit over the operating lifetime, because it rises with a logarithmic dependence over time, compare Fig. 3.7 on page 30. The SRAM cell is centered without the Burn-In i.e. in matters of stability and writeability the cell has the best possible performance. After the Burn-In, the cell is not centered anymore.

To achieve both, best possible performance and the use of Burn-In, the cell has to be adapted. This means that the pullup devices must be designed with slightly increased width. After the burn-in step, which decreases the conductivity of the pullups, the artificially degraded transistors are equal to the not-aged transistors in the original design, which means that the cell is centered again. The exact Burn-In and Enhancement parameters must be chosen for each particular case with respect to the desired accuracy. The 2 drawbacks of this approach are the increased area because of slightly bigger pullup devices and the burn-in step, which creates cost.
7.3.5 Limited operating temperature

Limited temperature leads to improvement of the hold and read stability as well as lower threshold voltage drift. For $T = -100^\circ \text{C}$, the degradation formula would yield $\Delta V_{th} = 0 \text{ mV}$, so the pMOS transistors would not be degraded by NBTI. However, this is far away from the operating conditions, where the measurements for fitting of the formula were performed, and this operating temperature is not practicable anyhow. But in general it has to be considered that at higher temperatures the cells are less stable. So the temperature can be limited, although this narrows down the SRAM operating range (compare Fig. 7.9). Additionally, the NBTI degradation is getting worse with higher temperature. This can be seen in Fig. 7.9, where a second plot was added to the nominal plot. It considers an NBTI-related $\Delta V_{th}$ (worst case, calculated for 10 years at 1.32 V) that occurs due to the increased temperature. For this voltage and time the decrease in stability by raised $T$ is so large that the NBTI degradation, also increased with $T$, does not affect the result much. It is not possible to determine an optimal temperature limit: the lower the temperature, the higher the stability. So a suitable temperature limit for each particular case must be chosen.

Fig. 7.9: Read stability over temperature considering both the simulation results at a constant $\Delta V_{th}$ and the potential rise of $\Delta V_{th}$ with $V_{DD}$. The lower the temperature, the higher the stability.

7.4 Comparison of countermeasure techniques

Table 7.2 provides an overview on all techniques considered in the last sections.
### 7.5. The best countermeasure techniques

After introduction of 9 different techniques to fight the impact of NBTI on 6T-SRAM core cells, five techniques will now be compared more in detail. Although body biasing got a ‘++’ ranking for effectivity, it is not considered in the top five countermeasures. This is because this technique does not only increase stability like the other methods, but it can also decrease the other performances if the applied body voltage does not fit the requirements. These requirements would have to be adapted to each core cell and its individual age, which requires huge periphery overhead and some age monitoring technique. Core Boosting, WL Boosting, Burn-In, 8T SRAM Design und Guard Band have been chosen because they were the most reasonable approaches in terms of positive effect and practicability. They are compiled in the double-sided Table 7.3 for a 90 nm technology and compared to each other in the following. The best countermeasure technique shall be chosen afterwards.

The 8T-SRAM design is the most powerful NBTI countermeasure: The read stability problem of the 6T-SRAM cell does not occur anymore, this got reduced to hold stability values, which are not critical. The drawback of this best technique is that 2 additional transistors and periphery (required additional area is approx. 30%) are needed. The Burn-In ensures that $\Delta V_{th}$ only rises a little during operating time by an additional assembly step at higher $T$ and $V_{DD}$. So the stability is approximately constant and the SRAM memory cell stays functional over operating time. The required area rises, because the pMOS transistors must be widened. For implementation of the Core and WL Boosting an additional voltage (plus additional periphery and wire connection) to supply the cell is necessary in each case. Both countermeasures increase the read stability. The Core Boosting also increases the hold stability. The WL Boosting lowers the writeability and read speed, while the Core Boosting leads to higher power consumption and bigger leakage current. An optimal $V_{DD,core}$ or $V_{WL}$ respectively, cannot be chosen because of the approximately linear dependency of the metrics, i.e. no optimal point exists. Only a trade-off between stability, speed and degradation can be done, so a suitable voltage must be chosen for each particular case. It is not recommended to implement the Core and the WL Boosting at the same time, because three voltages to supply the array would

<table>
<thead>
<tr>
<th>Countermeasure</th>
<th>Effect</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guard banding</td>
<td>+</td>
<td>simple</td>
<td>wasting energy</td>
</tr>
<tr>
<td>Lowering WL level</td>
<td>+</td>
<td>little $V_{WL}$ reduction needed</td>
<td>reduced speed</td>
</tr>
<tr>
<td>Core boosting</td>
<td>+</td>
<td>works well</td>
<td>strong speed</td>
</tr>
<tr>
<td>8T core cell</td>
<td>++</td>
<td>improve read to hold SNM</td>
<td>effort, area</td>
</tr>
<tr>
<td>Symmetrical hold</td>
<td>o</td>
<td></td>
<td>limited effect</td>
</tr>
<tr>
<td>Preferred state</td>
<td>o</td>
<td>can be used in-field</td>
<td>limited effect</td>
</tr>
<tr>
<td>Body biasing</td>
<td>++</td>
<td>eliminate aging</td>
<td>strong effort</td>
</tr>
<tr>
<td>Burn-in</td>
<td>+</td>
<td>works</td>
<td>cost during production</td>
</tr>
<tr>
<td>Limit temperature</td>
<td>o</td>
<td>simple</td>
<td>not suitable for real world</td>
</tr>
</tbody>
</table>

Table 7.2: Overview on countermeasure techniques listed in this work. The best 5 countermeasures are compared in the next section.
### Chapter 7. Countermeasures

#### Performance parameters @ $\Delta V_{th} = 0mV$

| Nominal point $(V_{DD} = 1.2 \text{ V}, T=25 \degree \text{C})$ | $SNM_{\text{read}} = 0.117 \text{ V}$  
$SNM_{\text{hold}} = 0.388 \text{ V}$  
$I_{\text{read}} = 6.5982 \cdot 10^{-5} \text{ A}$  
Write Level $= 0.656 \text{ V}$ |
|---|---|

<table>
<thead>
<tr>
<th>Countermeasure</th>
<th>Result</th>
</tr>
</thead>
</table>
| Core Boosting $(V_{DD,\text{core}} = 1.5 \text{ V})$ | best $V_{DD,\text{core}}$ depends on application  
$SNM_{\text{read}} = 0.207 \text{ V} \ (77\% \text{ increase})$  
$SNM_{\text{hold}} = 0.438 \text{ V} \ (13\% \text{ increase})$  
$I_{\text{read}} = 6.9932 \cdot 10^{-5} \text{ A} \ (6\% \text{ increase})$  
Write Level $= 0.548 \text{ V} \ (17\% \text{ decrease})$ |
| WL Boosting $(V_{WL} = 0.7 \text{ V})$ | opt. $V_{WL}$ depends on application  
$SNM_{\text{read}} = 0.286 \text{ V} \ (144\% \text{ increase})$  
$SNM_{\text{hold}}$ no change  
$I_{\text{read}} = 2.4 \cdot 10^{-5} \text{ A} \ (64\% \text{ decrease})$  
Write Level $= 0.1479 \text{ V} \ (77\% \text{ decrease})$ |
| Burn-In | pMOS 5nm bigger ⇒ approx. 1% more area  
“Burn-In” depends on application, e.g.  
for usage at $V_{DD} = 1.2 \text{ V}, T = 25\degree \text{C}$:  
e.g. 5s at 2 V, 175C |
| Guard Band | opt. $V_{DD}$: depends on application  
e.g. $\Delta V_{th} = -50mV$: $V_{min} \approx 0.8 \text{ V}$ |
| 8T SRAM Design | approx. 30% more area than 6T,  
no decreased $SNM$ like 6T  
$SNM_{\text{read}}$ approx. 3x bigger than 6T |

Table 7.3: Best countermeasures against NBTI degradation
7.5. The best countermeasure techniques

<table>
<thead>
<tr>
<th>Performance parameters @ $\Delta V_{th} = -100mV$</th>
<th>negative aspects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decrease by 0.016 V</td>
<td>higher $V_{DD,core}\Rightarrow$ energy/leakage ↑;</td>
</tr>
<tr>
<td>Decrease by 0.026 V</td>
<td>dual voltage supply for</td>
</tr>
<tr>
<td>Decrease by $7 \cdot 10^{-9}$ A</td>
<td>$V_{DD,core}$ and $V_{WL}/V_{BL(B)}$ necessary</td>
</tr>
<tr>
<td>Increase by 0.039 V</td>
<td>Decreased Writeability</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>positive aspects</th>
<th>negative aspects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stability improvement;</td>
<td>Decrease of</td>
</tr>
<tr>
<td>simple to implement</td>
<td>writeability/read access speed</td>
</tr>
<tr>
<td></td>
<td>dual supply voltage of</td>
</tr>
<tr>
<td></td>
<td>$V_{WL}$ and $V_{DD,core}/V_{BL(B)}$ necessary</td>
</tr>
<tr>
<td>Read stability improvement;</td>
<td>center cell before burn-in</td>
</tr>
<tr>
<td>simple to implement;</td>
<td>⇒ more area consumption</td>
</tr>
<tr>
<td>$V_{WL}$ smaller ⇒ energy/leakage ↓</td>
<td>additional production step</td>
</tr>
<tr>
<td>$\Delta V_{th}$ decreases over lifetime</td>
<td>higher $V_{DD}\Rightarrow$ energy/leakage ↑;</td>
</tr>
<tr>
<td>almost no more ⇒ stability almost constant</td>
<td>Lower stability (more degradation)</td>
</tr>
<tr>
<td>actual method because only</td>
<td>MUX-free architecture necessary;</td>
</tr>
<tr>
<td>$V_{DD}$ must be adapted</td>
<td>more area consumption</td>
</tr>
<tr>
<td>Separation of hold &amp;</td>
<td>growing profit with smaller technology</td>
</tr>
<tr>
<td>read solves read stability problem;</td>
<td>more area consumption</td>
</tr>
</tbody>
</table>

Table 7.4: Best countermeasures against NBTI degradation
be needed. The Guard Band is the easiest countermeasure in terms of implementation: Only the minimal $V_{DD}$ must be guarded to be above $V_{DD,min}$. This narrows down the operating range of the SRAM and increases power consumption and leakage current. A suitable minimal $V_{DD}$ must be chosen for each particular use case.

7.6 Conclusion

In this chapter countermeasures against NBTI degradation that most impact the stability of the cell were presented. With regard to simulation results and practicability the best candidates were chosen and compared to each other. Since it is not possible to generally determine the optimal countermeasure, the best technique, depending on the individual preferences in memory design, is recommended as follows:

1. **Reliability and leakage, but not area is the first priority: 8T SRAM Design**
   If the increased area consumption of 30% is acceptable, the 8T-SRAM core cell design provides maximum impact for reliability and leakage. The reduced stability during read access can be improved to the much stronger hold stability. Therefore, $V_{min}$ can be reduced drastically, which also lowers leakage current. This design also helps with variability challenges, and both together might be the reason, why it is already used in modern high-$\kappa$ SRAM designs.

2. **Reliability is important, and additional periphery and wiring is acceptable:**
   **WL or Core Boosting**
   Wordline- and core boosting are techniques that have been already used in the past to fight variations. So the required additional effort for wiring and periphery are often already implemented, this is why this was not considered as a show-stopper for these approaches. Both techniques not only impact variability, but also improve read stability and therefore help a lot against parametric variation and degradation. While the impact of both approaches to read stability is high, the drawbacks of slower read access (WL boosting) and read cycle overhead because of charging and discharging the pMOS-wells (core boosting) must be traded off.

3. **No design-change of the cell array is preferred: Guard Band**
   Guard band is the choice if the reliability aspect is not given high priority. This might be the case if e.g. the array is exclusively used in a low temperature environment or operated with drastically reduced supply voltage during a major fraction of lifetime. There is no additional effort to implement this technique, this is why it is the actually used countermeasure for most products in industry nowadays.
Chapter 8

Conclusion and Outlook

In this work, the impact of the four parametric degradation mechanisms 'Negative Bias Temperature Instability' (NBTI), 'Positive Bias Temperature Instability' (PBTI), 'Hot Carrier Injection' (HCI) and 'Non-conducting Hot Carrier Injection' (NCHCI or Off-state stress) on 6-transistor SRAM core cell arrays was investigated. The periphery of SRAM macros was not in the focus of this work and might show different behavior [58].

In actual 65 nm technology with conventional SiO$_2$ gate oxide, only NBTI has remarkable impact on 6T SRAM core cells. PBTI is only active in high-$\kappa$ dielectrics, HCI is not active long enough during normal SRAM operations, and NCHCI does not show enough degradation in this technology. Generally, NBTI has degrading impact only on stability, while write-ability and speed are not negatively influenced. As a rule of thumb in this technology, 100 mV NBTI-induced threshold voltage drift cause approx. 10\% SNM read stability loss. This $\Delta V_{th}$ value is the simulated expectation value of maximum real-life aging: holding one memory state for 10 years with 125 $^\circ$C and 110\% $V_{DD}$.

The worst case of NBTI to SRAM is keeping one memory state for long time (in the range of years). This leads to maximum $V_{th}$ drift of one pullup transistor, while the other pullup remains unstressed. This again leads to maximum instability of the cell in this memory state.

NBTI shows strong variability and recovery, adding to the manufacturing variability. Variations are extremely large because of the tiny SRAM cells, following Pelgrom’s law of doubling the standard deviation with dividing the transistor area by the factor of 4. With not yet fully understood variability and recovery behavior, no sufficiently accurate models are available to simulate the real impact of NBTI to SRAM stability. This is why measurements were necessary to characterize product-like SRAM arrays to examine a real world scenario. Therefore in this work, unconventional new stability measurement techniques were developed. Contrary to state-of-the-art methods, they are faster, do not need dedicated test chips which do not represent mass product design, do not need highly accurate V-I measurements and therefore can
be used in-field in products with the only precondition of dual-\(V_{DD}\) power routing. Using these new techniques, the impact of variability and recovery on the NBTI-affected stability was directly measured.

The new measurement techniques are all based on the flipping behaviour of SRAM cells when the core voltage is lowered. Since the best known stability metric SNM needs access to the memory nodes which is not possible in SRAM products, the stability metric 'Read Margin' was adapted to quickly measure hold and read stability distributions on a 1 MBit SRAM array. Simulations have shown that this is a linear metric to characterize stability. After development, implementation and execution of measurements, the following results were achieved.

Read Stability of recovered NBTI drift:
The manufacturing variability alone shows Gaussian-distributed RM values between 170 mV and 430 mV, which is a difference of 260 mV. Accelerated 1.5 years of operation with 1.2 V @ 125 °C (approx. 40 mV \(V_{th}\) drift) shift these values by approx. 17 mV to again Gaussian distribution with almost the same standard deviation. \(N\) mV of threshold voltage drift decreases the Normal-distributed read stability by \(N/2\) mV. Compared to the huge impact of manufacturing variability of 260 mV, these additional 17 mV are not extremely critical.

Hold Stability of recovered NBTI drift:
The same metric was applied to Hold Stability, which represents the retention case for keeping data. Normal-distributed values between 870 mV and 1150 mV were measured, which means that this is only a critical case when the supply voltage is lowered during retention phases ('adaptive supply voltage'). It showed that the minimum retention voltage \(V_{min,ret}\) is raised very strongly by NBTI, i.e. \(N\) mV pMOS NBTI induced \(V_{th}\) shift leads to \(2 \cdot N\) mV \(V_{min,ret}\) rise. This is because the distribution was not only right-shifted like in read case, but also got wider and not exactly Gaussian Distributed anymore. Strong \(V_{min,ret}\) raise is the worst result of NBTI to SRAM in real-life products, when the supply voltage is dynamically adapted. On the other hand, if the supply voltage is reduced for long periods during retention mode, there will be no strong NBTI degradation, which limits the impact drastically.

Stability directly after end of stress:
With conventional measurement techniques, only the impact of recovered NBTI could be analyzed so far. But the \(V_{th}\) shift is maximum directly after end of stress and starts to recover with extremely short time constants. Therefore, \(\Delta V_{th}\) has lost about 50% after only 1 s of recovery time. It is therefore extremely critical to know the impact of (almost) non-recovered NBTI. Especially on SRAM cells, the impact of the recovering component is especially high due to long hold times that do not allow recovery like in typical clocked logic. In this work, for the first time, the impact of this recovering component of NBTI was directly measured on SRAM arrays at 1 ms after end of stress. It could be shown that the number of destructive read events 1 ms after end of stress is approx. double compared to the recovered values some hours
later. Therefore it was proved that the worst case of NBTI to real-life SRAM products without dynamically adapted core voltage is reading a cell directly after long time keeping data. This does not allow recovery and attacks the cell in the least stable state. Additionally, this work now allowed to characterize the stability distribution of the whole chip @ 1 ms after end of stress.

Finally, known countermeasures against variability, instability and \( V_{th} \) drift were examined. Comparing countermeasures against BTI, technically the 8T core cell **is the best candidate**. Although it needs about 30% more area and still has the problem of increased retention voltage, it solves the problem of read stability and \( V_{min} \). This is because read and hold are separated, so that reading is not a strong attack to cell stability anymore. Together with reduced \( V_{min} \), this might be the reason why 8T core cells are already chosen in Intel’s 45 nm high-\( \kappa \) ‘Nehalem’ processor.

The overall result of all these simulations and measurements is: **SRAM products are NBTI worst case: they do not benefit from recovery but suffer most from variability.** However, compared to the strong manufacturing variability and temperature dependency, parametric degradation is not a show-stopper in non-high-\( \kappa \) technologies.

A view into the future shows that the next sub-65 nm generation of SRAM cells including high-\( \kappa \) metal gate stacks is much more vulnerable. Then, not only NBTI, but also PBTI and maybe NCHCI will impact 6T-SRAM core cells. PBTI is active in high-\( \kappa \) dielectrics, and NCHCI might have enough degradation in this technology. Only HCI still is not active long enough during normal SRAM operations. This means that not only the pullup will be degraded, but also the pulldown, which has about double the impact on SRAM performance compared to pullup. Simulations have proved that both effects are adding their impacts and result in a dramatic loss of stability (approx. 30% SNM loss @ 100 mV NBTI- and PBTI-induced \( V_{th} \) Drift, respectively) and also of speed. Additionally, both NBTI and PBTI show recovering behavior, which does not happen in SRAM: directly after long hold, the read cycle is the worst attack to SRAM stability. Altogether, this means that both transistors will experience strong \( V_{th} \) shifts directly after long hold, which will exceed the mentioned 30% stability penalty. Variations are not yet included in this scenario, but will again increase with smaller transistor dimensions.

So if from technological side both BTI effects cannot be minimized, this might be a real threat for 6T-SRAM core cell arrays. It could lead to failures in-field after about 1 year of usage. Fortunately, several countermeasures can be considered in the design phase to still produce reliable SRAM arrays.
Appendix
Appendix A

Determination of Static Noise Margin SNM and Read N-Curve

Fig. A.1: Setup for SNM(read), SNM(hold) and Read N-Curve [13] [12]. Both stability metrics require access to the memory nodes.

<table>
<thead>
<tr>
<th>Mode</th>
<th>WL</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNM(read)</td>
<td>1</td>
<td>Raise $V_S$, measure $V_{SN}$ + vice versa</td>
</tr>
<tr>
<td>SNM(hold)</td>
<td>0</td>
<td>Raise $V_S$, measure $V_{SN}$ + vice versa</td>
</tr>
<tr>
<td>Read N-Curve</td>
<td>1</td>
<td>Raise $V_S$, measure $I_S$ + vice versa</td>
</tr>
</tbody>
</table>

Table A.1: Different modes of using the test setup in Fig. A.1

N-Curve for hold case is not supported, because the current is too small.
Appendix B

Determination of Read Margin RM

Fig. B.1: Setup for Read Margin

Lower the core voltage and measure the read current on the '0' memory side. At which core voltage does the bitline current drop? The difference between this voltage and the nominal voltage is called the Read Margin.
Appendix C

Determination of Write Level or Write-Trip Point

Fig. C.1: Setup for Write Level

Starting from read conditions, lower the BL voltage on the '1' memory side. At which BL voltage does the cell flip?
Appendix D

Determination of Write N-Curve

Measurement setup is similar to Read N-curve, but the BL on '0' memory side is connected to ground.
Appendix E

Determination of Read Current $I_{\text{read}}$

Fig. E.1: Setup for read current

Static read current flowing on '0' memory side.
Appendix F

List of Symbols and Abbreviations

6T 6 transistor
ADM Access Disturb Margin
bit Binary digit
BL, BLB Bit Line, Bit Line Bar (aka BL)
BTI Bias Temperature Instability
CDF Cumulative Density Function
CMOS Complementary Metal Oxide Semiconductor
d distance
DF Duty Factor
DRAM Dynamic Random Access Memory
ε Dielectric constant, sometimes κ is used
ECC Error Correction Codes
EUV Extreme Ultra Violet
FET Field Effect Transistor
FIT Failure In Time - equivalent to 1 error per 10^9 hours of device operation
FoM Figure of Merit
g_m Small signal transconductance (or mutual conductance)
GB Giga Byte = 2^{30} Byte = 1,073,741,824 Byte
HCI Hot Carrier Injection
HM Hold Margin
I Current
IC Integrated Circuit
I_{crit} Critical Current
κ Dielectric constant, sometimes ε is used
kB Kilo Byte = 2^{10} Byte = 1,024 Byte
kBit Kilo Bit = 2^{10} Bit = 1,024 Bit
L Length of a device
LDD Lightly Doped Drain
µ Mean value, expectation value
µ_0 Carrier mobility
MB Mega Byte = 2^{20} Byte = 1,048,576 Byte
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBit</td>
<td>Mega Bit = $2^{20}$ Bit = 1,048,576 Bit</td>
</tr>
<tr>
<td>MC</td>
<td>Monte Carlo</td>
</tr>
<tr>
<td>MOSFET</td>
<td>Metal Oxide Semiconductor FET</td>
</tr>
<tr>
<td>MTBF</td>
<td>Mean time between failure; 1 year MTBF is equal to approx. 114 FIT</td>
</tr>
<tr>
<td>MuGFET</td>
<td>Multi Gate FET</td>
</tr>
<tr>
<td>MUX</td>
<td>Multiplexer</td>
</tr>
<tr>
<td>NBTI</td>
<td>Negative Bias Temperature Instability</td>
</tr>
<tr>
<td>NCHCI</td>
<td>Non conducting Hot Carrier Injection (aka Off-State Stress)</td>
</tr>
<tr>
<td>PBTI</td>
<td>Positive Bias Temperature Instability</td>
</tr>
<tr>
<td>PC</td>
<td>Personal Computer</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PVT</td>
<td>Process, Voltage, Temperature</td>
</tr>
<tr>
<td>RDF</td>
<td>Random Dopant Fluctuation</td>
</tr>
<tr>
<td>$r_{out}$</td>
<td>Small signal output resistance</td>
</tr>
<tr>
<td>RM</td>
<td>Read Margin</td>
</tr>
<tr>
<td>S, SB</td>
<td>Memory nodes S, S Bar (aka $\overline{S}$)</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>SINM</td>
<td>Static Current Noise Margin</td>
</tr>
<tr>
<td>SNM</td>
<td>Static Noise Margin</td>
</tr>
<tr>
<td>SNM(hold)</td>
<td>Static Noise Margin for retention case</td>
</tr>
<tr>
<td>SNM(read)</td>
<td>Static Noise Margin for read case</td>
</tr>
<tr>
<td>SoC</td>
<td>System on chip</td>
</tr>
<tr>
<td>SOI</td>
<td>Silicon On Insulator</td>
</tr>
<tr>
<td>SRAM</td>
<td>Static Random Access Memory</td>
</tr>
<tr>
<td>SVNM</td>
<td>Static Voltage Noise Margin</td>
</tr>
<tr>
<td>t</td>
<td>time</td>
</tr>
<tr>
<td>V</td>
<td>Voltage</td>
</tr>
<tr>
<td>$V_{ds}$</td>
<td>Drain-Source voltage</td>
</tr>
<tr>
<td>$V_{gs}$</td>
<td>Gate-Source voltage</td>
</tr>
<tr>
<td>$V_{min}$</td>
<td>Minimum supply voltage that provides full SRAM functionality</td>
</tr>
<tr>
<td>$V_{min,ret}$</td>
<td>Minimum supply voltage that only provides safe hold (WL=0)</td>
</tr>
<tr>
<td>$V_{th}$</td>
<td>Threshold voltage</td>
</tr>
<tr>
<td>VTC</td>
<td>Voltage Transfer Characteristic</td>
</tr>
<tr>
<td>W</td>
<td>Width of a device</td>
</tr>
<tr>
<td>WL</td>
<td>Word Line or Write Level (depending on situation)</td>
</tr>
</tbody>
</table>
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