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Abstract

This thesis is devoted to the numerical treatment of optimal control problems governed by
second order hyperbolic partial differential equations. Adaptive finite element methods for
optimal control problems of differential equations of this type are derived using the dual
weighted residual method (DWR) and separating the influences of time, space, and control
discretization. Moreover, semismooth Newton methods for optimal control problems of
wave equations with control constraints and their convergence are analyzed for different
types of control action. These two approaches are applied to optimal control problems
governed by the dynamical Lamé system. The thesis ends with a discussion of numerical
techniques to solve exact controllability problems for the wave equation.

Zusammenfassung

Diese Arbeit beschaftigt sich mit der numerischen Behandlung von Optimalsteuerungspro-
blemen fiir hyperbolische partielle Differentialgleichungen zweiter Ordnung. Adaptive Finite-
Elemente-Verfahren fiir Optimalsteuerungsprobleme mit Differentialgleichungen dieser Art
werden basierend auf der dual-gewichteten-Residuum-Methode (DWR) hergeleitet und dabei
die Einfliilsse der Zeit-, Orts- und Kontrolldiskretisierungsfehler separiert. Weiter wer-
den semi-glatte Newtonverfahren fiir Optimalsteuerungsprobleme fiir Wellengleichungen
mit Kontrollbeschrankungen und ihr Konvergenzverhalten fiir unterschiedliche Wahl der
Kontrolle untersucht. Diese beiden Methoden werden auf Optimalsteuerungsprobleme mit
dem dynamischen Lamé System angewandt. Die Arbeit endet mit einer Diskussion iiber
numerische Methoden zum Losen von Problemen der exakten Steuerbarkeit fiir die Wellen-
gleichung.







1 Introduction

This thesis is devoted to numerical methods for control problems governed by second order
hyperbolic partial differential equations. Thereby we consider optimal control as well as
exact controllability problems. In optimal control of partial differential equations one is
interested in minimizers of a cost functional depending on a control and a corresponding
state. The relation between the control and the state is given by a partial differential
equation; optionally, there are additional constraints on the state and control. In exact
controllability one is interested in finding a control entering a partial differential equation,
which drives the corresponding solution of the equation at a given time point to a final
target exactly.

The main issues of this thesis are adaptive finite element methods for optimal control
problems of second order hyperbolic equations, semi-smooth Newton methods for optimal
control problems of wave equations with additional constraints on the controls, the applica-
tion of these two methods to optimal control of the dynamical Lamé system, and numerical
methods for exact controllability problems of the wave equation.

There exists a rich literature on optimal control of elliptic and parabolic partial differential
equations; see, e.g., the monographs by Lions [87] and Troltzsch [126] and for its numerical
treatment Hinze et al. [58] and the references therein. For optimal control of second order
hyperbolic equations we refer to Lions [87] and Lasiecka & Triggiani [84]. However, in
contrast to optimal control of elliptic and parabolic equations there exist only few results
on numerical methods for optimal control of hyperbolic equations of second order. There
is the work by Gerdts, Greif & Pesch [46] on optimal boundary control of a string to
rest in finite time. Domain decomposition in the context of optimal control of the wave
equation is considered in Lagnese & Leugering [79, [80]. For state constrained optimal
control problems of the wave equation see Gugat, Keimer & Leugering [51], Gugat [49]
as well as Mordukhovich & Raymond [107, [105] in case of Dirichlet boundary control and
[106] for Neumann boundary control. In Kowalewski, Lasiecka & Sokolowksi [71] sensitivity
analysis for optimal control problems of hyperbolic equations is considered. In Kunisch &
Wachsmuth [134] a time optimal control problem for the wave equation is analyzed.

For optimal control of first order hyperbolic equations, there exist also only few results; cf.
Ulbrich [I30], Gugat et al. [50], Ngnotchouye et al. [I13], Castro, Palacios and Zuazua [30],
even though control of first order equations is not a subject of this thesis. In the following
we always write hyperbolic equations, instead of second order hyperbolic equations.

Optimal control of hyperbolic equations plays an important role in applications, e.g. in
noise suppression problems, in medical applications as focusing of ultrasound waves and in
problems in elastodynamics. Furthermore, interpretating the optimal control problem as a
parameter estimation problem, it is closely related to questions arising in seismic problems
as well as in noise emission problems. A discussion of these aspects in more detail is
presented later.
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In contrast to optimal control of wave equations there exist a lot of publications on
exact controllability of the wave equation. For an introduction to this topic we refer to the
monograph by Lions [89] and for an overview to the review article by Zuazua [141].

The new contributions of this thesis are the following;:

e Adaptive finite element methods using the dual weighted residual method (DWR; cf.
Becker & Rannacher [13]) applied to optimal control problems governed by hyperbolic
equations. To the knowledge of the author these are the first results on the DWR
method for optimal control of hyperbolic equations. They are published in Kréner
[73]; see also Kromer [74]. There are several publications on the DWR method for
optimal control of elliptic and parabolic equations showing that the method works
very well for efficiently solving optimal control problems reducing the numerical effort.
Here, we transfer techniques developed for optimal control of parabolic equations, cf.
Meidner & Vexler [99], to optimal control of hyperbolic problems. An important
aspect when analyzing wave like phenomena described by hyperbolic equations is the
conservation of energy, which should also be taken into account on the discrete level.
We analyze the question of conservation of energy on adaptively in time changing
meshes.

e Semi-smooth Newton methods for optimal control problems of wave equations with
constraints on the control. The results are published in Kroner, Kunisch & Vexler
[76, [75]. Control constraints are a natural additional condition, since in physical
applications the appearing quantities are mostly bounded. The incorporation of these
constraints lead to non-smooth operator equations. For solving these equations we
introduce the framework of semi-smooth Newton methods and analyze its behaviour
of convergence using techniques based on Hintermiiller, Ito and Kunisch [56]. Semi-
smooth Newton methods, which can be equivalently formulated as primal-dual active
set methods, have shown to work well in many situations. For monographs on these
Newton methods we refer the reader to Ito & Kunisch [64] and Ulbrich [129] and for
the application to optimal control of parabolic equations see Kunisch & Vexler [78].
Numerical examples confirm our theoretical results.

o Adaptive finite element methods and semi-smooth Newton methods applied to optimal
control of the dynamical Lamé system. We consider optimal control problems with
respect to the linearized Lamé-Navier system resulting in the elastic wave equation.
This system can be considered as a model for seismic waves or acoustic waves traveling
in solid materials. We apply the methods described above to this system. Although
the Lamé system is subject of many publications, to the knowledge of the author
the presented results are the first contribution on dual weighted residual methods
for optimal control of the dynamical Lamé system and convergence analysis of semi-
smooth Newton methods solving these control problems with additional constraints
on the control.

Further, we finish this thesis with a discussion of numerical methods for exact controlla-
bility problems of the wave equation. We recall some main aspects from the literature
and confirm them by a numerical example. It is well-known, see, e.g. Zuazua [141] that



exact controllability problems can be formulated as observability problems and that the dis-
cretization of these problems leads to spurious high frequencies. We consider the relation
between optimal control and exact controllability and consider two numerical approaches
to solve the exact controllability problem. On the one hand we interpret it as an optimal
Dirichlet boundary control problem and on the other hand as an optimization problem over
the space of initial data. We conclude with a numerical example.

The thesis is organized as follows.

Chapter Continuous problem

In this chapter we formulate an abstract optimal control problem and present some exam-
ples for optimal control problems. Further, we recall some results on optimality conditions
and formulate existence and regularity results for linear hyperbolic equations as well as for
the inhomogeneous Neumann and Dirichlet boundary problem for the wave equation and
the inhomogeneous Dirichlet boundary problem for the strongly damped wave equation.
Thereby, we recall results on the hidden regularity for the wave equation. Further, we for-
mulate some basic properties of the wave equation, as the propagation along characteristics,
conservation of energy and the relation to conservation laws.

Chapter Adaptive finite element methods

In this chapter we consider optimal control problems of hyperbolic equations without
control constraints and develop adaptive finite element methods to solve these problems
reducing the computational costs. Therefore, we derive a posteriori error estimates sepa-
rating the error arising from time, space and control discretization using the dual weighted
residual method. We transfer techniques developed in Meidner & Vexler [99] for parabolic
equations to hyperbolic equations. The problem is discretized by space-time finite elements.
We discretize the problem first in time using a Petrov-Galerkin method, then in space by
conforming finite elements and finally we discretize the control space. Numerical examples
are presented. Furthermore, we analyze the behaviour of the energy of the homogeneous
discrete wave equation on meshes changing dynamically in time and confirm the results by
numerical examples.

Chapter [4; Semi-smooth Newton methods

In this chapter we consider optimal control problems governed by wave equations with
additional constraints on the control. To solve these problems we consider semi-smooth
Newton methods and analyze the convergence of these methods for different types of con-
trol action. We consider distributed control, Neumann boundary and Dirichlet boundary
control. In case of distributed and Neumann boundary control we prove superlinear con-
vergence, in case of Dirichlet boundary control however, the operator mapping the control
to a trace of the adjoint state has no smoothing property which we need for superlinear
convergence. This motivates to consider the strongly damped wave equation, which models
the behaviour of waves in case of loss of energy. For the strongly damped wave equation we
prove superlinear convergence. The problems are discretized by finite elements and to solve
the optimization problems computationally we formulate the semi-smooth Newton method
equivalently as a primal-dual active set method (PDAS). We present some numerical ex-
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amples confirming the theoretical results.

Chapter Application to the dynamical Lamé system

In this chapter we apply the techniques, adaptive finite elements and semi-smooth New-
ton methods, developed in the previous two chapters to the linearized dynamical Lamé
system. The dynamical Lamé system is used to model acoustic waves in solid materials or
seismic waves. We apply the adaptive finite element method from Chapter [3|to an optimal
control problem with a time-dependent control. Then in the second part we consider semi-
smooth Newton methods for optimal control problems of the dynamical Lamé system with
control constraints and consider distributed, Neumann boundary and Dirichlet boundary
control. Thereby, we transfer the proofs presented in Chapter {4 for the wave equation to
the dynamical Lamé system. As in Chapter {4 we derive superlinear convergence in case of
distributed and Neumann boundary control. For Dirichlet control the operator mapping
the control to a trace of the adjoint state has no smoothing property, so we consider the
strongly damped dynamical Lamé system and prove superlinear convergence in this situa-
tion. The theoretical results are confirmed by numerical examples.

Chapter [6; Controllability

In this chapter we consider exact boundary controllability problems for the wave equation.
In this case a final target at a given time 7" has to be reached exactly. We analyze the relation
to optimal control problems and recall the difficulties when solving exact controllability
problems numerically. Finally, we consider two approaches to solve exact controllability
problems for the wave equation numerically and present an example.
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2 Continuous problem

In this chapter we discuss some aspects concerning existence and regularity of solutions of
optimal control problems governed by second order hyperbolic equations.

Optimal control problems governed by hyperbolic equations are considered in the mono-
graphs by Lions [87, 88], Lions & Magenes [91], [02] and Lasiecka & Triggiani [84]. In case
of additional constraints on the state optimality conditions for optimal Neumann boundary
control problems of the wave equation are derived in Mordukhovich & Raymond [105], and
for optimal Dirichlet boundary control in Mordukhovich & Raymond [107, [106]. Optimal
control of nonlinear wave equations are analyzed in Clason, Kaltenbacher & Veljovic [33]
and Farahi, Rubio & Wilson [41].

For existence and regularity results for general linear hyperbolic equations we refer the
reader to Lions & Magenes [92], for boundary value problems for the wave equation to
Lasiecka & Triggiani [86] in case of the Neumann problem and to Lasiecka, Lions and
Triggiani [85] in case of the Dirichlet problem. In this chapter we recall some main results
from these publications.

Furthermore, we will consider the strongly damped wave equation which is used in models
with loss of energy. We derive a regularity result, which is published in Kréner, Kunisch
& Vexler [76]. There exists several publications on the strongly damped wave equation;
cf. Chill & Srivastava [32], Avrin [4], Mugnolo [108], Pata & Squassina [114], Massatt [95],
Larsson, Thomee & Wahlbin [81]. Further regularity results for some structurally damped
problems can be found in Triggiani [I125]. In Bucci [23] an existence and regularity result
for an optimal Dirichlet boundary control problem for the strongly damped wave equation
is analyzed considering controls in H'(L?(9f2)) in contrast to the results presented in this
thesis, where the controls are in L?(L?(952)).

When considering wave equations, in particular when applying numerical methods to
solve these equations, the main properties of the continuous equation should be taken into
account as conservation of energy, transport of singularities along characteristics and the
relation to conservation laws. We will discuss these aspects at the end of this chapter.

The chapter is organized as follows. After some preliminary remarks in Section
we formulate an abstract optimal control problem in Section present some examples
and formulate optimality conditions. In Section we formulate existence and regularity
results for several state equations; we consider linear hyperbolic equations and boundary
value problems for the wave equation as well as for the strongly damped wave equation. In
Section we discuss specific properties of the wave equation.

2.1 Notation

Throughout this thesis (if not defined else wise), let 2 ¢ R%, d € {1,2,3}, be a bounded do-
main with C?-boundary 02 (for d # 1) and I = (0,7 a time interval for given 0 < T' < oo.
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We set
Q=1x90, X=1x091.

Further, we employ the usual definitions of Lebesgue LP(D) and Sobolev spaces W#P(D)
and I/Vé“’p(D)7 respectively, for sufficiently smooth D =2, D =02 or D=1,1<p <
and a non-negative integer k; cf. Adams [I]. We set H*(D) = W*2(D), H¥(D) = Wg’Q(D),
and H*(D) = [H™(D), L?(D)],_s for any integer m > s > 0, s € R, and the interpolation
space [-,]; cf. Lions & Magenesm[Ql, pp. 10]. Further we use the usual notation for the
space H§(D) and its dual space denoted by H~*(D), s > 0; cf. Lions & Magenes [91, pp.
55]. For any Banach space Z we define the usual Banach space valued Lebesgue spaces
LP(I, Z), Sobolev spaces H*(I, Z) and Holder spaces C¥(I,Z), 1 < p < o0, 5> 0, s € R,
k € INo; cf. [91]. To shorten notations we set

H*(Z) = H*(1,Z), CMZ)=C"1,2),

LP(Z)=LP(I,Z), H(Z)=L1*2).
For Banach spaces X, Z we denote by £(X, Z) the set of continuous, linear mappings from
X to Z and we denote the norm of Z by || - ||z, in case of the space L?(£2) we just write ||-||,
and for R we denote the absolute value by |-|. Moreover, let (-, )z« 7z denote the canonical

dual pairing between Z and its dual Z* and for a Hilbert space H let (-,-)y be the inner
product in H. Further, we define

(o) = [ (u®).vle)) i
J
for an open interval J C I and u,v € L?>(H) and the inner products

(" ) = ('a ')L2(9)7 <'a > = <'7 '>L2(8.Q)7 <'a '>1 = <'7 '>L2(L2(8.Q))'

Finally, we denote by C' > 0 a generic constant.
For an overview on the notation see Chapter

2.2 Abstract optimal control problem

For given Hilbert spaces U and X we introduce a cost functional
J:UxX—=R (2.2.1)
and call U control space and X state space. Further, let
Uaa C U,
be a convex, closed, and non-empty set, which we call the set of admissible controls and
S:U—=X, u—y=>5S(u) (2.2.2)

a control-to-state operator mapping a control uw to a corresponding state y. The relation
(2.2.2) between the control and the state let be given by a hyperbolic partial differential
equation, which we will specify in the next sections.



2.2 Abstract optimal control problem

After these preparations we introduce the following general optimal control problem:

(P)

{ Minimize J(u,y), u€ Uy, ye X, subject to (s.t.)
y = S(u).

In this thesis we will consider control problems of type (]ED

Remark 2.2.1. Throughout this thesis the cost functional (2.2.1]) will mostly be given in
the form

(0%
T(u,y) = Jaly) + 5l

as the sum of a functional J4: X — R and control costs with parameter a > 0; often we
choose Ja(y) = 3 |ly — de%2(Q) with a desired state yq € L?(Q).

Before we recall some results on existence and uniqueness and formulate optimality con-
ditions for (]ED, we present four examples. We start with the classical wave equation.

Example 2.2.2 (Classical wave equation). The classical wave equation with homogeneous
boundary conditions

Yy — Ay =wu in Q,
y(0) =yo in L2,
y:(0) =91 in £,

y=0 onX

(2.2.3)

with yo € H}(2), y1 € L?(2), u € L%(Q) can be seen as a model for small oscillations of a
string (d = 1) and membrane (d = 2), respectively, which are fixed on the boundary. The
displacement and velocity at time zero is given by the initial data y¢ and y;. The function
u is the control acting as a force on the time space cylinder Q. Let yq € L?(Q) be the
desired state. Then we consider the following optimal control problem

. 1 Q@
Minimize J(u7y) = 5 ||y - de%Z(Q) + 5 HUH%Q(Q) ) u € Uadv RS L2(Q)7
S.t.

equation ([2.2.3|)
with the set of admissible controls given by
Usd ={u € L*Q) :us <u<upae inQ}

for some given lower and upper bounds u,,u;, € L?(Q) and a parameter a > 0. The
boundedness of the controls can be motivated by the fact that physical quantities are
usually bounded.

Example 2.2.3 (Strongly damped wave equation). Longitudinal vibrations in a homo-
geneous bar in which there are viscous effects are described by the strongly damped wave
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equation. This equation is not a hyperbolic equation but it can we be seen as a regular-
ized hyperbolic equation. We introduce the following optimal Dirichlet boundary control
problem

C 1 «
Minimize J(u,y) = [ly — yallzz(g) + 3 lull sy, we LX), yelI*Q),
s.t.

yu— Ay —pAy,=f inQ,
y(0) =yo in £,

y1(0) =1 in £2,

y=u onJXY

(2.2.4)
for f € L*Q), p > 0 and o, y1,ya, @ as in Examples The term pAu; indicates
that the stress is proportional not only to the strain, as with Hooke’s law, but also to the
strain rate as in a linearized Kelvin material, see Massatt [95], Fitzgibbon [43], cf. also
Larsson, Thomee & Wahlbin [81]. Furthermore, the strongly damped wave equation can

be considered as a regularization of the wave equation. For further details we refer to
Section 2.3.2]

Example 2.2.4 (Elastic wave equation). For modeling of elastic waves, which arise e.g. in
seismic problems or are caused by acoustic waves traveling through solid material structures,
the elastic wave equation is applied. It is also used for acoustic emission problems, see, e.g.
Schechinger [122]. We introduce the following optimal control problem

Minimize J(u,y) = % ly — yd||%2(L2(Q)3) + % ”UH%2(1,133) ’
= L2(I,R3), y c LZ(Q)?)? S.t.
3
i — (A + p)Vdivy — pAy = > uigi in Q, (2.2.5)
i=1
y(0) = yo in {2,
yt(o) =y in \Q,
y=0 on X

for given g; € L2(2)%,i = 1,2, \,u > 0, yo € HE(2)3, y1 € L*(2)3, dimension d = 3 and
a > 0. So when, for example, the functions g; are given as characteristic functions of some
subsets of (2, the control u acts only on some parts of {2 depending on time.

The elastic wave equation can be derived from the Lamé Navier equations after some
linearizations; see Hughes [59]. For further details we refer to Chapter

Example 2.2.5 (Westervelt equation). This more advanced example is taken from Clason,
Kaltenbacher & Veljovi¢ [33]. We consider optimal control of highly focused ultrasound,
where the pressure fluctuations of the ultrasound are modeled by the Westervelt equation.
As the strongly damped wave equation in Example this is not a hyperbolic equation

10



2.2 Abstract optimal control problem

but it can be seen as a nonlinear strongly damped wave equation. The control problem
reads as follows
o

T
/ lulPdodt, wu€ Uy, yé€X,
2Jo Jny

1
Minimize J(u,y) = 3 /Q ly(T) — ya|*dz +

s.t.

yut — ey — bAy, — fp@?)tt in 0,

y(0) =wo on (2,
y¢(0) = 1 on (2,
Oy = u on I x Iy,
yr +cOpy =0 on I x I7,

\

(2.2.6)
with the spaces

2

U={ue L x o) lully <o}, Jully = lul?, g e+l g

Uswd ={uecU||ully <K and u(0,-) = Opyo on Iy},
X={yel¥Q)|yyecH(Q},

yo € H2(02), y1 € H(2), K > 0 and 92 = Iy U I';. The function y describes the acoustic
pressure fluctuation, u the normal acceleration of transducers on the part Iy of the boundary
012, c the speed of the sound, b > 0 the diffusivity of sound, p > 0 the mass density and § > 1
a parameter of nonlinearity. To avoid artificial reflection we assume the mixed boundary
condition on I7. Instead of the Westervelt equation also the Kutznov equation can be used
to describe ultrasound propagation. For further results on the Westervelt equation we refer
the reader to Kaltenbacher & Lasiecka [67].

Now, we return to the abstract optimal control problem and formulate an existence
result and optimality conditions.

Existence of a solution of the optimal control problem

To prove existence of a solution under certain conditions, which we specify in the sequel,
we apply the reduced ansatz. Therefore we define the reduced cost functional by

j:U =R, ju)=J(u,Su)) (2.2.7)

and reformulate the optimal control problem equivalently as
Minimize j(u), u € Uyq. (Pred)

Existence of a solution of follows under weak assumptions.

Proposition 2.2.6. Let the reduced cost functional j: Uy,q — R be weakly lower semicon-
tinuous, 1i.e.

liminf j(u,) > j(u) for u, — u € Uy

n—o0

11
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and let 5 be coercive over Uy, i.e.
J(u) = flully + ¢
for allu € Uyg and v > 0, c € R. Then problem has at least one solution.
For a proof we refer to Lions [87 pp. 8].

Remark 2.2.7. In the following Chapters we will derive that the control-to-state operators
associated with the Examples - are linear and continuous. Hence, in these three
examples the reduced cost functionals are continuous and convex and consequently weakly
lower semicontinuous; cf. Dacorogna [35]. Thus, we obtain existence of a solution in
all three examples by Proposition [2.2.6] To derive existence of a solution of the optimal
control problem given in Example we refer to Clason, Kaltenbacher & Veljovic [33].
This example is more involved, since the state equation is nonlinear.

Remark 2.2.8. If j is strictly convex, the solution is unique. However, in particular in
case of a nonlinear state equation the solution may not be unique.

This motivates the notion of a local solution.

Definition 2.2.9 (Local solution). A function @ € U,q is called a local solution of the
optimal control problem if

j(u) > j(u)

for all w € {u € Uaq | ||u — @l < e} and some € > 0.

Next, we formulate optimality conditions for the solution of (Preq)).

Optimality conditions

The necessary optimality condition of first order for the control problem ({Peq)) is given in
the following proposition.

Proposition 2.2.10 (Necessary optimal conditions of first order). Let the reduced cost
functional j be directionally differentiable on Uyg. Then for a local optimal solution u € Uy
there holds the necessary optimal condition of first order

F@u—1u) >0 Yu€ Uy (2.2.8)
Without control constraints, i.e. Ugyq = U, this is equivalent to

(@) (u) =0 VYu € Uy.

This is a standard result; see, e.g., Troltzsch [126]. For a proof of the following sufficient
optimality condition of second order we also refer to [126].
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2.3 Existence and regularity for solutions of the state equation

Proposition 2.2.11 (Sufficient optimality condition of second order). Let the reduced cost
functional j be twice continuously Fréchet differentiable in a neighborhood of a point u € U 4.
Further, let u satisfy the necessary optimality condition of first order, i.e.

J@u—1u)>0 Yue Uy

and exists a v > 0 with
J"@)(uw) 2y fullf Vu e U.

Then there exists € > 0 and o > 0 such that there holds
j(u) > §(@) + o |lu—alf

for all u € Uyq with ||u—al,; < e. Hence, 4 is a local solution of the optimal control
problem.

Remark 2.2.12. Sometimes it is not possible to prove a sufficient optimality condition
of second order as formulated in Proposition This is, for example the case, if the
reduced cost functional is twice continuously differentiable only with respect to a subspace
U C U and coercivity is only given with respect to U. Then, the so-called two norm-
discrepancy can be applied using norms of U and U; see Troltzsch [126].

2.3 Existence and regularity for solutions of the state equation

This section is devoted to a discussion of existence and regularity results for solutions of
linear hyperbolic equations and boundary value problems for the wave equation. These
equations are candidates to define the control-to-state mapping . Regularity results
for general linear hyperbolic equations can be found in Lions & Magenes [91], for the
Neumann problem for the wave equation in Lasiecka & Triggiani [86] and for the Dirichlet
problem for the wave equation in Lasiecka, Lions & Triggiani [85] and Lasiecka & Triggiani
[84, pp. 954]. Further results for nonhomogeneous problems can be found in Lions &
Magenes [92, pp. 103].

At first we consider a general linear hyperbolic equation, then the inhomogeneous Neu-
mann and Dirichlet problem for the wave equation and finally, the Dirichlet problem for
the inhomogeneous strongly damped wave equation.

2.3.1 Linear hyperbolic equations of second order
Let H and V be Hilbert spaces forming a Gelfand triple
V Cc H, V densein H, V — H is continuous.

We identify H with its dual space, and let V* be the dual space of V. Then we identify H
with a subspace of V*, and we obtain

VCcCHCV" (2.3.1)

13



2 Continuous problem

If f € V*and v € V, their inner product is also denoted by (f,v) = (f,v)y« v, which is
permissible by the identification (2.3.1)), cf. Lions & Magenes [91]. Usually we choose

V={ve H(D)" |v|p, =0}, H=L*Q)" (2.3.2)

with the Dirichlet part I'p C 9f2 of the boundary or in case of homogeneous Neumann
conditions

V=HY )", H=L*O)" (2.3.3)

forn=1,2,3.
To recall some existence and regularity results for a general linear hyperbolic equation
we introduce the following semilinear form.
For t € I, let
b(t,u,v): VxV =R

be a family of continuous bilinear forms, such that
I >t b(t,u,v) is continuously differentiable in I for all u,v € V,

there exists A, > 0, such that b(t,v,v) + X ||v3 > « ||v|]%/ for allv € V and t € [0,T].

(2.3.4a)
B (2.3.4b)
For fixed t € I there holds the following identity
b(t,u,v) = (B(t)u,v)y+y, B(t)ue V™,
which defines
B(t) € L(V, V™).
We consider equations
yir(t) + B(t)y(t) = f(1), (2.3.5)
with initial data
y(0) = yo, %(0) = 1. (2.3.6)

Theorem 2.3.1. Assume that the properties (2.3.4a) and (2.3.4b)) hold. Then for

fel*H), yweV, yyeH (2.3.7)
there exists a unique function y satisfying (2.3.5) and (2.3.6]) with
ye LA(V), wy € L*(H). (2.3.8)

For a proof we refer to Lions & Magenes [91].
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2.3 Existence and regularity for solutions of the state equation

Remark 2.3.2. If (2.3.8)) holds, then B(t)y € L?(V*), such that (2.3.5)) implies
yiw € L*(V*).

Thus, we define the solution space for linear hyperbolic equation with homogeneous
boundary conditions by

X =L*V)nH (H)nH*(V*). (2.3.9)
Further, there holds the following theorem; cf. Lions & Magenes [91, pp. 275, 288].

Theorem 2.3.3. Assume that the conditions (2.3.4a) and (2.3.4b) hold. Then after a

possible modification on a set of measure zero, the solution y of (2.3.5) and (2.3.6) with
data

e given in satisfies
(y.3) € C(V) x CH(H),
and the mapping
L*(H) x V x H = C(V) x CY(H),  (f,y0,51) = (%)
1S continuous.
o given by (f,yo0,y1) € L2(V*) x H x V* satisfies
(4 ye) € C(H) x CH(V7),
and the mapping
LA(V*) x H x V* = C(H) x C'(V*),  (f.y0,91) = (4, 90)
18 continuous.

Remark 2.3.4. The theorem implies the well-definedness of y(0) and y;(0), so that (2.3.6))

has a meaning.

The variational formulation of (2.3.5)), (2.3.6) with data (2.3.7) reads as follows: Find
y € X, such that y(0) =yo € V, y(0) =41 € H and

(yu(t),v)g + b(t,y(t),v) = (f(t),v)g Yv eV a.e. inl. (2.3.10)

Remark 2.3.5. For a discussion of regularity results for nonlinear hyperbolic equations on
domains with conical points we refer the reader to Witt [136].

Now, we proceed with wave equations.

2.3.2 Wave equations

Here, we replace operator B by the Laplacian (—A): H}(£2) — H~1(£2), and thus, equa-
tion (2.3.5) becomes the linear wave equation, which we consider in the following with
inhomogeneous boundary conditions.
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2 Continuous problem

Neumann problem for the wave equation

The Neumann problem for the wave equation is given by

yu — Ay =f inQ,
y(0) =yo in L2,
y:(0) =91 in £,
Oy =u on X.

(2.3.11)

Applying the method of transposition we obtain existence and uniqueness of a solution

of ([@.3.11).

Theorem 2.3.6. For every (f, vo, y1, u) € L'((H'(2))*) x L*(2) x (HY(2))* x L*(Y)
there exists a unique very weak solution

y € C(L*(92)) (2.3.12)
of [£311), icc.
(v, 9)1 = (. Or — (40, G(0)) + (y1,¢(0)) + (w, )1, (2.3.13)
where ¢ = (4 is the solution of
Gt —AC=g inQ,
CT)=0 in R,
G(T) =0 in 2,
On(=0 onX

for any g € L*(L?(R2)). The mapping
LY(H'(2))%) x L*(2) x (H'(2))* x L*(2) = C(L*(2)),  (f,90,91,u) =y,

18 CONLINuUoOuUs.
If we assume that (f, yo, y1, u) € LY (L%(£2)) x H'(2) x L?(£2) x L?(X), then there holds

(y.y0) € C(H2(£2)) x C((H(£2))"). (2.3.14)

Proof of Theorem[2.3.6] The regularity result has been proved in Lasiecka & Trig-
giani [86].

To verify the assertion we recall a proof following classical arguments, see Li-
ons [87]. From Theorem we deduce that

(¢, G) € C(H'(2)) x C(L*(%2))
and hence the mapping

g—=F=(f,0)1— (y0,¢(0)) + (y1,¢(0)) + (u, ()1

defines a continuous linear form on L!(L?(§2)). Therefore, there exists a solution

y € L*(L*(12))
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2.3 Existence and regularity for solutions of the state equation

fulfilling (2.3.13)). Further, there exists a constant C' independent of
(f, yo, y1, w) € LH((HY(2))%) x L2(£2) x (H'(2))* x L*(X)
such that

19l oo r2e2y) < CH, yo, y1s Wl o2y x 22y (11 (92) x£2(5) -
Uniqueness of the weak solution and continuous dependence on the data follows from this
estimate. With the result (2.3.14) we have for sufficiently smooth data that y € C(L?(£2)),

so by extension by continuity the proposed regularity (2.3.12]) follows.
O

Further, we recall a regularity result from Lasiecka, Triggiani [83] for the inhomogeneous
Neumann problem with slightly smoother Neumann data.

Proposition 2.3.7. Foryo=y1 =0 and f =0 and u € LQ(H%((‘)Q)) there holds
(y,y) € C(H'(2)) x C(L*(£2))
for the solution of the Neumann problem (2.3.11)).

Dirichlet problem for the wave equation

To analyze the Dirichlet boundary problem we recall three regularity results in Theo-
rem [2.3.8, 2.3.10, and 2.3.12] In particular, all three theorems provide some hidden regu-
larity for the solution of the wave equation. We derive a regularity result for the normal
derivative of the solution of the wave equation on the boundary, which cannot obtained
directly by a trace theorem. The idea for the proof of the hidden regularity result goes
back to Rellich [TI18]. The inhomogeneous Dirichlet problem for the wave equation reads as
follows

yn —Ay=f inQ, (2.3.15a)
y(0) =yo in 2, (2.3.15b)
y(0) =y1 in L2, (2.3.15¢)
y=u onl. (2.3.15d)

Theorem 2.3.8 (Higher regularity). For every (f, yo, v1, u) € LY(HY(2)) x H?(£2) x
HY(02) x HY(X) with f, € L*(L?(2)) satisfying the compatibility condition

u(0) =yo, w(0)=y1 onX, (2.3.16)
there exists a unique solution
(Y, 9o, yu) € C(H?(R2)) x C(H'(£2)) x C(L*(92))
of . Further, there holds for the normal derivative 0,y € H*(X) and the mapping
(HMN(L*(02)) n LY (HY(2))) x H*(2) x H'(2) x H*(Y)
— C(H*(2)) x C(H'(2)) x H(2),
(fs 90, y1,u) = (4,9t Ony)  (23.17)

1S continuous.
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2 Continuous problem

For a proof see Lasiecka, Lions & Triggiani [85].

Remark 2.3.9. The compatibility condition (2.3.16)) is satisfied e.g. for yo € H?(£2) N
H}(2), y1 € HE(£2) and homogeneous Dirichlet boundary condition u = 0.

The reader should notice that in the following theorem we only assume f € L'(L?(£2))
in contrast to Theorem [2.3.3l

Theorem 2.3.10 (Hidden regularity). For every (f, vo, y1, u) € L'(L%(2)) x H*(2) x
L?(2) x H'(X) satisfying the compatibility condition
u(0) =yo on X, (2.3.18)

there exists a unique solution (y,vy;) € C(HY(2)) x C(L*(£2)) of (2.3.15)). Further, there
holds for the normal derivative
Ony € LA(X).

and the mapping
LYL2(2)) x HY(2) x L*(2) x HY(X) — C(H'(2)) x C(L*(2)) x L*(%),

(2.3.19)
(f?y(]aylau) = (yayt7an )7

18 cOntinuous.
For a proof see Lasiecka, Lions & Triggiani [85]; cf. also Lions [88], pp. 233].

Remark 2.3.11. The compatibility condition (2.3.18) is satisfied e.g. for yo € H}(£2) and
homogeneous Dirichlet boundary condition v = 0.

Theorem 2.3.12. For every (f, yo, y1, u) € L*(H~1($2)) x L?(2) x H-Y(2) x L*(X) there
exists a unique very weak solution

(y,3) € C(L*(2)) x C(H™}(12))
of , i.e.

(yag)f = (f7 C)I - (yOa Ct(0)> + (yla C(O)) - <u7 an<>l (2320>
where ¢ = (4 is the solution of
Gt —AC=g inQ,
¢(T)=0 1n £,
GT) =0 in 2. (2.3.21)
(=0 onX

for any g € L'(L?(£2)).
Furthermore, there holds Ony € HY(X) (see [85, pp. 463] for a definition of the dual
space) and the mapping
LYHY(2) x L2(2) x HY(2) x L*(2) = C(L*(N)) x C(H Y(2)) x H (%),

(fa Yo, Y1, u) — (y7 Y, an )7
(2.3.22)
1S continuous.
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2.3 Existence and regularity for solutions of the state equation

Remark 2.3.13. Under these very weak regularity assumptions on the data, no compati-
bility conditions are necessary.

Proof of Theorem [2.3.13. We recall the main idea from Lasiecka, Lions & Triggiani [85]
Theorem 2.3], cf. also Lions [88 pp. 239]. We verify the assertion by transposition and
interpolation. First, let f = 0. From Theorem [2.3.10] we obtain

On¢ € LX(X), (€ C(Hy(R2), ¢(0) € Hy(£2), ¢(0) € L*(12).

Hence, the mapping
g+ =10, 6(0)) + (y1,¢(0)) — (u, OnC)1

is a continuous linear form. Thus, there exists
y € L¥(L*(92))

satisfying the very weak formulation (2.3.20) and there holds Ay € L*(H~2(£2)). From
[85, pp. 157] we derive yyu € L°°(H2(2)) and further by interpolation

y, € L°(H ().

Following [85, pp. 158] we further obtain (y,y;) € L>®(L?(£2)) x L®(H~*(2)) for f #0
and f € L'(H'(£2)). For the estimate we refer to [85, Remark 2.2] and for the
step to (y,y:) € C(L*(£2)) x C(H~Y(£2)) to [85, pp. 153]. The regularity of the normal
derivative follows by [85, Theorem 2.3]. O

Remark 2.3.14. This result is different to results for parabolic equations, where for a
given boundary condition in L?(X) the solution at a given time ¢ € I may be not in L?(£2);
cf. the example in Lions [87), pp. 202].

When considering the strongly damped wave equation which can be seen as a regularized
Dirichlet problem, we obtain higher regularity of the solution of the homogeneous problem,
as we see in the following.

Dirichlet problem for the strongly damped wave equation

The strongly damped wave equation, cf. Example with a damping parameter p,
0 < p < po, po € RT, and Dirichlet boundary condition is given by

yi — Ay — pAyy = f in Q,
y(0) =y in £,

y:(0) = 11 in £2,

y=1u on Y

(2.3.23)

for u € L*(Y).
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To prove a regularity result we first consider the damped wave equation with homogeneous

Dirichlet data
yi — Ay — pAye = f in @,
y(0)=yo  in £,
y(0)=y1  in £,
y=20 on 2.

(2.3.24)

The following theorem can be obtained.

Theorem 2.3.15. For f € L*(L*(R2)), yo € H}(2)NH?(2), and y1 € HE(£2), there exists
a unique weak solution of ([2.3.24]

y € H*(L*(2)) N CYH (2)) n HY(H?(02)) (2.3.25)
given by

(yu(5),8) + (Vy(5), Vo) + p(Vi(s), Vo) = (f(5).8) Vo € Hy(R2) ae. in I (2.3.26)
with
y(0) =yo, u(0) =yi.
Moreover, there holds the a priori estimate
191l 2222 2pnc (g (onnmr a2y < C (1 l2@ec)) + 1Vl + 1Ayl + Vo), (2:3.27)
where the constant C = C(p) tends to infinity as p tends to zero.

Here, we present a direct proof, which is published in Kroner, Kunisch & Vexler [70].
Similar results can also be extracted from Chill & Srivastava [32].

To prove Theorem we proceed as follows. We assume the existence of a solution
with the desired regularity and prove a priori estimates by the following Lemmas [2.3.16]-
2.3.19 Then the existence of a solution

y € H*(L*(2) nWhe(HY(02)) N HY (H?(12)) (2.3.28)

can be ensured using a Galerkin procedure, and by an additional consideration, presented
below, we obtain the regularity in ([2.3.25]).

Lemma 2.3.16. Let the conditions of Theorem be fulfilled. Then the following
estimate holds for almost every t € I:

t
lye (1 + IVy@)I* + p/o IVye(s)|*ds < © (IIVyoH2 +lll® + ||f||%2(L2(9))) :

Proof. We set ¢ = y; in and obtain:
(yee (), 9e(5)) + (Vy (), Vi () + pl Vae(s)lI” = (f(5), ye(s))-

Hence,
1d ||2 1d

S g™+ %MHQ + ol Vye(s)I* = (f(s), ()
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2.3 Existence and regularity for solutions of the state equation

Integrating in time from 0 to ¢ we find:
2 2 ! 2
g1 + VY@ + 2/)/0 IVye(s)[I” ds

¢
< A2 2oy + vl + V5ol +/0 lye(s)[|? ds.
Using Gronwall’s lemma we obtain:
@I < (1990l + a2 + 1 B z2a) -
This gives the desired result. O

Lemma 2.3.17. Let the conditions of Theorem be fulfilled. Then the following

estimate holds for almost everyt € I:

t
C
[ 1avte)Pas + ol 4y < S (19017 + 180012 + ol + 11 1200)-
Proof. We use ¢ = —Ay as a test function in (2.3.26|) and obtain:
—(yae(s), Ay(s)) + [ Ay()|* + p(Aga(s), Ay(s)) = —(f(s), Ay(s))

or equivalently

~(s), Ay(s)) + 1Ay ()7 + &L 1 Ay(s) P =~ (7(s), By(s).

Integrating in time from 0 to ¢ implies that:

t t
- [ wats), Avts) ds+ [ ay(s)P ds+ 5l Ay
0 0

1/t p
< 51 Bauaion +3 | 149 ds + 1wl

DN |

For the first term on the left-hand side we get for almost every t € I
t t
~ [, A ds = [ (on(s), Ap(s)) ds  (an(0) Ay(6) + ((0), A9(0)

. / I0r(5) 2 ds — (e(t), Ay(®) + (1, Ao).

Here, we have used the fact that y; =y = 0 on X and y; = 0 on 9f2. This yields
! 2 P 2
[ 1av1R s+ Glav
1 2 1 2 P 2
< S waay + 5 [ 140(6) 1P ds + Sl duol

t 1 0 1 1
+/0 IVye(s)]1* ds + ;Ilyt(t)ll2 + leAy(t)ll2 + §Ily1|!2 + §\|Ayoll2-
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2 Continuous problem

Absorbing terms we obtain:

L[ 2 P 2
5 [ 1) ds + 2 ayo)]
0
1 p+1 t 1 1
< 5wy + S5 Nawl® + [ 19w ds+ < )1 + Gl

Using the result from the previous lemma we obtain the desired estimate. O

Lemma 2.3.18. Let the conditions of Theorem be fulfilled. Then the following
estimate holds for almost every t € I:

t
1
IV + [ Ay (I + p /0 |8y ds < 2z + 19911 + 1 Agol

Proof. We proceed as in the proofs of the previous lemmas and choose ¢ = —Ay;. This
yields
~(yee(5), Aye(s)) + (Ay(s), Aye(s)) + pll Aye(s)1” = = (f(5), Aye(s))-

We integrate by parts in the first term and obtain for almost every s:

Ld Ld

2t 5 AU + ol Ay(s)I” = —(f(5), Ay (5)).

IVye(s)1* +
Integrating in time from 0 to t we obtain:

1 2 1 2 ! 2

SIVu @I + 1Ay @)1 +p ; [ Ay (s)[|” ds

1 2 p [ 2 1 2 1 2
< gl 2z + /0 | A9 (s)12ds + 5Vl + 5 | Agol

This implies the desired estimate. O

Lemma 2.3.19. Let the conditions of Theorem be fulfilled. Then the following
estimate holds:

t
C
/0 (s < (17122 2y + 1990l + 1430l + 1731117 -
Proof. We proceed as in the proof of Lemma and choose ¢ = yy. This yields:

lyee ()1 = (Ay(s), yee(5)) — p(Aye, yee) = (f(5), yue(5))-

Hence,

t
0

/0 lure(3)[2 ds + / (Aus(5), () ds — (Ay (), (1)) + (Ap(0), 3 (0))
_ / (F yee)ds + p / (Ar(s), y(5))
0 0
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2.3 Existence and regularity for solutions of the state equation

and thus, we obtain

t 1 t 2 t
lyee (1P ds < || 722 + 7 [ Ne(s)]7ds + 2 1l Ayi(s)|2ds
0 4 Jo 2 Jo
e 2 ' 2 1 2
o [ lye(s)Pds + | [[Vye(s)l"ds + S Vy(@)ll
0 0
1 2 1 2 Ly o
1 Lia TS
+ 5 IVyell” + 511 A%ll” + Sl

Absorbing terms and using Lemma|2.3.16|and Lemma [2.3.18 we obtain the desired estimate.
O

Now, we are able to prove Theorem [2.3.15

Proof of Theorem|2.5.15. In a first step we verify (2.3.28]). Therefore, we employ Galerkin’s
method, cf. Evans [40, pp. 308], Lions [87, pp. 257]. We are taking {w;};2, to be the

collection of eigenfunctions for —A on H}(£2). Thus we have
{wy,}32, is an orthogonal basis of Hj(£2)

and
{wy}32, is an orthonormal basis of L?(£2),

where we intend to select the coefficients d%,(t) (0 <t < T, k=1,...,m, m € IN) to satisfy

d’:n(O) = (yo,wk) (k = 1, ce ,m),
By, (0) = (y1,wg)  (k=1,...,m),

and

(it (s), wi) + (Vy™ (), Vwr) + p(Vy" (s), Vwr) = (f(s), wy) in 1
fork=1,...,m (2.3.29)

for

Yy (ta) =) dy (wi(@).

k=0

The finite-dimensional system has a unique solution. This can be proven by formulating
the ordinary differential equation as a first order system

U;n(t) = Vin(t, vm (1)),

Um (0) = vo,m

0= () e (i210)

with
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2 Continuous problem

and the function V,,: I x R*™ — R?>™, V,,,(t,z) = Lz + H(t) defined by

_ 0 id 2mXx2m
L= <—M7;1A —pM,;1A> €R ’

10 = (310 <2

with the Gramian matrix M = ((w;,w;)){%—;, the matrix A = ((Vw;, Vw;))"_,, force
vector F' = ((f(t),wj)gnzl)T and dpo = (d5,(0),...,dm(0)), dm1 = (:dL,(0),. .., 8:dm(0)).
Applying Carathéodory’s theorem existence of a solution follows.

Using the a priori estimate (2.3.27)) for the solution and passing to the limit m — oo

we build the solution of the strongly damped wave equation ([2.3.26)) having the desired

regularity (2.3.2§)).
To obtain the full regularity of (2.3.25|) we proceed as in Kunisch & Vexler [78]. We have

shown that

19ell oo (13 (2)) < C (Iflz2@) + VR0l + [ Ayoll + IVyall) - (2.3.30)
Using the embedding
y € H*(L*(12)) = CH(L*(2)),
we also have y; € C(L?(£2)) and thus
1 0
ye(t) =lim ~ [ wy(t+7)dr in L*(). (2.3.31)

e—0 ¢ —c

Define for t € T 0
1
ge = 8/ ye(t+ 7)dr € H&(Q),

—c
using y; € L°(HE(2)), then we obtain with
19: 1 1132y < € (1fllz2@) + V%ol + 1 Agoll + [[Vyall) -
Therefore, there is a subsequence converging weakly in H{ (£2) against some g with
191173 2y < C (I1f 22 (@) + IIVwoll + 1 Aol + [Vyall) -

Using (2.3.31]) we obtain y;(t) = g and hence, the regularity given in ([2.3.25)).
Uniqueness of the solution follows by the estimate (2.3.27)). O

Now, we consider the strongly damped wave equation with inhomogeneous Dirichlet
boundary conditions . To derive some regularity results we apply the method of
transposition:

For given v € L?(L?(2)) let ¢ be the solution of the adjoint equation

= AC+pAG=v @
((T)=0 in £,

GT) =0 g

¢=0 on Y.

(2.3.32)
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2.4 Properties of the wave equation

Using the transformation ¢t — T — t this equation can be written in the form as ([2.3.24]).

Therefore, we can apply Theorem [2.3.15(leading to ¢ € H2(L?(02))NC(HL(2))NH(H?(12)).
If a smooth solution of (2.3.23|) exists, then there holds (by testing with ( and integrating

in time):

(Gt — ACH pAG, y) 1 + (Y0, ¢(0) — (y1,€(0)) + (v, Onl) 1
— p{Y, OnGe)1 + p(yo, AC(0)) — p(Yo, 0nC(0)) = (£, )1

This observation suggests the following definition: A function y € L?(L?(£2)) is called a very
weak solution of (2.3.23) if the following variational equation holds for all v € L2(L?(§2))

(v, 9)1 = = (Y0, G:(0)) + (y1,¢(0)) = (u,9nC)1
+ P<U7 an<t>l - p(y07 AC(())) =+ P(yo, 671((0» + (fv C)Ia (2333)
where ( is the solution to . This leads to the following theorem.

Theorem 2.3.20. For u € L*(X), f € LY(H2(2)), yo € L*(2), and y1 € H (£2)
equation (2.3.23)) possesses a unique very weak solution defined by (12.3.33) and there holds

the following estimate

Iyllr2(r2(0)) < C <||UHL2(2) + 1 fllLr -2y + llyoll + ||y1HH—1(Q)) ,

where the constant C = C(p) tends to infinity as p tends to zero.

Proof. The right hand side of (2.3.33)) defines a linear functional G(v) on L?(L?(£2)). This
functional is bounded. In fact as a consequence of Theorem [2.3.15| we have

1GOOI+ SO 172 (2) + 1AC(O] + 1008 (0) [ £2(02)
+ 10nCllL2(sy + 10nCell 22y + 1ICl oo (m2(02)) < CllvllL2(22(2))-

The representative of this functional in L?(L?(f2)) is y. This implies the desired result. [

2.4 Properties of the wave equation

In this section we look at some basic properties of the wave equation as the simplest repre-
sentative of the class of second order hyperbolic partial differential equations. These main
properties should be taken into account when considering numerical methods.

The homogeneous wave equation on the full space is given by

yu — Ay =f in RxRY,
y(0) =yo in R, (2.4.1)
y:(0) =y in R?

for initial data yo € C%2(R,R%), y1 € C*(R,R?), f € CY(R x R?) and d € N,
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2 Continuous problem

In one dimension, i.e. (d = 1), the solution is given by d’Alembert’s formula

1 z+ct 1
y(t,z) = = (yo(x + ct) + yo(xz —ct)) + — / yi(x)de + — f(s,y)dyds, (2.4.2)
2 2¢ Jo—ct 2c C(t,z)
where
Ct,a) ={(y,s) ERI R ||y —z[ <ct—s,5>0}

is the cone of dependence. The value y(t,x) depends only on the data given in C(t,x); cf.
Eriksson et al. [37].

From ([2.4.2) we derive that information of the solution of the wave equation propagates
with finite speed of propagation c.

Propagation along characteristics

Any singularities given in the initial data are transported into the time-space cylinder
without any smoothing as we will see in the following. Starting with d’Alembert’s formula
we deduce that for y; = 0 and f = 0 the solution can not be more regular than the initial
state yg. Assume yg has a singularity in a point Z. Then the solution y has this singularity
in all points x +t = Z and x — t = Z, i.e. the singularity is transported along these lines.
They are called characteristics; see Figure [2.1] This shows that in contrast to the heat

A
t

x+t==x x—t==

8l
8

Figure 2.1: Characteristics

equation the wave equation has no smoothing effect with respect to the initial data.

Conservation of energy

The energy associated with the wave equation (2.3.15)) for f = 0 and v = 0 is defined as
follows:

Definition 2.4.1. Let yo € Hi(£2) and y; € L*(£2) and y be the corresponding solution of
(2.3.15)) with f = u = 0. Then the associated energy F is defined by

B(t) = 5 (I + Vo).
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2.4 Properties of the wave equation

With this definition we recall the following well-known result:

Proposition 2.4.2. The energy of the homogeneous wave equation with zero Dirichlet data
s constant in time and is determined by the initial data, i.e.

1 _
E(t) =5 (2l + IVyoll?) = E(0) vt eI

Proof. Since C§°(§2) C HL(§2) and C§°(§2) C L*(£2) are dense, we approximate the initial
data by smooth functions. Using the same notation for the solution of the wave equation
with smooth data, we test the variational formulation by 3 and we obtain

bd (1, 5 1 )
— (= = dt =0
‘A dt(Qn%n-+2HVyn) ,

and consequently,

B(t) = 5 (lu®I? + [Vy@))* = 5 (sl + [ Vyoll?) = E(0) vt el.

N =

1
2
With the a priori estimates from the previous section we derive that the result holds also
for initial data yo € HZ(£2) and y; € L(£2). O

This means that the energy remains in the system and is transported into the space-time
cylinder. In case of the inhomogeneous wave equation the energy may grow or decline in
dependence of the data. In contrast to parabolic equations we have no damping. In this
thesis we will apply numerical methods which conserve these properties; cf. Chapter

A disadvantage of conservative systems is the fact that they do not occur in nature,
because there are always dissipative mechanisms leading to a reduction of the energy of the
system. A widely accepted model reflecting the dissipative behaviour has the form

2" + Bx' + Ax =0, (2.4.3)

where A and B are positive self-adjoint operators on a Hilbert space Z with domain D(A)
and D(B), respectively, dense in Z and (z, Az)z > c||z|, for all x € Z; cf. Chen & Russell
[31] and Avrin [4]. If there exists a solution z of twice continuously differentiable
with z(t) € D(A) and 2/(t) € D(B), then there holds for the associated energy

d d1

SR, 7' (1) = 5

- (@ (0), /() + (A3a(t), A3a(1)) ) = (a',a" + Az) = (', Ba!) <0,

That means, the energy declines with time ¢. This situation is given in the case of the
strongly damped wave equation ([2.3.24)).

The wave equation as a conservation law

Finally, we recall that the one dimensional wave equation

Yit — CYpr = 0
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2 Continuous problem

can be reformulated as a first order hyperbolic system. Therefore, we make the following
formal consideration. We set v = y, and w = y; and obtain

UVt = (yx)t = (yt)a: = Wg, Wt — sza: =0,

” (), (2),
Let

= (1) v - (307
with

v(0,z) = yo(x), w(0,z)=1yi(x).
Then, we have

0 -1

In this thesis we do not consider first order hyperbolic equations. For control of such
equations we refer the reader to the references mentioned in the introduction of this thesis.
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3 Adaptive finite element methods

In this chapter we derive a posteriori error estimates to solve optimal control problems
governed by second order hyperbolic equations of the following type

Minimize J(u,y), uweU, yeX, s.t. (3.0.1a)
Y — Au,y) = f in Q,
y(0) = yo in 2, (3.0.1b)

yt(O) = in {2

with an operator A depending on the control u and the state y, a given force f, initial data
yo and y; which may also depend on the control and a cost functional J: U x X — R;
cf. . We consider the case U,q = U, i.e. we do not impose additional constraints
on the controls and consequently, this fits in the general setting @ with a control-to-state
operator S: U — X, ur y = S(u) (cf. (2.2.2)) given by (3.0.1D).

This formulation in ((3.0.1]) incorporates optimal control as well as parameter identification
problems.

The optimal control problem is discretized in time and space by space-time finite elements,
see Section[3.2] Let (u,y) be the solution of the continuous problem from above and (ug, Yo
the solution of the discretized control problem, where o is a general discretization parameter
including space, time, and control discretization. Then we want to estimate the error

‘](ua y) - J(um ya)

in the cost functional. We separate the influences of time, space, and control discretization
to obtain an efficient algorithm for estimating the error, i.e. we approximate the error in
the following way

J(u,y) = J (o, Yo) = N + 1 + N4,

where 7y, describes the error given by time discretization, 7;, by space discretization, and ny
by the discretization of the control.

Furthermore, the conservation of energy of the homogenous linear wave equation is ana-
lyzed with respect to meshes changing dynamically in time.

The results presented in this chapter are published in Kroner [73], see also Kroner [74].

Adaptive methods for solving hyperbolic equations of second order are developed in some
publications; see, e.g., Rademacher [I16], Bangerth & Rannacher [8, 9], Bangerth, Geiger
& Rannacher [7], where the dual weighted residual method (DWR, cf. Becker, Kapp &
Rannacher [I1], Becker & Rannacher [13]) is applied. An adaptive Rothe’s method is
applied to the wave equation in Bornemann & Schemann [19]. In Adjerid [2] a posteriori
error estimates for second-order hyperbolic equations are presented and their asymptotic
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3 Adaptive finite element methods

correctness under mesh refinement is shown. In Bernardi & Sueli [18] a posteriori estimates
are derived for the wave equation proving upper and lower bounds for temporal and spatial
error indicators.

Adaptive methods for solving optimal control problems governed by elliptic and parabolic
state equations are considered in many publications. For the case without control or state
constraints; see, e.g., Meidner & Vexler [99], for the case with control constraints; see, e.g.,
Hintermiiller & Hoppe [54], Vexler & Wollner [132], Hintermiiller et al. [55], and with state
constraints; see, e.g., Benedix [16], Benedix & Vexler [17], Wollner [137], Giinther & Hinze
[52] and Giinther, Hinze & Thber [53].

The main contributions of this chapter are adaptive space-time finite element methods
for solving optimal control problems governed by hyperbolic equations. We extend the
techniques presented in Meidner & Vexler [99] and Schmich & Vexler [123]. In [123] adaptive
finite element methods for parabolic equations are considered using the DWR method on
dynamic meshes. In [99] adaptive finite element methods using the DWR technique are
developed for optimal control problems governed by parabolic equations with respect to a
quantity of interest. In contrast to these two publications, here we consider optimal control
problems for hyperbolic equations. We formulate the state equation as a first order system in
time and introduce a ¢G(r)cG(s) discretization for this system, which results for r = s =1
in a Crank-Nicolson scheme when evaluating the right hand side by a trapedoizal rule.
For the numerical solution of the control problem we derive a posteriori error estimates.
Numerical examples for an optimal control problem with distributed control for the wave
equation, a control problem with finite dimensional control and a nonlinear state equation
and a control problem with distributed control and a nonlinear state equation are presented.
Finally, we analyze the conservation of energy of the homogeneous discrete wave equation
on meshes changing dynamically in time when applying a ¢G(1)cG(1) method. To reflect
the behaviour of the continuous equation the energy should be conserved on the discrete
level. However, the energy of the discrete system remains only then constant if we allow
refinement and coarsening in time but only refinement in space in every step from a time
point t,, to t,+1 on a given discretization level; cf. also the results in Rademacher [116],
Eriksson et al. [37], Bangerth, Geiger & Rannacher [7]. We present the difference of the
energy in two neighboring time points and some numerical examples.

The chapter is organized as follows: In Section [3.I] we formulate the control problem in
its functional analytic setting, in Section [3.2] we introduce the discretization of the problem,
in Section we present the optimization algorithm, in Section we derive a posteriori
error estimates and evaluate the weights of the estimator, in Section [3.5] we formulate the
adaptive algorithm, in Section [3.6| we present numerical examples, in Section we analyze
the conservation of energy of the wave equation on dynamically in time changing meshes,
and in Section [3.8 we give an outlook.

3.1 Optimal control problem
In this section we introduce the optimal control problem in its functional analytic setting,

which fits in the setting given in .
We start by specifying the operator S: U — X. Let U C L*(W) be the control space for
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3.1 Optimal control problem

a given Hilbert space W, X defined as in and let
X=L*H)NnHWV*), Y=XxX (3.1.1)
for V and H defined as in Section [2.3.1] Further, we introduce the semi-linear form
a:WxVxV =R
for a differential operator A: W x V — V* by
a(u, y)(§) = (A(u,y), E)v=xv,

and define the form a(-,-)(-) on U x X x X by

T
alw)(€) = [ ault).y)(Ew)

Moreover, let the initial data yo: U — V and y;: U — H, and the force f € L?(H) be
given.
Then, we can introduce the state equation in a weak form in analogy to ([2.3.10]).

Definition 3.1.1. For v € U a function § € X is called a solution of the weak state
equation if

(G (), ) + a(u(t), 5()(&) = (f(), ) VEEV, ae in[0,T],
9(0) = yo(u), (3.1.2)
9:(0) = y1(u).

Remark 3.1.2. In the case of control of the initial data we choose U as the space of
constant polynomials on [0, 7] with values in W being a subset of L?(W); cf. Meidner [97].

Remark 3.1.3. We do not formulate any further assumptions on a(-,-)(-), since the adap-
tive algorithm considered in the following sections does not depend on the specific structure
of the semi-linear form.

We only assume that equation admits a unique solution in X. According to
Theorem this is given if, e.g.,

T T
a(u, §)(€) = / a(j(t), £(t))dt — / (r () (), £(8)) st (3.1.3)

with @: V x V — R satisfying (2.3.4a) and (2.3.4b) and 7: U — L?(H). Then, we even
have

g € C(V)a gt € C(H)7 gtt € LQ(V*)a

such that (f +7(u),v0,%1) — (%, 9) is continuous from L2(H) x V x H to C(V) x C(H).
Thus, the initial conditions are well-defined.

The weak formulation (3.1.2)) can be written equivalently as a first order system in time:
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3 Adaptive finite element methods

Lemma 3.1.4. For u € U the state equation (3.1.2)) admits a unique solution if and only
if the following system admits a unique solution y = (y',y?) € Y:

(), €40) g = (f, ") V&' € X,
(0),€%(0)m =0 ve? e X.

(y152>§1)1 + a(ua yl)(gl) + (yQ(O) — U
(i, &)1 — W) — (yo(u) — o'

Proof. The weak formulation (3.1.2)) is equivalent to

(3.1.4)

(Gtt, €)1 + alu, §)(§) + (§:(0) — y1(u), £(0)) m + (yo(u) — §(0),&(0) g = (f, )1 V¢ (6 X |
3.1.5

with § € X. We show the equivalence of (3.1.4)) and (3.1.5):
” =" Set £2 = ¢}, apply partial integration in the second equation and obtain

— (Wi €)1 + (W (T), 1(T)) — (5(0),£1(0)) + (y7, )1 — (WP(T),£1(T))
+ (1%(0),£(0)) = (yo(u) — 4" (0),&(0)g =0 V&' € X. (3.1.6)

Since (yi(T),&4T)) — (y*(T),£Y(T)) = 0 vanishes, we obtain the assertion by replacing

(y2, €Y1 in the first equation using (3.1.6)).
7 <=7 Set

y* = G, (3.1.7)

Yyt =7, €2 = & and ¢! = ¢ and test equation (3.1.7)) with £¢2 and integrate over {2 and the
time interval [0, 7). O

Let the cost functional J: U x X — R (cf. (2.2.1))) be defined by using two three times
Fréchet-differentiable functionals J;: H — R and Jo: H — R by

T (6%
Ty = [ D O+ R @) + 5l

with @ >0 and u € U, y' € X.
Then, we can state the optimal control problem

Minimize J(u,y') s.t. B.1.4), (u,y') €U x X. (PPWR)

Remark 3.1.5. We only allow that the functional J depends on y' and not also on 2.
Otherwise, the right hand side of the corresponding adjoint equation (cf. (3.1.9), (3.1.11))
may be only in L?(V*) and thus, the solution of the adjoint equation is in C(H) N C(V*)
according to Theorem [2.3.3

Remark 3.1.6. We assume that problem admits a (locally) unique solution; cf.

Proposition [2.2.6]
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3.1 Optimal control problem

Remark 3.1.7. Further, in analogy to Meidner & Vexler [99], we assume that there exists
a neighbourhood D C U x X of a local solution of , such that the linearized form
&;1(u(t), y*(t))(-,-) considered as a linear operator

d;l(u(t),yl(t)): V-V

is an isomorphism for all (u,y') € D and almost all t € (0,7). This allows all considered
adjoint problems to be well-posed.

Let the reduced cost functional be defined as in (2.2.7)). We assume that j is three times
Fréchet-differentiable. Then, in a local solution w the first (directional) derivative of j
vanishes, i.e.

7 (u)(du) =0 Vou € U.
Let the Lagrangian L£L:U XY xY — R be defined by

L(u,y,p) = J(w,y) + (f = y2.p")1 — alu,y")(p*) — (4 — v% 071
— (¥*(0) — y1(u),p*(0)) i + (yo(u) — ¥ (0),p*(0)) 1

for (u,y,p) €U xY xY and y = (y',4?) as well as p = (p', p?).
Using the definition of the Lagrangian we can present an explicit representation of the
first derivative of the functional j.

Theorem 3.1.8. Let for a given controlu € U the state y' = S(u) satisfy the state equation
Ly(u,y,p)(0p) =0 VépeY (3.1.8)

fory €Y and if additionally p € Y is chosen as the solution of the adjoint equation

Ly,(u,y,p)(0y) =0 Yoy €Y, (3.1.9)
then the following representation of the first derivative of the reduced cost functional holds:
5 (u)(6u) = L, (u,y, p) (du) = alu,6u)r — d,(u,y")(5u, p")
+ (y1 (W) (1), p' (0)) 1 + (yo(w)(du), p*(0))y  Vou € U. (3.1.10)
The proof follows immediately with standard arguments, .

Remark 3.1.9. The optimality system of the control problem is determined by the deriva-
tives of the Lagrangian, i.e. for a local solution (u,y) the optimality system is given by

(3.1.8), (3.1.9) and the optimality condition
L (u,y,p)(0u) =0 Véu e U.

For given y = (y',4%) € Y and u € U a function p = (p',p?) € Y is a solution of the
adjoint equation (3.1.9)) if

T
—(1,p2); + () (WL 1) + (LT, pA(T)) i = /0 T )

+dy 1 (D)D) W' e X,

— (% pi)r — (%, p*) 1 + (W (T),p"(T))u = 0 v e X.
(3.1.11)
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3 Adaptive finite element methods

Remark 3.1.10. Under the assumption of Remark on the form a and for functionals
W) = [ = wPde. BHD) = [ 6MT) e

with given functions yq € L?(H) and y. € V, existence and uniqueness of a solution p in Y’
follows by Theorem [2.3.1]
Second derivatives

To formulate sufficient optimality conditions (cf. Proposition and to apply Newton’s
method to solve the optimization problem (cf. ), we consider second derivatives of
the reduced cost functional.

There holds the following relation

j(u) = L(u,y,p),

where y € Y is the solution of the state equation for given control u € U and p € Y
arbitrary.

According to Meidner [97] we obtain for the second derivative of the reduced cost func-
tional the following representation for u € U, corresponding state y and adjoint state p,
and directions du,7u € U

3" () (8w, 71) = Lo (, y, p) (u, Tu) + Zyu(u,y,p)(éy, Tu) + Epu(u,y,p)(ép, Tu), (3.1.12)
where 0y € Y is a solution of the tangent equation
Loy (u,y,p)(0u, &) + Ly, (u,y,p)(0y,€) =0 VE€Y (3.1.13)
and dp € Y a solution of the additional adjoint equation
Loy (., p) (S0, 0) + Ly, (u,y,p) (0, 8) + Ly (u,y,p)(0p, ) =0 Y €Y. (3.1.14)

The explicit representations of ([3.1.12)), (3.1.13)) and (3.1.14)) read as follows with y = (y', y?)
and p = (p', p?).
The second derivatives j”(u)(du, Tu) for du,7u € U are given by

5" (u)(u, Tu) = a(bu, Tu)y — ay, (u,y") (6u, Tu, p) — aj, (u,y") (6y, Tu, )
— ay (u, y) (T, 0p) + (yo(w)(Tw), 6p¢(0)) + (¥ (u) (du, Tu), pe(0))  (3.1.15)
+ (1 (u)(Tu), 0p(0)) + (41 (u)(du, Tu), p(0)).

The tangent equation is given by

(09, €)1 + aga (u,y) (6y", €1 + (65%(0),£1(0)) i = —al,(u, y*) (5u, €1)
1

(
(692, €)1 — (09>, €)1 + (091 (0), €2(0)m = (yo(u)(du), €%(0)) V2 € X
(3.1.16)
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3.2 Discretization

and the additional adjoint by
— (1, 000)1 + a4y (u,yh) (91, 0p1) + (WH(T), 6p* (1) 1 + @y (uy') (8y", 40, p')
T
g0 0 ) = [T ) 0
0

+ Iy (Y (D) 0y (D), p1(T)) Vo' € X,

— (W%, 6pi)1 — (W2, 0p°)1 + (W*(T),6p"(T))ur = 0 vip? € X.
(3.1.17)

3.2 Discretization

In this section we discuss the discretization of the optimal control problem (PPV1). We
apply a finite element method for both the temporal and the spatial discretization. For
the temporal discretization of the state equation we use a Petrov-Galerkin scheme with
continuous ansatz functions and discontinuous (in time) test functions. For the spatial
discretization we use usual conforming finite elements. This type of discretization, we
apply here, is often referred to as the c¢G(r)cG(s) discretization. The ¢G(r) method for
time discretization is motivated by the fact that it implies conservation of energy of the
homogeneous equation and thus reflects the behaviour on the continuous level.

First of all we formulate the semi-discretization in time, then the semi-discretization
in space, and finally the discretization of the control. The approaches of optimize-then-
discretize and discretize-then-optimize, which are different in general, coincide; see Becker,
Meidner & Vexler [12], and Meidner [97]: Discretizing of the optimality system of the
continuous problem leads to the same discrete system as deriving the optimality system
of the discretized control problem. This results from the fact that we apply a Galerkin
discretization.

Finite element discretizations of hyperbolic equations of second order are analyzed in
many publications, see, e.g. Johnson [66], where the wave equation is discretized by discon-
tinuous finite elements in time and continuous elements in space and Bangerth & Rannacher
[9, 8], where the DWR method is applied to the wave equation; cf. also the references in
Section B.2.41

In the first section we discretize the state equation in time, in the second we discretize
in space and finally we discuss the discretization of the control space. At the end we make
some remarks on the discretization concerning a priori estimates.

3.2.1 Time discretization

In this section we introduce the semi-discretization in time of the problem under consider-
ation. Therefore, we consider a partition of the time interval I = [0,7] as

I={0}ulUu---Uly
with subintervals I, = (t;,—1, t] of size k,, and time points

O:t0<t1<-"<tM_1<tM:T.
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3 Adaptive finite element methods

We define the time discretization parameter k as a piecewise constant function by setting
klr,, =kmn form=1,..., M.
Now, we can define the semi-discrete spaces:

Xi={v € C(I,H) | vl,, € Pr(lm,V) },
XTI ={op € LXL,V) | vlr,, € Pr(Lm, V) and vs(0) € H},

where P,(I,, V) denotes the space of all polynomials of degree smaller or equal to r € N
defined on I, with values in V. Thus, the space X consists of continuous functions,
whereas in )N(l: the functions can be discontinuous.

Using these spaces we can formulate the discrete state equation.

Definition 3.2.1. For given control u; € U we call y; = (y},y?) € X} x X} a solution of
the semi-discrete state equation if

M
Z atylw Im + a(ukayk)(gl) + (y]%(()) - yl(uk)7§1 (O))H = (f?gl)f v£1 € 5(:]:_17
m=1

M
> Ok €1, — WA E)1 — (yolur) — y4(0),€2(0) g =0 Ve e X
" (3.2.1)

Remark 3.2.2. The semi-discrete state equation is assumed to admit a unique
solution. The existence can be shown directly for the case of a ¢G(1) discretization in
time if the form a is given by - The ¢G(1) method can be written as a time stepping
scheme, since the test functions are discontinuous. Let (V,},Y;2) = yx(t;) form =0,..., M.

my - m

Then, for all ¢',¢2 € V and m = 1,..., M there holds

K _ 2 2
- ?a(ynlmfl) - ki(Ynlwgl)H = _?(Ynlm—lvgl)H - 2(Yn21—17£1)H - (fafl)lm

(), Y+ Ay €Y,

me
2

(V2,801 = (G = Vb 1€ — (V0.

and for all £ € H

(Y0 O = Wolur): Ous (V5. m = wi(up)m,n.

In each time step an elliptic problem has to be solved, which has a unique solution. The
¢G(1) method results in a Crank-Nicolson scheme when evaluating the temporal integrals
by a trapedoizal rule up to terms of order O(k?). The Crank-Nicolson scheme is known
to be A-stable and of second order. An a priori analysis for the Crank-Nicolson scheme
applied to optimal control of parabolic equations can be found in Meidner & Vexler [102].
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3.2 Discretization

Semi-discrete control problem

After these considerations we formulate the semi-discrete optimal control problem
Minimize J(ug,yp), (u,yp) €U x X5, st. (32.1). (PPWR)

The semi-discrete optimal control problem is assumed to admit a (locally) unique solu-
tion. To prove existence on the discrete level one can apply the same techniques as on the
continuous level; cf. Proposition [2.2.6

As in the continuous case we define a Lagrangian by

L:U x (span(X U X}) x span(X U X})) x (span(X U)?g_l) x span(X U)A(:,:_l)) — R,

with

M M
L(u,y,p) = J(u,y") + Z iy, p") - (0w p)

m=1 m=1

?(0

+ (%01 = (2(0) = y1(w), 0" (0) 1 + (yo(w) — ¥ (0),p*(0)nr (3.2.2)

for (u,y,p) € Ux (span(X U X}) x span(X U X}))x (span(X U )?,:_1) x span(X U )?;‘1))

Immediately, we derive L= Llusxyxy-
Before we formulate the semi-discrete adjoint equation, we introduce the following nota-
tions for functions v € X7:

v,':m = ltijg Op(tm + 1), vy, = ltijgwk(tm —t) = vk(tm), [Vk]m = v,':m — Vg

The semi-discrete adjoint equation is derived as in the continuous case as a derivative of

the Lagrangian (3.2.2)): N N
For given yi, = (yi,y2) € X; x X7 and uy, € U the function p, = (pi,p3) € X;fl X X,:fl
is a solution of the semi-discrete adjoint equation if

M M-—1
- Z(?/)I,@tp%)lm - Z( oo PRlm) E + agl(Uk,yi)(wlaP}g) + (s Diar) H
m=1 m=0 .
- / T h@hdt+ 1 )Wl Vel e X,
M M-—1
= @0, — >, (W i) e — %01 + (g phoar)e =0 vy? € X
m=1 m=0

3.2.2 Space discretization

In this section the spatial discretization is introduced and we begin with defining the discrete
finite element spaces. Here, we assume that {2 is a polygonal and convex domain. For
spatial discretization we will consider two- or three-dimensional regular meshes; see, e.g.,
Ern & Guermond [38]. A mesh consists of quadrilateral or hexahedral cells K, which
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3 Adaptive finite element methods

constitute a non-overlapping cover of the computational domain (2. In case of a domain
with C?-boundary we have to consider additional elements approximating the boundary,
which we omit here. The corresponding mesh is denoted by 7;, = { K}, where we define the
discretization parameter h as a cellwise function by setting h|x = hx with the diameter
hx of the cell K. The mesh is called regular if the following conditions are satisfied.

Definition 3.2.3 (Regular mesh). The triangulation 7}, is regular if the following conditions
are satisfied

].. ;Q — UKGE I{7
2. KNK=0or K=K VK,KeT,,
3. any face of a cell K € Ty, is either a subset of 812, or a face of another cell K € Tr,.

Remark 3.2.4. We may weaken the last property in this chapter in the following way.
Cells may have hanging nodes, but at most one is allowed for each face in two dimensions
(lying on midpoints of faces of neighboring cells) and five in three dimensions.

We construct on the mesh 7, conforming finite element spaces V;’ C V in a standard way
by
Vi ={veV|vlge(QK))" for Ke T}

for s € IN and n € IN. Here, Q°(K )Acoqsists of shape functions obtained by bi- or trilinear
transformations of polynomials in Q*(K) defined on the reference cell K = (0,1)%, where

d
O°*(K) = span waj kj € No,kj <s
j=1

and n denotes the number of components of the discrete functions.

Remark 3.2.5. No degrees of freedom are associated to hanging nodes. The value of the
finite element functions which corresponds to the hanging node is determined by pointwise
interpolation of the neighboring nodes.

In analogy to Schmich & Vexler [123] we allow dynamic mesh change in time and keep
the time steps k;, constant in space. We associate with each time point ¢,, a mesh 7, and
a corresponding (spatial) finite element space V;,"™.

Let {70,...,7 } be a basis of P,(I,,, R) with the following property:

T0(tm—1) =1, 70(tm) =0, 7i(tm-1)=0, i=1,...,m
We define
X,:Zm = span { T;v; | v € V,f’m_l, v eV i=1,...,1} CPp(Im, V),
Xpn =A{wn € C(ILH) | vgnlr,, € X"} € X,
X5 = { vwn € LALV) [ vwalr,, € oL, V™) and v (0) € ;7 } € X,

The definition of X,’3"™ implies the continuity of functions in X7 .
After this preparation we can formulate the discretized state equation:
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3.2 Discretization

(@) Tm—1 (b) T (©) Tm

Figure 3.1: Intermediate mesh

Definition 3.2.6. For given uy, € U we call yp, = (Y, yiy,) € Xi5 X X5 a solution of
the discrete state equation if

M
Z (Oeens €)1, + altikn, yen) (€1) + (Win(0) — w1 (urn), €1 (0) i = (f,6N)1 V&' € 552,21’37
m=1

M
> @t €)1, — (W0 €21 — (wolurn) — ¥ (0).€3(0))zr = 0 Vet e Xp .
m (3.2.3)

The discretized equation (3.2.3)) is assumed to admit a unique solution; cf. Remark
Thus, we can state the optimal control problem discretized in time and space.

Minimize J(ugn, Ypy),  wkn €U, yhy, € X5 st (B23). (POWR)

The discretized control problem is assumed to admit a (locally) unique solution;
cf. the semi-discrete case.

Remark 3.2.7. During the computation we have to evaluate terms as (¢m,—1, %) with
Ym-1 €V} =1 and ¥m € V""" living on different spatial meshes. To tackle this problem, we
assume that all meshes 7", m =0, ..., M, result from one original mesh 7, by hierarchical

1
refinement. Thus we build up a temporary mesh 7;Lm ? as a common refinement of 7',2"71
and 7™, see Figure to evaluate these inner products. For a detail consideration of the

practical realization we refer to Schmich & Vexler [123].
3.2.3 Discretization of the control
For the control discretization we introduce a finite dimensional subspace
Td,S
Ua = Uy ny

of U with control discretization parameters rq, Sq, k4, hq, where kg and hy are the temporal
and spatial mesh parameters and r4 and s, the maximal polynomial degrees of the temporal
and spatial ansatz functions, respectively. In case of distributed control we may choose,
eg., Ug= X,S:ill with mesh parameters k and h as for the state discretization. If the control
is a time dependent parameter with values in R", n € IN, we may discretize the control by
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3 Adaptive finite element methods

piecewise constants in time with values in R™. For a discussion of these aspects in more
detail cf. Meidner [97, pp. 37].

All formulations of the state and adjoint equation, the control problems, and the La-
grangian defined on the discrete state spaces and continuous control space can be directly
transferred to the level with discretized control and state spaces. Thus the fully-discretized
problem reads as

Minimize J(ug,yL), uo € Us ye € X5 st (3:2.3). (PPWR)

The discrete solutions are denoted with the index o collecting the discretization parameters
k,h and d. We assume that the corresponding solutions exist; cf. the semi-discrete case.

3.2.4 Remarks on a priori error estimates

In this section we recall some results from the literature about a priori analysis.

There exist many publications on a priori estimates for optimal control for elliptic and
parabolic equations.

A priori error estimates for optimal control of elliptic state equations are derived e.g. in
Casas & Troltzsch [29], Arada, Casas & Troltzsch [3], Casas & Raymond [28], Casas, Mateos
& Troltzsch [27], Casas & Mateos [26]. A variational approach to obtain convergence of
second order is proposed in Hinze [57] without discretizing the control. In Meyer & Résch
[103] convergence of second order is shown when applying a post-processing step. A priori
estimates for optimal control of an elliptic state equation with bilinear control are derived
in Kroner & Vexler [77], Kroner [72] and for an optimal Dirichlet boundary control problem
governed by an elliptic equation in May, Rannacher & Vexler [96], Casas & Raymond [2§],
and Hinze, Deckelnick & Giinther [36].

A priori error estimates for optimal control of parabolic equations are shown in several
publications, see, e.g., Malanowski [93], Winter [I35] and Résch [12I]. In Meidner & Vexler
[100, 101] a priori error estimates are derived for a dG(r)cG(s)-discretization of a linear
parabolic state equation. In Neitzel & Vexler [IT11] these methods are transferred to optimal
control of a semi-linear parabolic equation. Further results on a priori estimates for optimal
control of linear parabolic equations can be found, e.g., in Meidner & Vexler [102], where a
Crank-Nicolson scheme is used for time discretization and in Meidner, Rannacher & Vexler
[98], where additional state constraints are given.

To the knowledge of the author there exist no results on a priori error estimates for optimal
control of second order hyperbolic equations. Thus, here, we just present a short overview
on a priori error estimates for the wave equation. These estimates have in common that
they assume a lot of regularity on the data; see, e.g., French & Peterson [44], Karakashian
& Makridakis [68], Hulbert & Hughes [60]. For a discontinuous Galerkin method for the
wave equation see Grote, Schneebeli & Schétzau [48]. In Jenkins, Riviere & Wheeler [65]
a priori error estimates for a mixed finite element method applied to the wave equation
are derived. In Bales & Lasiecka [6] a priori error estimates for boundary value problems
for wave equations are derived and in Bales & Lasiecka [5] for problems with homogeneous
boundary conditions. Further a priori estimates can be found in Cowsar, Dupont & Wheeler
[34] and Rauch [117].
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3.3 Optimization algorithm

In Larsson, Thomee & Wahlbin [81] a priori error estimates for the strongly damped wave
equation are derived.

We recall an a priori estimate for the wave equation with « = 0 and f € L?(Q)
from French & Peterson [44]. Let r be the polynomial degree characterizing the discretiza-
tion in time and s in space time, as described above; cf. Section [3.2.1] and [3.2.2] Further,
let § = max(s,2). Then for ¢t € [0,T] there holds for a sufficient smooth solution y and the
corresponding semi-discrete solution y,ih (according to Section (3.2.2)

[9kn — yHLoo(L?(Q)) <C(T+ 1k (HaZ—FQyHLOO(L%Q)) + Ha:—’_lyHLOO(H&(Q)Q

1 (3.2.4)
+C(T +1)h*F <||ytt”L°°(H5(Q))) + ||?J”Loo(Hs+1)(Q)) :

Further, there hold corresponding estimates with respect to the L>(H(§2))-norm and for
the first time derivative of the solution y.
3.3 Optimization algorithm

The discrete optimization problems (PP*1|) are solved by a Newton method, as described
in Meidner [97]. Here, we present a short overview about the main algorithmic aspects.

As on the continuous level the discrete state equation defines a discrete solution operator
Sk, mapping a given control u, to the first component of the corresponding state y1. To
simplify notations in this section we omit the subscript ¢ at all functions. With

Jkn(w) = J(u, Sgn(w)) (3.3.1)
the discrete reduced optimization problem reads as
Minimize jgn(u) for w € Uy. (3.3.2)

For a given optimal control problem we consider the first necessary optimality condition,
i.e. we solve
.
Jen(@)(tu) =0 V71u e Uy

for u € Uy. To solve this equation we apply Newton’s method and obtain
Jin(w)(du, Tu) = —jpp(u)(tu) V7ru € Uy,  Unew = 0U + Uold- (3.3.3)
Using Riesz representation theorem we have

(Vign(uw), 7u)y = jrp(u)(Tu) Vru € Uy,
(V2jkh(u)5U,TU)U = jin (u)(6u, Tu) Vou,Tu € Uy

with Vi (u) € Uy and V%5 (u): Uy — Ug. Thus the Newton equation (3.3.3]) reads as

(ngkh(u)du, Tui)U = —(ijh(u>,7'ui>(], 1= 1,~-- ,dim Ud (3.3.4)
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3 Adaptive finite element methods

with the basis {7u; }?;Hf Y4 of Uy We can represent the right hand side of (3.3.4) by the
coefficient vector f € RY™Va and the left hand side by the coefficient vector d € R1™UVa ag
follows

dim Uy
(Virn(uw), rui)u = > filrus, Tus)u,
j=1
dim Uy
(Vijh(U)(SU, TUi)U = Z d] (Vijh(U)Tuj,TUi)U,
j=1

i.e. f and d are given by

. im . dim U,
Gf = ((Vin(w), Tu)o) 3" = (i (w) (ru)) i
. dimU, . dim U,
Kd= ((V2]kh(u)5u,7ui)U)i:1 4= ((],Zh(u)éu,Tui))izl 4
with the Gramian matrix G given by

Gij = (Tuj, Tu;)u,

and the matrix K given by

. dimU, .
Kij = ((VZjen(w)dug, Tui)u) ) = i (w) (Gug, Tuy).

Hence, we obtain the Newton equation in the following form
Hd=-f

with the coefficient matrix H = G K of the Hessian V2jy;(u).
If dim Uy is large, the computation of H is very costly. To avoid assembling the Hessian,
we just compute the coefficient vector h of V2ji;(u)éu € Uy and obtain

dim Uy

(V2jkn(w)du, Tu)y = > hj(Tug, Tui)y,
j=1

where h is given by

. dim . im
Gh = ((VQth(u)éu, Tu,-)U)Z.ZlUd = (],’C/h(u)(éu, Tui))?zl Ya

The Newton equation (3.3.4) is the first order condition for the linear-quadratic optimization
problem

Minimize m(u, du) = jrp(u) + jip (w) (Su) + %jgh(u)(éu, ou), ou€ Uy (3.3.5)

Furthermore if j;, (u) is positive definite, the solution of ([3.3.5) is also a solution of ({3.3.4).
Taking the consideration from above into account problem (3.3.5)) can be written as

mu,d) = jia(u) + (F,d)e + 5 (Hd, d)g (3.3.6)
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3.4 A posteriori error estimates

Algorithm 3.1: Optimization algorithm

1: Choose initial ©«° € U; and [ = 0.

2: repeat

3:  Solve the fully discretized state equation and obtain y;
4:  Solve the fully discretized adjoint equation and obtain p;
5 Assemble f by solving

G = (kn (u') (ru) )23 77,

where j7, (u')(Tu;) is evaluated by (3.1.10).

6:  Solve
Minimize m(u',d), d e RI™Ya (3.3.7)

approximately using only matrix-vector products of the Hessian computed by Al-
gorithm
7:  Choose v; depending on the behaviour of the algorithm.
8  Set u!t! =l + ydu.
9: Set l =1+1.
10: until [f|¢ = ||Vjen(u')||, < TOL.

Algorithm 3.2: Computation of V2j(u!)du

Require: ' and p' are already computed for given u!

1: Solve the discrete tangent equation (3.1.16)) and obtain &y
2: Solve the discrete additional adjoint equation (3.1.17)) and obtain §p'
3: Assemble the coefficient vector h by solving

Gh = (jt (u) (6u, ;)

where j;/, (u)(du, Tu;) can be evaluated by (3.1.15)).

and we derive the optimization algorithm as given in Algorithm with
(a,b)g = aT Gb, lala = v/ (a,a)¢

for coefficient vectors a,b € R4™Va,  Thereby, problem (3.3.7) is solved by a conjugate
gradient method. The parameter v in the Algorithm is chosen by globalization tech-
niques as line search. For a discussion in more detail and further references we refer to
Meidner [97].

3.4 A posteriori error estimates

In this section we consider a posteriori error estimates for the solution (u,,y}) of the fully
discretized optimal control problem with respect to J of the following type:

J(u,y") = (o, y5) & mi + np + N (3.4.1)
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3 Adaptive finite element methods

where 7, 1, and 74 describe the errors which arise from space, time and control discretiza-
tion. Thereby, we follow the argumentation in Meidner [97], where optimal control problems
for parabolic problems are analyzed.

3.4.1 Dual weighted residual method

To separate the errors in (3.4.1) we split the error in the following way
T(usyt) = I (ug, yo) = (J(u,y") = I (uy yp)) + (T (ug, yi) = I (urh, Yien)
+ (I (s Yi) — J (o, Y5))

where (u,y') is the solution of the continuous problem , (ug,yi) of the time dis-
cretized problem 1mh (ugh, y,ih) the solution of the time and space discretized problem

‘M' and (uq,y,) is the solution of the fully discretized problem .

To estimate these differences we recall an important theorem in the framework of DWR
estimators:

Theorem 3.4.1 (Becker & Rannacher 2002, Meidner 2008). Let L: Z — R be a three
times Gateauz differentiable functional for a given function space Z. Further, let y1 € Z1,
Zy C Z, be a stationary point of L on Zy, i.e.

L'(y1)(0y1) =0 Yoy, € Zy.

This equation is approximated by a Galerkin method using a subspace Zo C Z. The approz-
imative problem seeks ya2 € Za satisfying

L'(y2)(0y2) =0 Voya € Za.
If the continuous solution y1 fulfills additionally
L'(y1)(92) =0 Vo € 2o,
then we have for arbitrary §o € Zs the error representation
1 .
L{y) = L(y2) = 5L (y2) (51 — 92) + R, (3.4.2)

where the remainder term R is given by means of e = y1 — yo2 by
1 1
R = 2/ L" (ya + se)(e,e,€) - s+ (s — 1)ds.
0

For a proof we refer to Meidner [97] and Becker & Rannacher [13].

We have the following result for a posteriori error estimation of the discretization error,
thereby we follow the argumentation in Meidner [97] and Schmich & Vexler [123].
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3.4 A posteriori error estimates

Theorem 3.4.2. Assume that (u,y,p), (Ug, Yk, Pk), (Ukh, Ykh, Pkn) and (Us, Yo, Do) are sta-
tionary points of L on the continuous and on the different levels of discretization, respec-
tively, i.e.
L' (u,y, 2)(0u, 6y, dp) =0 V(du,dy,dp) e U x Y x Y,
L' (g, yr, 2x) (du, Oy, opy) = 0
Y(Suy, Syr, opr) € U x (X[)? x (X;~1)2,
L' (wkh, Yrhs 2kh) (OUkh, Yk, OPkn) = 0
V(éukh,éykh,épkh) e U x (X]::Z)Q X (X]:;Ll’s)Q,
ﬁl(uav Yo, ZO’)(éuO" 6yau 51?0) =0
Y(8tie, 0y, 0ps) € Ug x (Xi7) x (X1 ,7°)2.

Then, there holds for the errors with respect to the cost functional due to time, space, and
control discretization:

1
J(u, y') — J(ug, yp) = 513 (ke Yios D) (U — Ty y — Grs 0 — Pre) + R,
1
I (g, y) — I (upns Yip,) = 55 (Ukh, Yohs Ph) (Wk — Ukhs Yk — Tkhs Pk — Pih) + R,

1 . . .
I (ukhy Ypn) — J (o, yo) = §£/(Umympo)(ukh — Uy Ykh — Yos Pkh — Do) + Ra.

~ A~ A~ or— ~ ~ ~ or—1 ~ ~ A~
Here (iig, G, Pr) € UX(X7)2x (X2, (ks Gns Prn) € UX(X0)2x (X0 )2, (o, G0, o) €
Uag x (X3)% x (X, 37°)? can be chosen arbitrarily and the terms Ry, Ry and Rq have the
same structure as given in Theorem [3.4. 1|

Proof. We use the following identities which hold for the solutions of the control problems
on the different levels:

J(“? yl) - J(uka yli) = E(U, y7p) - ‘C(uk:a ykapk)v (343)
J(u, yi) — I (Wrns Yi) = LWk Yr D) — L(Wkhs Yy Pr) (3.4.4)
I (i, Yien) — J (o, Ye) = L (ks Y Prh) — L (U, Yo, Do )- (3.4.5)

To apply the abstract error representation (3.4.2)), we choose the spaces Z; and Z3 in the
following way:

for: Z1=UXxY xY,
Zy =U x (X5)* x (X; 1),
for : x (XF)? x (X712,
X (X2 < (X007,
for : X (Xh)% < (X%,

= Uy x (Xp7)? x (X092
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For the s.ecomd~ and third Eairing we have Z5 C Z; and we can choose Z = Z;. In the first
case we have X,:_l 7 X, X};_l ¢ X and X; ¢ X. Therefore, we set Z = Z; U Z and have
to verify

Lh(u,y,p)(Br) =0 Vpi, € (X[ )%, (3.4.6)
Ly (u,y,p) (k) =0 Vi € (X})*.

Equation ({3.4.6]) is equivalent to

(y2, p)1 + alu, y") (Br) + (2(0) — yi(w), pr(0) = (f.ph)1 Vip € X; 7,

1
k - 3.4.8
D)1 — G2 )1 — (o) — 5(0), P20t = wext O

for pr = (pi,ps). From the continuous equation (3.1.4) and since V C H is dense, we have

for all w € H the property (y%(0) — y1(u),w)y = 0 and (yo(u) — y*(0), w)y = 0, hence it
remains to prove

(vi'» o)1+ a(wy ) (Br) = (f ) Vb € X,

(e, 901 — (¥*,9)1 =0 vp € X;

Since X x X is dense in L?(V) x L?(H) w.r.t. to the L?(V) x L?(H)-norm, relation ({3.4.9)
holds true for all test functions (¢1,£2?) € L*(V) x L?(H) instead of (p},p3) and hence for

all functions (p},p3) € )A(;,:_l X )Z',:_l C L*(V) x L?(H). For the adjoint equation ([3.4.7)
the argument is the same. Thus, the assertion follows immediately from the previous

(3.4.9)

Theorem [3.4.11 O
For
up =u € U, Upp = ug € U,
. Sr—1 Sr—1 .
bo=pkn € Xppy "X Xp s 0o = ykn € Xpg, X X
we have
L, (ug, yi, pi) (u — Gg) = 0, L, (o, Y, Prn) (U — Tgn) = 0,
‘C;;(ua,ympa)(ykh - ?)0) =0, ‘C;(umympa)(pkh - ﬁa) = 0.

Hence, the statement of the theorem above can be formulated as

1

J(u,y') — J(up, yp) = 3 (L4 (urs Y, PR (Y — ) + Ly (g, i, D) (0 — Pr)) 5

1 .
J(ury yt) — T (urn, yip) = i(ﬁfy(Ukh,ykh,pkh)(yk — Jkn) (3.4.10)
+ E;,(ug, Ykhs Pn) (Pk — ﬁkh))7

1 N
J(ukfw ylih) - J(ucﬂ ytlf) ~ i‘c’lu(u07 y0'7p0')(uk‘h - uo)‘
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Figure 3.2: Linear and quadratic interpolation

3.4.2 Estimate of the weights

The error estimates presented in contain the unknown state y and adjoint state p
as well as their semi-discrete analogs and the control ug,. In this section we present an
approximation of the weights in containing these unknown functions. There are
several approaches how to treat these terms. We estimate them by interpolations in higher-
order finite element spaces. There are several publications confirming that this approach
works very well in the context of parabolic equations; see, e.g., Becker & Rannacher [13],
Meidner & Vexler [99] and Schmich & Vexler [123]. Here, we consider the case withr = s =1
and a discrete control space consisting of functions that are piecewise constant in time.
We introduce the following operators

PV =1 —id, PP =12 —ia, PP =1 —id,

1 2 2
7 _ i’ o 7@ _ 1) 0 7@ _ 15 0
g o 1M)r T o 1) 0o I3

1,1 1,2
1. Fo 1 2). 1 2 @ . ) Xpn = Xy on
Ik Xy — X, I2k : X — X5, I2h : { X,S’}lb R Xg’gh.

with

and

The action of the operators I ,gl) and Iéi) is presented in Figure The action of the
interpolation operator Iéi) can be computed for spatial meshes with a patch structure. A
mesh has a patch structure in two (three) dimensions if we can combine four (eight) adjacent
cells to a macrocell on which the biquadratic interpolation can be defined.

We replace the weights in the estimator as follows

~ 2 ~ 1 ~
Y— Uk = ,.E )yk, p—Pk%P;g )pk, Ugh — Uo ~ Pyug,

~ 2 N 2
Yk — Ukh = P;E )ykm Pk — Dkh & P;E )pkh,

where the definition of P; depends on the choice of Uy; cf. Remark [3.4.3]
For a discussion of these aspects in more detail cf. Meidner [97].
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Now, in order to make the terms in the error estimator computable we replace the un-
known solutions by the fully discretized ones. Thus, we obtain
J(u,y") = (g, yp) = mp + nk + 14
with

Mk = (‘C;(Umympa)(P]EQ)ya) + E;,(Uo,ya,pa)(Plil)pa)) )

Nh = (»C;(Umympo)(P]EZ)yU) + E;,(umya,pa)(P;EQ)pa)) : (3.4.11)

N =N =

1
Na = iﬁf/u,(uau yavpa)(PduU)‘

Remark 3.4.3. In several cases the estimator 7, vanishes. If the control space U is finite
dimensional, e.g. in the case of parameter estimation, we choose P; = 0 because in this case
we have uyp = u,. Furthermore, in several cases there holds £ (us, Yo, po)(-) = 0. This is
often the case if the control enters linearly the right hand side or the boundary condition
and if the control is discretized as the adjoint state or as the restriction of the adjoint
state to the boundary. Then the optimality condition is also pointwise satisfied, and the
derivative of the Lagrangian w.r.t. to the control vanishes; cf. Example Nevertheless,
to stabilize the algorithm it may be useful to discretize the control on a coarser time mesh as
the adjoint state. Then £/, (uy, Yo, ps)(+) does not vanish and we choose Py as a modification
of the operators P, and Pj.

Example 3.4.4. We present an example where the estimator 7, vanishes and one where it
does not vanish. Let the optimality condition be given by

(g + po,du) =0 Vou € Uy.

If p, € Uy there holds au, + p, = 0, which implies £ (us, Yo, Do )(:) = 0.
However, if the optimality condition is given by

(s + Yopo,0u) =0 Vou € Uy,

e.g. in optimal control problems with bilinear control, cf. Kroner & Vexler [77], the product
YoPo 18 in general not in Uy and we cannot expect L] (uy, Yo, Do )(:) = 0.

To derive an explicit representation of the error estimators we set

Y():yg(O), Ym :ya(tm)a PO :pg(O), Pm:pa|1ma

(3.4.12)
UO - UU(O); Um = UU’Im
form=1,...,M and let
Yin = (Y, Yh),  Pm=(Py, P) (3.4.13)
for Y1 Y2 P.L P2 ¢ Vhl’m, m=0,..., M. We evaluate the time integrals on every interval

I, = (tm—1,tm] by applying a box rule for all functions constant on I,,, and by a Gaussian
quadrature rule with Gauss points t!  ¢2, or a trapedoizal rule for all other functions. We
use the fact that P,El)pg is linear and P,Ez)yg is quadratic on I,,, so we can compute values
of P,gl)pg and PIEQ)yU exactly for every t € I,,. In the following the derivatives of the

Lagrangian are presented to determine 7, and 7.
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3.4 A posteriori error estimates

M
)t Y90 (Pipo) = ZZ{;” ), (1L (E,) — PL)

m=1 i=1

— 3 = Yo ()t = PR) = U, g (6)) (I Py () = Pi)

— 5V = Yo (P28 = PR) + (w2 (). (1R (8,) — Pé)},

Moo 2 ‘ , '
£} (o, 02) (Petio) = S {Z S (b ) S b (85))

m=1 ~i=1

Em, ki 1 x
=5 Ly (V) ) ] (Vi) (Vi) = 5 (U, Y (D) (L3 w3 (8), Pra)

w
3

M
L0t 4o 0o ) (Pupe) = 34 8 (F(tinr) + (), TP — PL)

2
m=1
k k
—(VE—Y2 . TPL— PL) =" a(Up, V) (TP, — PL) = "2 a(Un, Y1) (TP}~ P})
ko k
— -yl P2 — P2)+7(Y2 P2 — P;)+;(Y7§_1,IP;—P;)}

— (Y§ = y1(u0), Iy — Fy) + (yo(uo) — Yg, (TF5 — FY)),
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L;(uaaympa)(Phyo) = Jﬁ,yl(YM)(ij\l/l - Y]\14) - (IY]\14 - Y]\l/[apz%/[)

k k

+ 3T () (Y3 = Yily) = =, (Uar, Yi) (TY3y — Yilr, Piy)

M—1
km + Emi1 1 1 1 1 p2 2

+ Z f‘JLyl (Ym)(IYm - Ym) + (IYm - Ym7 Pm+1 - Pm)
m=1
k k
B U, YAV = Y Pha) = a0 Y@ - VPR |

k k
5 1 (Y0) IV = Y9) = (Y = Y5, PP = ) — 50, (U1, YO (TG — Yy )

M-1
k

- (VR = Vi Ph) - Sy V- Vi PR+ D { @ - YA P - )

m=1

k k
_ m;l (zY? — YTEL,P%_H) — ?m(IYf1 — Y,%,P%)} —(ZY2 — Y2, P! - P}

k
-5 (@O - Y7 ).

3.4.3 Localization of error estimators

In this section we describe how we localize the error estimators 7 and ny, presented in the
last section, cf. the similar case of a ¢G(1)dG(0) discretization in Meidner [97]. The error
estimator 74 can be localized in a similar way for concrete choices of the discretizations of
the control space. Let 7;* and 7;* be given in terms of the time stepping residuals, i.e. we
have for m=0,..., M

1

= 5 (3 o 2 (PD0) + £ty ) (PP )
1

T,;Zn = 5 (ﬁgnl(uav ydva)(PIE2)p0') + E;n/(u0'7 yU7pU)(P}52)yO—)) )

The residuals L™ denote those parts of £ which belong to the time interval I,,, or to the
initial time t = 0 for m = 0.
We split up the error estimators n; and 7, into their contributions on each subinterval

I, by
" M M
Me= YU mh= Y i
m=1 m=0

In contrast to the temporal indicators ;" the spatial indicators n;* have to be further
localized to indicators on each spatial mesh.

Remark 3.4.5. A direct localization of 7}’ by separating the contributions of each cell
results in a large overestimation of the error due to the oscillatory behaviour of the residual
terms; see Carstensen & Verfiihrt [25]. The localization is often done by using integration
by parts in space; see Becker & Rannacher [13].
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3.4 A posteriori error estimates

Here, we apply the following techniques introduced in Braack & Ern [20] to localize 7"
We define the following Lagrange nodal bases

of the space Vhl’m corresponding to the mesh 7, with N, = dithl’m7 m=20,...,M, and
where ¢! is the nodal bases function associated with the node i. Accordingly, we obtain
the biquadratic basis functions

{¢m—I( et li=1,2,.. Nm}CV;f;m.
Moreover, let

!I/;Jn,i = E (ua‘aydapa)(d) - QDZ ),
Wrﬁ,i = ﬁy (uaayaapa)(¢i — ¥; )

For the considered case of a ¢G(1)cG(1) discretization y, is linear and p, constant in time
on the interval I,,,. Thus, we have

Nm

for m =0,...,N: go(tm) Zwmm Lonya(tm) = Y _97"Y;™,
=1

form:la"'aN:pa’hm :Z@anzmv Itha'|Im :Z¢anzma

NO NO
po(0) =3 @IPY, Lyppo(0) = Y 9PPY,
i=1 i=1

where Y™ € (R x R)V» and P™ € (R x R)¥™ denotes the nodal vector of y,(t,;,) and of
Do (tm), respectively. We obtain

1 Np, Nm
=3 (Z A 2%7%"“) |
i=1 i=1
Further, we introduce a filtering operator 7 given by

v 0,1 v 0,1
(Xk,h)2 (Xk 2h)27

1,1

k2

—id— 1) with ). -
Y 1 w1 (_X]i:}ll)2 N (X

2h 2h

We denote the nodal vectors of the filtered solution 7y, (t,,) and of the adjoint solution
TP (tm) by Y™™ and P™™ defined by

N Nm
Yo (tm) Z e"Y,""™ and s (tm) Z o' PP form=0,..., M.
i=1 i=1
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3 Adaptive finite element methods

There holds V'thm C Vh1 "™ and hence, 1—2(}13 is the identity on V;,;m. We derive

1 1
Il — m = I — o =y — o
Thus, by linearity of the residuals with respect to the weights we have

N, N,
1 1 <=
=5 3 (PP ) = 53 (P g )

=1 =1

and we can estimate
N
mirl < iyl
m=1

with . ,
niTi = 9 <Lp71’/n7ipi7r,m + —wP Yﬂ’m> , i1=1,...,Np.

2 m,i? g
The estimator 7' depends linearly on the size of the time step k,,. To get rid of this
dependence, the spatial estimators can be rescaled, for details we refer to Meidner [97].

3.5 Adaptive algorithm

In this section the principal steps of the utilized adaptive algorithm are presented, for details
we refer to Meidner & Vexler [99] and Meidner [97]. The aim is to adapt the different types of
discretizations in such a way that we obtain an equilibrated reduction of the corresponding
discretization errors, i.e.

| = [nn| = [nal-
Let (a,b,c) be a permutation of (k, h,d) with

Mal > |06 > [0c]-

Then define
L R L
7] el
Thus, for a d € [1,5] we apply Algorithm [3.3] to refine our discretizations until a given error
tolerance T'OL is reached. For every discretization to be adapted, we refine the meshes in
dependence of the local error estimators. There exists several strategies, how to realize this;

see Meidner [97].

Yab
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3.6 Numerical examples

Algorithm 3.3: Adaptive refinement algorithm

1: Choose an initial triple of discretizations Ty,, 0o = (ko, ho,dp) and set n = 0.

2: Compute the solution (ug,,ys ).

3: Evaluate the estimators 7y, , 75, , and nq, .

4z if ny,, +nn,, + 14, < TOL then

5:  Break

6: else

7:  Determine, which discretizations have to be refined according to
Yab <d A Vbe <d a, b7 c,
Vo > d ©oa,b, (3.5.1)
else Dooa.

8: Refine 75, —+ 75,,, depending on the size of 1y, 7, , and ng, to equilibrate the three
discretization errors.
9: Set n=n+1.
10: GOTO

3.6 Numerical examples

In this section we apply the techniques presented in the previous sections to three numerical
examples. Let 2 =[0,1]2 and r = s = 1, i.e. the state and adjoint equation are discretized
by a ¢G(1)cG(1) method. In the first example we consider an optimal control problem
governed by the wave equation with distributed control, in the second one an optimal
control problem with finite dimensional control and a nonlinear equation and in the third
one an optimal control problem with distributed control and a nonlinear equation. For the
computation we use the RODOBO library [120], which incorporates the finite element toolkit
GASCOIGNE [45]. For the visualization we use VISUSIMPLE [I33]. On a given discretization
level let N,,, denote the number of nodes of the mesh 7, for m =0, ..., M. We define

Nmax = max N,
me{0,...,.M}

where M denotes the number of time intervals and by dof the degrees of freedom of the
discretization in space and time of the state. i.e.

M
dof = Z N,,.
m=0

For simplifying the notation in this section we write y instead of y' here. To validate the
error estimator we introduce the index

J(u,y) — J(uo, y2)
Mk + Nh + M4

for the solution (u,y) of and (uy,y}) of the fully discretized problem ,

which measures the efficiency of the estimator. Thereby, the exact solution is replaced by
a discrete solution on a very fine mesh.

Ieff =
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3 Adaptive finite element methods

3.6.1 Distributed control of the wave equation

In this example we consider an optimal control problem of the wave equation with dis-
tributed control. We choose V = H}(£2), H = L*(2) and U = L?(L*(£2)) and consider the
following control problem:

1 «
Minimize J(u,y) = o |Wl72(20)) + 5 lulize(e) wEU, y€ X, st

yw — Ay =u in Q,

3.6.1
y(0) =yp in £2, ( )
yt(o) =U in Q?
L y=0 onX,

with the data

10 (21 — 0.35)3 (29 — 0.35)3(0.65 — 21)3(0.65 — 22)3, 0.35 < 21,22 < 0.65,
yo(w1, w2) = 0 else

y1 =0, «a=0.001,
(3.6.2)
for (t,z1,22) € [0,T] x £2 =1[0,0.3] x [0,1]2. B

The discrete control space is chosen as Uy = Xg’}ll, i.e. the discrete control space is
equal to the discrete space of the adjoint state. As a consequence we have ng = 0; cf.
Remark [3.4.3]

In Table the spatial and temporal error estimators as well es the effectivity indices
for problem are shown. Thereby, we denote by dim Uy the degrees of freedom of the
discrete control space. The figure shows that the estimators are equilibrated and that we
have a reduction of the error in the cost functional. Figure shows the state and the

dOf Nax M dim Ud Mh Mk J(U, y) - J(u07 yi) Ieff
275 25 10 250 | 5.17e-02  -9.36e-04 -2.25e-02 -0.4
891 81 10 810 | -4.82e-03 -6.84e-03 -1.38e-02 1.2
3757 289 12 3468 | -1.58e-04 -3.81e-03 2.69e-04 -0.1
6647 289 22 6358 | 1.85e-05 -7.10e-04 1.66e-04 -0.2
11849 289 40 11560 | 1.17e-04 -1.26e-04 1.29e-04 -15.0
38731 1089 42 37674 | -4.68e-06 -8.86e-05 -3.05e-05 0.3
40125 1089 44 39468 | -5.22e-06 -6.89e-05 -1.73e-05 0.2
73777 1089 80 71760 | -6.70e-06 -1.59e-05 -3.34e-05 1.5
207795 3897 82 127346 | -6.89e-06 -1.13e-05 -1.09e-05 0.6
1208753 13257 160 524960 | -2.89e-06 -1.91e-06 -3.90e-06 0.8

Table 3.1: Error estimators and effectivity indices for adaptive refinement for (3.6.1)
spatial meshes of the finest discretization presented in Table at the time steps 0, 60,

120, 160. The figure confirms that the local refined parts of the spatial meshes move with
the wave.
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[
S

0.7%6

-1.97

078

0405

-1

Figure 3.3: State and corresponding spatial meshes at time points ¢, with m € {0,60, 120,160 }
for (3.6.1))
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Discussion of independence of the estimators

Table shows the temporal and spatial estimators for problem on a fixed temporal
and on locally refined spatial meshes as well as on locally refined temporal meshes and a fixed
spatial mesh. The numerical example indicates that in this case the temporal and spatial
estimators are nearly independent, which is a motivation for refining the discretizations
separately, cf. the numerical example for optimal control of parabolic equations in Meidner

& Vexler [99].

dof  Nmax M dim Uy Mh Mk

4131 81 50 4050 | -5.07e-03  -9.49e-05
14739 289 50 14450 | 1.36e-04 -6.63e-05
46563 1089 50 54450 | -5.67e-06 -5.82e-05
127363 3801 50 190050 | -7.11e-06 -4.95e-05
377459 13161 50 658050 | -2.80e-06 -5.16e-05
10449 81 128 10368 | -5.08e-03 -8.95e-06
10611 81 130 10530 | -5.08e-03 -8.16e-06
10773 81 132 10692 | -5.08e-03 -7.32e-06
20817 81 256 20736 | -5.08e-03 -1.81e-06
20979 81 258 20898 | -5.08e-03 -1.71le-06
21141 81 260 21060 | -5.08e-03 -1.61e-06
41553 81 512 41472 | -5.08e-03 -3.99e-07
41715 81 514 41634 | -5.08e-03 -3.87e-07
83025 81 1024 82944 | -5.08e-03 -9.19e-08
83187 81 1026 83106 | -5.08e-03 -9.04e-08
165969 81 2048 165888 | -5.08e-03 -2.21e-08
166131 81 2050 166050 | -5.08e-03 -2.19e-08
331857 81 4096 331776 | -5.08e-03 -5.41e-09

Table 3.2: Independence of the estimators for problem (3.6.1))

3.6.2 Optimal control of a nonlinear equation (1)

In this example we consider an optimal control problem with finite dimensional control and
a nonlinear equation. We choose V = H}(§2), H = L*(2) and U = R*. Furthermore, let
x4 be the characteristic function with respect to a set A C R?. We consider the following
control problem:
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.. 1 Qo
Minimize J(u,y) = 5 ly — U3aquay + 5 Il weliye X, st

4
Y — Ay +y° = Z%(@W in Q,

£ (3.6.3)
y(0) = yo in £,
y(0) = 11 in £,
y=20 in X,
where
1 = X[0.0,0.5)x[0.5,1.0]> Y2 = X[0.5,1.0]x[0.5,1.0]»
3 = X[0,0.5)2> s = X[0.5,1.0]x[0.0,0.5]
and

-1, if0<x1 <025 —¢ge<za<]l—¢
Yo(r1,72) =

-5
0, ifz; >0.25 , 0<e<107®, y eV,

y1(z1,x2) = —1

for a = 0.001 and (¢, z1,22) € [0,7] x 2 = [0,0.3] x [0,1]2. Thus, the control u =
(u1,u2,uz,us)’ € R* acts on four subdomains of the domain 2, cf. Figure The
estimator 7y vanishes, since the control is a parameter, cf. Remark

u1 u2

u3 Ugq

Figure 3.4: Domain (2 with the control acting on four subdomains

In Table the spatial and temporal error estimators as well as the effectivity indices for
(3.6.3) are shown. We see a reduction of the error in the cost functional and the effectivity
indices confirm the quality of the estimator. Figure shows the error corresponding to

dof Nmax M Mh Nk ‘ J(ua y) - J(uaa yzlr) ‘ Legr
891 81 10 | 4.83e-05  2.64e-05 -8.16e-04 -10.9
2807 239 12 | -6.74e-05 -1.29e-06 -4.07e-04 5.9
9401 805 12 | -1.26e-04 -5.48e-05 -2.67e-04 1.5
49737 2591 20 | -8.65e-05 -6.91e-05 -1.49e-04 1.0
286977 8911 36 | -6.96e-05 -6.83e-05 -9.47e-05 0.7

Table 3.3: Error estimators and effectivity indices for adaptive refinement for (3.6.3))

the degrees of freedom in case of adaptive refinement in space and time in comparison to
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3 Adaptive finite element methods

uniform refinement of the temporal and spatial meshes without equilibration. This confirms
that we obtain a better accuracy of the discrete solution by local mesh refinement than by
uniform refinement for a given number of degrees of freedom.

10_3 T T T

. T
uniform ——
adaptive -

1074 |

103 10* 10° 109
degress of freedom

Figure 3.5: Error for uniform and adaptive refinement for (3.6.3])

3.6.3 Optimal control of a nonlinear equation (1)

In this numerical example we consider an optimal control problem for a nonlinear wave
equation with distributed control. Let the control space be given by U = L?(L?(2)). Then
we consider the following control problem

. 1 «a
Minimize J(u,y) = 3 9117220y + 3 [ullfo(r2g0y, we€U, y€X, st

yu —Ay+y* =u+f inQ,
y(0) = yo in £,

y:(0) = 1 in (2,

y=20 in X,

(3.6.4)

with
Ftanag) = { 100 i1 <0125, <005
2] = 0, else,

for (t,x1,22) € [0,1] x £2. The control space is discretized as in the example in Section
-4.

Figure shows

yoEylEO, a=0.1

i.e. we choose Uy = X,S’,l1 and consequently, 14 vanishes, cf. Remark|3
the error for adaptive and uniform refinement. As in the previous example we see that we
need less degrees of freedom for adaptive than for uniform refinement to reach a certain
accuracy.
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' “uniform ———
—x adaptive —x—
1073 g
1074 : :
1073 1074 107° 1076

degrees of freedom

Figure 3.6: Error for adaptive and uniform refinement for (3.6.4)).

3.7 Energy on dynamic meshes

It is well-known that the continuous homogeneous wave equation conserves the energy in
time; cf. Proposition [2.4.2] To conserve this property on the discrete level, we discretize
the wave equation by a ¢G(r) method in time, cf. Section However, on locally refined
meshes this property might be lost. In this section we analyze the conservation of energy
of the discrete system on meshes changing dynamically in time. We do not consider the
corresponding control problem, since the control affects the energy and we cannot expect
conservation of energy. The presented results are similar to those in Rademacher [116]; cf.
also Bangerth, Geiger & Rannacher [7] and Eriksson et al. [37]. However, here we present
a representation of the difference of the energy of the discrete system at two neighbouring
time points and some numerical examples.

3.7.1 Behaviour of the energy in time

We consider the following system

yp — Ay =0 in Q,

y(0) =yp in £2, (3.7.1)
yt<0) =Y in ‘97 o
y=0 onX

for yo € H}(£2) and y; € L?(£2). The energy E of the system (3.7.1)) defined in Definition
(2.4.1) remains constant in time according to Proposition In the following we analyze
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the energy of the discrete system corresponding to (3.7.1). We apply a ¢G(1)cG(1) dis-
cretization (cf. Section with V = H{(£2) and evaluate the arising time integrals by the
trapedoizal rule, leading to a Crank-Nicolson scheme in time. We use the notations (3.4.12))
and . The discrete solution (Y, V2) € Vhl’m X Vhl’m, m=20,...,M, is given by

(Y3, €) = (0,€), (Y&, €) = (y1,€) ve e v,
krm km m
(Yo €1) + (VY VE) = (Y1, €)= (VY VE) Ve € v, (3.7.2)

k k
(Y6 = 5 (V€)= (Vo €) + (V00,68 ¥& ey ™
form=1,..., M.

Theorem 3.7.1. Let 7, : Vhl’m_1 — Vhl’m form =1,...,M. Then, for the discrete energy
1
Egp(tm) = 5 (IVal® + IVYRl?), m=0,.... M,

of the discrete system (3.7.2) there holds

1
Ek7h(tm) = Ek,h(tmfl) - ?(Y'nlm—l - ﬂmYnl’L—hYn% - YTZ—O
m
1 1
- kf(”mYn%A —Y2 Y =Y ) - §(Y£—1 — Y 1, Y2+ Y2 )

m

1
- §(VYn{L + VY, V(Y = Yo 1),

Proof. We can test (3.7.2)) with

Y) -7, Y} Y2 — Y2
51 _m k:: m—1 c VhLmv 52 _m k:: m—1 c VhLm
form=1,..., M, and by addition of the equations we derive
1 1 1
?(Y%7YT}L - Wer}L—D - ki(yr?z—byr}z - Wer}L—l) + 9 (vYnlw V(Y’nlz - ﬂ-mY'nl’L—l))
m m
1 1 1
T3 (VY1 V(¥ = Y1) — ?(Yéﬂ Yo = Y1) + ?(men%—la Yo = Ya)
m m
1 1
+ §(Y73L, Ynzz - 71'mYanb—l) + i(Yﬂ%fl?Y’r?L - WergL—l) = 0.
Hence, we have
L 2 1 1 [ 1 1
ki(Ym7 mel - 7T’mY‘mfl) + ki(meh _mel + Trmmel)
m m
1 1 1 1
+ k—(ﬁeri_l — Yo Y =Y )+ §”Y7721||2 - §(Y73N7rmy731—1) - §||Yn%—1”2
m
1 1 1
+ §(Y7371’Y73L71) + §(Yn2k17 Y =Y o) + §(VY7}L, V(Y1 = TmYm—1))
1 1 1
+ §||VYT}LH2 - §||VY%71\\2 + §(VY771%17 V(Y 1 = TmYp 1)) =0
and thus, the assertion follows. ]
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3.7 Energy on dynamic meshes

In the adaptive Algorithm we start with identical uniform meshes at all time points.
Then, according to the estimators the temporal and spatial meshes are refined and we
obtain a new discretization level, on which the solution and the estimators are computed
again. Then we repeat this process. That means, from one discretization level to the next,
we have only refinement. However, on a fixed discretization level we may have refinement or
coarsening of the spatial meshes from one time point to the next. To clarify this point, we
consider Figure It presents the way of refinement in a schematic order neglecting some
technical issues as well as the fact that we claim a patch structure of the spatial meshes.
On Level 1 we have two time intervals and three spatial meshes associated with the three
time points, on Level 2 we have three time intervals and four spatial meshes and on Level
3 four time intervals and five spatial meshes. We start the algorithm with the same spatial
mesh in each time point on Level 1. The estimators tell us that we have to refine the last
time interval and the spatial meshes as shown in the figure. We associate with the new
discrete time point the spatial mesh of the third time point. This process is repeated.

Space refinement } } }

Level 1
* | |
| | | — |
1] [T] \ \
Level 2 N ‘ ‘ ‘ ] ‘ N
} | | / |
| | | | |
I I I I |
1] ] e [ [
Lovel 3 T FREEE [ [ H
eve ] L] L] L]
ERasll
} | | } |
Level n

Time refinement

Figure 3.7: Meshes on different levels of discretization
In this sense, we obtain the following corollary.

Corollary 3.7.2. On a given discretization level the energy remains constant in time in-
dependent of the size of ky, if for any step from t,, to tye1 (m=0,...,M — 1) the spatial
mesh is only refined and not coarsened.

Proof. Since we only allow refinement and no coarsening in space in each time step we
have Vhl’m_1 C Vhl’m for all m = 1,...,M. Thus, let m, = id be the identity for m =
1,..., M in Theorem Then 7, is well-defined and we obtain Ej j(tm) = Ekp(tm+1)
form=0,...,M — 1. O
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3.7.2 Numerical example

In this section we present some numerical examples confirming the theoretical results from
the previous section. We start with a comparison of the Euler and the Crank-Nicolson
scheme. Then we consider the energy on meshes changing dynamically in time.

Discrete energy for Crank-Nicolson and implicit Euler scheme

Let initial data be given on the domain {2 = [0,1]% by
yo(ml, 1,‘2) = Sin(ﬂ'l‘l) Sin(ﬂ'l‘g), U1 (x1,.752) = (1 - x1)(1 - .IQ)II?L’EQ (373)

for x = (z1,22) € 2 and let T = 1. Table |3.4[shows the discrete energy w.r.t. when
applying the Crank-Nicolson as well as the implicit Euler scheme on uniform temporal and
spatial meshes with 11 and 1089, respectively, nodes. We see that in case of the Crank-
Nicolson scheme (CN) the energy remains constant in contrast to the implicit Euler scheme,
where we have damping resulting in a reduction of the energy.

time CN implicit Euler

0.0 2.4699 2.4699
0.1 2.4699 2.0625
0.2  2.4699 1.7223
0.3  2.4699 1.4382
0.4 2.4699 1.2009
0.5 2.4699 1.0028
0.6 2.4699 0.8374
0.7  2.4699 0.6992
0.8 2.4699 0.5839
0.9 2.4699 0.4876

1.0 2.4699 0.4071

Table 3.4: Energy for Crank-Nicolson and implicit Euler scheme

Energy on dynamic meshes

We consider the homogeneous wave equation (3.7.1) with the initial data (3.7.3)) on the
time-space cylinder [0, 7] x 2 = [0,1] x [0,1]2. A direct calculation shows that for the exact
energy there holds

1 1 1
E(t) = 2 / / <27r2 cos(my)? sin(mzg)® + ((1— 21)(1 — $2)m1$2)2) dzdy
o Jo
2 1
=————~24
4 1800 668

for x = (z1,22) € 2 and ¢ € [0, 7).

62



3.7 Energy on dynamic meshes

Figure 3.8: Time mesh - 140 time steps

We compute the solution on a temporal mesh with 141 nodes, cf. Figure 3.8} and identical
uniform spatial meshes in every time step with 1089 nodes in each case. From the discrete
solution we obtain the discrete energy Ej p(t,,) = 2.4699 for all m € {0,...,140}. Thus,
the error between the exact energy and the discrete one, depends only on the mesh size of
the spatial mesh. This confirms our theoretical results of Section [3.7.1]

Table shows the energy for the state equation discretized using a uniform temporal
mesh with 11 nodes and different spatial meshes Tq,...,7s, cf. Figure This confirms
that the energy is only affected if the spatial mesh is coarsened.

(a) Th (b) 72 (c) T3 (d) Ta (e) Ts

Figure 3.9: Spatial meshes

Time point to t to t3 ty ts te

Mesh T T T T2 T2 T3 T3
Energy ~ 2.5327 25327 25327 25361 2.5361 2.5346 2.5346

Time point tr tg tog t1o

Mesh Ta T4 Ts Ts
Energy  2.5441 2.5441 2.5441 2.5441

Table 3.5: Energy on a sequence of spatial meshes
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3 Adaptive finite element methods

3.8 Outlook

There are several interesting questions for future research on this topic.

64

In this Chapter we developed estimators with respect to the cost functional. This
could be extended to optimal control problems with a given additional quantity of
interest, as in Meidner & Vexler [99], where optimal control of parabolic equations is
considered.

In this Chapter we assume U = U,q. Nevertheless, in many applications we have
constraints on the controls. Thus, it is interesting to extend the presented techniques
to the case Uyqg & U. In this case the optimal control is not very smooth, because of the
constraints and to estimate the weights in the estimator by higher order interpolations
we may have to apply a post-processing step; cf. the discussion in Vexler & Wollner
[132], where optimal control problems with elliptic equations are considered subject
to control constraints and also the results presented in Chapter

As initial data we prescribe the state and velocity. Thus, it is worth to consider
optimal control problems with a functional J depending on the control u, the state
y(T') and the velocity y(T") at time T'; cf. Lions [87, pp. 314].

Chapter [2| shows that for inhomogeneous boundary value problems for the wave equa-
tion, the corresponding solution has low regularity, otherwise compatibility conditions
have to be satisfied. Thus, it may be interesting to derive a posteriori error estimates
for optimal control problems of hyperbolic equations with a state equation given in a
very weak form.

In Section [3.2.4] we recall results on a priori error estimates for optimal control of
elliptic and parabolic equations. It is an interesting problem to prove a priori error
estimates for optimal control of hyperbolic equations.

In Section [3.7] numerical examples show that the energy associated with the discrete
wave equation does not remain constant in time if we allow dynamically in time
changing spatial meshes. Thus, we may develop methods which conserve the energy.



4 Semi-smooth Newton methods

In this chapter we consider semi-smooth Newton methods for solving optimal control prob-
lems governed by wave equations and subject to pointwise inequality control constraints.
We discuss three different control actions: distributed control, Neumann boundary control
and Dirichlet boundary control and analyze the convergence of the semi-smooth Newton
method.

We consider general (linear-quadratic) optimal control problems, with the control space
U = L?(w) and w being either w = @ or w = X and the state space L?(Q). According to
let S: U — L?(Q) be the control-to-state operator and we assume that S is injective
and affine-linear with

S(u) = Tu + 7, (4.0.1)

where T € L(U, L*(Q)) and 3 € L?*(Q). The cost functional J let be defined by

Q@
T(u,y) = G) + 5 lull 2wy (4.0.2)

where the operator
G:L*(Q) =R (4.0.3)

is assumed to be quadratic with G’ being an affine operator from L?(Q) to itself, and G”
is assumed to be non-negative and « > 0. In contrast to the previous chapter, here we
assume additional constraints on the control. The set of admissible controls U,q is given by
bilateral box constraints

Ud={veU|us<u<uy} with ug,up€U. (4.0.4)
In the case of distributed control the state equation defining the operator S is given as

Yyt — Ay = u in Q,

y(0) = yo, ¥(0) =y in 2, y=0o0n X, (4.0.5)
in the case of the Neumann boundary control we have
A= S n @ (4.0.6)
y(0) = yo, y:(0) =y1 in 2, Opy = u on X,
and in the case of the Dirichlet boundary control
A= e (4.0.7)

y(0) =yo, »(0) =y in 2, y=uon X.
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4 Semi-smooth Newton methods

For this class of optimal control problems we will discuss a proper functional analytic set-
ting, which is suitable for application of the semi-smooth Newton methods. These methods
have proven their efficiency for a large class of optimization problems with partial differ-
ential equations, see, e.g. Ito & Kunisch [64, [63], Ulbrich [127, [128| [129], Hintermiiller,
Ito & Kunisch [56] and Kunisch & Vexler [7§]. It is well-known that semi-smooth Newton
methods are equivalent to primal dual active set strategies (PDAS), cf. Hintermdiiller, Ito
& Kunisch [56], which exploit pointwise information from Lagrange multipliers for updat-
ing active sets. Here it is essential that the Lagrange multipliers are L2-functions rather
than measures, which can be achieved by setting U = L?(Q) for distributed control and
U = L*(X) for both Neumann and Dirichlet boundary control problems, cf. the discussion
in Kunisch & Vexler [7§].

The aim of this chapter is to analyze semi-smooth Newton methods for optimal control
problems governed by the wave equation with respect to superlinear convergence. These
results are already published in Kroner, Kunisch & Vexler [70, [75]. To prove superlinear
convergence we analyze whether a smoothing property of the operator mapping the control
variable u to the adjoint state p or to a trace of p is given. For distributed and Neumann
boundary control we will establish this smoothing property and prove superlinear conver-
gence. For the case of Dirichlet boundary control we will provide an example illustrating the
fact that such a property can not hold in general. In addition we will consider a Dirichlet
boundary control problem governed by the strongly damped wave equation given as

yi — Ay — pAy, = f in Q,

4.0.8
y(0) =y, ¥:(0) =y1in 2, y =u on X, ( )

with a positive damping parameter p > 0. This equation appears often in models with
loss of energy, e.g., it arises in the modeling of longitudinal vibrations in a homogeneous
bar, in which there are viscous effects, cf. Massatt [95]. The corresponding optimal control
problem (with small p) can also be regarded as regularization of the Dirichlet boundary
control problem for the wave equation. For the resulting optimal control problem we will
establish the required smoothing property and prove superlinear convergence of the semi-
smooth Newton method.

For numerical realization the infinite dimensional problems are discretized following
space-time finite element methods as in Chapter

The chapter is organized as follows. In Section 4.1 we summarize known results for semi-
smooth Newton methods, which are relevant for the analysis in this chapter. Moreover,
we provide a set of assumptions for superlinear convergence of an abstract optimal control
problem with control constraints. In Section we introduce a distributed, Neumann
boundary, and Dirichlet boundary control problem for the wave equation, as well as a
Dirichlet boundary control problem for the strongly damped wave equation and derive
optimality systems. In Section [4.3]| we will check the assumptions from Section for these
problems, in Section[£.4] we discretize the problems, in Section 4.5 we present some numerical
examples illustrating our theoretical results, and in Section we give an outlook.
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4.1 Semi-smooth Newton methods

4.1 Semi-smooth Newton methods

Let E and Z be Banach spaces and let F': D C E — Z be a (nonlinear) mapping with open
domain D.

We introduce the notion of Newton differentiability and semi-smoothness, cf. ITto &
Kunisch [64].

Definition 4.1.1 (Newton differentiable). The mapping F': D C E — Z is called Newton
differentiable in the open subset U C D if there exists a family of generalized derivatives
G:U — L(E, Z) such that

1
lim —— ||F(z+h) — F(zx) — G(z+ h)h||, =0 4.1.1)

for every x € U.

Definition 4.1.2 (Semi-smoothness). The mapping F': D C E — Z is called semi-smooth
at x if it is Newton differentiable at x and

lim G(z +th)h exists uniformly in [|h||; = 1.

t—0+
Example 4.1.3. Let E be a Hilbert space. Then the norm-functional F(z) = ||z||; on £
is Newton differentiable, even semi-smooth, with generalized derivative

z+h
|z +hllg’

for some A € E; cf. Ito & Kunisch [64].

G(z + h)h = < h> . GO)h=(\h)p
E

There holds the following relation between semi-smooth and directionally differentiable
functions; cf. Ito & Kunisch [64].

Lemma 4.1.4. Let F': D C E — Z be Newton differentiable at x € D with Newton
deriwative G. Then, F' is directionally differentiable at x if and only if F' is semi-smooth.
In this case there holds

lim G(z +th)h = lim Flo +th) - F(a;)

t—0+ t—0+ t

Further, we have the following relation between Newton differentiable and Fréchet differ-
entiable functions.

Lemma 4.1.5. Every continuously Fréchet-differentiable function f: D C E — Z is also
Newton differentiable.

Proof. Using the triangular inequality we obtain directly

[F(z+h) = F(x) = F'(x+ h)hlz _ [[F(x+h) = F(z) = F'(z)h] 2
1Pl = 1| =

|F'(x)h — F'(x + h)h||z
gl

and the assertion follows. ]
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4 Semi-smooth Newton methods

The following theorem provides a result on superlinear convergence for semi-smooth New-
ton methods.

Theorem 4.1.6. Suppose that x* € D is a solution to F(z) = 0 and that F is Newton
differentiable with Newton derivative G in an open neighborhood U containing x* and that

{ HG(x)_luﬁ(Z,E) |z eU}
is bounded. Then for xog € D the Newton iteration
Tpp1 = 2 — G(zgp) ' F(xy), k€ N,
converges superlinearly to x* provided that ||xg — *|| 5 is sufficiently small.

Proof. We recall the proof from Hintermiiller, Ito & Kunisch [56]. The Newton iterates
satisfy the following inequality

ka+1 _

HF@ﬂ-Jmﬁ)—G@%@k—f)

| < ||G(zF)! (4.1.2)
E Z

L(Z,E)

for ¥ € U. Let B.(z*) C U be a ball of radius r centered at #* and choose M > 0, such
that

|G(z <M

-1
) HE(Z,E) =
for all x € B(z*,r). For arbitrary n € (0, 1] there exists a p € (0,7) such that

1F (2" + h) = F(2%) = G(z" + Wh|z < - lIhlp < 57 10l g (4.1.3)
for all ||| < p, h € E. Here, we used (4.1.1)). Consequently, if we choose 2°, such that
|2 = 2| < .
then using (4.1.2)), (#.1.3) we obtain by an induction argument with h = 2* — 2* that

-

<
5 P

and so #¥*1 € B,(z*). This implies that all iterates are well-defined. Since n € (0,1] is
chosen arbitrarily the iterations z* converge superlinearly to z*. O

In the following we need Newton differentiability of the max-operator. For this purpose
let £ ={v:w— R} denote a function space of real-valued functions on an open domain
w C R™ and let max(0,v) denote the pointwise max-operation for v € £. Then candidates
for the generalized derivative are given by

1 if v(z) >0,
Gms(v)(z) =<0 if v(z) <0, (4.1.4)
§ if v(z)=0,

for v € £ and 0 € R arbitrary.
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4.1 Semi-smooth Newton methods

Proposition 4.1.7. There hold the following two properties on Newton differentiability.

1. The mapping max(0,-): LY (w) — LP(w) with 1 < p < q < oo is Newton differentiable
on LU(w) and G, 5 is a generalized derivative.

2. G5 can in general not serve as a Newton derivative for max(0,-): LP(£2) — LP(12),
for1 <p<oo.

Proof. 1. For the proof we refer to Ito & Kunisch [64] and Hintermiiller, Ito & Ku-
nisch [56].

2. This can be found in Ito & Kunisch [64]. Here, we recall the proof for the case
1 <p<oo. Let

1
x(s) = —ls|, hn(s) = . XK, seEK=(-1,1),

where xx is the characteristic function w.r.t. to L. There holds

2
P _
il ey = oo
and
L " 2 1
_ _ Pis— [ Pl —
/_1 | max(z + hy,) — max(x) — G (€ + hy)hy[Pds = /_1 |x(s)[Pds = PR pTER
Since
1 ! 1
p/ | max(z + hy,) — max(z) — Gp(x + hp)hpPds = —— #0
12l o ey J—1 p+1
(£

for 1 < p < 0o, the assertion follows at once. O

We also have the following chain rule; cf. Ito & Kunisch [63] and Ulbrich [129].

Lemma 4.1.8 (Chain rule). Let Ey, Es be Banach spaces and 1p: D C Ey — Es be con-
tinuously Fréchet differentiable at y* € D and let p: Ey — E1 be Newton differentiable at
»(y*) with a generalized derivative G. Then

F=ypoy:DCEFE — E
is Newton differentiable at y* with a generalized derivative given by (G o) € L(Ey, Er).

Proof. We recall the proof from Ito & Kunisch [64]. Let V' C D be a convex neighbourhood
of z € D, such that ¢/ € L(F1, F5) is continuous in V and (V) C U(¢(x)), where U (1) (z))
is defined according to Newton-differentiability of ¢ at i (z). Further, let h € E; with
x+heV. Since ¢y € L(F1, E3) is continuous at x there holds

1
/ W@+ 0n)db— ¢ (x+ h)|| — 0 for ||y — 0. (4.1.5)
0

E>
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4 Semi-smooth Newton methods

and further,

1
1/1(a:+h):¢(x)+/0 Y (z + Oh)hdo. (4.1.6)

Since ¢ is Newton differentiable at i(z) and using (4.1.6) we have

1
fim o [P0+ 1) = el0le) ~ G+ ) [+ omhde| =0,
Ihllg, 1Pl g, 0 B
With we obtain
1
fim o [l + ) = ¢ (0(@)) = GW(e + M) (o + O)h| 5, = 0.
This implies the Newton differentiability of F' = @ o in . O

For a further discussion of Newton differentiable mappings and their properties we refer
the reader to Ito & Kunisch [64] and Ulbrich [127) 129].
According to (2.2.7)) the reduced cost functional is given by

. . e
iU =R, ) = G(S(w) + 5 Jullh
with S defined as in (4.0.1)). Thus the reduced problem is given by
Minimize j(u), u € Unq. (4.1.7)

Proposition 4.1.9. There exists a unique global solution of the optimal control prob-

lem (E17).

Proof. Since G is strictly convex and continuous, this follows immediately from Proposition

[2.2.6] and Remark 2.2.8 O

Next, we formulate the first derivative of the reduced cost functional.

Lemma 4.1.10. The first (directional) derivative of j is given as
7' (u)(u) = (ou — q(u), du),,
for du € Uyy, where the operator q: U — U is given by
q(u) = =T"G'(S(u)) (4.1.8)
and (-, ), denotes the inner product in U = L*(w).

Proof. This follows immediately by chain rule. O
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4.1 Semi-smooth Newton methods

Proposition 4.1.11. Let the above assumptions be fulfilled. Then the necessary and suffi-
cient optimality conditions for (4.1.7)) can be expressed as the variational inequality

(cu —q(u),0u —u), >0  for all du € Uyy. (4.1.9)

This can alternatively be expressed as an optimality system for the control w € U and the
Lagrange multiplier A € U as

{au+>\:q(u)

A = max(0, A+ c(u — up)) + min(0, A + c(u — ug)) (4.1.10)

with an arbitrary ¢ > 0.

This follows by standard arguments; cf. Ito & Kunisch [64].

Using (4.1.10)) inequality (4.1.9) can be equivalently formulated as an operator equation,
which can be solved by the semi-smooth Newton method. We set ¢ = «, eliminate the

Lagrange multiplier A and obtain an equivalent formulation.
Lemma 4.1.12. Condition 1s equivalent to
F(u) =0, (4.1.11)
with the operator F: L*(w) — L*(w) defined by
F(u) = a(u — up) + max(0, aup, — g(u)) + min(0, g(u) — aug). (4.1.12)

Proof. Setting ¢ = « and using the fact that max(0,z2) — z = max(0, —x) for z € R we

obtain that is equivalent to
0 = au — q(u) + max(0, g(u) — aup) + min(0, g(u) — auy,),
which corresponds to
AMu) = max(0, A + c¢(u — up)) + min(0, A + c(u — uq)), ou+ A= qu). O

We will use the generalized derivatives of max- and min-operators, see (4.1.4)), chosen as

¢(z) if v(@) 20, (Grin(v)9)(2) = {?(x) i Zégig

(Gmax(v)d)(x) = {0 if v(z)<0

for v,¢ € L?(w).
The following assumption will insure the superlinear convergence of the semi-smooth

Newton method applied to (4.1.11])).

Assumption 4.1.13. We assume that the operator ¢ defined in (4.1.8)) is a continuous
affine-linear operator ¢: L?(w) — L"(w) for some r > 2.

In the following sections we will check Assumption [4.1.13| for optimal distributed, Neu-
mann boundary and Dirichlet boundary control problems, since this implies Newton differ-
entiability.

71



4 Semi-smooth Newton methods

Lemma 4.1.14. Let Assumption be fulfilled and uq,up € L"(w) for some r > 2.
Then the operator F: L*(w) — L*(w) is Newton differentiable and a generalized derivative
Gr(u) € L(L?*(w), L*(w)) is given as

Gr(u)h = ah + Guax(auy — q(u)) T*G"(S(w))Th — Gumin(q(u) — aug) T*G" (S (u))Th.

Proof. The statement follows from the chain rule in Lemma the Newton differentia-
bility of max- and min-operators and from Assumption [4.1.13 O

For the operators G #(u) we have the following lemma.

Lemma 4.1.15. There exists a constant Cg, such that
1GF () (W)l 22wy < Ca llwll 2w (4.1.13)
for all w € L*(w) and for each u € L*(w).
Proof. Let x5 denote the characteristic function of the set
I={zxcw:aus(zr) <qlu)(x) < auy(z)},
and analogously let x4 be the characteristic function of A = w\ I. Let h € L?(w) and set
w = Gr(u)(h). (4.1.14)

On A there holds
Gr(u)(h) = ah

and on [
Gr(u)(h) = ah +T*G"(S(u))Th.

Hence, we deduce
1
IAxallz2(w) < o lwxallz2w) (4.1.15)
and taking the inner product of (4.1.14)) with hx; we find
allhxrlZz(, + (6" (S(w)Th, Thxr) = (w, hxr).
This implies that
allhxrlZzq + (6" (S(w)Thxr, Thxr) = (w, hxr) — (G"(S(w))Thxa, Thxr).
Thus, since G” is non-negative and G quadratic we deduce further
allhxrlZa < lwxillzew) 1xrll 2w + Klhxall L2 1hxillz2w),

for a constant K independent of h and u. Consequently,
K
allixilirew) < lwxilzzw) + Kllhxallzzw) < llwxrllzzew) + — lwxallzze). (41.16)

Combining (4.1.15) and (4.1.16)) the desired result follows. O

72



4.1 Semi-smooth Newton methods

After these considerations we can formulate the following theorem.

Theorem 4.1.16. Let Assumption be fulfilled and suppose that u* € L*(w) is a
solution to the optimal control problem under consideration. Then, for ug € L*(w) with
l[uo — u*|| 12y sufficiently small, the semi-smooth Newton method

G]—"(Uk-)(ukJrl - uk) +.7-"(uk) =0, k£=0,1,2,..., (4.1.17)

converges superlinearly.

Proof. This follows from Theorem and the Lemmas [4.1.14] and [£.1.15] O

Primal-dual active set algorithm

The semi-smooth Newton method is known to be equivalent to a primal-dual active
set method (PDAS); cf. Hintermiiller, Ito & Kunisch [56] and Proposition PDAS is
used to treat inequality constraints. Algorithm [f.1]gives a sketch overview on the continuous
level of the algorithm. On the discrete level the algorithm works analogously.

Algorithm 4.1: Primal-dual active set method

1: Choose ug and set Ag = q(up) — cuyp.
2: Given (ug, Ar) determine

A ={zcw]| (x) + aluy —w)(z) >0},
Ay = {2 € w] Aule) + alux — u) (@) <0},
Ti1 = W\ (AR UAL ).
3: Determine uy41 as the solution to
Minimize  j(ugt1), ug+1 €U,
subject to  wup41 = up on ALy, upgr =ug on Af .
4: Update A\;4+1 according to

Aeot1 = q(Upy1) — QU1

5. Update k = k + 1.

Remark 4.1.17. If the algorithm finds two successive active sets, for which Ar = Agy1,
then wuy is the solution of the problem. We apply this condition as a stopping criterion.

The equivalence of PDAS and the semi-smooth Newton method can be shown directly.

Proposition 4.1.18. The primal dual active set strategy and the semi-smooth Newton
method are equivalent.

73



4 Semi-smooth Newton methods

Proof. The Newton iteration (4.1.17)) and the PDAS method can equivalently be expressed
as

a(ug1 — up) — Gmax(up — q(ug))(q(urs1) — q(ug))
+ Gmin(q(u) — aua)(q(urs1) — q(ur))

+ max(0, aup — q(ug)) + min(0, q(ux) — au,) =0. O

4.2 Optimal control problems

The semi-smooth Newton method introduced in the previous section is applied to optimal
control problems of wave equations with different types of control action. We consider
distributed control and Neumann boundary control for the wave equation and Dirichlet
boundary control for the wave equation as well as the strongly damped wave equation. The
control problems are formulated and optimality systems are derived.

4.2.1 Distributed control

The optimal control problem in case of distributed control reads as
o o
Minimize J(u,) = G(y) + 5 llulaq). € 1%(Q), ueL*@), st

yw — Ay =u in Q,

y(0) =yo in L2, (4.2.1)
yt(o) = in 'Qa
y=0 onlX,

U, <u<u, a.e. in @,

where yo € H}(£2), y1 € L*(2) and the state equation is understood in the sense of
Theorem Further we assume that u,, up are in L"(Q) for some r > 2.

The optimality system can be derived by standard techniques, see Lions [87, pp. 296]
and cf. Remark B.1.9

Theorem 4.2.1 (Optimality system - distributed control). The optimality system for

[E21) is given by

Yy — Ay = u,
y(0) =vo, w(0)=w1, ylx=0,

pit — Ap = _g/(y)7
p(T) = Oa pt(T) = Oa p|2 = 07

au+ A =p,
[ A =max(0, A + c¢(u — up)) + min(0, A + c(u — u,))

(4.2.2)

for any ¢ >0, A € L*(Q) and p € C(H*(£2)) N C*(L%($2)).

74



4.2 Optimal control problems

4.2.2 Neumann boundary control

The optimal control problem in case of Neumann boundary control reads as

( Minimize J(u,y) = G(y) + % HUH%Q(Q), y € L*(Q), uec L*(X), s.t.

yu — Ay =f inQ,

y(0) =yo in L2, (4.2.3)
y:(0) =y1 in £,
Opy =u on X,

U <u<uy a.e. in X,

where yo € L3(2), y1 € (HY(2))*, f € LY((HY(2))*), uq,up € L"(X) with some r > 2 and
the state equation is understood in the sense of Theorem [2.3.6

Theorem 4.2.2 (Optimality system - Neumann boundary control). The optimality system

for (4.2.3) is given by

v = Ay =1, (4.2.4a)
y(0) =wo, %(0)=wv1, Onylz=u,

pu — 4p=-G (), (4.2.4b)
p(T) =0, p(T)=0, Onply=0,

out A =l (4.2.4¢)
A = max(0, A + c(u — up)) + min(0, A + c(u — uq))

for any ¢ >0, A € L*(X) and p € C(HY(2)) N CHL?(N2)).

Proof. We recall the proof from Lions [87, pp. 321]. The optimal control u is characterized
by

(G"(S(u), Tv —Tu)r + alu,v —u)y >0 Vv € Upq. (4.2.5)
From the very weak formulation we deduce for all v € Uyq
(Tv—Tu,g); = (v—u,Q)r, (4.2.6)
where ¢ = (4 is the solution to

Gt —AC=g inQ,

¢(T)=0 in £,
GT)=0 in2
On(=0 on X

for arbitrary g € L?(Q). Let p(u) the solution of the adjoint equation ({4.2.4b]) corresponding
to the control u. Then with g = —G'(S(u)) we have

(Tv —Tu,—G'(S(u))),; = (v —u,p(u))r. (4.2.7)
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4 Semi-smooth Newton methods

Here, —G'(S(u)) denotes its L?(Q) representative with respect to the Riesz representation
theorem. Finally, together with (4.2.5) we deduce

(ou —p(u),v —u)yr >0 Yo € Uyg. O

4.2.3 Dirichlet boundary control

In case of Dirichlet boundary control we consider two different state equations, i.e. we
analyze control of the wave equation as well as control of the strongly damped wave equation.
Dirichlet boundary control for the wave equation

The optimal control problem for the wave equation in case of Dirichlet boundary control
reads as

Minimize J(u,y) =G(y) + 5 lulizg). veLXQ) ue L*(Z), st

yw — Ay =f inQ,

y(0)=yo in L2, (4.2.8)
y:(0) =y1 in £,
y=u on X,
L Ug <u < up a.e. in X,

where yo € L2(£2), y1 € H-Y(2), f € L*(H1(2)), ua,up € L"(X) with some r > 2 and
the state equation is understood in the sense of Theorem [2.3.12

Theorem 4.2.3 (Optimality system - Dirichlet boundary control). The optimality system
s given by

be = Ay =1, (4.2.92)
y(0) =y0, w(0)=w1, ylz=1u,

pu— Ap = =G') (4.2.9b)
p(T) =0, p(T)=0, pls=0,

au+ A= ~Oupls, (4.2.9¢)
(A = max (0, A + c(u — up)) + min(0, A + c(u — ug))

forc>0, A€ L?(X) and p € C(H(2)) N CH(L?(N2)).
Proof. The proof is similar to that one in the Neumann case, see Theorem Here,

we deduce from the very weak formulation (2.3.20)) for the optimal control u and arbitrary
v € Uuq

(Tv—Tu,g); = (v—1u,—0n()r, (4.2.10)
where ¢ = (4 is the solution to

Gt —A(=yg inQ,

((T)=0 in £,
G(T)=0 in,
(=0 onX
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4.3 Convergence of the semi-smooth Newton method

for arbitrary g € L?(Q). Let p(u) the solution of the adjoint equation (4.2.9b]) corresponding
to the control u. Then with g = —G'(S(u)) we have

(Tv —Tu,—G'(S(w))), = (v —u, —0pp(u))1,

which implies
(au — Opp(u),v —u)r >0 Vv € Uyq. O

Dirichlet boundary control for the strongly damped wave equation

The optimal control problem for the strongly damped wave equation in case of Dirichlet
boundary control reads as

Minimize J(u,y) =G(y) + 5 lulfzg). veLXQ) ue L*(Z), st

Yyt — Ay — pAyy = f in Q,

y(0) =yo in £, (4.2.11)
y(0) =y1 in £2,
y=u onJX,

Ug <u < up a.e. in X,

where p > 0, f € L2(L?(02)), yo € HY(2), y1 € L*(£2), uq,up € L"(X) with some r > 2 and
the state equation is understood in the sense of Theorem [2.3.20

Theorem 4.2.4 (Optimality system - Dirichlet boundary control for damped equation).
The optimality system is given by

Yy — Ay — pAy, = f,
y(0) =vo, w:(0)=w1, ylz=u,

it — Ap + pApy = —G'(y),
p(T) = 07 pt(T) = 07 p|2 - 07

au+ X = —0pp|x + ponpe| s,
A =max(0,\ + c(u — up)) + min(0, A + c(u — ug))

(4.2.12)

forc>0, A€ L*(X) and p € H*(L*(2)) N CY(H}(2)) N HY(H?(02)).

The proof follows the argumentation as in the case without damping.

4.3 Convergence of the semi-smooth Newton method

The optimal control problems considered in Section are solved by the semi-smooth
Newton method formulated in Section [£.I] We analyze the convergence of this method.
Therefore, we check Assumption for each problem to verify if superlinear conver-
gence of the semi-smooth Newton is given according to Theorem Furthermore, we
formulate some regularity results for the optimal controls and the optimal states.
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4 Semi-smooth Newton methods

In Section we consider distributed control, in Section Neumann boundary
control and in Section [£.3.3] Dirichlet boundary control. We start with some results from
interpolation theory and a trace theorem.

For a Banach space A and two Banach spaces A1, Ay C A we call {A;, Ay} an interpolation
couple. The following results can be found in Triebel [124] pp. 128].

Proposition 4.3.1. Let 1 < pg,p1 <00, 0< 60 <1, and
1 1—-6 0
N + —.
p Po p1
Further, let {A1, A2} be an interpolation couple, Ay, As € A, A Banach space. Then

[LP°(Ar), L' (A2)]g = LP([A1, A2g)

for a definition of the interpolation space |-, -]y see Triebel [124], pp. 58]. Especially, there
L
holds
[LPO(A), LP*(A)]p = LP(A).

To shorten notations we introduce the Hilbert spaces
H™(Q) = L*(H"(2)) N H*(L*(2)),
H"S (D) = L*(H"(002)) N H¥(L*(002))
for r,s > 0, r,s € R. There exists the following trace result; see Lions & Magenes [92]
pp. 9].
Proposition 4.3.2 (Trace). Let v € H"5(Q) with r > %, s> 0. Then for

1

: : Loopj vy T—j—3 :
> —_ = _= = = e =
J=0, j<r > . . (vj=01ifs=0)
the mapping '
HAQ) = H (D), v LY
’ oI

is continuous linear, where % denotes the normal derivate on X oriented to the interior

of X.
Later, we need the property of the max operator to conserve H?*-regularity for 0 < s < 1.

Proposition 4.3.3. Let D be a domain in R¢, d > 2, having the uniform 1-smooth regu-
larity property (cf. Adams [1]) and a bounded boundary, and let s € [0, 1].

1. If ve H*(D), then max(0,v) € H*(D) and
[max(0, v) || g+ (py < V]l sy -
2. If v € H*(L*(D)), then max(0,v) € H*(L?(D)) and
[max(0, 0) || g+ (2 (py) < 10l s 22Dy -

For a proof we refer to Kunisch & Vexler [78, Lemma 3.3].
After these preparations we continue with the control problems.
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4.3 Convergence of the semi-smooth Newton method

4.3.1 Distributed control

The semi-smooth Newton method in case of distributed control converges superlinearly and
the optimal control and optimal state have an improved regularity.
To prove the result on convergence we have to verify Assumption

Theorem 4.3.4. In the case of distributed control the operator q defined in (4.1.8)) is a
continuous affine-linear operator

q: L*(Q) = L'(Q)
with some r > 2.

Proof. A direct comparison between the general optimality system (4.1.10) and (4.2.2)
shows that in this case for a given control u € L*(Q) we have

q(u) = p,

where p is the solution of the corresponding adjoint equation. From Theorem [2.3.3] we
deduce that in particular p € C(H'(£2)) and hence, for d = 2 we have

peL"(Q)
for all 1 < r < oo and for d > 3 we have
p e L3 (Q),
which proves the assertion. O

From Theorem we obtain immediately the following corollary.

Corollary 4.3.5. The semi-smooth Newton method applied to (4.2.1) converges superlin-
early.

As a further consequence of Theorem [4.3.4] we obtain the following improved regularity
results for the optimal control and the optimal state.

Corollary 4.3.6. Let uq,uy € HY(Q). Then, there holds for the optimal control u
u € HYHQ).
Proof. According to Section the optimality condition is equivalent to
a(u — up) + max(0, aup — q(u)) + min(0, ¢(u) — aug) =0

with ¢(u) = p. From Proposition we deduce that the regularity of q(u) € HL1(Q) is
transferred to max(0, aup — g(u)) and min(0, g(u) — au,) and therefore also to u. O

Further, we can formulate some improved regularity result for the optimal state. There-
fore we only need u € H(L?(£2)).

Corollary 4.3.7 (Regularity optimal control). For yo € H2(£2) N H}(£2), y1 € HL($2) and
Ug,up € HY(L%(92)), there holds for the optimal state

y € C(H*(2)), y € C(Hy(2), yu € C(L*(£2)).

Proof. With a similar argumentation as in Corollary we obtain v € H'(L?(f2)) and
thus, the assertion follows with Theorem [2.3.8 ]
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4 Semi-smooth Newton methods

4.3.2 Neumann boundary control

The semi-smooth Newton method applied to the Neumann boundary control problem (4.2.3)
converges superlinearly. We derive that in this case Assumption [4.1.13]is given and prove
a regularity result for the optimal control and optimal state.

Theorem 4.3.8. In the case of Neumann boundary control the operator q defined in (4.1.8))
is a continuous affine-linear operator

q: L*(X) — L"(%)
with some r > 2.

Proof. A direct comparison between the general optimality system (4.1.10) and (4.2.4)
shows that in this case for a given control v € L?(X) we have

q(U) :p|27

where p is the solution of the corresponding adjoint equation. From Theorem [2.3.1] we
deduce that p € H>'(Q) and hence by Proposition m

pE ’H%’%(ZJ).

By Adams [T, pp. 218] we have Hz(L2%(0R2)) < W+ (L2(012)) — L™(L2(912)) for all
2 <r < oo. Consequently, we deduce

p € L3(H2(002)) N L' (L*(02))
for all 2 < r < oo and hence interpolation, cf. Proposition implies that

pe L ((H}02), 12(09)]), whee ~ =17 5 Sy

T 2 r

For d > 3 we use H%(&Q) — L%(aﬂ) and get

[H2(092), L*(002))s = L™ (982), where ql = (1_22)(_%_2) + g s € [0,1].

We choose s in such a way that rs = ¢;. This implies

r
r>2

S:2+d7‘—2d’ -

and hence
8d — 4d? — 4 + 2d?r — 2dr

T 6d—4—2d2 + r—2dr + 1

ds

¢s 1s monotonic increasing in 7 and hence we deduce p € L%_S(E ) for all e > 0.
For d = 2 we have H%((‘)Q) — L9(012) for all ¢ < co and hence,

HH00), 02, = L+(02), where L= 0=

, se€]0,1].
ts q

IS
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4.3 Convergence of the semi-smooth Newton method

We choose s in such a way that rs = t;, i.e.

2 2
T‘S: " = q :tS

(I—=s)r+2s 2(1—s)+gs

and obtain by a direct computation

qr — 2r
S:
—2r +2qr — 2q’

which leads to

—4o 41
to=———5— —0 (rg—00).
rq
This implies p € L*~¢(X) for all € > 0. O

The next assertions follow immediately from Theorem |4.1.16| and the previous consider-
ation.

Corollary 4.3.9. The semi-smooth Newton method applied to (4.2.3) converges superlin-
early.

We obtain additional regularity results for the optimal control and the optimal state.
Corollary 4.3.10. Let ug,up € H%’%(Z) Then, the optimal control satisfies
u € H%%(E)
Additionally, let f € L?*(L*(£2)), yo € HY($2), and yy € L?(2), then the optimal state

satisfies

y € C(HY(2)NCYHLA(2) N H*(H' (2)").
Proof. We consider the equation
ye — Ay =0, y(0)=0, u(0)=0, hylz=yg

with g € L? oz 012)). This equation admits a solution y € C(H(£2)) N C1(L3(2)); see
Proposition With ¢ = u € LQ(H%(&Q)) and by Theorem we obtain for the
optimal state y of (4.2.3)) that y € C(H(£2))NCY(L?(2))N H?(H'(£2)*), which proves the
assertion. O

As a direct consequence we deduce that under the assumptions of Corollary [4.3.10] the
very weak solution ¥y of the state equation which corresponds to the optimal control u is in
fact a variational solution in the sense that y € C(H(£2))NCY(L?(2)) N H?*(H(£2)*) and

(e, o) + (Vy, VO1 = (u, Q1 + (50 = 9(0), G:(0) + (9:(0) = 91, €(0)) = (£, Or
for all ¢ € X (cf. (2.3.9)), where (yu, () is understood in the sense of Section [2.3.1}

This variational formulation is important for numerical realizations, see the corresponding
discussion in Kunisch & Vexler [7§].
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4 Semi-smooth Newton methods

4.3.3 Dirichlet boundary control

The Dirichlet boundary control problem is more involved. We consider the Dirichlet bound-
ary control problems (4.2.8) and (4.2.11)) and analyze if the operator ¢ has some smoothing
property. We will obtain no smoothing of the mapping ¢ in case of control of the wave
equation in contrast to control of the strongly damped wave equation.

Dirichlet boundary control of the wave equation

In the case of Dirichlet boundary control of the wave equation the operator ¢ defined

in (4.1.8]) is given by
where p is the solution of the corresponding adjoint equation (4.2.9b)). From the hidden
regularity result, cf. Theorem [2.3.10| we obtain that d,p € L?(X) and the operator q is a

continuous affine-linear operator
.72 2
q: L*(X) — L°(X).

In the following we provide a one-dimensional example showing that in general the oper-
ator q does not have any smoothing properties in the sense that any control u € L?(Y) is
mapped in L"(X) with r > 2. Therefore, Assumption is not fulfilled in the case of
Dirichlet boundary control.

We consider the one dimensional wave equation with Dirichlet boundary control

Yt — Yzz =0 in (0
y(0,2) =0 in (0
in (0
(0
0

— = = =
~— — ~— ~— ~—

y(0,2) =0 (4.3.1)
y(t,0) =u(t) in (0,1),
y(t,1) =0 in (0,

with u € L%(0,1).

Lemma 4.3.11. Let u be the solution of the Dirichlet boundary control problem (4.2.8|) for
the one dimensional wave equation given in (4.3.1). Then there holds

q(u)(t) = —pz(t,0) = —u(t)(1 1),

where p is the solution of the corresponding adjoint equation

Pt —Pex =y in (0,1) x (0,1),
p(0,2) =0 n (0,1),
pe(0,2) =0 in (0,1), (4.3.2)
p(t,0) =0 in (0,1),
p(t,1) =0 n (0,1)
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4.3 Convergence of the semi-smooth Newton method

Proof. We denote

E=t+uz, £€10,2], n=t—x, ne[-11].
and obtain
0, n <0,
y(&,n) =
{U(n), n>0.
Let

p(JJ, t) = ]3(5@37 t)a 77(957 t))

Thus, we obtain

bt = ﬁﬁ +13777 Pt = ﬁﬁ& +ﬁ£n +ﬁn§ +]377777
Pz = ﬁ& _ﬁny Pxa = ﬁ{& _ﬁn&j _]5577 +]37ma

i.e. for the differential equation there holds
Pt — Pez = 4Dne- (4.3.3)

This implies the following representation of the function p, which we prove subsequently:

UmE==mUm) =T+ 2-20)UE) + U, n>0¢<1,
s LJUME =2 =n)Umn) —Uln) + U2 -8, n=0,¢>1,
PO =T 0+ 00—, neogx1 Y
—U (=) + (2= 20U (&) + U(©), n<0,€<1,
where ; ;
U(z) = /0 g(s)ds and U(z)= /0 U(s)ds, =ze€[-1,1]
for

] 0, s € [-1,0),
9(s) = { u(s), se€[0,1].

The representation of p given in (4.3.4) can be derived by integrating
415775 =4

and choosing all unknowns in such a way that the boundary and initial conditions are
satisfied. The function p satisfies (4.3.2) since there holds (4.3.3)) and we have

Apen(&,m) = U'(n) = g(n) ae. in [0,2] x [-1,1],

and for the boundary values we have

p(t,0) = p(t,t) = U}t — (2 — U (t) — U (L) + (2 — )U(t) — U(t)t + U(t) = 0,

p(t, ) =p(t+1,t—1)=U1—t)— U1 —t) =0,
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4 Semi-smooth Newton methods

and for the initial data
p(Lz)=p(l+z,1—2)=U1—-2)(142)—(1+2)UQ1—-2)- U1 —2)+U(1 —z)=0,

pe(1,x) = pe + Py = Un) = U2 = &) +um)é +Un) — (2 = n)u(n) - U(n)) = 0.

To consider the regularity of the normal derivative p, of the adjoint state we argue as

follows

1

= 1U0MUE)2 =& - U©) - U - UE) + U(§)

—U'mE+ U (n)(2—n)—Un) +U(n))
= u(t)(1 —t).

Latter we used the fact that n = ¢ = ¢. Thus, for a general control u € L?(0,1) there holds
q(u)(t) = —pa(t,0) = —u(t)(1 — 7). O
As a direct consequence, we obtain the next theorem.

Theorem 4.3.12. The optimal control of (4.2.8) for d = 1 does not have an improved
reqularity q(u) € L"(0,1) with some r > 2.

Remark 4.3.13. This lack of additional reqularity is due to the nature of the wave equa-
tion. In the elliptic and parabolic cases, the corresponding operator q possess the required
reqularity for Dirichlet boundary control; cf. Kunisch & Vexler [78].

Dirichlet control of the strongly damped wave equation

The previous consideration motivates to consider the Dirichlet problem for the strongly
damped wave equation as a regularization of the Dirichlet problem of the wave equation.
Here, Assumption [4.1.13]is fulfilled as we show next.

Theorem 4.3.14. In the case of Dirichlet boundary control problem (4.2.11f) with p > 0,
the operator q defined in (4.1.8) is a continuous affine-linear operator

q: L*(X) — L"(%)
with some r > 2.

Proof. By a direct comparison of the optimality systems (4.1.10)) and (4.2.12)) we obtain
q(u) = —0Onp + pOnpr-
At first we verify that 0,p; € LP(Q) for some p > 2. From Theorem [2.3.15 we obtain

that p; in particular fulfills
pe € H*H(Q).

By Proposition we get

N

)

N

anpt € H (Z)
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4.3 Convergence of the semi-smooth Newton method

Now, we follow the argumentation in [78, Theorem 3.2]. Since
Hi(L}(00)) — LY(L2(00));
cf. [I, Thm. 7.58], we have
Oupr € L2(H2(002)) N LY(L2(002)).
Now, using Proposition we obtain

+Z,semu

Oupi € I [HH(00), (02))y, ="

For d > 3 we use H%(&Q) — L%(&Q) and get

1 1—s)(d—2
[H%(c?!?),LZ(@Q)]S — L%(012), where — = M + i, s €[0,1].
Qs 2d — 2 2
We choose s in such a way that rs = ¢s, i.e.
8  2d-2
T2 dys—2
This implies
2
- > 9
Tiltra 7
Thus, we obtain
2(d+1)
Oppt € L™ @ (X) for d>3.
For d = 2 we use H%(&Q) — L"(02), r < oo, and get
1 1-—
HE00), 12(00)], — L#(99), where ~ = 1=%) g s € 0,1].
qs r
We choose s in such a way that rs = g5, i.e.
4 2r
Te = = = .
T 2—5 2—2s+4sr @
This implies
2
s = , r>2
1+n
and thus,
3r—4
Te =
# r—1
We conclude )
Onpt € L37ﬁ(2) for d =2.
Since we have .
Opp € H22(X),
we obtain by a similar argumentation as above that in particular
2(d+1)
Opp€ L™ a (X) for d> 3,
Bpp € L 71(X) for d=2. O
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Corollary 4.3.15. The semi-smooth Newton method applied to (4.2.11) converges super-
linearly.

Remark 4.3.l 116. From the previous consideration we deduce that the optimal control is an
element in H2'4(X). For a further discussion of regularity results for this control problem
we refer to Bucci [23] and Lasiecka, Pandolfi, Triggiani [82].

4.4 Discrete problems

The optimal control problems (4.2.1)), (4.2.3)), (4.2.8]), and are discretized by finite
elements similar as in Chapter (3 cf. also Kunisch & Vexler [78]. Using the definitions from
Section we consider uniform temporal and spatial meshes and let V,;" = V,>" for all
0 < m,n < N, that means the discrete spatial ansatz spaces are the same at each time
point. We set

Vi =V if V= H' (1),
V2 =yl if V= H}0),
Xppt=Xp, and  Xpp® = Xpo if V= HY (),

rs,b _ vr,s rsb _ yvrs . 77l
Xpb = Xpn o and Xpeb= X[ if V= HY(Q).

For the definition of the discrete control space in the case of boundary control, we intro-
duce the space of traces of functions in V},

Wy = {wh EH%(ﬁﬂ) wh:fy(vh),vh S Vh},

where v: H'(2) — H%(&Q) denotes the trace operator.
Based on the equivalent formulation of the state equations as first-order systems we

introduce a Galerkin finite element formulation of the state equations. We define a bilinear
form a,,: X;’i’“ X X,i’}ll’a X X,S’i’a X X,S’}ll’a — R by

a,(y,€) = a,(y", 9%, €, 6%) = (0>, €)1 + (Vy', VE )1 + p(Vy?, VED),

+ (8ty17§2)[ - (y27€2)1 + (y2(0)’§1(0)) - (yl(o)afz(o))

with = (y',%?) and € = (¢!, £?) and with a real parameter p > 0.

In the following we use the subscripts & and h also for the discrete control to indicate
that the discrete control and discrete state are defined on the same spatial and temporal
meshes.

The discrete problems for the cases of distributed, Neumann boundary and Dirichlet
boundary control are formulated in the sequel.

4.4.1 Distributed control

For the distributed control problem we choose the discrete control space U ,fh =X ;}La The
discretized optimization problem is then formulated as follows:

Minimize J (g, ypy)
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for ugy, € Uth NU,q and ygp, € X;’i’b X X;’}L’a subject to

a0 (Ykn: €) = (urn, €)1 + (y1,6'(0)) — (40, €2(0)) for all € € X" x X%, (4.4.1)

Remark 4.4.1. Here, we allow for the second component to be nonzero on the boundary in
contrast to Chapter . For smooth solutions of the continuous problem, we have y;|sx = 0,
but if y; is only an element in L?(£2) there exist no boundary values.

4.4.2 Neumann boundary control

For the Neumann boundary control problem we choose the discrete control space as
UP, ={veCU,Wy) | v, € P (In, W) }.

The corresponding discrete optimization problem is formulated as follows:

Minimize J(ugh, yip)

for ugy, € Ulfh NU,q and ygp € X,i’,ll’a X X,i’}ll’“ subject to

ao(Ykn,€) = (urn, €1 + (F, €)1 + (1,€(0)) — (y0,£%(0)) for all € € )N(;S,’;l{a X )N(;g,’;l{a-
(4.4.2)

4.4.3 Dirichlet boundary control

For the Dirichlet boundary control problems we choose the discrete control space as in the
Neumann case. For a function uy, € U th we define an extension Uy, € X ,1,11“ such that

Y(Ukn(t, ) = wgn(t,-) and Upp(t, ;) = 0 (4.4.3)

on all interior nodes z; of 75, and for all ¢t € I.
The discrete optimization problem is formulated as follows:

Minimize J(ugp, Z/lih)

for ugy, € U,?h N Uaq and ygp € (ugp + X,i’}b’b) X X;’}L’a subject to

ap (U §) = (£:€)1 + (11,61(0)) = (30, €7(0)) for all € € X% x X0, (4.4.4)

Derivatives of the discrete reduced cost functional in case of Dirichlet control

As in Section each of the discrete state equations (4.4.1), (4.4.2)) and (4.4.4) defines

a corresponding discrete solution operator Sp, mapping a given control wug, to the first
component of the state y,ih and the discrete reduced cost functional is given by

Jrn(ukn) = J (U, Skn(ukn))- (4.4.5)

87
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Thus, we obtain the discrete reduced optimization problem as
Minimize jgp(ugp) for ugy € Ug,n N Uag,

where the discrete control space is Uy, = U, th for distributed control and Uy j, = U,fh for
boundary control. This optimization problerfl is solved using the PDAS-algorithm (éemi—
smooth Newton method) as described in Section for the continuous problem.

To realize this method on the discrete level we have to specify the operator g corre-
sponding to the operator ¢ in on the continuous level and the solution of the equality
constrained optimization problem in step (iii) of the PDAS-algorithm on the discrete level.
The latter problem is solved using Newton-method utilizing the derivatives j;, (urn)(duks)
and j7/,, (ugn ) (0ugh, Tugs) in directions dugp, Tugy, € Uy, according to Algorithm

Remark 4.4.2. For quadratic functionals G(-) the Newton method for the equality con-
strained optimization problem in step (iii) of the PDAS-algorithm converges in one iteration.

For distributed and Neumann control the required derivatives of j.;, can be represented as
on the continuous level using adjoint and linearized (tangent) discrete equations, cf. Becker,
Meidner & Vexler [12] and Meidner [97]. Since the case of Dirichlet boundary conditions is
more involved, we discuss it in the sequel. In all three cases the operator qxj is defined in
such a way that the derivative of the discrete reduced cost functional can be expressed by

Jren (i) (Gugn) = (qugn — qen(Ukn), Oukn)w-

In the case of Dirichlet control of the wave equation the derivative j'(u)(du) on the contin-
uous level is given as

7' (u)(6u) = (au + Opp, 6u) 5,

where p is the solution of the adjoint equation for given control u, cf. the optimality
system . A direct discretization of the term 0,p does not lead in general to the
derivative of the discrete cost functional j;,. Therefore, we establish another representation
using a residual of the adjoint equation, cf. Vexler [I31] and Kunisch & Vexler [78].

Proposition 4.4.3. Let the discrete reduced cost functional jg, be defined as in (4.4.5))

with the solution operator Sk, : U,CBh — (ugp + X;’i’b) for the discrete state equation (4.4.4))
in the Dirichlet case. Then the following representations hold:

1. The first directional derivative in direction Sugp, € U,fh can be expressed as

o (wen) (Sugn) = (G (Yhn)s Surn) 1 + (O:0turn, pon)1 + (VOugn, Vo)1

(4.4.6)
+ o(ugh, Oukh) 1,

where ylih = Skn(ukn), @kh is the extension of dugy defined as in (4.4.3), and
peh = (Phy,,P2p) € XIS’,ll’b X Xg’lll’a is the solution to the discrete adjoint equation

ao(n, pin) = —J(wen ykn) () for all € X000 x Xy, (4.4.7)
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2. The second derivative of jrp in directions dugp, TUkn € U,fh can be expressed as

i (wen) (Sugn, Tukn) = G (i) (Oypns Tkn) + (8eTUkn, 0pip )1 + (VTUgh, VOpra)1

+ adukn, TukR) 1,
where Syrn = (8y},,0y3,) € (@ + X;_’}lL’b) X X;’,ll’a is the solution of the discrete
tangent equation

ao(Oyxn, &) =0 for all € € )Z']S:i’b X )Z'gia (4.4.8)
and dpgp, € )A(:,S;i’b X )A(i,g,lza is given by
ao(n, dpkn) = —J;’lyl(ukh, yin) Oyin, ) for all n € X;;ll’b X Xli,’llﬂ. (4.4.9)
Proof. Using the solution dygp, of the discretized tangent equation , we obtain

G (un) (Surn) = Ji1 (wen, i) (Suan) + o (i, yin) (Susn),
rewriting the first term using (4.4.7) and (4.4.8)) we get:

T (i yk) (Oybn) = J1 (wkns Ubn) Sk, — Surn) + T (wkn, ybn) (Srten)
= —(0u(0ykn — Sukn), Pa)1 — (V(Ouky, — Sukn), Vpks)1
+ (G (k) Surn)1
= (0yOupn, Php)1 + (VU Vob)1 + (G (ybn), Susn)r-

This gives the desired representation (4.4.6|). The representation of the second derivative is
obtained in a similar way. O

Remark 4.4.4. For the state equation (4.4.4)) and the tangent equation (4.4.8|) the discrete
solutions are continuous piecewise linear in time functions, i.e. the ansatz space is X,i’,ll’b X

X;’}l’a and the test space consists of discontinuous piecewise constant (in time) functions,

i.e. the test space is )?gji’b X )Z',S,lla For the adjoint equations and the ansatz
and the test spaces are exchanged. The ansatz functions are discontinuous and piecewise
constant (in time) and test functions are continuous piecewise linear in time. This allows
for a consistent formulation, cf. Becker, Meidner & Vezler [12] and Meidner [97].

4.4.4 Time stepping formulations for Dirichlet control

The discrete state equation (4.4.4)) as well as the discrete tangent (4.4.8) and adjoint (4.4.7)),
(4.4.9) equations are formulated globally in time, nevertheless they result in time stepping

schemes; cf. Remark This is due to the fact that for all these equations either
the ansatz or the test functions are discontinuous in time. Applying the trapezoidal rule
piecewise for approximation of time integrals, the considered time discretization results in
a Crank-Nicolson scheme. In the following we present the time stepping schemes for equa-
tions (4.4.4),(4.4.7), (4.4.8), and explicitly, cf. Kunisch & Vexler [7§] for Dirichlet
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4 Semi-smooth Newton methods

boundary control of the heat equation discretized by a discontinuous Galerkin variant of
the implicit Euler scheme. Thereby, we assume that the functional G can be represented as

with a functional g € C?(L?(2), R).
We define for m =0,..., M

Un = ugn(tm), Ynlz = ylih(tm)a Yr?z = yih(tM)a
form=1,...,M
Pry = Dinl1s P = Pinl1:
and
Py = pin(0), By = pin(0)-

The discrete state equation for Yy, Y € Vj, and Y} € ﬁm—i—VO, Y2 € Vyform=1,....M
is given as follows:

(Y5, 0" + (Yo, 9% = (y1, ") + (yo, %) for all ', ? € V,

ko ko ko
Y2, 0") + (Y, %) + 7(VY#L, V') + p7(VY7i, V') — 7(Y£, ©?)

km knm
= (ngl—laﬂﬂl) + (YT}L—DQOQ) - T(VYTVIL—17VSDI) - P7(Vyn%—1av¢l)

km km km
+ T(Yrgz—lﬁ ) + = (f(tm-1), ") + j(f(tm), )
for all ¢ € V}?, w2 € V.

2

The discrete adjoint equation for POI, PO2 €V, and P} € V}?, P2cVyform=1,....M
is given as follows:

m = M:
kyr ke ke
(0%, Pap) + (', Pyp) + T(VTII, VPy) — PT(VﬁQa VP — 7(7727 Py)
k
= —7Mg’(Yz\14)(771) for all n' € V0, n* € Vi,
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m=M-—-1,...,1:

K K, Em,
(nzapr}m) + (nlapgz) + T(anvvprlr) - PT(VW27VP7711) - 7(7727P7Qn)

2
k +1 k +1
= (7727P7}1+1> + (nlvpgm—',-l) - 7712 (anavprlrb+l) + P 7712 (V772,VP7}1+1)
k km + k
+ 0 Prg) = g (V) (') for all ' € Vi), P € Vi,

k k
(*. Pg) + (0", F§) = (*. P) + (n', P}) = (V' VP) + p (Vi V)

k1 k1
R P -

5 g (Yy)(n') for all ', n* € V.

Next we describe the equations (4.4.8)) and (4.4.9). Therefore, we define for i =0, ..., M:

U = 0tg(tm), 6% = 6yip,(tm), 6Ysm = Suitp (tm),
fori=1,...,m
5P7}1 = 5P11gh|1m7 5Pﬁz = 5pih|fm
and
Py = dpp(0), OFF = 0piy (0).

The discrete tangent equation for §Yy, Y7 € Vj, and 0Y,} € (5/[7m + V}?, §Y,2 € Vv, for
m=1,...,M is given as follows:

m=20
Yy = 0Yy =0,
m=1,..., M
(6Y,2, ") + (6., %) + %m(vay,,g, Vel) + p%(vayg, Vl) - %’”(mﬁ, ©?)
= (6Y21,0) + (Vo1 &%) = 2 (VSY) 1, Vi) = p 2 (V5Y2, V)
+ %”(51/,%,1,902) for all ' € V0, ©? € V.

The additional adjoint equation for dP},6PF € V,, and 0P), € V,?7 P2 ¢ V, for
m=1,..., M is given as follows:
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4 Semi-smooth Newton methods

m = M:

k k
(n*,6PAy) + (', 6PFy) + 57 (Vn', VOPYy) — p=51(V* VoPyy)

k k
— =5 (P 0F) = =g (Ya)(6Yar. ')

for all ' € V2, n? € Vj,.

m=M-—-1,...,1:

km, km, km,
(77276P’I’}‘L) + (771;51331) + ?(anvv(sprln) - p?(VTIQ’VéP]%/[) - 7(77275P72n)

km km
= (2, 0PY 1) + (', P2 ) — (Ut VOPL L) +p 2“

2
km 1 km + km 1
+ 5 (708 ) = =g (V) (0¥, ')

2
for all n' € V2, n? € Vj,,

(Vn?, VéPyy)

m = 0:

k
(n*.0F) + (1", 6F5) = (i, 6P}) + (0, 6PF) — = (V' VoY)
kq

k k
+ 5 (V' VOP!) + 5 (o, 6PF) — 5 ¢" (Yo) (6Y0, ")

for all n' € V;?, n’ € V.

4.5 Numerical examples

In this section we discuss numerical examples illustrating our theoretical results for the
optimal control problems (4.2.1), (4.2.3), (4.2.8) and (4.2.11]). We present a comparison of
the numbers of PDAS iterations for different discretization levels as well as some results
illustrating the error behavior on a fixed mesh. On the discrete level (for fixed temporal
and spatial meshes) the PDAS-method typically converges in a finite number of steps (cf.
the stopping criterion in Remark, which is better than superlinear convergence. The
examples indicate superlinear convergence also before the PDAS method stops finding the
optimal discrete solution.

All computations are done using the optimization library RoDoBo [120] and the finite
element toolkit GASCOIGNE [45].

In the following we consider distributed, Neumann boundary and Dirichlet boundary
control with and without damping on the unit square 2 = (0,1)?> € R2. Here, we specify
the functional G in the following way: For a given function y; € L?(Q) we define

1 2
G(y) = 5 lly = vallz2(g) -
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4.5.1 Distributed control

We compute the distributed optimal control problem (4.2.1]) with the following data:

a=0.01, wu,=-0.6, u=2, T=1,

10zo, if 1 < 0.5, . .
yd<t,x>={1 ? elsel yo(x) = sin(mz) sin(mw), yi(z) =

for t € [0, 7] and « = (x1,22) € £2.

Level N M PDAS steps
1 16 2 )
2 64 4 4
3 256 8 5
4 1024 16 4
5 4096 32 4
6 16384 64 5

Table 4.1: Numbers of PDAS iterations on a sequence of uniformly refined meshes for distributed
control

This optimal control problem is discretized by space-time finite elements as described
above. The resulting finite-dimensional problem is solved by the PDAS method. In Table[5.2]
the numbers of iterations is shown for a sequence of uniformly refined discretizations. Here,
N denotes the number of cells in the spatial mesh 7, and M denotes the number of time
intervals. The results indicate a mesh-independent behavior of the PDAS-algorithm.

To analyze the convergence behavior of the PDAS method we define the PDAS iteration
error

ei = lugy) — w12 ():

where ug})L denotes the ith iterate and wuyp the optimal discrete solution. For a fixed dis-
cretization with N = 16384 cells and M = 64 time steps Table depicts the rate of
convergence of the PDAS-iteration. The results presented demonstrate superlinear conver-

gence.

i 1 2 3 4
e 36-1072 9.7-107% 2.1-107° 0
eiv1/e; 2.7-1072 2.2-1072 0 -

Table 4.2: Superlinear convergence of the PDAS-method for distributed control - PDAS-iteration
error
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4 Semi-smooth Newton methods

4.5.2 Neumann boundary control

We consider the Neumann boundary control problem (4.2.3]) with the following data:

1, if x> 0.25,
f(t,z) = n L a=001, us=-08 w=1 T=1,
—1, else

—x1, if 1 > 0.05, . .
yd<t,x>—{2 U e wo(w) = sin(ma1) sin(rz2), -y () =0

for t € [0,T] and = = (x1,22) € (2.

As in the previous example we see in Table that the number of PDAS iterations is
mesh-independent under uniformly refinement of the discretizations.

For a fixed discretization with N = 16384 cells and M = 64 time steps Table shows
the rate of convergence of the PDAS-iteration illustrating superlinear convergence.

Level N M PDAS steps

1 16 2 )
2 64 4 )
3 256 8 3
4 1024 16 4
) 4096 32 4
6 16384 64 )

Table 4.3: Numbers of PDAS iterations on a sequence of uniformly refined meshes for Neumann
boundary control

i 1 2 3 4
e; 3.0-1072 9.7-107* 28-107° 0
eiv1/e; 3.2-107%2 2.9.1072 0 -

Table 4.4: Superlinear convergence of the PDAS-method for Neumann boundary control - PDAS-
iteration error

4.5.3 Dirichlet boundary control
This is a Dirichlet optimal control problems (4.2.8)) and (4.2.11)) with the following data:

1, > 0.5,
Flt,x) = { o . Uue=-018, w, =02, T=1,
xy, else

€T x1 > 0.5 . .
ydos,x):{l ' . yo(z) = sin(ma1) sin(rza), y1(z) =0
—x1 else

for t € [0,T) and = = (21, z2) € £2.
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a=10"* a=10"2
Level N M p=0 p=01 p=07 p=0 p=01 p=0.7
1 16 2 4 3 5 4 4 5
2 64 4 5 4 3 4 4 3
3 256 8 5 5 4 5 4 4
4 1024 16 6 6 6 ) 7 )
5 4096 32 11 7 7 9 6 5
6 16384 64 13 9 7 10 8 5
a=1
Level N M p=0 p=01 p=07

1 16 2 3 3 2

2 64 4 3 3 1

3 256 8 4 3 1

4 1024 16 4 2 1

5 4096 32 3 3 1

6 16384 64 3 4 1

Table 4.5: Numbers of PDAS-iterations on a sequence of uniformly refined meshes for different
parameters « and p for optimal Dirichlet boundary control

Table illustrates the effect of damping introduced by the term —pAy; on the number
of PDAS steps. For o« = 0.01 and p = 0 we observe a mesh-dependence of the algorithm.
Moreover, the number of PDAS steps declines for increasing value of p and stays mesh
independent for p > 0. Furthermore, we consider the effect of & on the number of PDAS
steps. As expected the number of iterations declines also for increasing «.

In Table [4.6] and in Table [4.7] we consider the PDAS-iteration error for the discretization
with N = 16384 cells and M = 64 time steps, where we choose p = 0 and p = 0.1,
respectively, and o = 0.01. These tables indicate that we only have superlinear convergence
for p > 0.

i 1 2 3 4 ) 6 7

e; 23-1072 22-1072 45-107% 1.9-107% 72-107* 38-107* 1.2-107*
eiv1/e; 9.5-1071 2.0-107Y 42.107' 38-107' 52.107t 3.1-107! 4.1-107!

i 7 8 9
ei 48-107° 1.4-107° 0
€i+1/€i 3.0-1071 0 -

Table 4.6: Equation without damping, p = 0 - PDAS-iteration error
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4 Semi-smooth Newton methods

i 1 2 3 4 5 6 7
e; 3.8-107! 52-1072 1.0-1072 15-10% 1.8-107%* 1.7-107®> 0
eiv1/e; 1.3-1071 1.9.107' 1.6-107' 1.2-107! 9.3.1072 0 -

Table 4.7: Equation with damping p = 0.1 - PDAS-iteration error

4.6 Outlook

There are several question which are worth to analyze in future research.

e The convergence of the semi-smooth Newton method can be analyzed for nonlinear
wave equations.

e In this chapter we proved local superlinear convergence. Thus, the next step is to
formulate conditions under which we obtain global convergence; cf. Ulbrich [129].

e In this thesis it remains open to prove an improved regularity result of the optimal
state for Dirichlet control of the strongly damped wave equation in case of control
constraints.

e Finally, it is interesting to analyze the behaviour of the solution of the optimal control
problem of the strongly damped wave equation and its discrete analogon for p — 0.
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5 Application to the dynamical Lamé system

In this chapter we apply the techniques developed in the Chapters [3| and [4] i.e. adaptive
finite element and semi-smooth Newton methods, to optimal control problems governed by
the dynamical Lamé system. The dynamical Lamé system describes the phenomena when
waves propagate in solid materials. For an introduction we refer the reader to Hughes [59]
and for the static case to Braess [2I]. We present a numerical example using adaptive
finite elements and analyze the convergence of the semi-smooth Newton method subject to
different types of control action.

There exist some related publications to these topics. An adaptive finite element method
for an inverse problem governed by the elastic wave equation is considered in Beilina [14]
with Dirac measures in the quantity of interest. In Belishev & Lasiecka [I5] regularity
results for controllability of the Lamé system are derived.

Further, in Nestler [I12], the optimal design of a cylinder basin is considered, which can
be seen as an application of optimal control in linear elasticity. Acoustic problems as noise
suppression is analyzed in Banks, Keeling & Silcox [10]. Although in the latter publication
the classical wave equation is considered, this is an interesting problem also with respect to
optimal control of the dynamical Lamé system.

The chapter is organized as follows. In Section [5.1] we introduce the mathematical setting
of the dynamical Lamé system and recall the physical background, in Section we apply
the adaptive finite element method described in Chapter [3|to an optimal control problem of
the dynamical Lamé system and in Section we apply the semi-smooth Newton method
from Chapter [4] on optimal control problems of the dynamical Lamé system and evaluate
its convergence.

5.1 The dynamical Lamé system

The dynamical Lamé system describes the propagation of elastic waves in an elastic medium.
The elasticity of the material provides the restoring force of the wave. Most solid materials
are elastic, so this equation can be seen as a model for such phenomena as seismic waves in
the earth and acoustic waves in solid materials. The system is given by

yu —dive(y) = f inQ,
y(0) =yo in L2, (5.1.1)
yt(O) = n .Q,

and homogeneous boundary condition

{J(y)~n:0 on Y or (5.1.2)

y=0 on X,
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5 Application to the dynamical Lamé system

with the function of displacement y: (0,7) x £2 — RY, stress tensor
Oij = )\5@' tl"(E) + 2M5ij (5.1.3)

(tr: R4 — R denotes the usual trace operator, cf. Chapter |7) with Lamé parameters
A, ;> 0, strain tensor
1
gij(v) = 5 (Qjvi + Oyvj)
fori,j € {1,2,...,d}, v € H'(2)? a given force f € L*(L?*(£2)%), and outer normal n
for d = 2,3. Material with these properties is called St. Venant-Kirchhoff-material. In the

following we write

Dv = e(v).

The relation between the stain and stress tensor can be derived by the general Navier-
Lamé system after some linearizations and assuming that the material is homogeneous and
isotropic; cf. Braess [21], Hughes [59], Beilina [14].

Remark 5.1.1. We present a short physical motivation for this system, cf. Evans [40]
pp. 66]. Let V represent any smooth subregion of R4, d = 1,2,3. The acceleration within

V is then
i [ iz = [ s
— | ydx = Y dx
a2 J,, v

—/ o-ndsS, (5.1.4)
ov

where ([5.1.4) describes the force acting on V' through 0V and the mass density is taken to
be unit. Newton’s law implies the mass times the acceleration equals the force

/ ypdr = —/ o - ndS.
|4 oV

This identity obtains for each subregion V and so

and

Yit = divo.

Remark 5.1.2. In many cases the Poisson’s ratio ¥ and Young’s modulus E are given
instead of the Lamé coefficients A and p. There holds the following relation between these
quantities, cf. Braess [21],

Ev B E
A+ —-20) " 20+

System ([5.1.1]) can be equivalently written as

A=

yiw — AVdivy —2udivDy = f  in Q, (5.1.5a)
y(0) =yo in £, (5.1.5b)
ye(0) =91 in £2. (5.1.5¢)

98



5.1 The dynamical Lamé system

Remark 5.1.3. By a direct calculation the strain tensor can be eliminated for sufficiently
smooth functions, i.e. (5.1.5a]) can be written as

y — A+ p)Vdivy — pdy = f. (5.1.6)

This equation is often called the elastic wave equation. However, we have to distinguish
carefully the variational formulations associated to (5.1.5a)) and (5.1.6)), in case of inhomo-
geneous Neumann boundary conditions, which we obtain formally by testing with some test

function and integration by parts, cf. also (5.1.9)).

5.1.1 Physical background

The elastic wave equation are used to model several physical phenomena. In the following
we will present two of them. In the first we consider the equation as a model for seismic
waves and in the second as a model for noise emission problems.

The elastic wave equation as a model for seismic waves

The elastic wave equation can be interpreted as a model equation for seismic waves.
Seismic waves are caused by earthquakes. For numerical methods to solve these equations
and inverse problems related to seismic waves we refer to the publications Komatitsch, Liu
& Tromp [69] and Komatitsch & Tromp [70]. Seismic waves can be decomposed into p-waves
(primary or pressure waves) and s-waves (second or shear wave). P-waves are longitudinal
waves, i.e., the oscillations occur in the same direction (and opposite) direction of wave
propagation. S-waves are perpendicular to the direction of propagation. P-waves travel
faster in rock as s-waves, thus the s-wave is the second wave arriving at a point arising from
a earthquake, after the p-wave.

In the following physical interpretation of the elastic wave equation we assume that all
functions are sufficiently smooth. We can reformulate equation as

yr — (A +2u)Vdivy —uV x (Vxy)=f (5.1.7)

for d = 3. Let # = divy and apply the divergence operator on (5.1.7). Then using the
identity
div(V x #) =0

for functions ¥: 2 — R3, we obtain the acoustic wave equation describing p-waves
1
Or — ﬁAa =f
«

traveling in the direction of propagation with velocity

A+ 2u
o= .
p

Let ¢ = V x y and apply the curl-operator on (5.1.7). We obtain

1
‘Ptt—@AWZf
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describing the transversal movements with velocity 3 given by

5=/L.
p

S-waves are divergence-free, since divcurly = 0. For details we refer the reader to Pu-
jol [115].

The elastic wave equation as a model for acoustic noise emission problems

Acoustic noise emission is defined as emission of elastic waves by structural change of a
material being under pressure. These waves propagate as radial symmetric space waves
through the media and can be registered by sensors. By these signals one can draw con-
clusions of the reason for this deformation and the state of the material. The permanent
deformations of the material is a requirement for the sound emission technique. One can
create this by different methods, as for e.g. by stressing the material mechanically or ther-
mically, putting it under pressure by gas or water or by exposing it to an acoustic field.
Here, we are interested in the last case. To create a certain acoustic field in the interior
of the material you have to know, how to control the transmitters on the boundary. In
Schechinger [122] the technical issues are considered.

5.1.2 Existence and uniqueness

In this section we recall some basic results on existence and regularity of the solution of

the dynamical Lamé system (5.1.1)), (5.1.2) with o given by (5.1.3). Let V = H}(02)¢

(homogeneous Dirichlet condition) or V = H!(£2)? (homogeneous Neumann condition). In

the usual way we extend the definitions of (-,-) and ||-|| to functions in L%(£2)¢, of (-,-)
to functions in L?(9£2)%, of (-,-); to functions in L*(L%(£2)%), and of (-, ); to functions in
L2(L2(062)9).

To obtain a variational formulation we assume the solution is smooth, test the equation
with v € V, integrate in space obtaining

(Y, v) + (divoe(y),v) = (f,v) YveV

and apply integration by parts. Thereby, we use the following identities for v,w € V and
the unit matrix 14 in R%*¢

1,4 : Dv = tr Do,
o:Vv=o0:Duv,
o : Dv = (M tr(Dv)I + 2uDv) : Dv = \(tr(Dv))? + 2uDv : Dv

with the product
A: B =tr(ATB)

for matrices A, B € R"*Y, v € IN; cf. Braess [21, pp. 277] and Green’s formula

(divo(w),v) — (w,diveo(v)) = (o(w) - n,v|s0) — (w|an,o(v) - n). (5.1.8)
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This leads to the following variational formulation: We look for a solution y € X of

(yet, €) + A(divy, divE) +2u(Dy - DE) = (f,€) VEe€V,
y(0)=yo  in g (5.1.9)
y:(0) = 1 in {2

for given initial datayo € V,y1 € H = L%(2)¢, force f € L?(L?(§2)%) and the corresponding
space X defined by (2.3.9). We introduce the form

a:VxV =R, alv,w)=Adive,divw)+ 2u(Dv : Dw) (5.1.10)

to simplify notations. To apply Theorem on equation we have to verify the
coercivity and boundedness of the form a in (5.1.10)). Therefore we recall Korn’s first
and second inequality. For the proofs of these inequalities we refer to Braess [21] and the
references therein.

Proposition 5.1.4 (First Korn’s inequality). Let 2 C R?, d = 2,3, be an open, bounded
set with piecewise smooth boundary. Then there exists a constant ¢ > 0, such that

/Q Dy : Dyda + [yl 72 = Clylltnge Yy € H'(2)" (5.1.11)

If homogeneous Dirichlet boundary conditions are prescribed we obtain an improved
estimate.

Proposition 5.1.5 (Second Korn’s inequality). Let £2 C R?, d = 2,3, be an open, bounded
set with piecewise smooth boundary. Then there exists a constant ¢ > 0, such that

/pr  Dyde > C lylpy oy Yy € HY(Q) (5.1.12)

Now, we can prove the coercivity and boundedness of the form a.

Lemma 5.1.6. There holds for allv,y € V with V = HY(2)? or V = H}(2)? the following
inequalities:

e The strain tensor is bounded, i.e.
HDyHB(Q)dxd <yl - (5.1.13)
e The form a is continuous, i.e.
a(y,v) < (A+2p) lylly l[vlly - (5.1.14)

e Foryc HY(2)¢ there holds

a(y,y) > A|divyl 2o + QM/QDQ : Dyda > Cllyl|F gy — 20|yl 72y - (5.1.15)
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e Fory € H}(2)¢ there holds
_ 2 2
a(y,y) = A divylze () + 2M/QDZJ : Dydx = C [yl (o) - (5.1.16)

Proof. Inequality (5.1.13)) follows by a direct calculation and implies ([5.1.14). The in-
equalities ([5.1.15)) and (5.1.16|) follow with Korn’s first and second inequalities (5.1.11]) and

(5.1.12)), respectively. O

After these preparation we can formulate an existence and regularity result.

Theorem 5.1.7. There ezists a unique solution y € X of (5.1.9).
Proof. This follows from Lemma and Theorem [2.3.1] O

5.2 Adaptive finite element methods

In this section we apply the adaptive finite element method considered in Chapter [3| to an
optimal control problem of the dynamical Lamé system, which reads as

. 1 a
Minimize J(u, y) = 5 Hy — de%Q(LQ(Q)d) + 5 HUHQLQ(]RZ) , u€ U, Yy e X, S.t.
yu —divo(y) = f+ Bu in Q,
y(0) = yo in £,
y(0) = 11 in 2,
y=20 in X

(5.2.1)
for initial data yo € HE (2)%, y1 € L2(02)%, f € L?(L*(£2)%), stress tensor o given by (5.1.3)),
control space U = L2(R!) and operator

l
B:U — L*(L*(2)Y), Bu= Zui(t)gi(a:)

for given functions ¢; € L*(2)%, i = 1,...,1, | € IN. Thus, in this example the control is
time-dependent with values in R’.

For the discretization we proceed as in Section [3.2] The discrete control space is chosen
as

Uy ={uec L*R) |uls, €Pr,(Im,R"), u(0) €R'},
where the time intervals I,,, are the same as used for the discretization of the state and let

rq = r — 1, where 7 is the polynomial degree of the ansatz functions in time used for the

discretization of the state.
We verify that the estimator ny (cf. (3.4.11)) vanishes in this case. Therefore, we intro-
duce the adjoint operator B* given by

B*: Lz(LQ(“Q)d) - U, (B*q)(t)l = (gi7Q)L2(Q)d ('L =1,... ,l),
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5.2 Adaptive finite element methods

since

T ! T 1
(u,B*q)U:/O §ui(8*q)(t)idt:/0 ;Ui(t)(gi,q(t))L2(Q)ddt:(Bu,q)]

for ¢ € L2(L%(02)9).
Lemma 5.2.1. Under the assumptions from above, the estimator ng vanishes.

Proof. Since
7' (ug)(6u) = (g, du)y + (po, Bou)r  Vou € Uy

the optimality condition reads as
(quy + B ps,ou)y =0 Vou € Uy. (5.2.2)

There holds B*p, € Uy for all p, € X}, since

Td
po(t) = Zpa,ktk, Pok €V, tely
k=0

and so ;
d
(B*po)i‘fm = Z </ gipa,kd1:> tk S Prd(ImaRl)-
k=0 9
Thus, we can choose du = auy, + B*p, in (5.2.2)) and obtain £, (uy, Yo, ps)(-) = 0. O

Remark 5.2.2. The previous lemma can be generalized to the case of different tempo-
ral meshes for the control and state discretization if the set of time points of the state
discretization is a subset of the time points of the control discretization.

For the computations we choose the polynomial degree of the spatial and temporal ansatz
functions for the state as r = s = 1, the degree of the ansatz functions for the control as
rq = 0 and the data as follows

(z) = (sin(87(z1 — 0.125)) sin(87(z2 — 0.125)),0)T, 0.125 < x1, 79 < 0.25,
Yow) = (0,0)T, else,

yl(x) = (070)T7
yd(tvl') =0, f(tvx) = (Ovo)Ta

1,17, forz <0,
0,0)7, else

(z) = (1, 1), for z; >0,
2= (0,007, else

(5.2.3)
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5 Application to the dynamical Lamé system

for (t,x) = (t,x1,22) € [0,T] x 2 =1[0,0.5] x [-1,1]>.

In Figure [5.1] we present a comparison of the error in the cost functional for adaptive and
uniform refinement. It illustrates that in case of adaptive refinement we need less degrees
of freedom than in case of uniform refinement to reach a given error tolerance. Further,
in Table we compare the CPU time and the degrees of freedom to reach an error less
than 6.5-10~® normalizing the values for uniform refinement to 100%. We have an essential
gain in time and number of unknowns in case of adaptive refinement. In Figure the
spatial meshes at different time points are given.

1073 I I T . T
adaptive ——
uniform - V-
1074t _.
107° _.
1076 t _.
1077 _.
X

103 10% 10° 109

degrees of freedom

Figure 5.1: Error for adaptive and uniform refinement for (5.2.1])

refinement CPU-time  dof error
uniform 100% 100% 6.6-1078
adaptive 34% 15% 6.5-1078

Table 5.1: Comparison of the CPU-time for uniform and adaptive refinement for (5.2.1))
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5.2 Adaptive finite element methods

Figure 5.2: Spatial mesh at time ¢ = 0 for ((5.2.1])

Figure 5.3: Spatial mesh at time ¢ = 0.25 for (5.2.1])
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5 Application to the dynamical Lamé system

Figure 5.4: Spatial mesh at time ¢t = 0.5 for ({5.2.1))

Figure 5.5: Spatial mesh at time ¢t = 0.75 for ([5.2.1])
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5.2 Adaptive finite element methods

Figure 5.6: Spatial mesh at time ¢ = 1 for (5.2.1))
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5 Application to the dynamical Lamé system

5.3 Semi-smooth Newton methods

In this section we consider semi-smooth Newton methods applied to optimal control prob-
lems governed by the dynamical Lamé system with constraints on the control and apply
the techniques developed in Chapter We consider the cases of distributed, Neumann
boundary and Dirichlet boundary control and analyze the convergence of the semi-smooth
Newton method.

To apply the framework developed in Chapter [4 we have to extend the definitions in

(4.0.1)-(4.0.3]) to systems with d components. We define
G: LAH(L*(2)Y) - R,

and assume that the functional is quadratic with G’ being an affine operator from L?(L?(£2)%)
to itself, and that G” is non-negative, i.e. (G"(x)dz,dx) > 0 for all z,5z € L?(L?(£2)?). Let
U = L*(w)?, the state space be given by Y = L?(L?(§2)¢) and the control-to-state operator
S: U — Y affine-linear with

S(u)=Tu+7y (5.3.1)
for T € L(U,Y) and y € Y. Further, let the operator ¢: U — U be given by
q(u) = =T7G'(S(w)).

We define the generalized derivative for functions in {v: w — R?} in analogy to (4.1.4) by
components and derive the boundedness of the corresponding inverse generalized derivative

according to Lemma [4.1.15} we only need a slightly modification of the proof. We set for
i=1,...,d

Ii ={z e w: aua(r) < q(u)i(z) < auy(z)},
Ai=w \ I;,

where the inequalities are understood by components and ug,up € U. Then, we can follow
the arguments in Lemma considering the inner products with

XA hixn
XA = : XTI = :
XAy haxi,

for h = (h1, ceey hd)T S LZ(w)d.

Finally, we need the Newton differentiability of max (0, -): L?(w)? — LP(w)? for exponents
1 < p < g < oo, where the max-operator is understood by components. This property
follows directly from the Definition since Newton-differentiability is given with respect
to every component.

Thus, according to Section[4.3]the main issue remains to verify that the operator mapping
the control to the adjoint state or a trace of the adjoint state, respectively, has some
smoothing property.

We start our consideration with distributed control.
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5.3 Semi-smooth Newton methods

5.3.1 Distributed control

The optimal distributed control problem of the Lamé system reads as

Minimize J(u,y) = G(y) + % lull22 2y » € LALAR)Y), ye LALA(R)Y), st
yuw —dive(y) =u in Q,
y(0) =yo in {2,
y(0) =y1 in £,
y=0 on X,
Uy <u<u, ae. in

(5.3.2)
for yo € HY(2)4, y1 € L2(2)?, f € L2(0)? stress tensor o given by (5.1.3), ua,up €
L"(L"(2)%), r > 2, and a > 0.

The existence of a solution of follows from Theorem and Proposition m
Thus we can directly formulate the result on superlinear convergence.

Theorem 5.3.1. The semi-smooth Newton method applied to the distributed control prob-
lem (5.3.2) converges superlinearly.

Proof. The proof follows similar arguments as in the proof of Theorem From Theorem
we deduce that the adjoint state is in particular an element in

L2(H'(2)7) N HY(L*(92)7) = LP(LP(2)7)
forall 1 <p < oo ford=2andall 1 <p <6 for d =3, which implies the assertion. O

5.3.2 Neumann boundary control

The optimal Neumann boundary control problem of the Lamé system reads as

Minimize J(u,y) = G(y) + % [ull72 2000 w € LHLA(00)%), ye LX(LA(2)),
s.t.
yu —divo(y) = f in@Q,
y(0) =yo in L2,
y(0) =11 in £2,
o(y)-n=u onX,
Ug <u<u, ae in Y

(5.3.3)
for yo € L2(2)4, y1 € (HY(2)))?, f € LY((H'(£2)*)?), stress tensor o given by (5.1.3)),
Ug,up € LT(L7(02)4), r > 2, a > 0, and outer normal n.
There exists a unique solution of the state equation.
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5 Application to the dynamical Lamé system

Lemma 5.3.2. For u € L?>(L?(092)%) there exists a very weak solution y € L?(L?(£2)?) of
the state equation of problem (|5.3.3)) satisfying

(Y, 9)1r = (f,)1 — (Y0,6(0)) + (¥1,€(0)) + (u, §)r (5.3.4)

where § = &4 is the solution of

£ — 2udivDE — AV divE =g in Q,
£0)=0 in 1,

&(0) =0 in £,

o) n=0 onX

(5.3.5)

for all g € L*(L*(02)%).

Proof. From Theorem we obtain the boundedness of the right side in (5.3.4). Thus,
the assertion follows by Riesz representation theorem. O

The existence of a solution of the control problem is given by Proposition [2.2.6

Superliner convergence of the semi-smooth Newton method applied to the Neumann
boundary control problem follows by the smoothing property of the control-to-adjoint state
mapping.

Theorem 5.3.3. The semi-smooth Newton method applied to the Neumann boundary con-
trol problem ((5.3.3)) converges superlinearly.

Proof. The solution of the corresponding adjoint state equation is an element in
L2(HN(2)") N HY (L2 (2)7)

by Theorem [5.1.7] Thus, in analogy to Theorem [4.3.8] we obtain superlinear convergence.

O
5.3.3 Dirichlet boundary control
The optimal Dirichlet boundary control problem for the Lamé system reads as
o !
Minimize J(u,y) = G(y) + 5 HUH%Q(LQ(Q)d) ,we L2(L200)), ye LA(L*(2)Y),
s.t.
yuw —dive(y) = f in Q,
y(0) =yo in £,
y:(0) =y1 in £,
y=u onX,
L U <u<u, a.e. inld
(5.3.6)

where yo € L2(2)4, vy € H Y(2)4, f € LY (H1(02)9), stress tensor o given by (5.1.3)),
Ug,up € L7(L7(062)4), r > 2 and o > 0.
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5.3 Semi-smooth Newton methods

First of all, we have to prove existence of a solution of the state equation of .
Following the argumentation in the proof of Theorem [2.3.12] we begin with considering the
equation with homogeneous Dirichlet boundary condition, for which we need some hidden
regularity result for the Neumann trace of the solution. This can not be directly obtained
from the theory for linear hyperbolic equations, in Theorem since here we have a
coupled system. Nevertheless, in Belishev & Lasiecka [I5] the technique to prove a hidden
regularity result for wave equations (cf. Lasiecka, Lions & Triggiani [85]), was extended to
the Lamé system. Further regularity results for traces are derived in Bucci & Lasiecka [24].

Lemma 5.3.4. For u € L?>(L?(012)%) there exists a very weak solution y € L*(L*(2)?) of
the state equation of (5.3.6)) satisfying

(W, 9)1r = (£, €)1 = (90, :(0)) + (91, £(0)) = (w, 0(&) - n)1, (5.3.7)

where § = &g is the solution of

Ep — 2udivDEé — AV divE =g in Q,

§T) =0 in 12,
&(T)=0 in £, (5.3.8)
§=0 onX

with g € L2(L*(2)9).

Proof. We follow the argumentation in the proof of Theorem To show that the right
part of is bounded, the main task is, to verify that for the solution & of the system
the normal derivative o(§) - n has some hidden regularity, i.e. we have to show that
o(€) -n € L?(L?(062)%). The boundedness of the other terms follows by Theorem
The hidden regularity is shown in Belishev & Lasiecka [I5, Proof of Proposition 1]. They
consider the case d = 3, but the results hold also true for d = 2. Thus, the stated regularity
follows by the Riesz representation theorem. O

Now, we return to the optimal control problem. The existence of a solution of the control
problem follows by Proposition [2.2.6]

To study the behaviour of convergence of the semi-smooth Newton method applied to
(5.3.6) we analyze whether the operator

¢:U—=U, qu)=-T"G"(S(w)) = —o(p(u)) -n

mapping the control u to the Neumann trace of the corresponding adjoint state p(u) has
some smoothing property. In the one dimensional case, d = 1, the Lamé system reads as

Ytt — NYzz — 2M1Yzz = f.

Thus for A + 2 = 1 we obtain the classical wave equation with velocity ¢ = 1, considered
in Theorem i.e. in this case there is no smoothing of the operator ¢ given.
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5 Application to the dynamical Lamé system

As in the case of optimal Dirichlet boundary control for the wave equation this motivates
to consider the strongly damped dynamical Lamé system for some p € R with 0 < p < py,
po € RT, given by

y(O) = Yo in Q, (5 3 9)
yt(o) = in ‘97 o
y=u onx

with f € L2(L?(2)%), yo € H'(2)%, and y; € L?(£2)? and the corresponding optimal control
problem
L a
Minimize  J(u,y) = () + 5 [0l - u € LX(I202)), y e L(I2(2)Y),
s.t.

(5.3.9) with ug <u <wup ae. in X
(5.3.10)

for ug,up € L"(L7(062)%), 7 > 2. According to optimal Dirichlet boundary control of the
wave equation we prove a regularity result for the adjoint strongly damped Lamé system
given as follows (using the fact that it is reversible in time)

pu — AV divp — 2udivDp — p(AV divp, + 2udivDp,) =g  in Q,
p(0) =po in £,
pt(0) =p1 in £,

on Y

(5.3.11)

3
Il
o

for g € L?(L?(2)?). Assuming all terms are well-defined we obtain the following equivalent
formulation

pu— (p+A)Vdivp — pdp — p(A+ p)Vdivp + pdp) =g in Q,
0)=py in £,
p(0)=po in (5.3.12)
pe(0) =p1 in 02,
p=0 onlX.

Theorem 5.3.5 (Regularity for the homogeneous strongly damped Lamé system). For
f e LA2(L2(2)%), po € HY(2)? N H2(2)4, and p1 € HY(2)?, there exists a unique weak
solution of (5.3.12))

pe H(L2(2)Y) nCHHL ()Y n HY(H?(2)) (5.3.13)
defined by p(0) = po, pt(0) = p1 and

(pee(s), @) + (A + p)(divp(s), div @) + u(Vp(s) : Vo) + p(A + p)(divpe(s), div ¢)

+ pu(Vpi(s) : Vo) = (f(s),¢) Yo e HY(2)? a.e. in (0,T). (5.3.14)
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5.3 Semi-smooth Newton methods

Moreover, the a priori estimate

1Pl 2 (L2 () 0y o (m (@) (m2 (2)7) < C<HQHL2(L2(Q)d) + [IVpoll + [|div pol| + || Apoll
IV divpoll + Va1 + HdiVmH), (5.3.15)

holds, where the constant C = C(p) tends to infinity as p tends to zero.

To prove this theorem we argue as in Chapter [2] and apply a Galerkin method. There-
fore we derive a priori estimates for the strongly damped Lamé system according to the
Lemmas [2.3.16] - [2.3.19)

Proof of Theorem [5.3.5. The proof is presented in four steps.

1. We test (5.3.14)) with p;. Then there holds

eI + (A + p)lldiv ()1 + ul Ve@)I® + p(A + ) /0 Idiv pe(s)|[*ds

t
o [ I9m(s)1Pds < € (19l + Il + [div ol + 913 12000) - (5:316)

2. Let e(p) = —(A+ p)Vdivp — pAp. Then we test (5.3.14]) with ¢ = —e(p). There
holds

~(pu(s), e(p)(s)) + le)(s)II* + ple(pe) (5), e(p)(5)) = —(g(s), e(p)(5))

or equivalently

~(pu(s), e(p)(s)) + le)(s)II” + g%lle(p)(S)ll2 = —(g(s),e(p)(s)) -

Integrating in time from 0 to ¢ implies that

~ [ uts).ew)s) ds+ [ Net)s)Pds + 5 e o)
0 0
< %”9”%2@2(9)) + ;/0 le(p)(s)]1? ds + g”#ﬂpo + (A + )V div pol|*.

For the first term on the left-hand side we get for almost every t € (0,7T)

t

- / (pee(s), e(p)(s)) ds = / (pe(5). e(pe) (5))) ds — (pe(1), e(p) (1))
0 0

t t
+ (pr(0), e(P)(0) = —(A+ 1) /0 Idivpe(s)[2 ds — /0 IV p(s)]? ds

= (pe(2), e(p)(t)) + (p1, (A + )V div po + pApo).
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114

Here, we have used the fact that py = pr = 0 on X and p; = 0 on 9f2. This yields

LI ds + 21NN < Sloliassan + 3 [ Iew)s)Pas
+g”()\+ﬂ)Vdino+uApo||2+()\+/~6) / Idiv pu(s)|” ds
0
! 2 1 2, P 2, 1 2, 1 : 2
w1 [ )P dst I )1+ e O+ 5l 2+ 511 )Y i o+l

Absorbing terms we obtain

p+1

1
/H ()| ds+2 2 le)(s |7 < §HgHL2(L2(m)+ 1A+ 1)V div po + pApo]|?

. 1 1
+(A+ M)/O div pe ()| ds + u/o IV () |> ds + ;Hpt(t)\l2 + 5 lIpall*.
Using (5.3.16]) we obtain the desired estimate
[l s + ol

<< <||chvpou2 +ITI? 4 1+ )V v -+ ol + 1P + Lol gy )
(5.3.17)

. We test (5.3.14]) with ¢ = e(p¢). Then there holds

~(pee(s), e(pe)(5)) + (e(p) (), e(pe) () + plle(r) ()] = —(g(s), e(pr)(5))-

We integrate by parts in the first term and obtain for almost every s

L \div pu(s) |2 + s [Vpa(5)]12 +

1d
A
A+p)5 5 d

- eI

+plle(p) ()17 = —(g(s), e(pe)(5))-

Integrating in time from 0 to ¢t we obtain:
Lo 2 1 2 1 2 ! 2
(A g i 02 + 5 VRO + 5O + 5 [ le(oo)(s) I ds

1 2 p [ 2 Lo 2 1 2
< QI)\QHL2(L2(Q))+2/O lle(pe)(s)] d3+(/\+/i)§HdIVP1H +M§HV171H

1 .
+ 5”()\ + )V div pg + pApol|®.

This implies the desired estimate

A+ wlldivpe ()7 + u Vo) + lle(p) (0] +p/0 le(pe)(s)]1* ds ( |
5.3.18

Q

<= (Nl aqzagapey + 19012 + v prl + | Ao + |V div pol)
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4. We test with ¢ = py. This yields
Ipre($)1* = (e(p)(5), pee(5)) — ple(Pr), pre(s)) = (9(5), pue(s)).

Hence,

/ pe(s)|I? ds + / (e(pr)(3), p(s)) ds — (e(p) (£), pr 1))
0 0
(A )V divp(0) + uAp(0), pr(0)) = / (g, pee)ds + p / (e(p)(5), pu(s))
0 0

and thus, we obtain
t 9 9 1 t 9 p2 t 9
[ )12 ds < lalEaquzcary + 5 [ InlPds + 5 [ etos)as
1 ! 2 ! : 2 ! 2
w3 [ M@ Pds+ () [ v )Ps+u [ 19mo)Pds

: 1 , 1 1
+ 5 A+ p)ldivp(t)|* + S+ plldiv pe(8)]* + §MHVP(L‘)||2 + §MIIV20t(t)||2

N | —

1 . 1
+ 5”()\ + w)V divpo + pApo||* + §HP1||2'

Absorbing terms and using (5.3.16]) and ((5.3.18]) we obtain the desired estimate
! 2 C 2 2 2 2 2
[ sy pas < p(ugupmm)d) + 1012 + [[div poll? + | Apoll? + IV div po|
+ 1Tl + v )

Finally, we use an estimate following from elliptic theory, cf. Brenner & Sung [22, Lemma 2.2]

1@l 52 (2 < Cllg(t) — pu(t) + e(pe) (D) = Clle) @], t € (0,2).

Using a Galerkin method and proceeding as in the proof of Theorem [2.3.15 we obtain the

assertion. O]

Now, we return to the inhomogeneous equation and introduce the following very weak

formulation

(¥, 9)1 = —(y0,Gt(0)) + (y1,¢(0)) — (u,0(C) - n)1
+ plu,0(G) )1 — p(yo, dive(0)) + pyo, 0(¢(0)) - n) + (f, O, (5.3.19)

with the solution ¢ = (4 of

Cu —dive(Q) —dive(G) =g in@Q,
¢(T)=0 in £,

G(T) =0 in 0. (5.3.20)
(=0 onJX

and arbitrary g € L2(L?(£2)%).
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5 Application to the dynamical Lamé system

Theorem 5.3.6. For u € L>(L?(02)%), f € L2(L*(2)%), yo € HY(2)? and y; € L*(2)¢,

equation ([5.3.9)) possess a unique very weak solution defined by (5.3.19) and there the fol-
lowing estimate

1yl L2(r2(yey < C (HU||L2(L2(an)d) + Yol g1 (2ya + llyall + HfHLQ(LQ(Q)d))
holds, where the constant C = C(p) tends to infinity as p tends to zero.

Proof. The right hand side of (5.3.19)) defines a linear functional G(g) on L?(L?(§2)%). This
functional is bounded. In fact as a consequence of Theorem [5.3.5| we have

16O + 1[CO) [ + lldiv o (¢(0) ] + [|o(C(0)) - nllr2(a0)a
+ 1o () - nll 22 00)4) + lo(Ce) - nllL2(200)2) + 1€ 222 (2)2) < Cllgllr2(z2(2)9)-
The representative of this functional in L2(L?(£2)?) is y. This implies the desired result. [

The existence of a solution of the control problem ([5.3.10)) follows by Proposition m
Further, we obtain superlinear convergence in case of optimal Dirichlet boundary control
of the strongly damped Lamé system.

Theorem 5.3.7. The semi-smooth Newton method applied to the optimal Dirichlet bound-
ary control problem (5.3.10) of the strongly damped Lamé system converges superlinearly.

Proof. In this case there holds
q(u) = —o(p(u)) - n+ po(p(u)e) - n,

where p = p(u) is the solution of the corresponding adjoint equation for given control wu.
From Theorem [5.3.5 we obtain

pe € HY(L2(2)4) n LA (H?(02)%) (5.3.21)

and hence,
pr € L'(L*(2)%) n L*(H?(2))

for 1 <r < o0o. Thus, from Proposition we further derive

pe € LE([L(), HX(2)1),) = L™ (H>(2)"), — =7+ , s €01,

where the interpolation is understood by components. Let s € (%, 1], then we have
dipr € L& (H* 1 ()Y, i=1,....d,
and on the boundary

Oipt|s € LqS(st_%(&Q)d), i=1,...,d.
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5.3 Semi-smooth Newton methods

According to Adams [I, Thm. 7.58] there holds the following embedding for s € (2,1]

H>73(80) — Lowt2(90) for d > 3, (5.3.22)

i.e. for d = 3 we have
4
Bipe|s € L% <L75—4s (8(2)3) .

From the condition

2r 4 <
= = , T <00,
s sr+2(1—s) b5—4s
we have
_ 10r -8 - §
S 12r-87 4
for 2 < r < oo, which implies
12r — 8 12
s = 5 — 9 E (7" — OO)
So, we obtain
o(p) -n € LI(LY(992)*) (5.3.23)

for 2 <q < % For d = 2 there holds, cf. Adams [I, Thm. 7.58]

H*3(00) < LT (992), se (3 1>.

4’
Further
_ 2r 1
= sr+2(1—s) 2-—2s
implies
_ 4r—2 - 3
Th-2 1
for 2 < r < 0o and hence,
_5r—2 . ) (r — 00)
©= 5, g Tk
So, we finally obtain
o(p) -n € LI(LI(0£2)?) (5.3.24)

for 2 < g < %
Accordingly, we derive that o(p) - n has in particular the regularity as o(p;) - n presented

in (5.3.23) and ([5.3.24)) for d > 3 and d = 2, respectively.
In conclusion, we derive superlinear convergence as in Corollary 4.3.15|for d = 2,3. [
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5 Application to the dynamical Lamé system

5.3.4 Discretization

We discretize the three problems (5.3.2)), (5.3.3), (5.3.6), and (5.3.10|) according to Sec-
tion [£.4]
Let

V=V if V=HY )
Xpt =X itV =H'(Q),
X! = Xp57 iV = Hy(2)"
Further, we set

1
Wy, = {wh S HE(a_Q)d wp, = 'Y(Uh)yvh eV }

with the trace operator v: H'(§2)4 — H? (002)%. We introduce the bilinear form

ap: Xy x Xpp® x X @ x Xt — R
ap(y, &) = a,(y v, € &%) = (0, €)1 + A(divy', dive')r + 2u(Dy' - DEY);
+ pAM(divy?, divE")r + 2pu(Dy? : DEY);
+ (0" €)1 — (7, €)1 + (¥°(0),€1(0)) — ('(0),€%(0))
with y = (y',9?) and & = (¢1,£2) and p > 0. Then the discrete problems are given as in
Sections [4.4.1]- [4.4.3]

5.3.5 Numerical examples

We present examples for distributed, Neumann boundary and Dirichlet boundary control.
Thereby, we consider the case d = 2 on the unit square §2 = [0, 1]2.

Distributed control

In this numerical example we consider the distributed optimal control problem ((5.3.2)). Let
the data be given as follows

() = <sin(7rw1)osin(7rw2)> @)= <x1x2(1 = 361)<1 = x2)> |

(0,0.5)7, x5 < 0.5,t < 0.5,

ya(t,z) =1, ft,x) =14 (1,0.5)T, x5 >0.5,t> 0.5,
(0,007, else
-1 2.1
— . —4 — = = = =
a=3-107% T=1, Ug (_1> Up (2'1>, p=1 =1

for (t,x) = (t,z1,22) € [0,T] € £2.
In Table the numbers of PDAS-iterations are shown for a sequence of uniformly
refined meshes. Here, N denotes the number of cells in the spatial mesh 7, and M denotes
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5.3 Semi-smooth Newton methods

Level N M PDAS steps
1 16 4 7
2 64 8 6
3 256 16 6
4 1024 32 6
5 4096 64 5

Table 5.2: Numbers of PDAS iterations on a sequence of uniformly refined meshes for control

problem ([5.3.2)

the number of time intervals. The results indicate a mesh-independent behavior of the
PDAS-algorithm.

To analyze the convergence behavior of the PDAS method we proceed as in Section [4.5.1]
For the fixed discretization with 64 intervals and a spatial mesh with 4096 cells at each time
node Table depicts the error of the PDAS-iteration. The results presented demonstrate
superlinear convergence.

i 1 2 3 4 5
e 2.1-107' 6.3-1072 7.0-1073 23-107* 0
eiv1/e; 3.0-1071 1.1-107! 3.4.1072 0 -

Table 5.3: Superlinear convergence of the PDAS-method for distributed control - PDAS-iteration
error

Neumann boundary control

In this numerical example we consider the Neumann boundary control problem (/5.3.3)). Let
the data be given as follows.

() = <sin(m1)sm(m)> ) = <sin(7rx1)sin(7rx2)> |

1 T

1, x1 > 0.5,
va(t, z) = { 0, else

a=10"% T=1, ua:<:8'§>,ub:<1>, p=1, =1

for (t,x) = (t,z1,22) € [0,T] € 2. Table shows the numbers of PDAS steps on a
sequence of uniform refined meshes.

On a time mesh with 32 intervals and a spatial mesh at each time point with 4096
spatial nodes the development of the error is presented in Table confirming superlinear
convergence.
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5 Application to the dynamical Lamé system

Level N M PDAS steps
1 16 2 )
2 64 4 5
3 256 8 4
4 1024 16 5
5 4096 32 5
Table 5.4: Numbers of PDAS iterations on a sequence of uniformly refined meshes for control
problem
i 1 2 3 4 5
e, 49-107%2 95-107% 23-107% 3.6-107% 0
eiv1/e; 1.9-1071 24-107Y 1.6-1071 0 -

Table 5.5: Superlinear convergence of the PDAS-method for Neumann boundary control - PDAS
iteration error

Dirichlet boundary control

In this numerical example we consider the Dirichlet optimal control problems (/5.3.6) and
(5.3.10)). Let the data be given as follows

B B T _ z1, €T > 0.5,
yo(l’) = yl(l') = (0,0) yd(t"r) - { —x1, else,

—0.18 0.2
-3
a=10"", T=1, u“(—0.18)’ ub<0'2>, p=1 =1

for (t,z) = (t,z1,22) € [0,T] € £2.
Table [5.6] shows the numbers of PDAS steps on a sequence of uniform refined meshes.
On a time mesh with 32 intervals and a spatial mesh at each time point with 4096 nodes

Level N M p=0 p=0.1

1 16 2 ) 4
2 64 4 4 )
3 256 8 6 3
4 1024 16 9 4
5 4096 32 12 )

Table 5.6: Numbers of PDAS iterations on a sequence of uniformly refined meshes for control

problem ([5.3.2))

the development of the error for p = 0 and p = 0.1 is presented in Table and Table
Comparing the control problems with and without damping we see a reduction of the
numbers of PDAS steps in case of p > 0 which corresponds to the results for Dirichlet
control of the wave equation, cf. Section [4.5.3]
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5.3 Semi-smooth Newton methods

i 1 2 3 4 5 6

e; 50-1072 7.2-1072 1.8-1072 99.-10% 55-10% 4.2.-10°3
eir1/ei 1.4 26-107Y 54-107t 55.1071 7.7-107! 8.0-107!

i 7 8 9 19 11 12
e; 34-107% 25-103% 1.8-1073% 1.1-1073 3.1-107* 0
eir1/e; T4-1071 7.0-1071 6.0-1071 3.0-107! 0

Table 5.7: Dirichlet boundary control without damping, p = 0 - PDAS-iteration error

i 1 2 3 4 5
e; 3.1-1071 5.1-1072 89-1073 1.2-107% 0
eir1/e; 1.6-1071 1.8-107! 1.3-1071 0 -

Table 5.8: Superlinear convergence of the PDAS-method for Dirichlet boundary control with
p = 0.1 - PDAS iteration error

121






6 Controllability of wave equations

In this chapter we consider an exact controllability problem for the wave equation. Roughly
speaking exact controllability of the wave equation means, to analyze whether the solution
of the wave equation can be driven to a final target exactly by a control acting on the
boundary or a subdomain of the domain the equation evolves in. This is different to the
corresponding optimal control problem, where the requirement of achieving the final target
exactly is relaxed due to the term describing control costs.

In contrast to optimal control of wave equations, there exist many publications on con-
trollability of the wave equation. For an overview we refer the reader to the review article
by Zuazua [141] and for an introduction to the topic to the monograph by Lions [90].

In this chapter we recall some main results from the literature on the numerical treat-
ment of an exact controllability problem and confirm by a numerical example that the
discretization of this problem may lead to spurious solutions. These effects also appear
when solving certain optimal control problems for wave equations with small Tikhonov pa-
rameter. Therefore, it is important to bear these effects in mind when considering optimal
control problems for wave equations.

We start the consideration with an introduction of the continuous exact controllability
problem and proceed with the relation of this problem to the corresponding optimal control
problem for the Tikhonov parameter tending to zero. Further, we recall that the numerical
approximation schemes, which are stable for solving the initial-boundary value problem,
may lead to instabilities when they are applied to the exact controllability problem. The
reason for this, is the fact that the spurious high frequency discrete solutions cannot be
controlled uniformly as the mesh parameter tends to zero; cf. Zuazua [141] [139] 138, [140].
Different methods have been developed to tackle these difficulties as Fourier filtering, bi-grid
or mixed finite elements, (cf. Zuazua [141], Glowinski [47]) . The convergence of the bi-grid
method for finite difference methods was considered in Ignat & Zuazua [61] and for finite
element methods in Negreanu & Zuazua [110], Negreanu [109]. In the end of this chapter
we compare the numerical solution of the exact controllability problem with the solution of
the corresponding optimal control problem.

This chapter is organized as follows. In Section we introduce the continuous problem.
In Section we formulate the optimality system, in Section we discuss the relation
between exact controllability and optimal control, in Section we discretize the problem
and recall the difficulties arising from the discretization, in Section [6.5] we present some
numerical examples, and in Section we give an outlook.

6.1 Continuous problem

In this section we recall some definitions and basic results on controllability; cf. Lions [87],
Micu & Zuazua [104], Lasiecka & Triggiani [84], Mariegaard [94].
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6 Controllability of wave equations

Let Iy C 012 be open and nonempty. We consider solutions y € C(L?(£2)) N C(H~1(£2))
of the following equation
Yy — Ay =0, inQ,
y(0) = 29, in £2,
y(0) = z1, in {2, (6.1.1)
y=0, onlxaN\ Iy,

y=wv, onlxIy

with initial data 2o € L?(£2) and z; € H~!(£2) and boundary control v € L%(§2). From
Chapter [2| we directly obtain that there exists a uniquely determined solution.
Further, we define

E=HY(N)x L), E*=L*N)xH YN).

To distinguish three different forms of controllability we introduce the set of all values of
the state and velocity at the final datum T°

R(T; (20, 21)) = { (Y(T), 4:(T)) : y is solution of (6.1.1) with v € L*(L*(Iy)) } .
Now, we can make the following definitions: Equation (6.1.1)) is called
e approximately controllable in time T if

Y(z0,21) € L2(02) x H () : R(T; (yo, 1)) dense in L?(2) x H~1(02).  (6.1.2)

e exactly controllable in time 7' if

V(20,21) € L*(2) x H1(2) : R(T; (yo, 1)) = L*(2) x H1(£2). (6.1.3)
e null controllable in time 7" if
V(20,21) € L*(£2) x H1(£2) : (0,0) € R(T; (yo,%1))- (6.1.4)
Remark 6.1.1. Since the system is linear and reversible in time null controllability
is equivalent to exact controllability, cf. Zuazau [139)].
Thus we can formulate the exact controllability problem as follows.

Definition 6.1.2 (Exact controllability problem). Find for given initial data zy € L?(£2),
z1 € H-Y(£2) a control v € L?(X), such that for the solution y of ([6.1.1]) holds

y(T) =y (T) = 0.

Remark 6.1.3. If y(t9) = yi(to) = 0 for some ty > 0, then we can choose v(t) = 0 for all
t > tp and obtain
y(t) = we(t) =0, Vt>to.

Remark 6.1.4. Since the propagation of waves is finite, we can only expect exact control-
lability for T' > 0 sufficiently large.

To formulate an optimization problem, whose solution solves the exact controllability
problem, we introduce the adjoint system.
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6.1 Continuous problem

Adjoint system

Let for (p°,p!) € E the function p € C(H(£2))NCY(L?(£2)) be the solution of the following
equation

pr—Ap=0 inQ,

p(0) =po in £,

pt(0) =p1 in 02,

p=0 onlX.

(6.1.5)

The following results are taken from Micu & Zuazua [104].

Theorem 6.1.5. The initial data (zo,21) € E* is controllable to zero if and only if there
exists v € L2((0,T) x Iy), such that

T
/ / (Op v)dodt + / (zope(0))dz — (21, p(0)) 11 () 111 ) = O (6.1.6)
0 ) (0]

for all (pg,pip) € E, where p is the solution of the backward equation

pit —Ap =0 in Q,
p(T) =p§ in £,
p(T) = p{ in {2,
p=0 onlX.

(6.1.7)

Proof. By integration by parts we obtain for smooth functions

T
0 :/ / p(y — Ay)dadt,
0 (%

T T
= /Q (pyt—pty)drvo + /0 /F 0 (—=(Ony)p + (Onp)y) dodt

T
— / / (Oupy)dodt + / (T ye(T) — pTy(T))der — / (p(0)21 — po(0)z0)da
0 Iy 0

9]

As a direct consequence we have that if (20, 2') is controllable to zero, then there holds
relation (6.1.6)). Conversely if (6.1.6) is true, then we can drive (z°, z!) to zero by choosing
Onp as the control. O

Since the wave equation is reversible in time we can draw the following conclusion.

Corollary 6.1.6. The initial data (z0,21) € E* is controllable to zero if and only if there
exists v € L*((0,T) x Iy) such that

T
/ / (Oppv)dodt + / (zop1)dz — (z1,P0) -1(02), 11 (2) = 0,
0 Io (9}

for all (po,p1) € E, where p is the solution of (6.1.5]).
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6 Controllability of wave equations

We define the functional J: H(£2) x L?(2) — R with

1 T
J(po,p1) = 2/0 . |0, dodt + (20, 21), (Po, P1)) B+ 1 (6.1.8)
0

where p is the solution of (6.1.5)) with initial data (p°, p') € E and

((20,21), (po, p1)) E* B = /Q(Zom)dfc — (21, P0) H-1(2), H (02)-

By the hidden regularity (cf. Theorem [2.3.10]) the normal derivative 9,p is well-defined.

Definition 6.1.7 (Observability). Let 7" > 0. Then for equation (6.1.5) observability in
time 7' is given if there exists a positive constant C'(T") > 0, such that for all (pg,p1) € E

T
1ol + P11y < C(T) /0 /F 0,p|? dodt. (6.1.9)
0

Remark 6.1.8. The inequality (6.1.9) means that the energy can be estimated by ob-
servations on the boundary during the time interval and uniformly in the whole class of
solutions.

Observability implies the existence of a minimizer of J.

Theorem 6.1.9. Let the system (6.1.5)) be observable in time T and (z29,21) € E*, then J
has a unique minimizer (po,p1) € E.

Proof. The functional J is continuous and strictly convex. Further, J is coercive, i.e.

lim j(p()apl) = 00,

| (Po,p1) | E—00

since
e i
Tonp) 25 ([ [ 1onwo = 1ol o )l
0 Io
C 1
) R [ 1 [

Hence, J has a minimizer.

The operator mapping the initial data (pg,p1) to the normal derivative of the corre-
sponding solution p is injective, since the system is observable. Thus, the functional is
strict convex and we obtain uniqueness of the minimizer. O

There holds the following relation between exact controllability and observability.

Proposition 6.1.10. Let for given (2°,z') € E* the pair (p°,p') € E be a minimizer of J
and p be the solution with initial values (p°,p"), then

v=20,p onlj

is a control which leads (2°,2%) to zero in time T.
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6.1 Continuous problem

Proof. The functional J takes its minimum in (pg, p1), hence there holds
o1 o o
0 = lim 7(J((p07p1) + h(pOapl)) — J((p()?pl))
h—0 h
1 T
- 2/ / OnpOnpdodt + (20, 21), (po, 1)) B+ B
o Jry

for arbitrary (po, p1) € E and the corresponding solution p of (6.1.5)). Corollary implies
that v = 0,p is a control leading (2o, z1) to zero in time 7. O

The control, which is determined by minimizing the functional (6.1.8]), is that one with
minimal L?((0,T) x Ip)-norm and is called the HUM control; see. [104].

Theorem 6.1.11. Let v € L*(L%(Ip)) be the control given by minimizing the functional J,
then for any other control g € L*(L*(Iv)) driving to zero the initial data (29, 21) in time T
there holds
vl 222y < N9llp2z2(ry))-
For the remaining part of this section, we want to consider the one-dimensional case, i.e.
d=1, = 1(0,1) and let the control only act on the right end (x = 1) of the spatial interval.
Then there holds the following result concerning observability; see [141].

Proposition 6.1.12. For any T > 2, d = 1, system (6.1.5)) is observable, i.e. for any
T > 2 there exists C(T) > 0 such that the observability condition holds. Conversely, if
T < 2, the system is not observable, or, equivalently,

(1Pl o) + P72 )
sup 5 =00
(po.p1)EE 1Pz (1, O)|72(0,1)

Remark 6.1.13. When considering control problems in several space dimensions, one has
to take into account the geometric control condition; see Zuazua [141], which says that all
rays of geometric optics propagating in {2 and being reflected on the boundary 0f2 enter
the control domain I" in time less than 7.

Remark 6.1.14. The minimal time 7', for which observability is given, is called the char-
acteristic time. We use this expression also in case of several space dimensions.

For T too small (i.e. here T' < 2) observability is not given; see Proposition [6.1.12} This
can be seen in the next example, taken from Ervedoza & Zuazua [39].

Example 6.1.15. For 0 < T < 2 the observability condition (6.1.9) does not hold. Let
T =2 — 26 with 0 € (0,2) and consider

Pt — Pzz = 0, (t,l‘) € (OvT) X (07 1)a p(t,O) = p(tv 1) =0, 0<t<T
with given data for p (£ =1—6,2) and = € (0,5). We have
Yz (t,1) =0

for 0 <t < T = 2 — 26, since the sets {(¢,1), t € (0,7)} and {(%,2), z € (0,6)} are
disjunct.
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6 Controllability of wave equations

6.2 The Hilbert uniqueness method

Lions proposed the Hilbert Uniqueness Methods (HUM), to solve exact controllability prob-
lems. We recall this approach for several space dimensions.

The Hilbert Uniqueness Method

There exist a lot of publications considering different aspects of the HUM approach, we
refer the reader to Glowinski [47], Lions [90, 9] and Zuazua [141].
We introduce the following operator

A E— E*, e— (—y(0),4(0)),
where y is the solution of
(Y — Ay =0 in @,
y(T)=0 in {2,
w(T)=0 in £2, (6.2.1)

y=0 inIxd0\ Iy,
y=0up onl x Iy

for given p determined as the solution of

pt —Ap=0 in @
p(0) =po in 2,

6.2.2
pt(O) =D1 in Q, ( )
p=0 onX
for e = (po, p1)-
That means, for given f = (—zp, 21) we look for a pair e = (pg,p1) € E with
Ae = f. (6.2.3)

The operator A has the following properties; cf. Lions [90)], [89].

Theorem 6.2.1. The operator A: E — E* is linear and continuous. For T larger than the
characteristic time (cf. Remark|6.1.14) A is an isomorphism.

Remark 6.2.2. The HUM approach applied to an exact boundary controllability problem
bases on the following steps:

e Suppose (zg,21) € E*. Take f = (—z0, 21).
e Solve (6.2.3) and obtain e.
e Solve the adjoint wave equation (6.2.2)) for initial conditions e.

e Solve the associated wave equation (6.2.1)) and obtain y(0) = zo, y:(0) = z1.
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6.3 Relation to optimal control

Remark 6.2.3. Equation (6.2.3) has been considered for as the basis for numerical dis-
cretizations of this problem, cf. Glowinski [47].

According to Section[6.1] the equations (6.2.1]) and (6.2.2) can be derived as the optimality
system of the following optimization problem

(

. 1
Minimize J(ug,u;) = 3 ”8np||%2(L2([b)) + ((20,21)s (Po, 1)) E*,E, (uo,u1) € E, s.t.
pt —Ap=0 in Q,
p(0) =up in £2,

pe(0) =wu; in £2,
p=0 onX.

(6.2.4)
Thus, for sufficiently smooth solutions we obtain the optimality system as follows

pi — Ap =0,

p(0) =wuo, p(0)=u1 ply =0,

Yy — Ay = 0,

y(T) = 07 yt(T) = 07 y|[><8(2\F0 = 07 Yy = anp|1><l—ba

(¥(0) = 20, %:(0) = 21.

6.3 Relation to optimal control

Now, we consider an optimal Dirichlet boundary control problem and analyze its relation
to the exact controllability problem.
The optimal Dirichlet boundary control problem is given by

. 1 o
Minimize J(u,y) = 3 (Hy(T)II%z(Q) + IIyt(T)II%—lm)) t3 ull 22
y € C(L*(2)NCHHY(N)), ue LA (L*(I})), st.

yw —Ay=0 inQ,
y(0) =20 in 2,
y(0) = 21 in £2,
y=0 onlxaoN\Iy.
y=u onl xIy.

(6.3.1)

The reduced problem is given by
Minimize j(u), wu € L*(L*(Iv))

with the convex, continuous and coercive reduced functional j: U — R, j(u) = J(u, S(u)).
Thus, existence of a solution for a« > 0 follows immediately by Proposition The
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6 Controllability of wave equations

optimality system in a strong formulation reads as
(yn — Ay =0,
y(0) = 20, v:(0) =21, Ylrxoonr, =0, Ylixn, = u.

pie — Ap = 0,
p(T) = (=A)'y(T), pi(T) =y(T), pls=0,

au = — np‘IXIb-

For a tending to zero there holds the following relation between the exact controllability
problem and the optimal control problem.

Theorem 6.3.1. Let (6.1.1) be exact controllable in the sense of (6.1.3)). Let y, denote
the solution of (6.3.1)) corresponding to the parameter . Then for every sequence (o )ken
with ag; — 0 for k — 0o, we can select a subsequence (ag)ren, such that

Yo (T) = 0 weakly in L*(2),  yat(T) =0 weakly in H'(£2)
for ag tending to 0.

Proof. Here we use techniques from Fernandez & Zuazua [42], where distributed control
problems for parabolic equations are considered. To shorten notations we write « instead
of . Let us consider the reduced cost functional in dependence of o > 0

) 1 Q
o) = 5 (WDNEa(o) + @ Br1y) + 5 elaqzaryy v € PPUEAT))
In the following let u,, denote the optimal control. Then u,, satisfies for all du € L%(L?(I}))

) (310) = (4a(T),39(T)) + (e (T), 691 (1)) 11 + 0tk 80) 22y = 0, (6:3.2)
where dy solves
Oy — Ady =0 inQ,
dy(0) =0 in £,
dy:(0) =0 in £2,
dy=0 on I x a2\ Iy,
oy =d0u on I x [y.

\

Further, since u, is optimal we have
Ja(ua) < ja(0)
with j,(0) independent of or. Hence, we obtain by selecting a subsequence if necessary

Yo (T) — v weakly in L?(£2),
Yot (T) = ¢ weakly in H™ (),
Vau, — @ weakly in L*(I})
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6.4 Discretized problem

for 1 € L*(£2), ¢ € H-Y(2) and u € L*(L*(I})). For a — 0 we derive from
(¥, 0y(T)) + (¢, 0y¢(T)) r-1(2) = 0 Vou € L*(L*(Ip)). (6.3.3)

Choose du so, that 0y(T') = v and dy(T) = ¢; this is possible, since (6.1.1) is exact
controllable. Consequently, we obtain

=0 inL*R2), ¢=0 in HYN). O

6.4 Discretized problem

The problem ((6.2.4)) is discretized by piecewise linear finite elements in space resulting in
a semi-discrete formulation. Here, we only consider the one-dimensional case on the unit
interval. We recall briefly some fundamental aspect concerning the difficulties arising from
this numerical approximation, for details see Glowinski [47], Zuazua [I41], Negreanu [109]
and Infante & Zuazua [62].

Let the spatial interval 2 = (0,1) be divided in N + 1, N € IN, intervals of the length

h = ﬁ Then the semi-discrete problem reads as

T 1
/ Oupntbdx = / DupnOptpdr, 0<t<T, VeV (6.4.1)
0 0

for
pu(t, ) = 29 p; (1) ()

with the nodal basis functions v; of Vhl, which is defined according to Section for
V = H}(0,1). The adjoint semi-discrete equation is given by

2 1 1 1 () 4+ pj_1(t) — 2ps(t _
gPeed(t) + gPee1(B) + o () = Pt p]hz( =20 gy =1, N,
po =pN =0, 0<t<T,
pj(T):po,ja pt,j(T):pl,j j=1,....,N

(6.4.2)
with p;(t) = pn(t,jh), po,j = po(jh) and p1; = p1(jh) for j = 0,...,N + 1. With the
semi-discrete system (|6.4.2]) we associate the semi-discrete energy

pia(t) = p;(t) [

h

h& h h o
Ey(t) = 3 Z |1, (8)* + ) Z pej(t) + pejrr(t)® + 5 Z
=1 =0 =0

The discrete observability condition is given by

Ph (t, Nh)

T
Bt < o) [P

K

where py, is the solution of (6.4.2)).
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6 Controllability of wave equations

Following Negreanu [109] we recall that on the semi-discrete level non-uniform observ-
ability is given. The eigenvalue problem arising from the spatial discretization reads as

3 6 6
w0 =¢n+1 =10

Pr+1 + Pr—1 — 2¢% 2 1 1
- 72 :U(Spk+80k+1+§0kl , k=1,...,N (6.4.3)

and the eigenvalues of the discrete operator are given by

6 1 — cos(kmh)

h
— D T COSWIR) N
Pk = 722 1 cos(krh)’ e

with eigenvectors
w,};:(wk,l,...,wij)T, wa:Sin(ijh), k‘,j:L...,N.

For the continuous problem the eigenvalues are given by

M = (km)?, keN
with eigenvectors

wy, = sin(krz), ke NN.

There holds

pi =X (h—0)

for fixed k. The observability inequality is uniform if the constant C(T') is bounded uni-
formly in h for h — 0. However, in Infante & Zuazua [62] it was proved using spectral
analysis that for all 7" > 0 the best constant C} tends to infinity for A — 0. The highly
oscillatory components of the solution lead to this non-uniformity. To remedy this effect
one can look for solutions in the set of filtered solutions without the highly oscillatory
components. Therefore, the solutions are developed in Fourier series

N

b

Y= Z ay, cos (y/,uZt) + % sin (y/u’gt) wy, (6.4.4)
k=1 \/ 1l

where a; and by are given by the initial data

N N
Yo = Zasza Y= Z brwy (6.4.5)
k=1 k=1

and one looks only for solutions being in the set

[5/h]
b
Cs(h) = < p solution of (6.4.2)) s.t. y = Z aj, COS (\/}ﬁi?ﬁ) + —%_ gin <\/,u2t) wZ
k=1 \
for 0 < § < 1. Then, for any 6 > 0 there exits a T'(4) > 0, such that for all "> T'(9) there
exits a constant C(T',¢) for which uniform observability is given, see Zuazua [141].

Alternatively, other methods can be applied as bi-grid, mixed finite elements and Tikhonov
regularization to get convergent methods. For a discussion in detail we refer to Zuazua [141].

132



6.5 Numerical examples

03 | Exact control —— |

0.2 i

-0.2 + .

-0.3 ' ' '
0 1 2 3 4

Time

Figure 6.1: Exact control v at x = 1 w.r.t. the control problem given in Definition

6.5 Numerical examples

In this section we solve the exact controllability problem formulated in Definition [6.1.2
numerically. We look for a solution of the control problem with

-1, 0.25 <2 <0.75, _

zp(x) = { 0. else, z1(z) =0 (6.5.1)

for x € 2 =(0,1) and 7' = 4. This configuration in is taken from Zuazua [141]. The
exact control can be computed explicitly. We consider the extension of the initial data on
the whole space R using d’Alembert’s formula taking into account that we have reflection of
the waves on the boundaries, i.e. the sign of the solution changes at the boundaries. Then
using d’Alembert’s formula again we can compute the exact solution and consequently its
trace on the boundary, the exact control, which is shown in Figure

To solve the exact controllability problem numerically we consider two approaches given
by the problems (6.2.4)) and (6.3.1). In the latter one we choose av = 1. As in the previous
chapters we apply a Crank-Nicolson scheme for time discretization.

In Figure [6.2] and we compare the normal derivative 0,p, with respect to the dis-
cretized problem at the right end of the spatial interval with the semi-discrete opti-
mal control uy, of the discretized problem . In both cases, the state is computed on a
spatial mesh with 4 and 16 cells, respectively, and for the temporal discretization we use 100
time steps. According to the applied discretization, the normal derivative 9,py, is a piecewise
linear function in time, whereas wuy, is a piecewise constant function in time. To discretize
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6 Controllability of wave equations

the H~1(§2)-norm we use the following identity, which holds in arbitrary dimensions d:
e lli-1(2) = V=D 0O o) = V2l 120
for all ¢ € [0, 1], where z is defined as the solution of

—Az =y (t) in £2,

(6.5.2)
z=0 on Of2.

Thus, in this case the reduced cost functional of optimal control problem ([6.3.1)) is equivalent
to

() = 1y (D)1 2200y + 10e2l172() + @ Il 2220 (6.5.3)

with z defined as in for t = T. The functions z are discretized as the state y of
problem in space. As in Zuazua [I141] we see oscillations of the semi-discrete normal
derivative p, at x = 1 with respect to which rise with the number of spatial nodes.
Moreover, similar effects occur for the semi-discrete optimal control of the optimal control
problem . However, in this case the exact controllability condition is relaxed by the
term describing control costs, i.e. we do not have to drive the oscillations to zero exactly.
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6.5 Numerical examples

0.4 .

Normal derivative Py ——

-0.3 : : '
0 1 2 3 4
Time
(a) Normal derivative of the adjoint state w.r.t. (6.2.4) at x = 1.
0.4 . -

-0.5 .

Con‘lcrol U

2 3 4

Time

(b) Optimal control of (6.3.1]) at = = 1.

Figure 6.2: Comparison of the exact controllability problem and the optimal control problem on a

mesh with 4 spatial cells.
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(a) Normal derivative of the adjoint state w.r.t. at x = 1.
0.4 r I I Control u il

0 1 2 3 4
Time

(b) Optimal control of (6.3.1)) at = 1.

Figure 6.3: Comparison of the exact controllability problem and the optimal control problem on a
mesh with 16 spatial cells.
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6.6 Outlook

6.6 Outlook

There are several interesting directions for future research on this topic:

e The optimal control problem (6.3.1]) is a relaxed exact controllability problem. It is
interesting to improve the assertion of Theorem and possibly, to derive conver-
gence rates with respect to the parameter a.

e Further, it is interesting to consider the behaviour of the semi-discrete solution and
in particular the spurious oscillations in dependence of the number of time steps for
the temporal discretization.

e The previous discussions motivate the question for which given initial data zg and
z1 it is necessary to apply a method as Fourier filtering or bi-grid to obtain a semi-
discrete observability inequality uniformly in h; it may be possible to develop an
adaptive algorithm, which decides in dependence of the initial data zg and z; when
some additional smoothing methods have to be applied.

e Considering exact controllability problems the question for time optimality arise, cf.
Kunisch and Wachsmuth [134], where a time optimal control problem for the wave
equation is considered and regularization techniques as well as its numerical realization
is presented.
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7 Notation

In this thesis we use the following notations; cf. [91], 92| [1T9]:

Sets

RcRYd=1,2,3
I=(0,7),T>0
Q=1x1
Y =1x0n

B, (x): ball around x with radius r

Spaces

Let W, Z be Banach spaces, £k > 0, k € Ng, 1 <p<o00,s>0,and d e NN.

Product space: W2 =W x W
IN natural numbers without 0
L(W, Z): set of all linear and continuous mappings from W to Z.

LP(£2): space of all measurable functions f on §2 such that [, |f(x)[Pdz < oo if p is
finite and ess sup,cp, | f(z)] < 00 if p = 00

WHP(£2): space of all f € LP(£2) whose derivatives through order k are in LP(£2)
Wé‘:’p(ﬁ): completion of C§(£2) in WHP(£2) for 1 < p < oo

W=kP(): dual space of Wr?(£2)

H*(02) = Wk2(0)

H*(02) = [H™(£2), L*(2)];_ s with integer m > s > 0, s € R and interpolation spaces
[+, ] cf. [9]

H§(£2): closure of C§°(£2) in H*(£2)
H=5(£2): dual space of H*({2)

LP(W) = L*(0,T;W): space of all measurable functions f: I — W, such that
Jr 1f ()]l dt < oo if p is finite and ess sup;; || f()]|y, < oo if p = oo

139



7 Notation

o WhkP(I, W) = WFP(W): space of all f € LP(W) whose derivative through order k
are in LP(W)

o H™(W)=Wm3(W)

o H5(W) = [Hm(W),LQ(W)]l,% with integer m > s> 0, s € R
o H(Q) = L2(H'(2)) n HY(LA(%2)

o H"(X) = L2(H"(002)) N H*(L*(012))

o CE(W) = C*([0,T];W): set of continuous differentiable functions f: [0,7] — W
through order k

Norms
e |- | absolute value
o [[-I'=1-llze(gye for d=1,2,3

Scalar products

For d =1, 2,3 we use the notation
e (-,-) for the L2(§2)%inner product,

()
e (-,-) the L?(9£2)%inner product,
(-,+)s inner product in L?(L?(£2)%)
)

e {-,-); inner product in L*(L*(2)%),

A: B =tr(A"B)

(u,v); = fOT(u(t),v(t))Hdt for the Hilbert space H; cf. Chapter

Miscellaneous
o tr A= Z?:l ay; for A= (@z’j)ij S Rnxn’ neN
e (C > 0 a generic constant

e 1, unit matrix in R4*4
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