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ABSTRACT

Reliable integer ambiguity resolution requires precise bias estimates for absolute positioning. In this paper, a method for the joint estimation of satellite code, satellite phase, receiver code and receiver phase biases on multiple frequencies is proposed. It uses a Kalman filter and sequential bootstrapping for integer ambiguity resolution. The reliability of ambiguity resolution is improved by an integer decorrelation transformation. The achievable bias accuracies, the benefit of ambiguity resolution and the benefit of measurements on a third frequency is shown for a global network of reference stations.

Moreover, a second method is suggested for the joint estimation of code biases and grid ionospheric vertical delays. Code measurements on two frequencies and two linear combinations of time-differenced carrier phase measurements are used in a Kalman filter. The ionospheric delays at the grid points are obtained by a least-squares fitting of the ionospheric slant delays at the surrounding pierce points.

The method is validated from both simulated measurements of the EGNOS RIMS stations and from real data.

INTRODUCTION

Carrier phase measurements are extremely accurate but ambiguous. Precise point positioning with integer ambiguity resolution requires precise bias estimates. These biases can be split into receiver biases (e.g. hardware delays) and satellite biases including orbital errors, satellite clock offsets, phase center variations and phase wind-up.

Ge et al. [1], Gabor and Nerem [2] and Laurichesse and Mercier [3] have tried to estimate the L1 phase and code biases. The derivation is briefly introduced here and starts with the geometry-free, ionosphere-free Melbourne-Wübbena combination [4]. It combines the phase measurements $\phi_1$, $\phi_2$ (in units of cycles) and the code measure-
ments $\rho_1$ and $\rho_2$ on the frequencies $f_1$ and $f_2$ as

$$\left( \frac{f_1}{f_1 - f_2} \lambda_1 \phi_1 - \frac{f_2}{f_1 - f_2} \lambda_2 \phi_2 \right) - \left( \frac{f_1}{f_1 + f_2} \rho_1 + \frac{f_2}{f_1 + f_2} \rho_2 \right) = \lambda_w b_w + \varepsilon_w, \quad (1)$$

with the widelane wavelength

$$\lambda_w = \frac{1}{\frac{1}{\lambda_1} - \frac{1}{\lambda_2}}, \quad (2)$$

the combined ambiguity/bias term

$$\lambda_w b_w = N_1 - N_2 + b_{\phi_1} - b_{\phi_2} - \frac{f_1 - f_2}{f_1 + f_2} \frac{b_{\rho_1}}{\lambda_1} - \frac{f_1 - f_2}{f_1 + f_2} \frac{b_{\rho_2}}{\lambda_2} \quad (3)$$

where $N_1$ and $N_2$ are integer ambiguities, and $\varepsilon_w$ represents the combined phase and code noise.

In a second step, the geometry-preserving, ionosphere-free phase only combination is computed, i.e.

$$\frac{f_1^2}{f_1^2 - f_2^2} \lambda_1 \phi_1 - \frac{f_2^2}{f_1^2 - f_2^2} \lambda_2 \phi_2 = g + b_c + \varepsilon_c \quad (4)$$

with the geometry $g$ including the range and some non-dispersive errors that are introduced in the next section, and the combined ambiguity/bias term

$$b_c = \frac{f_2^2}{f_1^2 - f_2^2} \lambda_1 (N_1 + b_{\phi_1}) - \frac{f_2^2}{f_1^2 - f_2^2} \lambda_2 (N_2 + b_{\phi_2}). \quad (5)$$

The biases of the Melbourne-Wülfbena combination and of the ionosphere-free combination are combined into

$$\frac{f_1 + f_2}{c} \cdot b_c - \frac{f_2}{f_1 - f_2} \cdot b_w = N_1 + b_{\phi_1} \quad (6)$$

with

$$b_{\phi_1} = b_{\phi_1} + \frac{f_2}{f_1 + f_2} \frac{b_{\rho_1}}{\lambda_1} \quad (7)$$

Similarly, an estimate of the phase bias on the second frequency can be obtained as

$$\tilde{b}_{\phi_2} = b_{\phi_2} + \frac{f_2}{f_1 + f_2} \frac{b_{\rho_2}}{\lambda_1} \quad (8)$$

The transmission of $\tilde{b}_{\phi_1}$ and $\tilde{b}_{\phi_2}$ enables an unbiased estimation of L1 and L2 integer ambiguities at the mobile receiver. However, these phase biases also include a weighted combination of code biases on both frequencies. It can be shown that these L1/L2 pseudo-phase biases correspond to a geometry-preserving, ionosphere-free narrowlane combination with a wavelength of only 10.7 cm. There does not exist any geometry-preserving, ionosphere-free combination with the applicability of these biases and a larger wavelength than 10.7 cm. Moreover, a substantial code noise can be observed in the narrowlane combinations.

In this paper, an alternative approach is suggested to overcome these shortcomings. A Kalman filter is used to estimate satellite code, satellite phase, receiver code and receiver phase biases on multiple frequencies. The integer ambiguities are resolved sequentially after integer decorrelation by bootstrapping. A probability of wrong fixing of $10^{-9}$ is achievable. The use of measurements on a third frequency enables an even earlier ambiguity fixing. The fixing results in a substantial reduction of the bias uncertainties.

Additionally, a second method is suggested for the joint estimation of code biases and grid ionospheric vertical delays (GIVD). These GIVDs are obtained from a least-squares fitting of the slant ionospheric delays at the surrounding pierce points. The method is validated from both simulated measurements and real data.

**MEASUREMENT MODEL**

The code and carrier phase measurements in units of meters on two frequencies of satellite $k$, receiver $r$ and epoch $t_n$ are modeled as

$$p_{1,r}(t_n) = g_k^1(t_n) + I_{1,r}^k(t_n) + b_{1,r} + b_{\delta_1} + \eta_{1,r}^k(t_n)$$

$$p_{2,r}(t_n) = g_k^2(t_n) + I_{2,r}^k(t_n) + b_{2,r} + b_{\delta_2} + \eta_{2,r}^k(t_n)$$

where $g_k$ denotes the geometry term, $I_{1,r}^k$ is the slant ionospheric delay, $q_{12} = f_1/f_2$ is the ratio of frequencies, $N_{m,r}^k$ is the integer ambiguity on frequency $f_m$, $\beta_{m,r}$ is the receiver phase bias, $\beta_{m}^k$ is the satellite phase bias, $b_{\rho_m}$ is the receiver code bias, $b_{\rho_m}^k$ is the satellite code bias, $\eta_{m,r}^k$ is the code noise and $\varepsilon_{\rho_m}$ is the phase noise including multipath on frequency $m = \{1, 2\}$.

A dynamical model is used for the geometry term $g_k^i(t_n)$ which can be split into the range $r_k^i$, clock offsets $c_\delta$ and tropospheric delays $T_k^i$, i.e.

$$g_k^i(t_n) = g_k^i(t_{n-1}) + \Delta t \cdot g_k^i(t_{n-1}) + w_{g_k^i}(t_n) = r_k^i(t_n) + c_\delta + T_k^i(t_n) \quad (10)$$

where $w_{g_k^i}(t_n) \sim \mathcal{N}(0, \sigma_{w_{g_k^i}}^2)$ denotes the process noise to model accelerations. The slant ionospheric delay $I_{1,r}^k$ is rewritten as

$$I_{1,r}^k(t_n) = m_1(E_{1,r}^k(t_n)) \cdot I_r(t_n), \quad (11)$$

with the vertical ionospheric delay $I_r$ at the ionospheric pierce point (IPP) and the mapping function $m_1$ that is gi-
ven by

\[ m_1(E_r^k(t_n)) = \frac{1}{\sqrt{1 - \cos^2(\theta) + (1 + h/H_0)^2}}, \]  

(12)

with the elevation angle \( \theta \) and the height \( h \) of the ionospheric shell above the ground.

The phase and code noise is assumed to follow a zero mean white Gaussian distribution. The standard deviations \( \sigma_{\phi_m,r}^2 \) of the code tracking errors have been set to the Cramer Rao bounds that are shown in Table 1 for the wideband Galileo signals at a carrier to noise power ratio of 45dBHz [5]. The phase noise standard deviations \( \sigma_{\phi_m,r}^2 \) have been assumed to be 1 mm.

<table>
<thead>
<tr>
<th>Signal</th>
<th>BW [MHz]</th>
<th>( \Gamma ) [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>MBOC</td>
<td>20</td>
</tr>
<tr>
<td>E5</td>
<td>AHBOC(15,10)</td>
<td>51</td>
</tr>
<tr>
<td>E5a</td>
<td>BPSK(10)</td>
<td>20</td>
</tr>
<tr>
<td>E5b</td>
<td>BPSK(10)</td>
<td>20</td>
</tr>
</tbody>
</table>

### PARAMETER MAPPING

The estimation of all biases in Eq. (9) is not feasible but also not required as some biases can not be separated from the remaining parameters. Additionally, the integer ambiguity resolution is simplified if the code biases are mapped to the ranges and ionospheric delays, i.e.

\[
g_r^k(t_n) + \phi_1^r I_1^k(t_n) + b_{1,r} + b_{1}^r
\]

\[
\dot{\theta}_r^k(t_n) + \phi_2^r I_2^k(t_n) + b_{2,r} + b_{2}^r
\]

Equations (13) and (14) can be solved for the receiver dependent biases \( b_{1,r} \) and \( b_{2,r} \), which can be expressed as a function of \( b_{1} \) and \( b_{2} \), i.e.

\[ b_{1,r} = -\frac{b_{2,r}}{q_{12}^2 - 1}, \quad b_{2,r} = -\frac{b_{1,r}}{q_{12}^2 - 1}. \]  

(15)

Similarly, the satellite dependent biases \( b_{1} \) and \( b_{2} \) are given by

\[ b_{1} = -\frac{b_{2}}{q_{12}^2 - 1}, \quad b_{2} = -\frac{b_{1}}{q_{12}^2 - 1}. \]  

(16)

Moreover, the satellite phase biases of one satellite can be absorbed by the receiver phase biases, i.e.

\[ \tilde{\beta}_{1,r} = \beta_{1,r} + \beta_1, \quad \tilde{\beta}_{2,r} = \beta_{2,r} + \beta_1. \]  

(17)

There are \( R + K - 1 \) remaining phase biases \( \tilde{\beta}_{m,r} \) and \( \tilde{\beta}_{m} \) on each frequency which can not be separated from the ambiguities and, thus, are absorbed by \( R + K - 1 \) ambiguities. However, the number of all ambiguities is \( s = \sum_{r=1}^{R} K_r \) on each frequency (with \( K_r \) being the number of visible satellites for the \( r \)-th reference station) which results in two subset of ambiguities: One subset which includes float valued ambiguities, and one which includes integer valued ambiguities. The latter one is in general much larger than the first one. The choice of the subset of integer ambiguities offers some additional degrees of freedom. It is suggested to choose the subset such that the error in the bias estimation is minimized.

### ESTIMATION OF CODE AND CARRIER PHASE BIASES

The precise estimation of receiver and satellite biases requires a global network and a few hundred epochs which motivates a recursive state estimation, e.g. a Kalman filter [6]. The state vector includes the ranges, range rates, ionospheric delays, receiver and satellite phase biases and ambiguities, i.e.

\[ \mathbf{x}_n = [\mathbf{g}_n^T(t_n), \mathbf{g}_n^T(t_n), \mathbf{I}_n^T(t_n), \mathbf{\beta}_R^T, \mathbf{\beta}_S^T, \mathbf{N}]^T, \]  

(18)

with

\[ \mathbf{g}_n(t_n) = [\mathbf{g}_1^1(t_n), \ldots, \mathbf{g}_1^{K_1}(t_n), \ldots, \mathbf{g}_R^{K_R}(t_n)]^T \]

\[ \mathbf{y}_n(t_n) = [\mathbf{y}_1^1(t_n), \ldots, \mathbf{y}_1^{K_1}(t_n), \ldots, \mathbf{y}_R^{K_R}(t_n)]^T \]

\[ \mathbf{I}_n(t_n) = [\mathbf{I}_1^1(t_n), \ldots, \mathbf{I}_1^{K_1}(t_n), \ldots, \mathbf{I}_R^{K_R}(t_n)]^T \]

\[ \mathbf{\beta}_R = [\beta_{1,1}, \ldots, \beta_{1,R}, \ldots, \beta_{2,1}, \ldots, \beta_{2,R}]^T \]

\[ \mathbf{\beta}_S = [\beta_{1}^2, \ldots, \beta_{1}^K, \ldots, \beta_{2}^2, \ldots, \beta_{2}^K]^T, \]  

(19)

and the subset of integer valued ambiguities \( \mathbf{N} \). The phase and code measurements of Eq. (9) are written in matrix-vector notation as

\[ \mathbf{z}_n = [\phi_{1,1}(t_n), \ldots, \phi_{1,R}(t_n), \ldots, \phi_{R,R}(t_n), \rho_{1,1}(t_n), \ldots, \rho_{1,R}(t_n), \ldots, \rho_{R,R}(t_n)]^T, \]

\[ = \mathbf{H}_n^{(1)} \mathbf{x}_n + \mathbf{v}_n, \]  

(20)

where \( \mathbf{H}_n^{(1)} \) is implicitly given by Eq. (9), (10), (13), (14), (17), (18) and (19) and depends only on \( \lambda_1 \) and \( \lambda_2 \). The measurement noise \( \mathbf{v}_n \) is assumed to be uncorrelated between satellites and zero-mean white Gaussian distributed with the variance \( \sigma_{\phi_m,r}^2 \) and \( \sigma_{\rho_m,r}^2 \). The state space model for \( \mathbf{x}_n \) is given by

\[ \mathbf{x}_n = \mathbf{\Phi} \mathbf{x}_{n-1} + \mathbf{w}_n, \]  

(21)
with the state transition matrix
\[
\Phi = \begin{bmatrix}
1^{s \times s} & 1^{s \times s} & 0 \\
0 & 1^{s \times s} & 0 \\
0 & 0 & 1^{3s \times 3s}
\end{bmatrix},
\] (22)
where \(\Delta t\) represents the interval between two measurements. The process noise \(w_n \sim N(0, \Sigma_w)\) is assumed to follow a Gaussian distribution. The state covariance matrix of range and range-rate related errors has been derived by Brown et al. in [6] and is given by
\[
\Sigma_{w,gg} = \begin{bmatrix}
S_p \cdot \Delta t^3 / 3 & S_p \cdot \Delta t^2 / 2 \\
S_p \cdot \Delta t^2 / 2 & S_p \cdot \Delta t
\end{bmatrix} \otimes 1^{s \times s},
\] (23)
which is used to model the covariance matrix of the whole state vector as
\[
\Sigma_w = \begin{bmatrix}
\Sigma_{w,gg} & \Sigma_{w,l} & \Sigma_{w,b}
\end{bmatrix},
\] (24)
with
\[
\Sigma_{w,l} = \sigma_I^2 \cdot 1^{s \times s},
\Sigma_{w,b} = 0^{2s \times 2s},
\] (25)
i.e. no process noise is assumed for the biases and integer ambiguities. In this work, the spectral amplitudes of the random walk processes have been set to \(S_p = 1\) m and \(\sigma_I = 1\) cm.

The a posteriori state estimate \(\hat{x}_n^+\) is given by
\[
\hat{x}_n^+ = \hat{x}_n - K_n^{(1)} \left( z_n - H_n^{(1)} \hat{x}_n \right),
\] (26)
with the Kalman gain \(K_n^{(1)}\) and the a priori state estimate \(\hat{x}_n^-\). The latter one is obtained by the prediction
\[
\hat{x}_n^- = \Phi \hat{x}_{n-1}^-,
\] (27)
with the covariance matrix
\[
P_{\hat{x}_n^-} = \Phi P_{\hat{x}_{n-1}^-} \Phi^T + \Sigma_w.
\] (28)
The covariance matrix of the a posteriori state estimate is given by
\[
P_{\hat{x}_n^+} = \left( 1 - K_n H_n^{(1)} \right) P_{\hat{x}_n^-}.
\] (29)
The Kalman filter is initialized by a least-squares estimation from a few epochs.

The success rate of sequential ambiguity resolution ('bootstrapping') can be substantially improved by the integer ambiguity transformation \(Z\) of Teunissen [7]. It is applied to the float ambiguity estimates \(\hat{N}\) of the a posteriori state estimate \(\hat{x}_n^+\), i.e.
\[
\hat{N}' = Z \hat{N}.
\] (30)

The \(k\)-th conditional ambiguity estimate is given by
\[
\hat{N}_{k|1,...,k-1} = \hat{N}_k - \sum_{j=1}^{k-1} \sigma_{\hat{N}_j|1,...,j-1}^2 \left( \hat{N}_j|1,...,j-1 - \hat{N}_j|1,...,j-1 \right),
\] (31)
where \([\cdot]\) is the rounding operator and \(\sigma_{\hat{N}_j|1,...,k-1}^2\) denotes the conditional variance that is given by
\[
\sigma_{\hat{N}_j|1,...,k-1}^2 = \sigma_{\hat{N}_k}^2 - \sum_{j=1}^{k-1} \sigma_{\hat{N}_j|1,...,j-1}^2 \sigma_{\hat{N}_j|1,...,j-1}^2.
\] (32)
Note that the conditional ambiguity estimates are uncorrelated.

**Benefit of ambiguity resolution**

Fig. 1 shows the achievable accuracy of receiver and satellite phase bias estimates for a network of \(R = 20\) reference stations: Ranges, range rates, ionospheric delays, ambiguities, receiver and satellite phase biases are estimated by a Kalman filter which is initialized by a least-squares solution [9]. The float ambiguities are decorrelated and sequentially fixed after 200 epochs with an error rate of less than \(10^{-9}\). The fixing reduces the uncertainty in the bias estimates by a factor 5. Dual frequency E1 and E5 code and carrier phase measurements from \(K_r = 10\) satellites at \(R = 20\) receivers have been simulated.

![Fig. 1](image-url) **Fig. 1** Accuracy of receiver and satellite bias estimation for a network of \(R = 20\) reference stations: Ranges, range rates, ionospheric delays, ambiguities, receiver and satellite phase biases are estimated by a Kalman filter which is initialized by a least-squares solution. The float ambiguities are decorrelated and sequentially fixed after 200 epochs with an error rate of less than \(10^{-9}\). The fixing reduces the uncertainty in the bias estimates by a factor 5.
As the bias estimation is performed on range domain, the achievable accuracy does not depend on the satellite geometry.

**Benefit of a third frequency**

Fig. 2 shows the benefit of measurements on a third frequency for bias estimation: If no ambiguities are fixed, the benefit of the third frequency for bias estimation remains negligible. However, the redundancy given by the third frequency enables an almost three times earlier ambiguity fixing, and, thus a higher accuracy of the bias estimates. Dual frequency E1 and E5a and triple frequency E1, E5a and E5b measurements of $R = 20$ receivers and $K_r = 10$ satellites are used for the estimation of ranges, range rates, ionospheric delays, ambiguities, receiver and satellite phase biases. Note that the code biases on the third frequency have to be estimated, as the ranges and ionospheric delays can absorb the code biases only on two frequencies. However, the absence of both ambiguities and biases on the other two code measurements (due to absorption by the range and ionospheric delay) enable a higher accuracy for the code bias estimates despite the increased code noise level.

Fig. 3 shows the achievable accuracies for the satellite phase and code biases for the same scenario. The satellite biases can be estimated with a slightly higher accuracy than the receiver biases once the ambiguities are fixed due to $R > K_r$. If no ambiguities are fixed, the receiver bias estimation benefits from the absorption of one satellite bias by the receiver biases.

A second Kalman filter is used to estimate the biases $\tilde{b}_g$ and $\tilde{b}_{g^e}$. The range estimates $\hat{r}^k$ of the first Kalman filter are considered as measurements which can be decomposed into

$$\hat{r}^k(t_n) = (e^k_T)^T (x_r - x^k) + c \cdot (\delta r(t_n) - \delta r^k(t_n)) + T^k_b(t_n) + \hat{b}_{r^k} + \hat{b}_{g^e},$$

(33)

where $e^k_T$ is the unit vector from the satellite to the receiver, $x_r$ represents the position of the reference station and $x^k$ denotes the position of the satellite. The coordinates of the reference stations are assumed to be known and the satellite clock offset is mapped to the satellite biases $\hat{b}_{g^e}$. Therefore, the second Kalman filter includes $x^k(t_n)$, $\delta r(t_n)$, $T^k_b(t_n)$, $\hat{b}_{r^k}$ and $\hat{b}_{g^e}$ as state vectors. The achievable accuracies for this second Kalman filter have been shown in [9]. Note that the obtained satellite position estimates $\hat{x}^k$ can be used to verify the satellite ephemeris from the navigation message.

It is recommended that the following biases are transmitted by an augmentation system to enable integer ambiguity resolution for absolute positioning of a multi-frequency user:

$$\hat{\beta}_{m,r}, \hat{\beta}_{r^k}, \hat{\beta}_{g}, \hat{\beta}_{g^e}.$$  

(34)

**ESTIMATION OF CODE BIASES AND IONOSPHERIC GRID**

The code biases and the Grid Ionospheric Vertical Delays (GIVD) can be estimated also without integer ambiguity resolution. In this case, it is suggested to use the co-
de measurements on at least two frequencies and two linear combinations of time-differenced carrier phase measurements: A geometry-preserving, ionosphere-free combination which makes the range rates observable, and a geometry-free, ionosphere-preserving combination which makes the ionospheric rates observable. The measurement model is written in matrix vector as

$$\mathbf{z}_n = \begin{bmatrix} \rho_1(t_n) \\ \rho_2(t_n) \\ \sum_{m=1}^{M} \alpha_m \lambda_m (\phi_m(t_{n+1}) - \phi_m(t_n)) \\ \sum_{m=1}^{M} \gamma_m \lambda_m (\phi_m(t_{n+1}) - \phi_m(t_n)) \end{bmatrix} = \begin{bmatrix} 1 & 0 & 1 & 0 \\ 1 & 0 & 0 & \Delta t \\ 0 & \Delta t & 0 & 0 \\ 0 & 0 & 0 & \Delta t \end{bmatrix} \begin{bmatrix} \hat{q}(t_n) \\ \hat{q}(t_n) \\ \hat{I}(t_n) \\ \hat{I}(t_n) \end{bmatrix} + \mathbf{v}_n,$$

(35)

where \(\alpha_m\) denote the weighing coefficients of the geometry-preserving, ionosphere-free combination and \(\gamma_m\) represent the weighing coefficients of the geometry-free, ionosphere-preserving combination.

Fig. 4 shows a 5° × 5° grid over Europe with the EGNOS RIMS stations (red circles) [8]. The vertical ionospheric delays at the grid points (blue squares) shall be determined from the slant ionospheric delays at the pierce points (green circles). The latter ones are provided by a Kalman filter using the measurements of Eq. (35).

Let the vertical ionospheric delay at the ionospheric grid point (IGP) \((\lambda^{(l)}, \phi^{(l)})\) be denoted by \(i^{(l)}_b\), the latitudinal gradient by \(i^{(l)}_\lambda\), and the longitudinal gradient by \(i^{(l)}_\phi\). The ionospheric vertical delay \(i^{(l)}_b\) at the l-th grid point is computed by a weighted least-squares fit of the slant ionospheric delays from the surrounding pierce points, i.e.

$$\begin{bmatrix} \hat{I}_1 \\ \vdots \\ \hat{I}_K \end{bmatrix} - M H_f \begin{bmatrix} b_1 \\ \vdots \\ b_K \end{bmatrix} = H_b \begin{bmatrix} b_1 \\ \vdots \\ b_K \end{bmatrix}$$

(36)
pierce points due to the irregular structure of the ionosphere. Typically, a bounding circle is drawn around each grid point to exclude farer points from the least-squares fitting. It has been set to 2000 km in this work. Moreover, the least-squares fitting is done jointly for all grid points as some receiver biases $b_l$ and some satellite biases $b_k$ occur in the estimation of several grid point delays.

Fig. 5 shows the achievable accuracy for the GIVDs. Obviously, this accuracy depends on the distribution of pierce points around the grid point. The most and least accurately computable vertical grid ionospheric delays are also indicated in Fig. 4.

![Figure 5](image-url)  
**Fig. 5** Achievable accuracies for GIVD: The code measurements on E1 and E5 and two combinations of time-differented carrier phase measurements are used in a Kalman filter to estimate the GIVD and the code biases: The first combination is geometry-preserving and ionosphere-free, and the second one is geometry-free and ionosphere-preserving which make the range rates and ionospheric rates observable respectively. A least-squares fit has been used to estimate the vertical ionospheric delay for each grid point from the slant delays of the surrounding pierce points.

**MEASUREMENTS FROM CORS NETWORK**

The method for joint estimation of code biases and grid ionospheric vertical delays is validated with real data from 6 CORS stations in Vermont, USA: (1) Middlebury: $\lambda = -73.15^\circ$, $\phi = 44.00^\circ$, (2) Montpelier: $\lambda = -72.58^\circ$, $\phi = 44.26^\circ$, (3) Randolph Center: $\lambda = -72.60^\circ$, $\phi = 43.94^\circ$, (4) Danby: $\lambda = -73.00^\circ$, $\phi = 43.35^\circ$, (5) Saint Johnsbury: $\lambda = -72.03^\circ$, $\phi = 44.40^\circ$, (6) Bradford: $\lambda = -72.11^\circ$, $\phi = 44.01^\circ$. The maximum distance between these 6 stations is 140 km. The GPS L1/ L2 code and carrier phase measurements of February 7, 2010 have been chosen. The ionospheric grid point at $\lambda = -71^\circ$, $\phi = 43^\circ$ is considered.

Fig. 6 shows the residuals of the ionospheric slant delays which are obtained from the grid estimation of Eq. (36), i.e.

$$ r_I = \begin{bmatrix} \tilde{I}_1 \\ \vdots \\ \tilde{I}_K \end{bmatrix} - M H I \begin{bmatrix} \hat{b}_{l1} \\ \hat{b}_{l2} \\ \vdots \\ \hat{b}_{lK} \end{bmatrix} - H b_k. $$

Smaller residuals refer to the ionospheric pierce points that are closer to the grid point, and larger residuals can be observed for the ionospheric pierce points that are farer away. Consequently, these ionospheric residuals also indicate irregularities in the ionosphere. It is expected that a larger network improves the geometry and achievable accuracy.

![Figure 6](image-url)  
**Fig. 6** Residuals of slant ionospheric delays: A least-squares fit has been used to estimate the vertical ionospheric delay for each grid point from the slant delays of the surrounding pierce points.

It is recommended that a satellite based augmentation system transmits the bias estimates $b_{l_2}$ and $b_{l_k}$ in addition to the grid ionospheric vertical delays $\hat{i}^{(l)}_l$.

**INTEGER AMBIGUITY RESOLUTION WITH BIAS CORRECTIONS**

Fig. 7 shows the benefit of bias estimation for integer ambiguity resolution. If no biases are corrected, a worst-case accumulation of biases over all satellites results in a poor ambiguity success rate for any of the four integer estimators: rounding, sequential fixing without or with integer decorrelation [7] and integer least-squares estimation as introduced by Teunissen [11]. The integer decorrelation transformation might amplify the biases which more than compensates for the gain obtained from the variance reduction and, thus, results in a lower success rate than rounding.
The knowledge of these biases and the use of a multi-frequency widelane combination with a wavelength of several meters enables a strong reduction of the failure rate. If the biases are not estimated, a worst-case accumulation of biases over all satellites would result in substantial reduction of the ambiguity success rate.

An elevation dependant bias profile with a maximum code bias of 1 cm in the zenith and 10 cm in the horizon, and a maximum phase bias of 0.01 cycles in the zenith and 0.1 cycles in the horizon has been assumed as in [5].

The correction of the biases results in a substantial reduction of probability of wrong fixing. In this case, integer least-squares estimation achieves the lowest probability of wrong fixing, followed by sequential fixing with and without integer decorrelation, and rounding. A probability of wrong fixing of less than $10^{-9}$ can be easily achieved by a $\tau = 20$ s smoothing even for simple rounding.

CONCLUSIONS

Absolute positioning with reliable integer ambiguity resolution requires precise phase and code bias estimates. In this paper, a method for the joint estimation of satellite code, satellite phase, receiver code and receiver phase biases on multiple frequencies has been proposed. It uses a Kalman filter and sequential bootstrapping for integer ambiguity resolution. The achievable bias accuracies, the benefit of ambiguity resolution and the benefit of measurements on a third frequency have been shown for a global network of reference stations. Additionally, a second method has been suggested for joint estimation of code biases and grid ionospheric vertical delays. Code measurements on two frequencies and two linear combinations of time-differenced carrier phase measurements are used in a Kalman filter. The ionospheric delays at the grid points are obtained by a least-squares fitting of the ionospheric slant delays at the surrounding pierce points. The method has been validated from both simulated measurements of the EGNOS RIMS stations and from real data of the CORS network.
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