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Abstract—Resource allocation (RA) is a crucial task in the Il. SYSTEM MODEL
operation of wireless communication systems, which in many ) ) ] ] ]
cases aims at meeting the usersjuality of service (Q0S) require- We consider the downlink scenario of an isolated single-

ments with the minimum amount of resources. In this work, we cell multicarrier system withi' users, each having one data
consider the QoS-provisioning RA problem at the downlink of a  stream to be served. The RA is done on agletbasis, where
multicarrier system, where the total transmit power consumption a slot is a short time period of lengti” during which the

is to be minimized. Two RA schemes, one employing Lagrange . - ) .
dual methods and a greedy primal recovery scheme, and the othe wlreless channel is assumed to stay _constant. As informatio
heuristic with a three_step approach, are proposed under the bItS |Oaded onto consecutive Slots are Independently raw]m
same cross-layer framework, where power allocation, adaptive and coded, a slot is formally referred to asTeansmission
modulation and coding as well as retransmission protocols are Time Interval(TTI), and the bit-loading procedure inherently
jointly modeled. Though both suboptimal, the two schemes are ;| despacketizationof the information bits. For every TTI,

advantageous for their low complexity and small amount of h data st h b finf i bits to b
online computations required. Their performances are illustrated eac ala stream has a number of intormation DItsS 1o be

and compared based on simulation results. The work also transmitted, depending on ithroughput requirement. The
provides a quantitative comparison on the two commonly used other relevant QoS parameter characterizing the datansttea
retransm_ission prot_ocols, namelyautomatic repeat request (ARQ)  the latency is defined as:
and hybrid automatic repeat request (HARQ). Definition: The latencyr, of a packet from usek is the
|. INTRODUCTION delay it experiences until received correctly with an oetag
E&obability of no more than the predefined valu&"t). Let
k

domand for btter QO3 n turent and futurs wireloes nesor 7] De e probabilty tha it takes exacty. TTIS 10
fransmit a packet error-free, thep = (M, —1)(RTD+T)+T

cross-layer optimizatiorhas drawn much research attention .

. o . where RTD represent®und trip delay and

from various aspects of communications. One of its main
applications is to assist the radio resource allocatiorjsinyly M

adapting variables from physical and link layers to optiniz My =min M st > fulm] = 1= 7o),
' m=1

certain performance metrics,g, the sum throughput or the

sum transmit power. We term this kind of applications as ye derive in the following the mathematical descriptions of

cross-layer assisted resource allocati¢g@LARA). On the ¢ regarded system components stemmed from [3], which lay
other hand, RA problems in multicarrier systems have longa pasis for cross-layer optimization.

been studiede.g, [1][2]. With a more sophisticated cross-

layer framework and target QoS parameters having a high@r- channel Model

level presentation, the relation and coupling between fite o ) .

mization variables become more complicated. The mappings' "€ downlink broadcast channel is modeled as frequency-
from resources to QoS parameters often lack differentiabf€lective fading over the total system bandwidth and
ity, continuity, and even convexity, making the optimizat frequency—flat fading over eaat‘ubchannelwhlch is consist
considerably challenging. The two algorithms presented fft IV adjacent subcarriers. FDMA is employed meaning the
this work use look-up tables and stepwise variable fixifgSSignment of every subchannel is exclusive to one user,
respectively to overcome these difficulties. and intercarrier interference(ICl) is not taken into account.

Unlike many other cross-layer models, retransmissioroprotMoreover’ we restnct.ourselves here to the smgle—an.teaaa
cols are included in our framework. Firstly, the time it takter POth at the base station (BS) and at the mobile stations (MS).
retransmissions is part of the latency a packet experiamuls L&t Hk.n andoy, , be the channel coefficient and Gaussian
received correctly. Secondly, different ways of retraring N0ise variance of usér on thenth subchannel, ang, be the
a packet have an influence on the efficiency of radio resoui@@0unt of power allocated on subchannelWhen assigned
utilization. Our simulation results prove the necessitgtiady [0 Userk, thesignal-to-noise-ratiqSNR) on subchannel is
various retransmission schemes and to set up approprié@gputed asy. , = %pn For the remaining part of this
models to evaluate their performances. section we drop the subscriptsandn for simplicity.



We choose the TTI to be of lengfhi = 2 ms and assume a retransmitted packet is the same as that of its original
that one TTI containgV; = 16 symbols for data transmission.transmissionj.e., f[m] = 7™ 1(1 — 7),m € Z*. Therefore

The minimum allocation unifMAU) is an allocation region the maximum allowable PEP is = ~/x(out) when the
of one subchannel in the frequency dimension by one TTI mumber of transmissions &/ .
the time dimension, which contaimg, x Ny symbols. HARQ: The corrupted packets at the receiver are com-

. . bined and jointly decoded using rate-compatible punctured
B. FEC coding and modulation convolutionzjal coges. For the partigulacremenli[)al redufndancy
We assume that modulation and coding across the subchgr) scheme we employ where the retransmissions contain
nels are done independently, and with reference to the WiMAggre parity bits of the same length as the first transmission,
standard8 modulation and coding schemes (MCS) are choséfie code rate for thenth transmission can be expressed as

to form the candidate seYt, which are listed in Table I. R[m] = % = %R. Let 7 denote the maximum number of
Table | transmissions determined by the mother code. The equivalen
MODULATION AND CODING SCHEMES (MCS) block lengthn., is then given byn.q = 3In(mL). The PEP

expression for thenth transmission follows as

Index | Modulation Type | Alphabet SizeA | Code RateR | Rlog, A mL
1 BPSK 2 1/2 0.5 _ 1 _ (1 _ 9=BIn(mL)(Ro(v)— L Rlog, A))m
2 QPSK Z 12 T m[m] =1 (1 2 ,
2 12';SAKM 146 ‘1’721 155 and is approximated by
5 16-QAM 16 3/4 3
6 64-QAM 64 2?3 7} M) == wlm]=1m=1,...,M -1,
7 64-QAM 64 3/4 4.5 -
8 64_8AM o7 5% < when Ry () satisfiesy; Rlog, A < Ro(7y) < 57— Rlog, A.
The system parameters are summarized in Table II.
With the absence of intersymbol interference in the system, Table I
each subchannel can be modeled adistrete memoryless SYSTEM PARAMETERS
channel(DMC) over which thenoisy channel coding theorem Total bandwidth 10 MHz
[6] can be applied. Let the modulation alphabet and coditey ra Center fgi%uggzy fe 21-% 2<in
on the subcha_nnel under consideration.be= {a4, ... ,aA} Number of data subcarriers 720
and R respectively. Thecutoff rate of the subchannel with Number of subchannels N 30
SNR v can be expressed as Number of subcarriers per subchannel N, 720/30 = 24
Transmission Time Interval (TTI) T 2 ms
9 A-1 A Number of data symbols per TTI Ny 16
1 2 .
— _ il —ilai—am|*y Round Trip Delay (RTD) RTD 10 ms
RO(’V’A) logy A—logy |1+ A Z Z e : Maximum number of transmissions allowed m 5
m=1l=m-+1 Turbo code dependent parameter 3 32
The noisy channel coding theorem states that there always Outage probability x(°*)  0.01
exists a block code with block lengthand binary code rate
Rlogs A < Ro(n,A) in bits per subchannel use, such that
with maximum likelihood decoding the error probabilityof [1l. PROBLEM FORMULATION
a code word satisfies < 27!(Fo(v.A)=Rlog, 4), Let the number of information bits intended for usein

In order to apply this upper bound to the extensively usefe current TTI beb,, and the maximum latency time for
turbo decoded convolutional code, quantitative invesitgs the transmission be(". We formulate the transmit power
have been done in [3] and an expression for ¢ggivalent minimization problem as
block lengthis derived based on link level simulations as

neq = B1n L, where parametef is used to adapt this model min ﬁ:p
to the specifics of the employed turbo code, ahds the B,A,R,M <~ "
coded packet length. Consequently, the transmissiah loits st B € B, 0
is equivalent to the sequential transmission/gf., blocks (Ap,R,) € M, n=1,...,N,
of lengthn.q and has an error probability of Zg_l Bin > bi, k=1,... K,
Tk < T,i“’% k=1,...,K,

L
r=1— (1 B ﬁ)ﬁ <1-— (1 . 27neq(Ro('y,A)leog2 A)) Teq )
where B € Z¥ 5V represents the bit-loading matrix with its
entry By, ,, as the number of information bits for th¢h user
At the link layer retransmission protocols are studied. THeaded onto thesth subchannel, angd,,, A,,, R,,, M,, are the
data sequence transmitted in one MAlg,, a packetis used transmit power, MCS and number of transmissions taken on
as the retransmission unit. the nth subchannel, respectively. The first constraint in (1)
ARQ: The corrupted packets at the receiver are discardedmes from FDMA in which5 C ZfﬁN represents the set
hence we assume that tlpacket error probability(PEP) of of matrices that have only one nonzero entry in each of their

C. Protocol
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columns, and the third and fourth constraints are the foiétt
of the QoS requirements of each user.

Dropping the subchannel indices, we let #;A be
the number of symbols occupied in one MAU. Transmit power 1000k
p dependent ofiB, A, R, M) can be written as

©(B)

pz{ﬂ (B ARM) @)

N [H[?’
where |H|? is the instantaneous channel gain amdis the
noise power on one subcarriey(B, A, R, M) is the SNR
required to conveyB bits within M transmissions when MCS
(A, R) is employed, which can be obtained from a binary o a0 eo 0 i D00 10 100 1800 7000
search on the cutoff rate curve. For both ARQ and HARQ B
protocols, (B, A,R,M*) < ~(B,A,R,M) if M* > M,
which means the more transmissions, the less transmit powerFigure 1. An exemplary function for ARQ and HARQ protocols
required. Therefore, to solve (1) the maximum number of

transmissionsV/ is fixed in the first place tt{}f{&f + lJ

5001

An exemplary ¢ function with varying B is shown in
V. TWO RESOURCEALLOCATION SCHEMES Fig. 1, wherer ("9 s fixed to 20 ms. The visualization shows

It is obvious that problem (1) is nonconvex and combihe monotonicity of required transmit power as a function
natorial with integer-valued variables. As a result, thare Of B, and asB increases, the power increments for the
in general no standard optimization algorithms that can §@me increment i3 become larger. Both properties are in
directly applied to it. We propose two different ways to solvaccordance with basic knowledge from information theory.

(1), both suboptimal but with tractable complexities. However, thep function is not convex due to its discrete inputs
and the changes of the optimum MCS at some values.of

A. Employing Lagrange Dual Methods As a result, optimization (3) is not convex in both objective
The employments of Lagrange dual decomposition amghd constraints and has a nonzero duality gap when dual

Lagrange dual methods to solving RA problems in multicarrignethods are applied. Also note that the power consumption

systems were studieds.g, in [4][5]. The key element in in the HARQ case is much less than that of the ARQ case.

applying those methods to (1) within our cross-layer model 2) Dual Methods: We follow a similar procedure as pro-

is to establish a mapping from the optimization variables fsosed in [4] to find the dual optimum solution of (3). Intro-

the optimization objective which makes the evaluation & thducing Lagrange multipliers. € R%*! to the K bit-loading

dual function possible and fast. constraints gives the Lagrangian
1) They function: We definep(B, (%) as the minimum
power needed for the successful transmissiof dfits within (B (rq) S (S Brw — i)
latency timer(®), i.e, ;;%" R T Z k n21 b = k)
2 . .
o(B, 709y = min {Sw -y(B,A,R, M) - g . and thg dual functlog(k) = 1n.fB.€5 L(B,A) can be decom-
(A, R)em |H| posed intoN independent optimization problems
2
| (o

! . K
[HP? (almem o(B, 4, R M), gn(A) = Inf (s%n(Bk,m C) + Ak By n)
where the functiony is independent of channel realizations. i

Limited by the highest MCS, the number of information bitplus a B-independent term. The dual problem to (3) reads
that can be loaded in one MAU is upper boundedBfyp) =
5N,N.. That means, for eacB < [1, B™] and M € [1,7)], maxg(A) st Az 0. “)
min 4, g)em ¢(B, A, R, M) can be computed by enumeratingrhe ellipsoid method is employed to efficiently update the
all the 8 MCS which at last results in a look-up table witkjual variableX. Denote the optimal value and solution to (4)
B x1h entries. This table is established offline and stored. A d* andA™ respectively, and the bit-loading matrix obtained
run time, multiplications by the noise-to-channel-gaiatie to  with A\* as B. By weak duality,d* gives a lower bound on
the retrieved table entries are sufficient to obta{iB, 7). the primal optimal value. YefB is not optimum and often
Consequently, problem (1) can be equivalently written in grimal-infeasible which makes primal recovery necessary.

simpler form as 3) Primal Recovery Scheméilthough the bit-loading ma-
trix B mostly fail to meet all the bit-loading constraints, the
' (rq) subchannel assignmef8A) it implies (B, > 0 indicates
Inin Zzwkm(Bkmka ) 3) gn 16 . ) p (B, .
k=1n=1 that subchanneh is assigned to usek) still suggests an

st. SN Bin>by, k=1,...,K. efficient way of allocating the whole set of subchannels.



However, asBy, ,, is limited by B from above, the dual problem is formulated as picking from each columnRfne
optimum SA can be infeasible, especially when the totahtry such that théth row has betweew,gl) andN,E”) picked
number of information bits to be loaded is large. Therefore, entries, and the sum of all picked entries is minimized.
order to perform primal recovery based on the dual optimum?2) Bit and Power Allocation (BPA)With the SA result as
SA, we have to assure its feasibility first. input, bit and power allocation is no longer coupled among
The minimum number of subchannels needed by ksEn the users and boils down for each user to
be computed a8V{" = [ ]. Due to FDMA, the condition '
S K N < N should be examined before we start solving R D pa St D sultnlogy Anz by, (5)
(1). Let the set of subchannels assigned to tisky the dual n€Sk neSk
optimum SA beS, i.e, Sy = {n : By, > 0}. If 3k with  wheres,, € [0, N,N,] is the number of symbols occupied on
|Sk| < N(l), then the dual optimum SA is infeasible. subchanneh, and the dependence pf on s,, is indicated by
Denote the set of users witl§,| < N,EU and|Sy,| > N as (2). Firstly we look for all feasible and efficient MCS com-
K. andC,, respectively, and the set of assignable subchannbisations onn € S, fixing s,, to N;N.. Then for each MCS
asN, ={n:n €Sy, kek,tU{n:n ¢ S,Vk}, i.e, the combination,s, are the only optimization variables in (5).
union of unoccupied subchannels and those currently oedupRelaxing integer valued,, to real numbers, the problem can

by users from sekC,. Intuitively, we solve be solved using standard linear programming techniques. Ye
o . () () directly rounding the solution does not give us the optimum
(k",n*) = kﬁégmérﬁ/ e (B, 7)), solution to the original problem in general.
uyn a

_ When the solution we get from linear programming is
assign subchannei” to userk”, update{Sy} and check fractional, the BAB method is applied which branches on a
whether the new subchannel assignment is feasible or n@éctional value and generates two subproblems. For ex@mpl

The procedure terminates whéh, becomes empty. sy = 8.5 adds constraink; > 9 or s; < 8 to the original
Fixing the obtained feasible SA, we have decoupled problem. As soon as an integer valued solution is obtained
minimization problems, one for each user, as in branching and solving the subproblems, the correspgndin

objective value is used as the bound to cut off inactive
subproblem branches.g, those that are worse than the
current best solution. The procedure terminates when there
which can again be solved in the dual domain. Let the dugle no more active subproblems.

optimal bit-loading be{B; , : n € Sk} If 3°, .5, B, #  3) Adjustments:The outcome of PA might indicate zero
br, we can load or unload the extra bits one by one on thgCs on some subchannels, which means these subchannels
subchannel that leads to the minimum power increment gfe released from occupation and can be assigned to other
the maximum power decrement, unl, s Bj , = bx iS  ysers. As higher MCS are much more power consuming than
satisfied. Such a recovery scheme is simple, but greedy 3gger MCS, we find the subchannels using the relatively
performance-degrading. highest MCS as well as their possessors, and compare each
B. A Heuristic Method alternative of assigning the empty subchannels to thess.use

In [7] we proposed a heuristic three-step approach to V. SIMULATION RESULTS
solve the transmit power minimization problem in multidarr ) ) _ )
systems, where each user requires a minimum data throughpdt®r Simulations, K" = 10 users uniformly located in a
and a maximum latency time. The scenario is different froff!l Of radius2 km are assumed. The wireless channel is
what we consider here in that the number of information bif§edeled as a frequency-selective fading channel congistin
intended for each user was assumed to be infinity. Theref&eSix independent Rayleigh multipaths with an exponelytial
bit-loading is simply determined by SA and the choices &€caying power profile. The delay spreads are uniformly
MCS as each of théV,N. symbols in one MAU are taken. distributed within 1us, resulting in a rms delay spread of
To accommodate the finite number of information bitghe ~@Pout 0.3us which is consistent with the assumed channel
branch and boundBAB) method is applied to find the exactcoherence bandwidth. The path Ios; in dB is computed as
number of symbols occupied in one MAU. PL(d) = 140.6 + 35.0log,,d following the COST-Hata
1) Subchannel Assignment (SA) this step we assume model, Whergd is the dlstange between MS and BS in km,
the same MCS is used on every subchannel. A power matfd the receiver noise level is assumed to-ig4 dBm/Hz.
Pc foN can be computed, with its entpy, ., being the Each user’'s QoS requirements are listed in Table Ill, where
minimum power needed to achieve the required PEP of udBg unit forb,, is bit and the unit forr, is ms, andv is a scalar
% on subchanneh. Let N — b be the maximum that takes values fron{0.5,1,1.5,2,2.5,3,3.5,4}. Besides
' K 05N Ne | the algorithms discussed previously, a static RA scheme is
number of subchannels usércould possibly use. The SA _. ) . :
simulated for comparison purpose. The static scheme first
1In order to provide the resource allocation entity with ajpiate traffic aSSIGNS each user with a f'xed_ set O_f ac_“acem subchannels
loads, a scheduling component on its top is necessary. and then performs the greedy bit-loading, in the same way as

: B (ra)y gt B.. >b
D P (B i) S By, > b,
neSy nESk
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« HARQ. The static RA scheme is still much worse, spending

6.4 dBm and5.7 dBm more power for the two protocols than
Figure 2. Dual optimum and primal recovered average powerattea the heuristic method. Yet the biggest performance gap comes
from the ARQ and HARQ protocols, beirgg8.5 and9.2 dBm
for the three RA schemes, which is in accordance with the
used for primal recovery. Each test scenario has been dimulasituation present in Fig. 1.
under 1000 independent channel realizations.

Fig. 2 shows the difference between the dual optimum and . ]
the primal recovered average power consumption over 100d" this work we have presented two CLARA algorithms
simulations for the first RA scheme, which is satisfactoril{® SOIve the transmit power minimization problem under QoS
small. For ARQ protocol, the overall difference (s6 dBm constraints in multicarrier systems. Both algorithms jmlev
whereas for HARQ the value is slightly less tha2 dBm. suboptimal solutions but are highlighted for their low com-
Note that the actual optimal transmit power curves lie betwePl€Xity. On the other hand, the fairly big advantage of using
the dual optimum and the primal recovery curves. The né@transmission protocol HARQ over ARQ has been demon-
two figures illustrate the statistics of power consumptiters Strated. Although from another perspective of the resource
the three RA schemes and the two retransmission protocdldnimization problem,i.e, minimizing energy consumption
where Fig. 3 shows the cumulative distributions of the tmains [8]; the advantage of HARQ is not as significant as here where
power with a = 2, and Fig. 4 presents the average powet® allow for the maximum number of retransmissions, it its sti
consumption for different: values. worthwhile to consider employing HARQ for more efficient

It is clear from the figures that the algorithm employing€Source usage at the expense of a higher coding complexity.
Lagrange dual methods outperforms the heuristic methoel. Th REFERENCES
exact average difference is4 dBm for ARQ and0.9 dBm for
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