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Abstract

Many scientific, engineering and economic problems involve optimization. In reaction to

that, numerous optimization algorithms have been proposed. Particle Swarm Optimization

(PSO) is a new paradigm of Swarm Intelligence which is inspired by concepts from ’Social

Psychology’ and ’Artificial Life’. Essentially, PSO proposes that the co-operation of indi-

viduals promotes the evolution of the swarm. In terms of optimization, the hope would

be to enhance the swarm’s ability to search on a global scale so as to determine the global

optimum in a fitness landscape. It has been empirically shown to perform well with regard

to many different kinds of optimization problems. PSO is particularly a preferable candi-

date to solve highly nonlinear, non-convex and even discontinuous problems. The main

ambition of this thesis is to propose two enhanced versions of PSO (Modified Guaranteed

Convergence PSO (MGCPSO) and Modified Lbest based PSO (LPSO)) and to extend them to

different areas of application.

MGCPSO is an extension of the Gbest based version of PSO and exhibits balanced perfor-

mance between accuracy and efficiency in empirical numerical tests. It is applied to robust

design with metamodel as well as structural sizing optimization in this work. In order to

improve the efficiency of computing with regard to robust design, a mixed Fortran-Matlab

program is developed as well as its corresponding parallel pattern. It obtains satisfying

results for both optimization problems.

On the other hand, LPSO constitutes an enhanced Lbest based version of PSO whereby

two LPSOs with two and three neighbour links are tested by means of the empirical bench-

mark test. Both demonstrate excellent global searching ability. For this reason, this algo-

rithm is extended to problems of truss topological design. This type of optimization prob-

lems can be characterised as large-scale and non-convex. LPSO is very well suited to this

particular field of optimization. Indeed, it achieves solutions that challenge the best ones

ever found. Finally, MGCPSO is successfully applied to a structural sizing optimization

problem 5.30).
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Zusammenfassung

Viele wissenschaftliche, technische und wirtschaftliche Probleme sind Optimierungsprob-

leme. Da sie sich unter anderem hinsichtlich ihrer grundsätzlichen mathematischen Struk-

tur unterscheiden, gibt es zahlreiche verschiedene Optimierungsalgorithmen. Die Partikel-

Schwarm-Optimierung (Particle Swarm Optimization, PSO) ist ein neuartiges Paradigma

der Schwarmintelligenz, das seine Motivation aus Konzepten der Sozialpsychologie und

des Künstlichen Lebens gewinnt. PSO nimmt an, dass die Zusammenarbeit der Einzel-

nen die Entwicklung des Schwarmes wesentlich vorantreibt. Im Hinblick auf Optimierung

wird erwartet, dass sowohl die Fähigkeit des Schwarmes optimale Lösungen zu finden

wie auch die Qualität des Ergebnisses als die beste aller Möglichkeiten in einer „Fitness-

Landschaft “verbessert werden. Es wurde empirisch gezeigt, dass mit PSO viele unter-

schiedliche Optimierungsaufgaben erfolgreich bearbeitet werden können. Insbesondere

eignet sich PSO für stark nichtlineare, nicht-konvexe und auch diskontinuierliche Problem-

stellungen. Das Hauptziel dieser Dissertation ist es, zwei erweiterte Varianten, die soge-

nannte „modifizierte PSO mit garantierter Konvergenz“(MGCPSO) und die „modifizierte

Lbest basierte PSO“(LPSO), zu entwickeln und für verschiedene Anwendungsbereiche zu

etablieren.

MGCPSO ist eine Erweiterung der globalen Version von PSO. Wie empirische nu-

merische Tests zeigen, stellt sie einen ausgewogenen Kompromiss zwischen Genauigkeit

und Effizienz dar. Dieser Algorithmus kann für Aufgaben des „Robust Design“wie für

Querschnittsoptimierung eingesetzt werden. Zur Verbesserung der Effizienz wurde eine

gemischte Fortran-Matlab (grid computing) sowie eine parallelisierte Version entwickelt.

Die damit erzielten Ergebnisse sind sehr zufriedenstellend.

LPSO verfolgt die Idee, die Nachbarbeziehungen zwischen Individuen des Schwarmes

und die daraus abgeleiteten lokalen Eigenschaften der Optimierungsaufgabe zu nutzen.

Dabei stellten sich die Varianten mit Gruppen aus zwei bzw. drei Nachbarn als beson-

ders erfolgreich heraus und wurden an empirischen Benchmarks getestet. Insbesondere

wird LPSO für die Topologieoptimierung von Fachwerken eingesetzt, eine nicht-konvexe

Aufgabe mit vielen Optimierungsvariablen. LPSO erweist auch hier als sehr gut geeignet.

Tatsächlich konnten für bekannte Testprobleme Lösungen gefunden werden, die sich mit

den besten jemals gefundenen messen lassen können.
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Chapter 1

Introduction

In countless areas of human life, we attempt to exploit rigorously the limited amount of re-

sources available to us so as to be able to maximize output or profit. In engineering design,

for example, we are concerned with choosing design parameters that fulfill all the design

requirements at the lowest cost possible. We deal in the same way with the task of allocat-

ing limited resources: Our main motivation is to comply with basic standards but also to

achieve good economic results. Transforming problems of this nature into functions with

corresponding constraints helps us to realize this aim. Optimization offers a technique for

solving issues of this type because it provides a theoretical foundation, as well as methods

for transforming the original problems into more abstract mathematical terms.

In mathematics, the term optimization refers to the study of problems in which one seeks

to minimize or maximize a real function by systematically choosing the values of real or in-

teger variables from within an allowed set. On one hand, a vast amount of research has

been conducted in this area of knowledge with the hope of inventing an effective and effi-

cient optimization algorithm. On the other hand, the application of existing algorithms to

real projects has also been the focus of much research.

So far, the most commonly used optimization technique is called gradient algorithm

which is based on gradient information. The latter, in turn, is derived from fitness func-

tions and corresponding constraints. However, the acquisition of gradient information can

be costly or even altogether impossible to obtain. Moreover, this kind of algorithm is only

guaranteed to converge to a local minimal. But another kind of optimization algorithm -

known as evolutionary computation (EC) - is not restricted in the aforementioned manner.

Broadly speaking, EC constitutes a generic population-based metaheuristic optimization al-

gorithm. Evolutionary algorithms tend to perform well with regard to most optimization

problems. This is the case because they refrain from simplifying or making assumptions

about the original form. Testament to this truth is its successful application to a great va-

riety of fields, such as engineering, art, biology, economics, marketing, genetics, operations

research, robotics, social sciences, physics, politics and chemistry. As a newly developed

subset of EC, the Particle Swarm Optimization has demonstrated its many advantages and

robust nature in recent decades. It is derived from social psychology and the simulation of

the social behaviour of bird flocks in particular. Inspired by the swarm intelligence theory,

Kennedy created a model which Eberhart then extended to formulate the practical optimiza-

tion method known as particle swarm optimization (PSO) [72]. The algorithm behind PSO

is based on the idea that individuals are able to evolve by exchanging information with their
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neighbours through social interaction. This is known as cognitive ability. Three features im-

pact on the evolution of the individual: Inertia (velocities cannot be changed abruptly), the

individual itself (the individual could go back to the best solution found so far) and social

influences (the individual could imitate the best solution found in its neighbour).

Generally, the PSO algorithm has the following advantages compared with other opti-

mization algorithms:

⋄ First of all, it is a simple algorithm with only a few parameters to be adjusted dur-

ing the optimization process, rendering it compatible with any modern computer lan-

guage.

⋄ Second of all, it is also a very powerful algorithm because its application is virtually

unlimited. Consequently, almost all kinds of optimization problems can be solved by

PSO, normally in the original form.

⋄ Last but not least, PSO is more efficient than other evolutionary algorithms due to its

superior convergence speed.

These advantages result in its increasing popularity in the field of optimization since its pro-

posal in 1995. Like other evolutionary algorithms, it can be applied to areas such as image

and video analysis, signal processing, electromagnetic, reactive power and voltage control,

end milling, ingredient mix optimization, antenna design, decision making, simulation and

identification, robust design as well as structural optimization.

The main contributions of this thesis are the inventing of two modified particle swarm

optimizers and their application to both robust design, as well as structural sizing and topo-

logical optimizations.

1.1 Statement of motivation

Clearly, there is an everlasting need to continually improve optimization algorithms with

regard to all fields of optimization, simply because the complexity of problems that we at-

tempt to solve is ever increasing. Since its introduction in 1995 [38, 72], particle swarm

optimization has captured the attention of a great many researchers, mainly due to the al-

gorithm’s simplicity and efficiency in scanning large search spaces for optimal solutions.

Inevitably, due to its belonging to the family of evolutionary computation (EC), PSO doesn’t

escape the problem of prematurity. Consequently, a lot of research has been conducted on

how to avoid premature convergence. So far, concentrated effort has been made to develop

efficient, robust and flexible algorithms, hoping to lead the particles to escape the local min-

ima, especially in multi-modal problems. Because of the random features of PSO, most of its

modifications were studied imperially with the aid of a series of testing functions without

theoretical proof. The difficulty is that there doesn’t exist a variant which could be a perfect

extension of PSO. However, as much as this is a problem, it also challenges us to use our

imagination in creative ways to improve the convergence performance of PSO.
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PSO is easy to implement and for this reason has been successfully used to solve a wide

range of optimization problems like pattern recognition, machine learning, task managing

and so on. However, PSOs are not very widely used in two of the most popular fields of

optimization: Robust design and topology. Besides, the applications are limited to simple

cases. The "No Free Lunch Theorem" [136] points out that there is no universal optimization

algorithm which can be used to solve all types of optimization problem. One way of ad-

dressing this problem would be to extend the application of PSO to the two aforementioned

problems - of simple and complicated nature alike by choosing proper variants of PSO.

Although PSO has shown its potential with regard to solving a variety of problems,

the execution time remains problematic in relation to matters of large-scale engineering, as

well as other evolutionary algorithms. In order to address this issue, a high-performance

PSO is necessary to alleviate the associated high cost of computing. Choosing appropriate

parallel patters for the proposed PSOs constitutes yet another challenge for research. The

ambition of this work is to develop proper parallel patterns in order to keep all processors

working whilst the algorithm proceeds from one design iteration to the next, as efficiently

as possible and without any loss in numerical accuracy. Finally, another task would be

the improvement of the code’s efficiency. Whilst it constitutes an interesting question and

deserves mentioning for completion’s sake, the matter is beyond the scope of this thesis.

1.2 Objectives

The primary objectives of this thesis can be summarized as follows:

⋄ To study the existing modifications of PSO and to propose new variants which could

potentially improve the performance of PSO, as well as the development of parallel

modes.

⋄ To study the proposed variants by means of numerical tests and to suggest suitable

fields for their application.

⋄ To apply them to proper examples and analyse their performance for further use.

1.3 Methodology

The greatest difficulty after developing an optimization algorithm is to verify its validity. In

most cases of evolutionary algorithms, it is impossible to conjure up an analytical proof of

the algorithm’s convergence because too many indeterminable features exist. This is both

enchanting and baffling to researchers. Even in the cases where this is possible, the proof

usually demonstrates that the stochastic algorithm requires an infinite number of iterations

to guarantee that it can determine the global optimum, which is impractical for normal ap-

plications. Therefore, the best way of validating an algorithm is of empirical nature. Empir-

ical results can be obtained by using a well-known benchmark test that consists of a variety

of functions with/without various constraints. In this way, a great amount of the challenges
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that attach to an optimization algorithm are being dealt with, including high dimensionality,

multi-modality and deceptive functions, allowing for a thorough testing of the algorithm.

In order to test the stability of an algorithm, statistical analysis should also be used.

First of all, a great many of references concerning PSO will be investigated so as to en-

sure familiarity with the latest modifications of PSO. In addition, several representative vari-

ants and their respective extensions will also be selected and discussed. Following that, a

summary will be made together with some suggestions on the improvement of PSO’s per-

formance. In light of these suggestions, two new and modified PSOs are proposed and

the basic ideas behind them will be explained. Experimental results are obtained using a

widely used benchmark test in order to show the accuracy and efficiency of the proposed

algorithms, which are compared with Standard PSO. A large amount of evaluations of the

objective functions relating to the PSO based optimizers is necessitated by the fact that we

are concerned with an evolutionary algorithm. In order to utilize cluster to deduce com-

puting time by parallel computing, relevant parallel patterns are also studied and tested

with the same benchmark test. Furthermore, coefficients known as acceleration ratios are

supplied in order to measure parallel efficiency.

Following preparatory work, these two variants are applied to different suitable fields

that are robust design with meta models and structural sizing and topological optimization,

respectively. With regard to robust design, two differing mathematical test functions are

studied in order to investigate the performance of the proposed variant. Normally, pro-

grams of robust design are written in Matlab-code and the PSO with Fortran or C, C++.

In order to reuse the existing code, it is necessary to use mixed programming, especially

for parallel computing. The method implemented to realize this target is discussed first.

Its superiority is demonstrated by contrasting the results from these two mathematical test

functions with a more common optimization technique that is often used in robust design.

With regard to truss topological optimization, a series of very well respected equiva-

lences of truss topological optimization with minimal compliance is introduced first. The

successful methods to solve these equivalences are described in brief. The proposed variant

(LPSO) is next tested with a benchmark test whose objective is to minimize structural com-

pliance with continuous and discontinuous variables under a given volume. This kind of

problem can be understood as a basic test for measuring the performance of an optimization

technique that relates to the resolving of truss topological optimization issues. This means,

that if and only if relatively satisfying results are achieved in this test, other researchers

could be swayed to accept the results stemming from other topological problems by apply-

ing this very algorithm. Since in this case, the proposed variant passes the test quite well,

it is also applied to the practical scenario of optimizing a truss bridge-like structure. The

objective is to achieve a minimal weight, subject to a variety of constraints, such as displace-

ment, stress and so on. In order to extend the MGCPSO’s field of application, a structural

sizing optimization is solved by means of it. Similar to the research work on robust design,

corresponding parallel pattern is also studied.

Because of the stochastic nature of the proposed algorithms, all the presented results are

averages and standard deviations from several simulations. Due to the expensive nature of

the simulations, results were generally collected from ten or twenty runs.
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1.4 Contribution

The main contributions of this thesis are:

⋄ Two modified particle swarm optimizers are developed following a comparison of

the representative variants of PSO. In addition, corresponding parallel patterns are

proposed.

⋄ These variants are tested by means of a well-known benchmark test. Moreover, sug-

gestions based on the results are put forward.

⋄ Finally, the two variants are applied to differing examples. The achievement of good

results allows for their use in different applications.

1.5 Outline

Chapter 2 contains the history of PSO, as well as a detailed detailed description of the orig-

inal PSO, especially in relation to information topology, parameter selection and so on. In

order to facilitate a better understanding of this algorithm, comparisons with other evolu-

tionary algorithms, such as the genetic algorithm and the ant colony algorithm, are made.

Furthermore, this chapter deals with the numerous existing variants of PSO. A conclusion

follows which summarizes the information on these variants and presents new ideas in the

particle swarm paradigm and suggests new approaches for the field to improve the per-

formance of the PSO. Lastly, an investigation of the various areas of application of PSO is

included, based on an analysis of published materials on the application of PSO.

In chapter 3 two modified PSOs (MGCPSO (Modified Guaranteed Convergence PSO)

and LPSO (Modified Lbest based PSO)) based on the aforementioned suggestions are pro-

posed. To begin with, the basic idea behind MGCPSO is outlined, as well as that behind

LPSO. This discussion comprises detailed descriptions and work flows relating to these

two variants. Following that, in order to deduce the computing time, parallel patterns for

MGCPSO and LPSO are developed and depicted in flow charts. The next section concerns

itself with an empirical analysis of the modified algorithms and their corresponding parallel

patterns that are put forward in this thesis. The next section is an empirical analysis of the

modified algorithms as well as their corresponding parallel patterns presented in this thesis.

Naturally, the results of the analysis are compared with those of the original PSO so as to

highlight any improvements in terms of performance that MGCPSO and LPSO promoted.

This, in turn, is followed by suggestions regarding possible fields of application.

In chapter 4, robust design and the application of MGCPSO thereto are discussed. To be-

gin with, robust design is described in brief, including the concepts of robust design and the

meta modelling technique. In turn, common optimization algorithm used in robust design

with meta modelling is dealt with. Also, the main reason for the adoption of MGCPSO will

be included. Although the common way of implementing robust design is to use matlab, it

is not the most efficient strategy since the M-code in Matlab is not designed for the kind of

5



CHAPTER 1 INTRODUCTION

high performance computing that fortran is. A mixed programming of M-code and Fortran

is then described as well as its parallel pattern. Based on the proposed computing pattern an

evolutionary mode is also included to solve robust design problems with respect to parallel

pattern with mixed M and Fortran codes. The chapter ends with comparisons of benchmark

tests and an assessment of the efficiency of parallel computing.

The fifth chapter first provides an overview of "truss topology optimization" and a se-

lective overview of the various techniques available for resolving this specific issue. Next,

LPSO is applied and studied by means of a benchmark test of truss topological optimiza-

tion with continuous or discontinuous variables. Moreover, following a comparison with

the best results revealed so far through the Branch-and-Bound Algorithm [4], a near prac-

tical example is optimized under LPSO with differing structural constraints. Also, in oder

in extend the application field of MGCPSO, a structural sizing optimization is solved by

means of it. Last but not least, a range of concluding remarks as well as speed-up ratios are

advanced based on all the investigations that were carried out.

Chapter 6 is the last part of this thesis which summarizes the achievements of my re-

search work. Some topics for future research are also discussed.
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Chapter 2

Theoretical Background & Particle

Swarm Optimization

This chapter first reviews some basic concepts relating to optimization. A brief discussion of

evolutionary algorithms is then provided. Lastly, the origins of PSO are discussed, followed

by a study of the published modifications to the original PSO and some suggestions on

further improvements.

2.1 Optimization

Optimization plays an important role in Computer Science, Artificial Intelligence, Opera-

tional Research and other such related fields. Nocedal and Wright at the beginning of their

book [96] how optimization plays a part in our everyday lives:

People optimize. Airline companies schedule crews and aircraft to minimize

cost. Investors seek to create portfolios that avoid excessive risks while achiev-

ing a high rate of return. Manufacturers aim for maximum efficiency in the de-

sign and operation of their production processes. Nature optimizes. Physical

systems tend to a state of minimum energy. The molecules in an isolated chemi-

cal system react with each other until the total potential energy of their electrons

is minimized. Rays of light follow paths that minimize their travel time.

In order to use optimization successfully, we must first determine an objective through

which we can measure the performance of the system under study. That objective could be

time, cost, weight, potential energy or any combination of quantities that can be expressed

by a single variable. The objective relies on certain characteristics of the system, called vari-

able or unknowns. The goal is to find a set of values of the variable that results in the best

possible solution to an optimization problem within a reasonable time limit. Normally, the

variables are limited or constrained in some way. To illustrate this, the values of section

areas in a structural optimization case cannot be negative and should belong to an interval

that is predetermined by design standards.

The most important step in optimization is known as modelling which refers to the act

of defining an appropriate objective, as well as variables and the constraints for the problem
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at hand. If the model is too simple, it will not provide beneficial insights into the practical

problem. On the other hand, if it is too complex, it may become too difficult to solve. If

the numerical models involve only linear functions, then the optimization problems can

be solved efficiently by a technique known as linear-programming [32]. Most problems

addressed in this thesis constitute non-linear examples of optimization in which the model

cannot be explicitly expressed in a set of non-linear functions or a combination of linear

and non-linear ones. This is particularly the case with regard to the structural optimization

cases. This field of optimization is naturally challenging.

In mathematical terms, optimization is the minimization or maximization of a function

(called objective function or fitness function) subject to constraints on its variables. For

simplicity’s sake, hereafter all the optimization problems are assumed to find minima, a

maximal problem could be transformed to minimal form by conveniently multiplying the

objective function by −1. So that the optimization could be written as

min
x∈Rn

f (x)

subject to gi(x) ≤ 0 ; i = 1, · · · , nh = E

hj(x) = 0 ; j = 1, · · · , ng = I

(2.1)

where x is the vector of variables, also known as unknowns or parameters; f is the objective

function with variables x to be optimized; h and g are vectors of functions representing

equality constraints and inequality constraints respectively, and E and I are their relevant

sets of indices.

2.1.1 Optimization Algorithms

Following the creation of the optimization model, the next task is to choose a proper algo-

rithm to solve it. The optimization algorithms come from different areas and are inspired

by different techniques. But they all share some common characteristics. They are itera-

tive, they all begin with an initial guess of the optimal values of the variables and generate

a sequence of improved estimates until they converge to a solution. The strategy used to

move from one potential solution to the next is what distinguishes one algorithm from an-

other. For instance, some of them use gradient based information and other similar meth-

ods (e.g. the first and second derivatives of these functions) to lead the search toward more

promising areas of the design domain, whereas others use problem specific heuristics (e.g.

accumulated information gathered at previous iterations). Broadly speaking, optimization

algorithms can be placed in two categories: Local and global optimization.

2.1.2 Local Optimization

A local optimizer xl could be denoted as

f (xl) ≤ f (x) ∀ x ∈ B and B ⊂ S ⊆ R
n (2.2)

where B is a sub region of which xl defines the local minimal, and S is the search domain.

It is noted that if S = Rn, it is an unconstrained optimization problem. In general, the
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design domain S can be divided into several sub regions Bi, which satisfy Bi

⋂

B j = ∅

when i 6= j, so that xli 6= xlj , which means minimizer of each region Bi is unique, but the

following relationship may be satisfied: f (xli) = f (xlj) . Any of the minimizers of xli could

be considered as a minimizer of S, thus its representative solution is expressed by f (xli)

named as local minimal, although they are only a local minimizer.

The local optimization algorithms always start with an initial point z0 ∈ S and try to find

the best solution in the vicinity of the starting point. A local optimization algorithm should

guarantee that it is able to find the minimizer xl of the set B if z0 ∈ B. So far many local

optimization algorithms have been proposed and could be used to determine the local min-

imal effectively. The deterministic local optimization algorithms include simple Newton-

Raphson algorithms, through Steepest Descent and its many variants, such as the Scaled

Conjugate Gradient algorithm and the quasi-Newton family of algorithms. Some of the bet-

ter known algorithms include Fletcher-Reeves (FR), Polar-Ribiere (PR), Davidon-Fletcher-

Powell(DEP) and Broyden-Fletcher-Goldfarb-Shanno(BFGS) [96]. There even exists an al-

gorithm that was designed for solving least-square problems alone, called the Levenberg-

Marquardt (LM) algorithm.

2.1.3 Global Optimization

A global optimizer xg could be denoted as

f (xg) ≤ f (x) ∀ x ∈ S ⊆ R
n (2.3)

where S is the design domain. Throughout this thesis, the term global minimum refers to the

value f (xg) and xg is denoted as global minimizer. A global optimization algorithm, much

like the local optimization algorithms described above, also starts with an initial guessing

position z0 ∈ S. The global optimizer can be somewhat difficult to find because we don’t

normally tend to have a good picture of the overall shape of the objective functions f . This

is especially true for multi-dimensional cases. Consequently, we can never be sure that the

function does not take a sharp dip in some region that has not been searched by the algo-

rithm. Figure 2.1 illustrates the differences between global minimizer xg and local minimizer

xl. For a true global optimizer, it will find xg no matter where its starting point z0 is. How-

ever, there does exist an exceptional case in global optimization for which the finding of

the global minimizer is definitely possible through a local optimization algorithm: In the

case of convex functions, every local minimizer is also a global minimizer. This is formally

expressed in a theorem.

Theorem 2.1 When f is convex, any local minimizer xl is a global minimizer of f .

Before proofing that, the concept of convexity is firstly clearly defined here which could be

applied both to design domains and to objective functions.

⋄ S ∈ Rn is a convex domain if the straight line segment connecting any two points

in S lies entirely inside S. Formally, for any two points x ∈ S and y ∈ S, we have

αx + (1 − α)y ∈ S ∀ α ∈ [0, 1]
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⋄ f is a convex function if its domain is a convex domain and for any two points x and

y in its domain, the figure of f always lies below the straight line connecting (x, f (x))

and (y, f (y)) in the space Rn+1. Formally, this definition could be written as:

f (αx + (1 − α)y) ≤ α f (x) + (1 − α) f (y) ∀ α ∈ [0, 1]

Here is the proof of theorem 2.1:

PROOF. Suppose that xl is a local but not a global minimizer, so we could find a point y

with f (y) < f (xl). Consider a line segment that joints xl to y, that is,

x = λy + (1 − λ)xl for some λ ∈ (0, 1] (2.4)

Due to the convexity property of f , we have

f (x) ≤ λ f (y) + (1 − λ) f (xl) < f (xl) (2.5)

Any neighborhood B of xl contains a piece of the line segment 2.4, so there will always be

points xl ∈ B at which 2.5 is satisfied. Thus, xl is not a local minimizer. This is in conflict

with the assumption at the beginning of the proof, so that this theorem is proven correct.

Theorem 2.1 implies that the local optimization algorithm could be used to solve specific

global optimization problems. Furthermore, if a non-convex problem could be transformed

into convex form, it may be solved efficiently by a local optimization algorithm which, how-

ever, requires a strong background in mathematics.

b

b

Local Minimum

Global Minimum

x

y = f (x)

0

Figure 2.1: A multi-modal example for optimization
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2.1.4 No Free Lunch Theorem

One of the most interesting theories in the field of optimization is the no free lunch(NFL)

theorem proposed by Wolpert and Macready [136, 135]. This theorem not only states that

for certain kinds of problems there exists a variety of different algorithms that are more or

less applicable, it also argues that averaged over all possible problems or cost functions, the

performance of all search algorithms is exactly the same.

The implications of this theorem are far reaching since it means that no algorithm can be

designed that will ever be superior to a linear enumeration of the search space or even just

better than a purely random search. In essence, no algorithm is deemed better, on average,

than blind guessing. The theorem is only defined for finite search spaces, however, and it

is not yet clear whether it also extends to infinite ones. All computer applications of search

algorithms effectively operate in finite search spaces, although the theorem is also directly

applicable to all other existing algorithms.

Despite the fact that the NFL theorem states that no one algorithm is better than another,

considering every task that could possibly be imagined, it is perfectly plausible to think that

one algorithm will be better suited than another to solving some certain subsets of set that

we call "problems". The set of all functions over a finite domain includes the set of all the

permutations of this domain. Many of these functions do not have compact descriptions

and so they appear to be largely random. Most real-world functions, however, have some

kind of structure and usually have compact descriptions. These types of functions form a

rather small subset of the set of all functions. Recent research efforts can be divided into two

categories. One is concerned with pinpointing the exact limitations of the various search

strategies there are (i.e. trying to characterize the set of functions over which the NFL does

not hold) and led to the development of improved versions of the sharpened versions of

NFL [117], showing that it applies to a much smaller subset than initially thought. The other

deals with finding the strengths of the various search strategies (i.e. trying to find the proper

application field for these strategies in which the performance of these strategies is superior

to others). To illustrate this, Christensen et al. [27] proposed a definition of a searchable

function, as well as a general algorithm that probably performs better than random search

on this set of searchable functions.

This thesis will side with the latter approach, assuming that it is possible to design al-

gorithms that perform, on average, better than others (e.g. random search) over a limited

subset of the set of all functions. No further attempt will be made to characterize this subset.

Instead, numerical results will be used to show how the real-world problems could benefit

from the improved algorithm.

2.2 Evolutionary Computation

Evolutionary Computation (EC) is a term that encompasses problem-solving paradigms

whose key elements are the simulation of some of the known mechanisms of evolution.

Generally, it differs from traditional search and optimization paradigms in three main ways

by
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1. Utilizing a population of individuals (potential solutions) in the search domain. Most

traditional optimization algorithms move from one point to another in the search do-

main using some deterministic rule. One of the drawbacks of this kind of approach is

the likelihood of getting stuck at a local optimum. EC paradigms, on the other hand,

use a collection of points, called population. By inducing the evolutionary-like oper-

ators, they can generate a new population with the same number of members in each

generation so that the probability of getting stuck is reduced.

2. Using direct fitness information instead of function derivatives or other related knowl-

edge. EC paradigms do not require information that is auxiliary to the problem, such

as function derivatives, but only the value of the fitness function, as well as the con-

straints functions for constrained problems. Thus fitness is a direct metric of the per-

formance of the individual population member on the function being optimized.

3. Using probabilistic, rather than deterministic rules. These stochastic operators are ap-

plied to operations which lead the search towards regions where individuals are likely

to find better values of the fitness function. So, the reproduction is often carried out

with a probability which is dependent on the individual’s fitness value.

In addition, EC implementations can encode the parameters in binary form or other sym-

bols, rather than working with the parameters in their original form. For example, in genetic

algorithms, the parameters of the problem are normally encoded in binary strings with a

fixed length, which means the length does not vary during the optimization process. The

length is determined by considering its maximum range and the precision required.

So far, the evolutionary computation field has been considered by many researchers to

include four areas: Evolutionary Programming (EP), Evolutionary Strategies (ES), Genetic

Algorithms (GAs) and Genetic Programming (GP). All of them belong to the general evo-

lutionary framework. Differences can only be found in relation to the exact form of the

operators, as well as the relationship between the size of the parent and offspring popula-

tions. Also, GP can be viewed as a specialized version of GA. Still, a universal procedure

can be described that can be implemented no matter the type of algorithm:

1. Initializing the population in the search domain by seeding the population with ran-

dom values.

2. Evaluating the fitness for each individual of the population

3. Generating a new population by reproducing selected individuals through evolution-

ary operations, such as crossover, mutation and so on.

4. Looping to step 2 until stopping criteria are satisfied.

The following subsections will provide brief introductions to the these subsets of evolution-

ary computation.
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2.2 Evolutionary Computation

2.2.1 Evolutionary Programming

Evolutionary Programming (EP) is one of the four major Evolutionary computation (EC)

paradigms. This term first appeared in the dissertation of Dr. Fogel entitled "On the Organi-

zation of Intellect." in 1964 [51] which became the basis of the first book in the field of evolu-

tionary programming that is known as "Artificial Intelligence through Simulated Evolution"

in 1966 [52], co-authored by Owens and Walsh. This book is considered the landmark pub-

lication for Evolutionary Programming (EP) applications. In this book, finite state machines

are used as predictors to generate symbol strings from Markov processes and non-stationary

time series.

Evolutionary Programming is derived from the simulation of adaptive behaviour in evo-

lution. It emphasizes the phenotype space of observable behaviour, meaning that it focuses

on evolving behaviour and is thus suited for solving the problem at hand. In other words,

it mimics "phenotypic evolution". This paradigm uses only selection and mutation without

recombination. In essence, the generating of the new population for the next iteration re-

lies exclusively on mutation for maintaining diversity in the whole population. Evolution

strategy systems commonly generate far more offspring compared to parents (a ration of

seven to one is common). In contrast, EP generates the same number of children as there are

parents. Parents are selected to reproduce using a tournament method; their characters are

mutated to generate children which are added to the current population. There are usually

two methods to execute mutation on parents. One way is to assign a Gaussian random vari-

able with zero mean and variance equal to the Euclidean distance between the parent and

the origin on each parent vector component. The fitness of each of the children is then eval-

uated in the same way as the parents. Another way to perform mutation is to engage the

process of self-adaptation, i.e. the standard deviations and rotation angles (if used) may also

be adapted during the search based on their current values. As a result, the search adapts to

the error surface contours.

Since the population doubles after mutation, to keep it constant, the process of selection

is done in two specific ways. Traditionally, individuals are ranked according to the value

of fitness function and the top half of the population is then preserved to the next itera-

tion. Another method commonly used pits each individual against a number of others in

a tournament. Each individual is assigned a number of marks according to the number of

competitions won. An individual wins a competition with a probability equal to its fitness

divided by the sum of fitness.

2.2.2 Evolution Strategies

Evolution strategies were first devised by Rechenber and Schwefel [105] as they were exper-

imenting with mutation in order to find optimal physical configurations for hinged plates in

wind tunnels. They noted that the standard gradient-descent algorithms could not be used

to the specific sets of equations required for reducing wind resistance. They began to per-

turb their best solutions by mutation to search randomly in the nearby regions in the search

domain and obtained good results. In early 1970s, Rechenberg published a book "Evolution
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CHAPTER 2 THEORETICAL BACKGROUND & PARTICLE SWARM OPTIMIZATION

strategy: optimization of technical systems according to the principles of biological evolution" [106].

It is considered the foundation of this approach.

ES makes use of both mutation and recombination, searching the search domain and

the strategy parameter domain simultaneously. The goal is to move the mass of the pop-

ulation towards the region of the landscape which so far has promoted the population the

most. Whereas EP relies on a fixed mutation structure (i.e. each parent definitely generates

one child in each iteration), ES only picks the ’best’ individuals - "survival of the fittest" -

(normally one-fifth best individuals of the population) to mutate. Mutation is performed by

adding normally distributed random numbers to the parents’ phenotypes, so that the next

generation of children explores the regions which have proven promising for their parents.

The extent of the mutation is controlled in an interesting way in ES. Each individual is

characterized by a set of features and a corresponding set of strategy parameters which are

usually variances or standard deviations describing the variability of the normal distribu-

tion used to perturb the parents’ features. For instance, random numbers can be generated

based on the probability distribution with a mean of zero and a standard deviation defined

by the strategy parameters and added to the parents’ vector components which is recog-

nized as a mutation operator. Of course the strategy parameters can also undergo the mu-

tation process which is analogous to the self-adaptation process in evolutionary program-

ming. In cases such as this, log normal distributions are sometimes used to define mutation

standard deviations.

Two kinds of recombination operations are adopted by ES. The first and more common

method is called discrete recombination in which the value of each component of the new

individual is equal to the corresponding component of either parent. In intermediate re-

combination, each parameter value is set at a point between the values for the two parents,

typically this point is set midway between those values. Research has shown that the best

results are obtained by using discrete recombination for the parameter values and inter-

mediate recombination for the strategy parameters. Bäck and Schwefel report that using

strategy parameter recombination is mandatory for the success of any ES paradigm [12].

After new individuals are generated and added to the existing population, the next step

is selection which is similar to evolutionary programming. Two different schemes are com-

monly used for selection called comma strategy (µ, λ) and plus strategy (µ + λ) respectively.

In both cases, it is assumed that the number of children generated by µ parents is λ > µ. The

common interval is λ/µ ∈ [1, 7]. For the comma strategy, the µ individuals with best fitness

values are selected out of the children in order to replace the µ parents, so that in this case

the µ parents do not undergo the selection procedure. The implication of this strategy is that

good solutions (i.e. µ parents) from previous generation may be lost because the informa-

tion of the parents are not stored. For the plus strategy, the µ parents and the λ children are

put into a pool first, then µ members with the best fitness values are selected for the next

generation. This strategy preserves the best solution found so far so that the value of the

best individual of the population is decreasing monotonously. In ES, the comma version is

regarded as the one that yields better performance [12]. The explanation is that deterioration

of individuals could somehow provide greater progress in the future.
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2.2.3 Genetic Algorithms

It is one of the most popular types of Evolutionary algorithms. To be more precise, it con-

stitutes a computing model for simulating natural and genetic selection that is attached to

the biological evolution described in Darwin’s Theory which was first issued by Holland in

1975 [64]. In this computing model a population of abstract representations (called chromo-

somes or the genotype of the genome) of candidate solutions (called individuals, creatures,

or phenotypes) to an optimization problem could result in better solutions, which are tradi-

tionally represented in binary form as strings comprising of 0s and 1s with fixed-length, but

other kinds of encoding are also possible which include real-values and order chromosomes.

In a very simple case, 128 could be represented by 10000000, whilst 127 could be written as

01111111. Of course, some GA techniques allow the user to specify the dynamic range and

resolution for each variable. The program then will assign the proper number of bits and

the coding. For example, if a variable stays an interval [2.5, 6.5] and the solution to required

to be precise to three decimal figures, the solution of this variable could be represented by a

string 12 bit long, where the string of zeros represents the value of 2.5. By doing in this way,

real-value problem could be involved in GA by a simple way.

Being a member of the family of evolutionary computation, the first step of GA is popula-

tion initialization which is usually done stochastically. De Jong’s dissertation [33] provides

guidelines that are still observed: Start with a relatively high crossover rate, a relatively low

mutation rate, and a moderately sized population-though what constitutes a moderately

sized population is unclear. A population of normal size tends to comprise 20 and 200 indi-

viduals, depending primarily on the string length. The size normally increases linearly with

individual string length rather than exponentially. However, the ’optimal’ size depends on

the problem. Occasionally, solutions may be "seeded" in areas where optimal solutions are

likely to be found.

The GA usually uses three simple operators called selection, recombination (usually

called crossover) and mutation. Selection is the step of a genetic algorithm in which a certain

number of individuals is chosen from the current population for later breeding (recombina-

tion or crossover), the choosing rate is normally proportional to individual’s fitness value.

There are several general selection techniques. Tournament selection and fitness proportion-

ality selection (also known as roulette-wheel selection) consider all given individuals. Other

methods only choose those individuals with a fitness value greater than a given arbitrary

constant. Crossover and mutation taken together is called reproduction. They are analogous

to biological crossover and mutation respectively.

The most important operator in GA is crossover which refers to the recombination of

genetic information during sexual reproduction. the child shares in common with it "par-

ents" many characteristics. Therefore, in GAs, the offspring has an equal chance of receiving

any given gene from either one parents because the parents’ chromosomes are combined

randomly. To date, there are many crossover techniques for organisms which use differ-

ent data structures to store themselves, such like One-point crossover, two-point crossover,

Uniform Crossover as well as Half Uniform Crossover. The probabilities for crossovers vary

according to the problem. Generally speaking, values between 60 and 80 percent are typical

for one-point crossover as well as two-point crossover. Uniform crossovers work well with
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slightly lower probabilities on the other hand. The probability could also be altered during

evolution. So a higher value might initially be attributed to the crossover probability. Then

it is decreased linearly until the end of the run, ending with a value of one half or two-

thirds of the initial value. Additionally for real-value cases, the crossover operation could

be expressed as:

y1 = λx1 + (1 − λ)x2 (2.6)

y2 = λx2 + (1 − λ)x1 (2.7)

where y1 and y2 are two descendants created by two given parents x1 and x2, and λ =

U[0, 1].

Mutation is the stochastic flipping of chromosome bits that occurs each generation which

is used to maintain genetic diversity from one generation of a population of chromosomes to

the next. Mutation occurs step by step until the entire population has been covered. Again,

the coding used is decisive. In the case of binary chromosomes, it simply flips the bit while

in real-valued chromosomes a noise parameter N[0, σ] is added to the value at that position.

σ could be chosen in such way that it decreases in time, e.g. σ =
1

1 +
√

t
, where t is the

number of current iteration. The probability of mutation is normally kept as a low constant

value for the entire run of the GA, such like 0.001. Despite of these evolutionary operators,

in some cases a strategy called "elites" is used, where the best individual is directly copied

to the next generation without undergoing any of the genetic operators.

In one single interaction, new parents are selected for each child and the process con-

tinues until a proper size of individuals for the new population is reached. This process

ultimately results in the population of the new generation differing from the current one.

Generally the average fitness of the population should be improved by this procedure since

only the best organisms from the last generation are selected for breeding.

2.2.4 Genetic Programming

Genetic Programming (GP) is the fouth major area of evolutionary computation. The earliest

works on the subject were done by Freidberg, Dunham and North in 1958 [53] and 1959 [54],

when they tried to use a computer program to optimize another fix-length program. The

first results on the GP methodology were reported by Smith in 1980 [122]. The current

formal form of GP was first developed by John Koza in the late 1980s. Now GP has become

one of the fastest-growing and most fascinating areas of evolutionary computation.

Unlike the other three branches that use binary strings or real-value variables it involves

computers programs directly. Generally, they are represented as tree, graph or linear struc-

tures. Also, binary strings or real-value variables have a fixed length, whilst programs used

in genetic programming use flexible sizes, shapes and are of different complexities. The goal

of GP is to discover the one computer program that can provide exactly the desired output

based on a given set of inputs. In other words, we are trying to teach computers how to

solve problems automatically by means of GP.

In order to implement GP, the following preparatory steps are necessary:
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1. The terminal set

2. The function set

3. The fitness measure

4. The system control parameters

5. The termination conditions

The terminal set compromises the system state variables and constants associated with the

problem being solved. The only limitation to the function set is the programming language

that is used to run the programs developed by GP. Each function in the function set should

be assigned a certain number of arguments known as arity (e.g. Terminals are functions with

arity 0). In one sense, the purpose behind GP can also be understood as finding a minimal

set of functions that could accomplish whichever task is designated to it. As a result, the

terminal set, as well as the function set could be identified in a very straightforward way

for any specific problem. For some problems, the function set may consist of mathematical

functions (such as cos, sin, etc.), arithmetic functions (addition, subtraction, multiplication,

and division), as well as conditional operators (if-then-else, and iterative). The terminal set

may consist of the program’s external inputs variables and numerical constants. The task

of choosing a function set is a very important step and heavily depends on the problem at

hand.

The third step in preparation deals with the question of what needs to be done in order

to successfully evaluate the fitness of the problem. The fitness measure is normally chosen

to be inversely proportional to the error produced by the program output. Another way

of measuring works much like a score system in which a program achieves a score in each

iteration. The control parameters are normally the population size, the maximum number

of iterations, the reproduction probability, crossover probability and the maximum depth of

the trees. However, the most important one is the population size. The best way to choose

a proper population size is by analyzing the problems fitness landscape. Terminating con-

ditions may include the maximum number of generations to be run or a problem-specific

success predicate. The final program normally tends to be the best program in terms of

fitness measures created. It is noted that the last two preparatory steps are purely adminis-

trative.

After the completion of the five steps, the population is initiated by randomly generated

computer programs composed of functions and terminals relevant to the problem at hand.

Following that, crossover and reproduction are performed. It shall be noted that these two

operators could be handled in a parallel manner by assigning two different probabilities to

them, whilst the sum should be one. For example, if the probability of reproduction is 10 per-

cent, the probability of mutation should be 90 percent. Depending on the measured fitness,

a proper method for generating new generations will be determined, either reproduction or

crossover. The decision is based on the probabilities as well as fitness. If reproduction is

selected, it is often carried out by using roulette-wheel selection and coping the selected in-

dividuals into the new population. In the case of crossover, at first two parents are selected

at random. Next, a new offspring program for the new population is created by randomly
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recombining the chosen parts from two selected programs (crossover) or through random

mutation of a part from one of the selected programs that is chosen at random (mutation).

After the termination condition is met, the single best program is produced as the outcome

of the run by the given population. If the run is successful, the result may be a solution (or

approximate solution) to the problem.

Brief Summary to evolutionary computation Evolutionary Programming (EP), Evolu-

tionary Strategies (ES), Genetic Algorithm (GA) and Genetic Programming (GP) share a

great many similarities in common. For instance, all use a variation of selection based on

the idea of the survival of the fittest. Additionally, all of them have many variants and are

widely applied to a great number of fields. It shall be noted also that the boundaries between

the different models of evolutionary computation are becoming increasingly indistinct. The

tendency is to use hybrids of these approaches to solve more complex problems.

2.2.5 Swarm Intelligence

The term Swarm Intelligence (SI) denotes the fifth component of evolutionary computation

and it naturally differs from the other four. It constitutes artificial intelligence based on the

collective behaviour of decentralized, self-organized systems. In contrast to others, it doesn’t

employ evolutionary operations such as crossover, mutation and so on. This term was first

used in the field of cellular robotic systems by Beni and Wang [133]. In 1999, Bonabeau,

Dorigo and Theraulaz [22] extended the definition of swarm intelligence to refer to its more

general sense. In their book, SI is defined as:

Using the expression "swarm intelligence" to describe only this work seems un-

necessarily restrictive: that is why we extend its definition to include any attempt

to design algorithms or distributed problem-solving devices inspired by the col-

lective behaviour of insect colonies and other animal societies.

From the aforementioned description it becomes clear that SI can be defined as any attempt

to design algorithms or distributed problem-solving devices that are steered by the out-

comes from the social interaction between local neighbours. A typical SI comprises a popu-

lation of simple agents (i.e. a collection of interactive individuals, such as bees.) interacting

locally with their neighbours. The agents act according to very simple rules, and although

there is no centralized control structure dictating how individual agents should behave, lo-

cal interaction between such agents results in the emergence of complex global behaviour.

Natural examples of SI include ant colonies, bird flocks, herds of animals, bacterial growth,

and schools of fish. Moreover, the living space of SI could be extended from encompassing 3-

dimensional space to including high-dimensional space in order to solve more complicated

problems.

Swarm Intelligence-based techniques are now used in a number of applications. For

example, the U.S. military is investigating swarm techniques for controlling unmanned ve-

hicles; the European Space Agency is thinking about an orbital swarm for self assembly
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and interferometry; NASA is investigating the use of swarm technology for planetary map-

ping; artists are using it as a means of creating complex interactive systems or simulating

crowds; Tim Burton’s "Batman Returns" applied swarm technology for a realistic depiction

of the movements of a group of penguins using the "Boids" system as well as "The Lord of

the Rings". The reason why swarm technology is particularly attractive is that it is cheap,

robust, and simple. Also, swarm intelligence-related concepts and references can be found

throughout popular culture, often in the shape of collective intelligence form of collective

intelligence or a group mind involving far more agents than used in current applications.

2.2.5.1 Ant Colony Algorithm

As the first successful optimization algorithm based on SI, the Ant Colony Algorithm (ACO)

was first introduced by Dorigo in 1992 in his PhD thesis [36]. This algorithm is a technique

for solving optimization problems that relies on probability. The simulation of an ant colony

is used as a model for finding satisfactory paths through graphs. In nature, ants look for food

randomly but having found food, on their return to the nest, they will lay down pheromone

trails along the path which dissipate over time and distance. If another ants are attracted

by the trails and find the food guided by the trails, the trails will be enhanced, because they

leave the same thing when they go back. Over time, however, the pheromone trail starts to

evaporate thus reducing its attractiveness. The more time it takes for an ant to travel down

the path and back again, the more time the pheromones have for evaporation. In the case

of a short path, by contrast, pheromone density is kept at a high level because there is no

time for evaporation before the laying down of a new layer of pheromones. Pheromone

evaporation also has the advantage of avoiding convergence to a local optimal solution. If

there is no evaporation at all, the path chosen by the first ant would tend to be excessively

attractive to the following ones, thus constraining the extend to which the solution space

would be explored, resulting in the obtaining of a local minimum.

The most important operations in ACO are arc selection and Pheromone Update, which

constitute the foundations of of the behaviour of ant colonies. Arc selection describes that

an ant will move from node i to node j with probability pi,j, which is defined as

pi,j =
τα

i,jη
β
i,j

∑

τα
i,jη

β
i,j

(2.8)

where τi,j represents the amount of pheromone in arc (i, j) and ηi,j the desirability of arc

(i, j), α and β are two adjustable parameters that control the relative weight of trail intensity

and desirability.

Pheromone can be updated in

τi,j = ρτi,j + ∆τi,j (2.9)

where τi,j is the amount of pheromone in given arc (i, j), ρ is the rate of pheromone evapo-

ration and ∆ is the amount of pheromone deposited, typically given by

∆τk
i,j =

{

1/Lk if ant k travels on arc (i, j)

0 otherwise
(2.10)
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where Lk is the cost of the kth ant’s tour (typically length).

Ant colony optimization algorithms have been successfully applied to produce near-

optimal solutions to the traveling salesman problem, they have superior performance over

simulated annealing and genetic algorithm approaches when the graph may change dy-

namically and the ant colony algorithm can be run continuously and adapt to changes in

real time. The common variants include Elitist Ant System, Max-Min Ant System (MMAS)

and ank-Based Ant System (ASrank).

2.2.5.2 Stochastic Diffusion Search

This is another successful approach of SI, which is introduced by Bishop in 1989 [20] as a

population-based, pattern-matching algorithm. In SDS agents perform cheap, partial evalu-

ations of a hypothesis (a candidate solution to the search problem). They then share informa-

tion about hypotheses (diffusion of information) through direct one-to-one communication.

As a result of the diffusion mechanism, high-quality solutions can be identified from clus-

ters of agents with the same hypothesis. A very simple game (called the Restaurant Game)

is a way of illustrating this algorithm in a very intuitive manner [34].

The Restaurant Game A delegation participates in a long-term conference in an unfamil-

iar town. Every night they need to find a restaurant to dine. Unfortunately there are a large

number of restaurants in this town, each of which provides various meals. A requirement

is that the delegation has to face a problem, such as finding restaurant where a maximum

number of delegates would enjoy dining. It would be impossible to do a parallel exhaus-

tive search with regard to all the possible combinations of restaurant and meal because this

would simply take too long. A better choice is to employ a Stochastic Diffusion Search.

In order to accomplish this, each delegate selects a restaurant at random and proposes

that it is the best one. At night each delegate tests his hypothesis by dining there and ran-

domly selecting one meal on offer. The next morning during breakfast all of the delegates

exchange their experiences concerning the last dinner. In the case that one individual did not

enjoy last night’s meal, he asks a randomly selected colleague to share with him his impres-

sions of his dinner. If he receives positive feed-back, the disappointed diner will choose the

recommended restaurant for his next dinner. Otherwise he simply selects another restau-

rant at random from those listed in the ’Yellow Pages’. The consequence of this approach

is that very rapidly, a significant number of delegates will congregate around the restaurant

that is perceived as ’best’ in town.

SDS has been applied to problems as diverse as text search [20], object recognition [21],

feature tracking [57], mobile robot self-localisation [13] and site selection for wireless net-

works [66]. In addition to the above techniques, efforts have been made in the past few

years to develop new models for the swarm intelligence system, such as one based on honey

bee colony [83] and bacteria foraging [82], as well as particle swarm optimization which will be

discussed in the next section.
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2.3 Origins of PSO

The Particle Swarm Optimization (PSO) algorithm belongs to category of the ECs for solv-

ing global optimization problems. Its concept was initially proposed by Kennedy as a sim-

ulation of social behaviour and the PSO algorithm was first introduced as an optimization

method in 1995 by Kennedy and Eberhart [38, 72]. It can be used to solve a wide range of

different optimization problems, including most of the problems that can be solved using

Evolutionary Algorithms. The PSO is a stochastic algorithm that does not need gradient

information derived from the fitness function. This allows the PSO to be used on functions

where the gradient is either unavailable or expensive to compute. Similar to other evolu-

tionary algorithms, it uses the potentially successful particles to search the design space, i.e.

every particle has the ability to find the global optimum during the optimization process,

even though its current position is the worst one among all of the particles in the given

iteration.

2.3.1 Social behaviour

In biology, psychology and sociology social behaviour is behaviour directed towards soci-

ety, or is taking place between members of the same species. In sociology, "behaviour" itself

means an animal-like activity devoid of social meaning or social context, in contrast to "so-

cial behaviour" which features both. In a sociological hierarchy, social behaviour is followed

by social action, which is directed at other people and is designed to induce a response.

Further along this ascending scale are social interaction and social relation. Thus, social

behaviour is a process of communication. Scientists have created computer simulations of

various interpretations of the movement of organisms in a bird flock or fish school. A very

influential simulation (boids) of bird flocks was done by Reynolds [108]. This simulation

models very well the social behaviour of animals. Reynolds assumed in his paper that the

bird flocks were driven by three concerns which can be described as follows:

1. Separation: Steer to avoid crowding local flock mates

2. Alignment: Steer towards the average heading of local flock mates

3. Cohesion: Steer to move towards the average position of local flock mates

Of course, this list is non-exhaustive and thus does not reflect the complexity of the be-

haviour of a flock of birds. Still, based on just these three rules, it is possible to simulate

realistically the behaviour of a flock of birds and that of other creatures (including schools

of fish and herds of animals) in computer graphics. This simple non-centralized algorithm is

used in many animated cinematic sequences of flocks and herds. Compared with the social

behaviour of the animals, human social behaviour is more complex, although it is governed

by similar rules. Besides the physical motion, humans can adjust their beliefs, moving in a

belief space. Meaning that two individuals could be apart in terms of their physical environ-

ment but they could occupy the same point in the belief space without collision. The idea is

perfectly described in Kennedy’s book [74].

21



CHAPTER 2 THEORETICAL BACKGROUND & PARTICLE SWARM OPTIMIZATION

We are working towards a model that describes people’s thinking as a social

phenomenon. Thinking differs from the choreographed behaviour of fish and

birds in two major ways. First, thinking takes place in a space of many more

than three dimensions, as we have seen in our discussion of graphs and matrices,

high-dimensional analogues of language, and neural nets. Second, when two

minds converge on the same point in cognitive space, we call it agreement, not

collision.

This cognitive feature of human social behaviour is highly intriguing and constitutes the

main focus of this algorithm. It is often believed, and numerous examples from the natural

world substantiate this claim, that a social sharing of information amongst the individuals

of a population may provide an evolutionary advantage. This is the core idea behind the

development of PSO [39].

2.3.2 Particle and Swarm

In discussing PSO, the concepts of the swarm and the particle are integral to an understand-

ing of this algorithm. This section discusses the reason why this algorithm was named PSO.

The term swarm (school, swarm or flock) relates to fish, insects, birds and micro-organisms,

such as bacteria, and describes a behaviour of an aggregation (school) of animals of similar

size and body orientation, generally cruising in the same direction. The term particle con-

stitutes the basic component of the swarm and is mass-less and volume-less with its own

velocity and acceleration.

The PSO’s precursor was a simulator that was used to visualize the movement of a birds’

flock [62, 107]. In this simulation, a point on the screen was designed as food, called the

"cornfield vector" [72]; the idea was to simulate the birds’ behaviour in finding food through

social learning, by observing the behaviour of nearby birds who appeared to be near the

food source. Matatić gave the following rules to describe behaviour of flock (or schools):

1. Safe-Wandering: The ability of a group of agents to move about while avoiding colli-

sions with obstacles and each other.

2. Dispersion: The ability of a group of agents to spread out in order to establish and

maintain some minimum inter-agent distance.

3. Aggregation: The ability of a group of agents to gather in order to establish and main-

tain some maximum inter-agent distance.

4. Homing: The ability to find a particular place or region.

Based on these rules, flock behaviour consists of Safe-Wandering, Dispersion, Aggregation,

Homing. Kennedy and Eberhart simplified this model to the extent that it would only en-

compass homing and aggregation without dispersion and Safe-Wandering. The concepts of

safe-wandering and dispersion are designed to force each member to move without colli-

sion. This is also covered by the idea of cognitive behaviour based on the social behaviour of
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humans. Because of this, the two aforementioned concepts are made redundant. As a result,

the population’s activity resembles an intelligent swarm as defined by Mollonas which was

noted when he developed his models for applications in artificial life. Based on his defini-

tion, only if a population satisfies the following fundamental principles, it can be called a

Swarm [91].

1. Proximity Principle: the population should be able to carry out simple space and time

computations.

2. Quality Principle: the population should be able to respond to quality factors in the

environment.

3. Diverse Response Principle: the population should not commit its activity along ex-

cessively narrow channels.

4. Stability Principle: the population should not change its mode of behaviour every time

the environment changes.

5. Adaptability Principle: the population should be able to change its behaviour mode

when it is worth the computational price.

Eberhart proposed arguments in favour of the idea that the population used by the PSO

possesses these properties. To illustrate this, the population is responding to the quality

factors pbest (the best position in the bird’s memory) and gbest (the best position of the flock).

The allocation of responses between pbest and gbest ensures a diversity of response. The

population changes its state (mode of behaviour) only when gbest changes, thus adhering

to the principle of stability. The population is adaptive because it does change when gbest

changes. Each bird can be thought of as a mass-less and volume-less particle moving in a

certain region, having its own acceleration and velocity. Because of its cognitive ability, all

birds could eventually occupy the same position (predefined task) after several iterations

(which is inspired by human social behaviour). Similar concepts are also applied in some

other fields, especially in computer graphics, which also use particle systems to describe

the models used for creating effects like smoke or fire. This algorithm was named particle

swarm optimization by Eberhart and Kennedy [38].

2.3.3 Initial PSO

The PSO was first introduced as an optimizer in 1995 [38]. The PSO is derived from a sim-

plified version of the flock simulation. It also has features that are based upon human so-

cial behaviour (their cognitive ability). The PSO is initialized with a population of random

solutions and the size of the population is fixed at this stage and is denoted as s. Nor-

mally, a search space should first be defined, e.g. like a cube of the form [xmin, xmax]Dfor a

Ddimensional case. Each particle is distributed randomly in the search region according to

a uniform distribution which it shares in common with other algorithms of stochastic opti-

mization. The position of any given particle in the search space is a vector representing a

design variable for the optimization problem, which is also called a potential solution. In
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addition, each particle has a velocity. This constitutes a major difference to other stochastic

algorithms (e.g. GA). Here, the velocity is a vector that functions much like an operator that

guides the particle to move from its current position to another potential improved place.

All the particles’ velocities are updated in every iteration. In order to describe the PSO con-

veniently, some symbols some symbols need to be defined:

⋄ xi(t): The position of particle i on time step t, i.e. it represents a Cartesian coordinates

describing particle i’s position in solution space.

⋄ vi(t): The velocity of particle i on time step t, i.e. it represents particle i’s moving

direction and its norm ‖ vi(t) ‖ is corresponding step size.

⋄ pi(t): The best personal position of the particle i discovered so far, defined with de-

pendence on time step t (for minimal case) as:

pi(t + 1) =

{

pi(t) if f (xi(t)) > f (pi(t))

xi(t) if f (xi(t)) < f (pi(t))
(2.11)

⋄ Si: A collection of particle i and its neighbor with size si , defined as:

Si ⊆ S | xi ∈ Si, 2 ≤ si ≤ s (2.12)

⋄ b̂i(t): The best position in collection si on time step t, defined as:

b̂i(t) = {x̂(t) | min f (x̂(t)), x̂(t) ∈ Si} (2.13)

⋄ bi: The so far discovered best position of particle i compared with its neighbors within

Si which is defined by a neighborhood topology (typical cases are shown in figure 2.3),

defined as:

bi(t + 1) =

{

bi(t) if f (b̂i(t + 1)) > f (bi(t))

b̂i(t + 1) if f (b̂i(t + 1)) < f (bi(t))
(2.14)

Now the initial PSO could be now denoted as:

vi(t + 1) = vi(t) + C1R1(pi(t) − xi(t)) + C2R2(bi(t) − xi(t)) (2.15)

xi(t + 1) = xi(t) + vi(t + 1) (2.16)

where R1 and R2 are two independent random numbers selected in each step according to

a uniform distribution in a given interval [0, 1] and C1 and C2 are two constants which are

equal to 2 in this initial version. The random number was multiplied by 2 to give it a mean

of 1, so that particles would "overshoot" the target about half the time. Formula (2.15) clearly

shows that the particle’s velocity can be updated in three situations: The first one is known

as the momentum part, meaning that the velocity cannot change abruptly from the velocity

of the last step; and that it could be scaled by a constant as in the modified versions of PSO.

The second one is called "memory" part and describes the idea that the individual learns

from its flying experience. The last one is known as the "cognitive" part which denotes the

concept that particles learn from their group flying experience because of collaboration. An

intuitive example is shown in figure 2.2. According to the description above, the whole

workflow of the standard particle swarm optimization is shown below:
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1. Initialize the swarm by assigning a random position in the design domain to each

particle.

2. Evaluate the fitness function over the swarm

3. For each particle, update its pi and bi

4. Update the velocities and positions of all particles

5. Repeat steps 2-4 until a stopping criterion is satisfied and output the result.

xi(t)
vi(t)

bc

bc

bc

bc

bc

bc

bc

bc

bc

bc
bc

bc

bc

bc

bc
S

Si

u

rs
bc

vi(t + 1)

xi(t + 1)

pi(t)

bib̂i(t)

Figure 2.2: An demonstration of PSO for LBEST model

Here is the corresponding Pseudo code:

Create and initialize a Swarm with s particles and their corresponding collection including

neighbors Si

Repeat:

for each particle i ∈ S

update vi(t + 1) using formula (2.15)

update xi(t + 1) using formula (2.16)

if f (xi(t + 1)) < pi(t)
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then pi(t + 1) = xi(t + 1)

else if f (xi(t + 1)) ≥ pi(t)

then pi(t + 1) = pi(t)

end if

Set b̂i(t + 1) = {x̂(t + 1) | min f (x̂(t + 1)), x̂(t + 1) ∈ Si}
if b̂i(t + 1) < bi(t)

then bi(t + 1) = b̂
i
(t + 1)

else if b̂
i
(t + 1) ≥ bi(t)

then bi(t + 1) = bi(t)

end if

Until stopping criterion is satisfied

Output result

2.3.4 Parameter selection

After the PSO was issued, several considerations has been taken into account to facilitate

the convergence and prevent an "explosion" of the swarm. These considerations focus

on limiting the maximum velocity, selecting acceleration constants and constriction factor.

These features constitute the fundamental improvements of this algorithm and they are also

adopted by the PSO’s variations. Details are discussed in the following:

Selection of maximum velocity: At each step of the iteration, all particles move to a new

place, the direction and distance is defined by their velocities. It is not desirable in practice

that many particles leave the search space in an explosive manner. Formula (2.15) shows

that the velocity of any given particle is a stochastic variable and that it is prone to create an

uncontrolled trajectory, allowing the particle to follow wider cycles in the design space, as

well as letting even more escape it. In order to limit the impact of this phenomena, particle’s

velocity should be clamped into a reasonable interval. Here the new constant vmax is defined:

If vi
j > vmax, then vi

j = vmax

If vi
j < −vmax, then vi

j = −vmax

Normally, the value of vmax is set empirically, according to the characteristics of the problem.

A large value increases the convergence speed, as well as the probability of convergence to a

local minimum. In contrast, a small value decreases the efficiency of the algorithm whilst in-

creasing its ability to search. Empirical rules require that for any given dimension, the value

of vmax could be set as half range of possible values for the search space. Research work from

Fan and Shi [44] shows that an appropriate dynamically changing vmax can improve the per-

formance of the PSO. Moreover, to ensure uniform velocity over all dimensions, Abido [1]
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proposed a formula to define vmax:

vmax = (xmax − xmin)/N (2.17)

where N is a integer selected by the user and xmax, xmin are maximum and minimum values

found so far, respectively.

Adding Inertia Weight: Shi and Eberhart [120] proposed a new parameter ω for the PSO,

named inertia weight, in order to better control the scope of the search, which multiplies

the velocity at the previous time step, i.e., vi(t). The use of the inertia weight ω improved

performance in a number of applications. This parameter can be interpreted as an "inertia

constant", formula (2.15) is now updated bellow:

vi(t + 1) = ωvi(t) + C1R1(pi(t) − xi(t)) + C2R2(bi(t) − xi(t)) (2.18)

This inertia weight can either be a constant or a dynamically changed value. If ω = 1,

formula (2.18) turns back to the original form (2.15). Essentially, this parameter controls

the exploration of the search space, so that a high value allows particles to move with large

velocities in order to find the global optimum neighborhood in a fast way and a low value

can narrow the particles’ search region. Research has been taken into account in order to

find a suitable set of ω. So far there are two common strategies to choose the value of ω:

1. Linear strategy: The value of ω is decreased from a higher initial value (typically 0.9)

to a lower value (typically 0.4) linearly as the iteration number increases. It has shown

good performance in some applications. As the value of ω is decreased, the search

model of particles is also transformed from an exploratory mode to an exploitive

mode. The main disadvantage of this strategy is that once the inertia weight is de-

creased , the swarm loses its ability to search new areas because it is impossible to

recover its exploration mode.

2. Random strategy: the value of ω comprises two parts, a constant (typically 0.5) and

a random value distributed in [0, 0.5]. The constant part ensures the particles’ basic

search ability within an exploitive mode, the random part ensures that the particle

can shift its search mode between exploratory mode and exploitative mode randomly.

Using this strategy, particles can search the design domain more flexibly and widely.

Selecting acceleration constants: Acceleration constants C1 and C2 in formula (2.15) control

the movement of each particle. Small values limit the movement of the particles and large

values may cause the particle to diverge. These values are normally selected empirically.

Ozcan and Mohan proposed some suggestions on how to choose C1 and C2 after several

experiments for the special case of a single particle in a one-dimensional problem space [99].

In such a case, the two acceleration constants are considered as a single acceleration constant

C = C1 + C2. Experiments show that if the value of this acceleration constant increases, the

frequency of the oscillations around the optimal point increases too. For smaller values of

C, the particle’s trajectory follows a wide path. The trajectory goes to infinity for values of C

that are greater than 4.0.In general, the maximum value of C should be 4.0. C1 = C2 = 2.0

has been proposed as a good starting point. Notably, C1 and C2 should not always be
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equal to each other since the "weights" for individual, as well as group experiences can vary

depending on the characteristics of the problem.

Parameter selection strategy: Perex and Behdinan put forward a guide on how to select

Inertia Weight and acceleration constants by producing a convergence and stability analysis

of the standard PSO [101]. Let us recall formula(2.18) and(2.16). The following formula(2.19)

is obtained by inducing formula(2.15) into formula(2.16) and rearranging the position term

xi(t)

xi(t + 1) = xi(t)(1 − C1R1 − C2R2) + ωvi(t) + C1R1pi(t) + C2R2bi(t) (2.19)

Similarly, by rearranging the position term xi(t) of formula(2.15), formula(2.20) was ob-

tained:

vi(t + 1) = −xi(t)(C1R1 − C2R2) + ωvi(t) + C1R1pi(t) + C2R2bi(t) (2.20)

And finally, formula(2.19) and formula(2.20) are rearranged in matrix form:

[

xi(t + 1)

vi(t + 1)

]

=

[

1 − C1R1 − C2R2 ω

−C1R1 − C2R2 ω

] [

xi(t)

vi(t)

]

+

[

C1R1 C2R2

C1R1 C2R2

][

pi(t)

bi(t)

]

(2.21)

which could be considered as discrete-dynamic system for the PSO algorithm where

[xi(t), vi(t)]T could be considered as the state subject to an external input [pi(t), bi(t)]T . The

first matrix could be denoted as the dynamic matrix and the second one denoted as the in-

put matrix based on the above assumption. Here, a simplification is made in order to do

research on the particle’s convergence behaviour, it is assumed that:

1. [pi(t), bi(t)]T is constant;

2. there is no external excitation;

3. other particles do not find better positions.

If the number of the iterations tends to be infinite, convergence [xi(t + 1), vi(t + 1)]T =

[xi(t), vi(t)]T might be satisfied and formula (2.21) will be reduced as:

[

0

0

]

=

[

−C1R1 − C2R2 ω

−C1R1 − C2R2 ω − 1

][

xi(t)

vi(t)

]

+

[

C1R1 C2R2

C1R1 C2R2

][

pi(t)

bi(t)

]

(2.22)

Which is satisfied only when vi(t + 1) = 0 and both xi(t + 1) and pi(t + 1) are located on

bi(t + 1). With regard to defining an equilibrium point, it is important to note that this

position is not necessarily a local or global optimum. Such point will move towards the

optimum if the external excitation could stimulate the dynamic system and better results

can be found during the optimization process. The dynamic matrix characteristic of formula

(2.21) could be arrived at in the following way:

λ2 − (ω − C1R1 − C2R2 + 1) λ + ω = 0 (2.23)
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where the eigenvalues are given as:

λ1,2 =
1 + ω − C1R1 − C2R2 ±

√

(1 + ω − C1R1 − C2R2)2 − 4ω

2
(2.24)

The necessary and sufficient condition for a stable discrete-dynamic system is that all eigen-

values λ are derived from the dynamic matrix and that they stay inside a unit circle around

the origin on the complex plane, in other words,| λi=1,·,n |< 1. Based on this necessary and

sufficient condition the following relationships can be arrived at by analysing formula (2.24)

C1R1 + C2R2 > 0
C1R1+C2R2

2 − ω < 1

ω < 1

(2.25)

A practical condition could be derived from:

0 < C1 + C2 < 4
C1+C2

2 − 1 < ω < 1
(2.26)

It must be noted that formula (2.26) is only a necessary condition for formula (2.25). By ap-

plying formula (2.26), a set of ω, C1 and C2 is quickly achieved, which also satisfies formula

(2.25), so that the PSO algorithm has guaranteed convergence to an equilibrium point. This

serves as a guideline for selecting parameters for the PSO algorithm.

Constriction Factor: When the particle swarm algorithm is run without restraining

the velocity in some way, the system simply explodes after a few iterations. Clerc and

Kennedy [29] induced a constriction coefficient χ in order to control the convergence prop-

erties of a particle swarm system. A very simple model using a constriction factor is shown

bellow:

vi(t + 1) = χ
[

vi(t) + C1R1(pi(t) − xi(t)) + C2R2(bi(t) − xi(t))
]

(2.27)

where

χ =
2

| 2 − C −
√

C2 − 4C |
, C1 + C2 = C > 4.0 (2.28)

The constriction factor results in convergence over time; the amplitude of the trajectory’s

oscillations decreases over time. Note that as C increases above 4.0, χ gets smaller. For

instance, if C = 5 then χ ≈ 0.38 from formula (2.28), which causes a very pronounced

damping effect. A normal choice is that C is set to 4.1 and the constant χ is thus 0.729, which

works fine.

The advantage of using constriction factor χ is that there is no need to use vmax nor to

guess the values for any parameters which govern the convergence and prevent explosion.

The disadvantage is that the particles may follow wider cycles and may not converge when

pi is far from bi(i.e. these are two different regions), especially in multi-modal optimization

problems.
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2.3.5 Gbest and Lbest model

Historically, particles have been studied in two types of neighbourhood - the Gbest and the

Lbest. In this thesis, particle i’s neighborhood is referred to as a relationship between parti-

cle i and its neighbors and the corresponding sub-domain Si which is constituted by them.

For instance, inside Si, particle i can communicate with its neighbors whereas its neighbors

cannot communicate with each other. The Gbest model connects all members of the pop-

ulation to one another, so that each individual is attracted to the best solution b found by

a member of the swarm, i.e. all of the particles are pushed towards this position, if b can

not be updated regularly, the swarm may converge prematurely. This structure amounts to

the equivalent of a fully connected social network as shown in figure 2.3(d). It allows each

individual to compare the performance of other members of the population. This means

that all particles are interconnected in terms of information so that the best position can

be communicated inside the entire swarm immediately after being found by a particle. In

the Lbest model each individual is influenced by the best performances of its si neighbours.

This is defined in the topology technique. There are three common topologies for the Lbest

model: Von Neumann topology (seen figure 2.3(a)) in which particles are connected using

a grid network (2-dimensional lattice) where each particle is connected to its four neigh-

bor particles (above, below, right and left particles); Ring topology (seen figure 2.3(b)) in

which each particle is connected with two neighbors; Wheel topology (seen figure 2.3(c))

in which the particles are isolated from one another and all the information is communi-

cated to a focal individual. Note that once the neighborhood topology is created, it will

not be changed during optimization procedure. The Lbest model tried to prevent premature

convergence by maintaining diversity of potential problem solutions. Whilst it can search

the design space sufficiently, its convergence speed is relatively slow compared to the Gbest

model. Note that the Gbest model can be regarded a special case of the Lbest model with

Si = S, i ∈ {1, · · · , s}. This is illustrated in figure 2.2, a sub-domain Si can be seen as a

subset including particle i and its si neighbors, inside which particle i has direct information

links only with its neighbors, its velocity updating formula is dependent on vi(t), pi(t) and

bi(t) as well as xi(t). If Si is expanding and involving more particles being i’s neighbours,

it will eventually contain all the individuals of the swarm, i.e. Si emerges to S and bi(t)

coincides with one point b(t). Thus the velocity update formula for Gbest model can be

expressed as:

vi(t + 1) = vi(t) + C1R1(pi(t) − xi(t)) + C2R2(b(t)− xi(t)) (2.29)

In summary, Global and Local refer to the scope of a particle i’s sub-domain Si.

2.4 Drawbacks of PSO

As a member of stochastic search algorithms, PSO has two major drawbacks [85]. The first

drawback of PSO is its premature character, i.e. it could converge to local minimum. Ac-

cording to Angeline [8], although PSO converges to an optimum much faster than other

evolutionary algorithms, it usually cannot improve the quality of the solutions as the num-

ber of iterations is increased. PSO usually suffers from premature convergence when high
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(a) Von Neumann topology (b) Ring topology

(c) Wheel topology (d) Gbest topology

Figure 2.3: Common topologies of PSO

multi-modal problems are being optimized. The main reason is that for the standard PSO

(especially Gbest PSO), particles converge to a single point which is on the line connecting

the global best and the personal best positions. Nevertheless this point is not guaranteed to

be a local optimum and may be called equilibrium point, which has been proven by Van den

Bergh [35]. Another reason for a premature problem can be seen that the high rate of infor-

mation flow between particles during optimization can result in causing a swarm to consist

of similar particles (a loss in diversity). This increases the possibility of being trapped in

local optima [109]. Several efforts have been made to advance a variation of PSO which

addresses this problem satisfactorily. Some of them have already been discussed, including

inertia weight, the constriction factor and so on. Further modifications are discussed in the

next section.

The second drawback is that the PSO has a problem-dependent performance. This de-

pendency is usually caused by the way parameters are set, i.e. assigning different param-
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eter settings to PSO will result in high performance variance. In general, based on the no

free lunch theorem, no single parameter setting exists which can be applied to all problems

and performs dominantly better than other parameter settings. For instance, increasing the

value of inertia weight, ω will increase the speed of the particles resulting in more explo-

ration ability (global search) and less exploitation (local search), i.e. PSO with a higher ω can

better find solutions of multi-modal problems and PSO with a lower ω can find optimum

faster for uni-modal problems. Thus obtaining the most proper value of ω is not an easy task

and it may differ from one problem to another. There are now two common ways to deal

with this problem. One way is to use self-adaptive parameters. Self-adaptation has been

successfully applied to PSO by Clerc [28], Shi and Eberhart [121], Hu and Eberhart [65],

Ratnaweera et al. [104] and Tsou and MacNish [130] and so on. Another solution is to use

PSO hybridized with another kind of optimization algorithm, so that the PSO can benefit

from the advantages of another approach. Hybridization has been successfully applied to

PSO by Angeline [9], Løvberg [86], Zhang and Xie [142]. All improvements to PSO that

have diminished the impact of the two aforementioned disadvantages will be discussed in

detail in the next section.

2.5 Current variants of the PSO

After the PSO was discovered, it attracted the attention of many researchers for its bene-

ficial features. Various researchers have analyzed it and experimented with it, including

mathematicians, engineers, physicists, biochemists, and psychologists and many variations

were created to further improve the performance of PSO. In the process, a certain body of

lore emerges as the algorithm is well understood, as the theorists argue the inbeing of adap-

tive systems, and as programmer’s trails and errors result in obvious improvements. This

section showcases some of the main focal points of current research. It also offers some

suggestions on how to possibly improve the PSO further.

2.5.1 Introduction to the variants of the PSO

Let us think about the PSO in a different way. After several iterations, the particle’s current

individual best position will converge to the global best position, so that the second and

third parts of formula (2.15) tend to be zero. A potential danger for this algorithm is the fact

that the process of the update only relates to the momentum part, or to say, particle moves

following its old trajectory, which is a potential risk for this algorithm. If the global best po-

sition is close to a local minimum, PSO will converge to that point. To be precise, this means

that it cannot be guaranteed that the result is locally minimal,it merely means that all the

particles converge to a global best position (i.e. equilibrium point) that has been discovered

up to this point in time by the whole swarm. So far there are numerous variants of PSO that

deal with this disadvantage. All of the variants can be divided into five categories:

1. Variants based on the modifications of the original PSO (seen in class I in table 2.1),

discussed in subsection 2.5.2.
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2. Variants inspired by some other algorithms (especially evolutionary algorithms) (seen

in class II in table 2.1), discussed in subsection 2.5.3.

3. Hybrid variants (i.e. these variants combine PSO and another kinds of optimization

algorithms.) (seen in class III in table 2.1), discussed in subsection 2.5.4.

4. Variants for solving integer programming (seen in class IV in table 2.1), discussed in

subsection 2.5.5.

5. Other variants (seen in class V in table 2.1), discussed in subsection 2.5.6.

It is important to realize that in the face of the huge amount of variants, their designation

into categories is very difficult and is dependent on the level of knowledge of the individual

researcher, his research field, his manner of thinking, as well as the number of acquired

papers - to name but a few. Although the chosen classification in this section is the product

of thorough reflection on the author’s part, it is by no means the only possible point of view.

It is hoped that it can at least be the basis for a transparent investigation of the variants of

the PSO.

Context Full name Brief Introduction Reference

I GCPSO
Guaranteed

Convergence PSO

Induce a new particle searching around the global best

position found so far.
[131]

MPSO Multi-start PSO Use GCPSO recursively until some stopping criteria is met. [35]

PSOPC
PSO with Passive

Congregation

Add a passive congregation part to the particle’s velocity

update formula.
[60]

Selecting Selecting strategy Utilize new seleting on strategies to get pbest and gbest. [100]

FIPSO Full informed PSO
Use all particle i’s neighbors’ best personal position to

update i’s velocity.
[89]

SPSO Species-based PSO
Use several adaptively updated species-based sub-swams to

search design space.
[80]

APSO Adaptive PSO
Impove swarm’s local and global searching ability by

inserting self-organization theory.
[137]

CPSO Clan PSO
Use sub-swarms to search design space, sub-swams

communicate with each other every some iterations.
[25]

SPSO
Guaranteed Global

Convergence PSO

Particle i’s position will be regenerated randomly if it is too

close to the gbest.
[31]

PSO-DT
PSO with

Disturbance Term
Induce a disturbance term to the velocity update formula. [59]

CPSO Cooperative PSO
Use multi-swarms to search different dimensions of the

design space by employing cooperative behaviour.
[132]

Selection Selection
Particles are sorted based on their performance, the worst

half is then replaced by the best half.
[9]

II DPSO Dissipative PSO
Add mutation to the PSO in order to prevent premature

convergence.
[138]

Continued on next page
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continued from previous page

Context Full name Brief Introduction Reference

NPSO Niche PSO
Induce niche theory to the ability to handle more complex

optimization problems.
[24]

III HPSO
Hybrid of GA and

PSO

Utilize the mechanism of PSO and the selection mechanism

of GA.
[41]

EPSO
Hybrid of EP and

PSO

Incorporate a selection procedure to the PSO, as well as

self-adapting properties for its parameters.
[92]

PSACO
Hybrid of PSO and

ACO

Use ACO to improve the particles’ positions after they move

to new positions.
[71]

PDPSO
Preserving

Diversity in PSO

Add memory capacity to each particle in a PSO algorithm to

maintain diversity of the whole swarm.
[61]

IV BPSO Binary PSO
Discrete design variables are expressed in binary form in this

variant.
[73]

RPSO Rounding-off PSO
Each is rounded off to its nearest integer in order to compute

its fitness.
[76]

V ALPSO
Augmented

lagrangian PSO

Use PSO to update factors used by augmented lagrangian

algorithm by solving sub-problems.
[119]

Table 2.1: A brief overview of PSO variants discussed in section 2.5

2.5.2 Variants based on the modifications of the original PSO

In this subsection such kind of variants is discussed here: the ideas behind these modifica-

tions are first implemented to the PSO. The PSO uses few parameters to investigate complex

environments, so the performance of the PSO is sensitive to the selection of these parame-

ters, some numerical experiments have partly validated that. So far there doesn’t exist a

comprehensive convergence proof for PSO. For this reason, it is very difficult to set param-

eters theoretically, although some researchers have issued guidelines concerning this task.

These have already been discussed in the last section. Some other researchers invent creative

concepts and apply them to boost the performance of the PSO. Nice results from benchmark

tests have confirmed these modifications.

2.5.2.1 GCPSO: Guaranteed Convergence PSO

The basic idea of GCPSO [35] is to introduce an additional particle, which searches the region

around the current global best position, i.e. its local best position is equal to the current
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global best position. In that manner, the current global best particle is treated also as a

member of the swarm(e.g. particle τ), the update formula for this particle is seen below:

vτ(t + 1) = −xτ(t) + b(t) + ωvτ(t) + ρ(t)(1 − 2r) (2.30)

It is noted that this variant is so far only applied to the Gbest mode.The other particles in the

swarm continue to use the normal velocity update formula, e.g. formula (2.15). Here the

term −xτ(t) + b(t) looks like the global cognitive part in formula (2.15). Because the global

best position and the individual best position are coincident. ρ(t)(1 − 2r) substitutes the

"social" part of the formula (2.15) to increase its search ability, which causes the additional

particle to perform a random search in an area surrounding the global best position. Here r is

a vector randomly generated in the domain [0, 1]n and ρ(t) is the diameter of the search area

and dynamically adapted based on the behaviour of the swarm, i.e. if the swarm always

finds a better position than the current global best position in consecutive iterations, the

search diameter will become larger; if the swarm always fails to find a better position than

the current global best position in consecutive iterations, the search diameter will become

smaller. The update formula of the diameter is as follows:

ρ(t + 1) =











2ρ(t) if #successes > sc

0.5ρ(t) if #failures > fc

ρ(t) otherwise

(2.31)

Where terms #successes and #failures are defined as the number of the consecutive successes

or failures, respectively, and the definition of failure is . The threshold parameters sc and fc

are defined empirically. Since in a high dimensional search space, it is difficult to obtain

a better value in only a few iterations, thus recommended values are thus sc = 15 and

fc = 5. On some benchmark tests, the GCPSO has shown a nice performance of locating the

minimal of a uni-modal function with only a small amount of particles. This implies that it

does not need many particles to facilitate a local search. Compared with the original PSO, it

also has a faster convergence on uni-modal functions. This approach is a good supplement

to the original PSO, however it has a small flaw, i.e. sometimes if the current global best

position is located on a local minimum which is not near the global minimum, the additional

particle could possibly fail to find any better position around this local minimum and the

algorithm would converge to the local minimum eventually. Van Den Bergh later proved

that it is a locally convergent particle swarm optimizer [131]. However, since this approach

has a very strong local search ability and an easy form, Van den Bergh has offered some

extensions to the GCPSO. Some variants will be discussed in the next section, while the

main concepts of these variants are inspired by other algorithms and the GCPSO is only

used to solve sub-problems.

2.5.2.2 MPSO: Multi-start PSO

Van den Bergh [35] proposed MPSO which is an extension to GCPSO in order to turn it into

a global search algorithm. MPSO works as follows:

1. Initialize all the particles in the design space randomly.
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2. Apply the GCPSO until it converges to a local optimum. Save the position of this local

optimum.

3. Repeat Steps 1 and 2 until some stopping criteria are satisfied.

In Step 2, the GCPSO can be replaced by the original PSO. Several versions of MPSO were

proposed by Van den Bergh [35] based on the criterion used to determine the convergence of

GCPSO. One approach is to measure the rate of change in the objective function as follows:

fratio =
f (b(t + 1)) − f (b(t))

f (b(t))
(2.32)

If fratio is less than a user-specified threshold (this value is depend on the range of the ob-

jective function values, as well as the computer precision) then a counter is incremented.

The GCPSO is assumed to converge to a minimum if the counter reaches a certain limit.

According to Van den Bergh [35], MPSO generally performed better than GCPSO in most

of the tested cases. Theoretically, if the swarm could be re-generated an infinite amount of

times, the GCPSO could eventually find the global optimal. However, the performance of

MPSO obviously degrades when the number of design variables in the objective function

increases.

2.5.2.3 PSOPC: PSO with Passive Congregation

This approach [60] creates an additional part at the end of the velocity update formula (2.15)

known as passive congregation part. The basic idea is that individuals need to monitor both

their environment and their surroundings. Thus, each group member receives a multitude

of information from other members which may decrease the possibility of a failed attempt

at detection or a meaningless search. This kind of information exchange can be realized by

a model called passive congregation. The PSOPC is defined as:

vi(t + 1) = ωvi(t) + C1R1(pi(t) − xi(t)) + C2R2(bi(t) − xit) + C3R3(xr(t) − xi(t))

(2.33)

where r is a random integer selected from [1, s]. It must be noted that each particle obtains

passively additional information from another particle that is selected at random. This could

increase the diversity of the swarm and lead to a better result. This approach was tested

with a benchmark test and compared with standard Gbest mode PSO, Lbest mode PSO and

PSO with a constriction factor, respectively [60]. Experimental results indicate that the PSO

with passive congregation improves the search performance on the benchmark functions

significantly.

2.5.2.4 Selecting strategy

Padhye [100] has collected strategies on how to select gbest and pbest. These strategies were

originally designed for PSO to solve multi-objective problems with a good convergence, as

well as a diversity and spread along the Pareto-optimal front. However they can also be
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extended to other kinds of optimization problems. Typical strategies to select the gbest make

use of random selection, choosing a particle that dominates many particles or the sigma

method. But, how to select the personal best has not been studied thoroughly so far. In

past studies a particle i is allowed to remember its best position pi only. The author brings

forward some new ideas about how to select gbest and pbest, together with the existing issues

which are described bellow:

1. Random: This is a simple strategy that each particle selects randomly a non-

dominated member (or position) from the global and personal archive as its gbest and

pbest respectively.

2. Wtd.: In this approach, in order to keep swarm diversity, a higher weight is allotted

to those criteria in which the particle is already good and a weighted sum is calcu-

lated. Corresponding members in global and personal archives which have the highest

weighted sums are chosen [23]. This strategy hopes to promote to improve a particle’s

position where its objective function value is already good.

3. Newest: In this approach the personal best is updated only when a new non-

dominated position is reached. So the particle will not be drawn back to previously

searched regions. Hence, a better diversity of solutions is expected.This method is

only applied in selecting the personal best.

4. Indicator-based: This is a newly proposed approach in which such a gbest or pbest is

chosen which contributes most to the hyper volume with respect to a reference point.

Usually, the individual itself is chosen as the reference point. This strategy hopes to

promote to increase the diversity in middle parts of the Pareto front, but shows a poor

performance at the extreme ends.

5. Dominance based probability: Among the archive members which dominate the in-

dividual, the selecting guides are based on a probability distribution. Archive mem-

bers which dominate a greater number of individuals are assigned a higher probability

of getting selected. In the past, such a strategy [7] has been successfully applied to the

selection of global guides and its extension for selecting pbest is also made.

6. Sigma-Sanaz: The Sigma method was originally proposed [95] for selecting gbest.

The idea behind this strategy is to allow the individuals to be attracted to the non-

dominated members which are closest to them.

Based on these strategies, new universal modifications may be achieved in the future.

2.5.2.5 FIPSO: Full informed PSO

It is an alternative that is conceptually more concise and promises to perform more effec-

tively than the traditional particle swarm algorithm. In this new version, the particle uses

information from all its neighbors, rather than just the best one. This approach uses a dense

velocity update formula that can be described as:

vi(t + 1) = χ(vi(t) + ϕ(p̂i(t) − xi(t))) (2.34)
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where χ is the constriction factor which has already been discussed before, ϕ = C1R1 +

C2R2 and p̂i(t) is calculated as p̂i(t) =
C1R1bi(t) + C2R2pi(t)

C1R1 + C2R2
. Then this approach is de-

scribed as:

ϕk = U
[

0,
ϕmax

| si |
]

, k ∈ Si (2.35)

p̂i =

∑

k∈Si
wk ϕkpk

∑

k∈Si
wk ϕk

(2.36)

where si is the number of particle i’s neighbors based on the information topology and pk

denotes the best position discovered by particle k so far. w is a weight factor describing the

contribution of particle k hypothesized to be relevant. In this paper [89], several strategies

were advanced by the authors, which are listed below:

1. FIPS: the fully informed particle swarm with a constant W for all particles, i.e., where

all contributions have the same value;

2. wFIPS:a fully informed swarm, where the contribution of each neighbor is weighted

by the worth of its previous best;

3. wdFIPS: also fully informed, with the contribution of each neighbor weighted by its

distance in the search space from the target particle;

4. Self: a fully informed model, where the particles own previous best received half the

weight;

5. wself: a fully informed model, where the particles own previous best received half

the weight and the contribution of each neighbor was weighted by the worth of its

previous best.

These strategies were tested with five types of topologies in order to achieve a detailed

conclusion. Finally the authors [89] gave some advanced suggestions: the wFIPS with u-

topology passed all the tests and gave rise to the best results best results whilst being rela-

tively slow. If speed is a requirement, its relative slowness may create problems, then the

unweighed FIPS with us-square was suggested, which held a good balance between suc-

cessful rate and speed in all the tests.

Several variants are based on this approach,such as: PSOOP(Particle Swarm Opti-

mization with Opposite Particles) [134], TSPSO(two-stage particle swarm optimizer) [144],

RDNPSO(Random Dynamic Neighborhood PSO) [93], RDNEMPSO(Randomized directed

neighborhoods with edge migration in particle swarm optimization) [94], PS2O(Particle

Swarms Swarm Optimizer) [26]

2.5.2.6 SPSO: Species-based PSO

This approach [80] divides the swarm population into species-specific sub-populations

based on their similarity which is measured in Euclidean distance from the center of a specie
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to its boundary. So, any particle falling into this circle can be classified as a member of these

species, the center of these species is the position of a dominated particle. At each step, the

species seeds are selected as neighborhood bests for the species groups. After successive

iterations, these subpopulations could find multiple local optima from which the global op-

timum could be identified. This approach was tested on a series of widely used multi-modal

test functions and found all the global optima for the all test functions with good accuracy.

An extension of SPSO was proposed in [81]and it took on board some useful concepts,

such as quantum swarms and so on. The results from the moving peaks benchmark test

functions show that the extension could greatly increase adaptability to find the optima in

dynamic environments.

2.5.2.7 APSO: Adaptive PSO

This approach [137] is based on the self-organization theory. As the evolution of swarm

unfolds, the particles may loss the local and global search abilities when their individual

best positions are very close to the best positions achieved from their neighbours which are

called inactive particles. This problem has already mentioned in GCPSO. To overcome this

issue, the following improvements have been made by the author:

1. Define in advance a constant ε as a measurement to detect inactive particles.

2. The positions and velocities of the particles will be randomly regenerated.

There are also some other adaptive variants of PSO, such as: QPSO(quantum-behaved parti-

cle swarm optimization) [125], APSO(Adaptive particle swarm optimization using velocity

information of swarm) [139].

2.5.2.8 CPSO: Clan PSO

This approach [25] includes the following steps:

1. Create clan topologies: Clans are groups of individuals, or tribes, united by a kinship

based on a lineage or a mere symbolic. For each iteration, each clan performs a search

and marks the particle that had reached the best position of the entire clan.

2. Leader delegation: The process of marking the best within the clan is exactly the same

as stipulating a clans symbol as guide. It is the same as delegating the power to lead

the others in the group.

3. Leaders’ conference: Leaders of all the clans exchange their informations using Gbest

or Lbest models.

4. Clans feedback information: After the leaders conference, each leader will return to

its own clan. The new information acquired in the conference will be spread widely

within the clan.
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Results have shown that the proposed topology achieves better degrees of convergence. This

approach could also be combined with other PSO approaches to generate different ways to

search and optimize.

2.5.2.9 SPSO: A Guaranteed Global Convergence PSO

SPSO is proposed by Cui and Zeng [31]. In this approach, if the global best position is

replaced by a particle’s position in some interaction, this particles’ position will be regen-

erated and if a particles’ new position coincides with the global best position, its position

will also be regenerated randomly. The authors has proved that this is a guaranteed global

convergence optimizer and through some numerical tests this optimizer showed its good

performance.

2.5.2.10 PSO-DT: PSO with Disturbance Term

This approach [59] introduces a disturbance term to the velocity update formula(). The new

updating formula can be defined as:

vi(t + 1) = vi(t) + C1R1(pi(t) − xi(t)) + C2R2(bi(t) − xi(t)) + α(R3 − 0.5) (2.37)

Where α is a small constant, R3 is from a random distribution in the (0, 1) range, the others

parameters is the same as standard PSO. In the early calculation, because α is very small

compared to the other three terms, and the mean value of (R3 − 0.5) is equal to zero, the dis-

turbance term can even be ignored since it exerts little impact on the updating and searching

capability of the whole optimization. In the middle and later phases the velocity continually

decreases and the disturbance term ensures that the searching velocity of the particles will

not drop down to zero. That way, the optimization will not stagnate and the update can con-

tinue. This is a way of overcoming the drawbacks associated with falling into local optima

when dealing with the standard PSO. In this way, the achievement of more exact solutions

is made possible.

2.5.2.11 CPSO: Cooperative PSO

Van Den Bergh and Engelbrecht [132] proposed a modified Particle Swarm Optimizer

named CPSO. The CPSO could significantly improve the performance of the original PSO

by utilizing multiple swarms for optimizing different components of the solution vector by

employing cooperative behaviour. Firstly the search space is partitioned by dividing the so-

lution vectors into smaller vectors, based on the partition several swarms will be randomly

generated in different parts of the search space and used to optimize different parts of the

solution vector. Two cooperative PSO models are proposed. One of them, known as CPSO-

Sk is a direct extension of Potters cooperative coevolutionary genetic algorithm (CCGA)

to the standard PSO. A swarm with an n-dimensional vector is divided into n swarms of

one-dimensional vectors and each swarm attempts to optimize a single component of the

solution vector. The other variant is known as CPSO-Hk and is a two-stage optimizer. Each
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iteration is made up of two processes: First, CPSO-Sk is implemented to obtain a sequence

of potential solution points. Next, half of those are randomly selected for an update with

the original PSO. In case the new position dominates the previous one, the information of

the sequence will be updated.

2.5.2.12 Selection

In this approach [9], each particle is ranked based on a comparison of its performance com-

pared with that of a group of randomly selected particles. A particle is awarded one point

whenever it shows better fitness in a tournament than another. Members of the population

are then organized in descending order according to their accumulated points. The bottom

half of the population is then replaced by the top half. This step reduces the diversity of

the population. The results show that the hybrid approach performed better than the PSO

(with and without ω) in uni-modal functions. However, the hybrid approach performed

worse than the PSO for functions with many local optima. Therefore, it can be concluded

that although the use of a selection method improves the exploitation capability of the PSO,

it reduces its exploration capability.

2.5.3 Variants inspired by evolutionary algorithms

This subsection deals with variants whose logic is derived from other algorithms and that is

now successfully applied to the PSO.

2.5.3.1 DPSO: Dissipative PSO

DPSO was first proposed by Xie et al. [138] to add random mutation to PSO in order to

prevent premature convergence. This could be thought of as an inspiration for GA. DPSO

introduces negative entropy through the addition of randomness to the particles (after exe-

cuting equation (2.15) and (2.16)) as follows:

If (r1i(t) < cv), then vi(t + 1) = r2(t)vmax

If (r3i(t) < cl), then xi(t + 1) = R(t)

where r1i(t) ∼ U(0, 1), r2(t) ∼ U(0, 1) and r3i(t) ∼ U(0, 1); cv and cl are chaotic factors

in the range [0,1] and R(t) ∼ U(xmin, xmax) where xmin and xmax are the lower and upper

bound of the search space. Note that if cv and cl are nearly equal to one, this approach

is like a purely random search algorithm, whereas if they are closer to zero, this approach

is like standard PSO. The application of chaos from the environment forces the system to

move in a state far from equilibrium. Then, the self-organization that is a characteristic of a

dissipative structure comes into being. This consists of non-linear interactions in the swarm,

leading to "sustainable development" because of the fluctuations. The results showed that

DPSO performed better than standard PSO when applied to the benchmark problems. The

concept of mutation is also adopted by other variants, such as: PSOG(PSO with gaussian

mutation) [63], PSOM(PSO with mutation) [123].
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2.5.3.2 NPSO: Niche PSO

In ecology, a niche is a term that describes the relational position of a species or population

within its ecosystem. In succinct terms, a niche shows how an organism makes its living.

Applied to optimization algorithms, a niche can be viewed as a small population which

constitutes the whole population together with other niches. This concept has already been

used in some modifications of Genetic algorithms in order to shape the search ability in case

of multi-model problems.

PSO and its variants have been shown to effectively solve uni-modal optimization prob-

lems. These PSO algorithms are not, however, well suited for solving multiple problems

because of the way in which they socially exchange information regarding a good global

solution. So this concept was first induced to PSO in [24] in order to heighten its ability

to handle more complex optimization problems that can search for multiple solutions in

parallel. The workflow of this approach is shown below:

1. Initialize main particle swarm.

2. Train main swarm particles using one iteration of the individual memory only model.

3. Update fitness of each main swarm particle.

4. For each sub-swarm: use GCPSO to update each particle’s position and then update

swarm radius

5. If possible, merge sub-swarms

6. Allow sub-swarms to absorb any particles from the main swarm that moved into it.

7. Search main swarm for any particle that meets the partitioning criteria If any is found

create a new sub-swarm with this particle and its closest neighbor.

8. Repeat from 2 until stopping criteria are met.

The above description shows that the most important focus for variants of this nature is cre-

ating sub-swarms and to absorb corresponding particles from the main swarm. The author

applied the following criteria: If a particle’s fitness shows very little change over a small

number of iterations of the learning algorithm, a sub-swarm is then created with the parti-

cle and its closest topological neighbor measured by the Euclidean distance. Experimental

results showed that this algorithm successfully located all maxima for all the simulation

runs.

The niche concept is also applied in many variants of PSO, such as ASNPSO (adaptive

sequential niche particle swarm optimization) [141], PVPSO (parallel vector-based particle

swarm optimizer) [116]. There are also some enhancements for niche based PSO such as

Enhancing the NichePSO [42], Adaptively choosing niching parameters in a PSO [19].
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2.5.4 Hybrid variants

A natural evolution of the particle swarm algorithm can be achieved by incorporating other

evolutionary computation techniques. Many authors have considered incorporating selec-

tion, mutation and crossover, as well as the differential evolution (DE) into the PSO algo-

rithm. The main goal is to increase the diversity of the population by either preventing

each particle to move close to other particles or using the other evolutionary algorithm as a

sub-step to improve the particle’s position. The most common ones are discussed bellow.

2.5.4.1 HPSO: Hybrid of Genetic Algorithm and PSO (GA-PSO):

HPSO utilizes the mechanism of PSO and a natural selection mechanism which is usually

utilized by EC such as the employment of genetic algorithms (GA). Since the search proce-

dure by PSO deeply depends on pbest and gbest, the searching area is limited by pbest and

gbest. On the other hand, by introducing a natural selection mechanism, the limiting effects

of pbest and gbest can be eroded so that a greater search area can be achieved. Agent posi-

tions with low evaluation values are replaced by those with high evaluation values using the

selection. On the contrary, pbest information of each agent is maintained. Therefore, inten-

sive search in a current effective area and dependence on the past high evaluation position

are realized.

The GA-PSO algorithm basically employs a major aspect of the classical GA approach,

which is the capability of "breeding." El-Dib et al. [41] considered the application of a repro-

duction system that modifies both the position and velocity vectors of randomly selected

particles in order to further improve the potential of PSO to reach an optimum.

child1(x) = p · parent1(x) + (1 − p) · parent2(x) (2.38)

child1(v) = (parent1(v) + parent2(v))
‖ parent1(v) ‖

‖ parent1(v) + parent2(v) ‖ (2.39)

child2(x) = p · parent2(x) + (1 − p) · parent1(x) (2.40)

child2(v) = (parent1(v) + parent2(v))
‖ parent2(v) ‖

‖ parent1(v) + parent2(v) ‖ (2.41)

where parent1(x) and parent2(x) represent the position vector of two randomly selected

particles, parent1(v) and parent2(v) are their corresponding velocities, child1(x) and

child2(x) are the offspring of the breeding process.

2.5.4.2 EPSO: Hybrid of Evolutionary Programming and PSO

Evolutionary PSO incorporates a selection procedure into the original PSO algorithm, as

well as self-adapting properties for its parameters. Miranda and Fonseca proposed adding

the tournament selection method used in evolutionary programming (EP) for this pur-

pose [92]. In this approach, the update formulae remain the same as in the original PSO

algorithm; however, the particles are selected as follows.
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The fitness value of each particle is compared with other particles and scores a point for

each particle with a worse fitness value. Based on this, the members of a population are

ranked. The current positions and velocities of the best half of the swarm replace the posi-

tions and velocities of the worse half. The individual best of each particle of the swarm (best

and worst half) remain unmodified. Therefore, at each iteration step half of the individuals

are moved to positions of the search space that are closer to the optimal solution than their

previous positions while keeping their personal best points.

The difference between this method and the original particle swarm is that the exploita-

tive search mechanism is used in a more pronounced way. This should help the optimum to

be found more consistently than the original particle swarm. The general EPSO scheme can

be summarized as follows:

⋄ Replication: Each particle is replicated.

⋄ Mutation: Each particle has its weight mutated.

⋄ Reproduction: Each mutated particle generates an offspring according to the particle

movement rule.

⋄ Evaluation: Each offspring has a fitness value.

⋄ Selection: Stochastic tournament is carried out in order to select the best particle which

survives until the next generation.

2.5.4.3 PSACO: Hybrids of PSO and ACO

This approach has two stages [71]. First, a swarm is randomly generated in the design

domain. After that ant colony optimization is applied to improve the particles’ positions.

The improved particles proceed to the next update step described in formula (2.18) and

(2.16) until some stopping criterion is met.

2.5.4.4 PDPSO: Preserving Diversity in PSO

The approach [61] adds memory capacity to each particle in a PSO algorithm to maintain

spread and, therefore, diversity by providing individual specific alternate target points to

be used at times instead of the current local best position pi, which is conceptually derived

from the pheromone trails of the ACO algorithm. To optimize this effect each particle in the

swarm maintains its own memory. The maximum size of the memory and the probability

that one of the points will be used instead of the current local best point pi in formula (2.15)

are user specified parameters. The current particle i’s position xi will be added to its mem-

ory if the fitness of this point is better than that of the least fit point stored. It may also be

required to differ by at least a specified amount from any point already in the memory. The

new memory point replaces the least fit point if the memory is full. When a point from a

particle’s memory is to be used, the point may be chosen randomly or the probability of se-

lection may be fitness based (with better fitness producing a higher probability of selection).
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2.5.4.5 HSPSO: Hybrid of Simplex algorithm and PSO

In this variant [45], initially 3n + 1 particles will be randomly generated. After an evaluation

of the fitness of each particle, the particle will be ranked based on its fitness value. The first

n + 1 particles are updated using a simplex search algorithm, and the rest 2n particles are

updated using the standard PSO.

2.5.5 Variants for solving integer programming

2.5.5.1 BPSO: Binary PSO

Binary PSO was first proposed by Kennedy and Eberhart [73]. In this approach, the position

in design space of each particle is expressed in a binary string. Each component (i.e. Xi
j) of

a string has only two status, YES/TRUE=1, and, NO/FALSE=0. In that sense, the velocity

(i.e. vi
j)update formula (2.15) keeps its original form, however, the position update formula

(2.16) has to be changed as

if (rand() < S(vi
j) ) , then Xi

j = 1;

else, Xi
j = 0

(2.42)

where rand() is random number selected from a uniform distribution in [0.0, 1.0] and S() is

a sigmoid limiting transformation and given by

S(vi
j) =

1

1 + exp(−vi
j)

Note that S() can be seed as the mutation rate of Xi
j with given velocity vi

j and the ultimate

mutation rate is controlled by vmax, higher or lower value of vmax can cause the threshold

being too close to 0.0 or 1.0, normal choice is vmax = 4, therefore, mutation rate is limited into

a proper interval [0.018, 0.982]. Of course this approach can also be applied to continuous

optimization problems, since any continuous real value can also be represented as a bit

string.

2.5.5.2 RPSO: Rounding-off PSO

In a more general case, when integer solutions (not necessarily 0 or 1) are needed, the op-

timal solution can be determined by rounding off the real optimum values to the nearest

integer, i.e. the optimal solution can be determined by rounding off the real optimum val-

ues to the nearest integer. This is first proposed by Laskar et el. [76]. In this approach, PSO

searches the real number space to determine the new position of each particle xi
k(t) ∈ R.

Once xi(t) ∈ R is obtained, its value in the kth dimension is rounded to the nearest integer

value using the bracket function

Xi
k(t) = [xi

k(t)], Xi
k(t) ∈ Z, xi

k(t) ∈ R (2.43)
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The authors have tested three variants of PSO (PSO only with weight inertia, PSO only

with constriction factor and PSO with both weight inertia and constriction factor) and also

compared the results with the Branch-and-Bound method. The results presented in [76]

using integer PSO show that the performance of the method is not affected by truncating

the real values of the particles. Furthermore, integer PSO has a high success rate in solving

integer programming problems even when other methods, such as, branch-and-bound fails.

In this work, LPSO are applied to large scale discrete truss topology optimization using the

aforementioned rounding strategy to handle integer design variable.

2.5.6 Others

2.5.6.1 ALPSO: Augmented Lagrangian PSO

This approach was first proposed by Sedlaczek and Eberhard in [119]. In general, the Aug-

mented Lagrangian is a method of transforming constrained optimization problems into

unconstrained form. It can be expressed in the following way

L(x, λ) = f (x) +

ng+ne
∑

i=1

λiθi(x) +

ng+ne
∑

i=1

riθ
2
i (x) (2.44)

with

θi =







gi(x), i ∈ [1, · · · , ng]

max
[

hi−ng
(x)
]

, i ∈ [ng + 1, · · · , ng + ni]
(2.45)

In this approach, the factors λ and r can be updated by

λi(t + 1) = λi(t + 1) + 2riθi(x(t)), (2.46)

ri(t + 1) =















2ri(t) if | gi(x(t)) |>| gi(x(t − 1)) | ∧ | gi(x(t)) |> ǫg

1
2ri(t) if | gi(x(t)) |≤ ǫg

ri(t) else

(2.47)

with i ∈ {1, . . . , ng} (2.48)

and

ri+ng
(t + 1) =















2ri+ng
(t) if | hi(x(t)) |>| hi(x(t − 1)) | ∧ | hi(x(t)) |> ǫh

1
2ri+ng

(t) if | hi(x(t)) |≤ ǫh

ri+ng
(t) else

(2.49)

with i ∈ {1, . . . , ne} (2.50)

where ǫg and ǫh are the user-defined tolerances for acceptable constraint violations and x(t)

is the solution of problem (2.44) sovled by standard PSO within a limited number of itera-

tions. Note that these updating schemes are derived from the stationarity condition of (2.44).

This process continues until the stopping criterion is met.
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2.6 Application fields of PSO

Generally, the PSO algorithm has the following advantages compared with other optimiza-

tion algorithms:

1. It is a simple algorithm with only a few parameters to be adjusted during the opti-

mization process, so that it is easy to be implemented with any modern computer

language.

2. It is a powerful tool, because there are no application limits to it, almost all kinds of

optimization problem can be solved by PSO, normally in the original form.

3. It has a superior convergence speed compared with other evolutionary algorithms,

i.e. some optimization problems can be solved more rapidly by PSO than by other

evolutionary algorithms.

Due to its aforementioned attractive features, it has gained a lot of attention in recent years

and is applied in many fields. Poli [102] did a general search in the IEEE Xplore database

and found a list of about 1100 papers matching the keyword "Particle Swarm Optimization".

Roughly 300 of them are concerned with the improvement of the PSO and the rest deals with

the application of the PSO in 26 different categories. Because the IEEE Xplore database fo-

cuses on electrical engineering, the mentioned categories do not entail all application fields

of PSO. Some other application fields could be added to this list, e.g. structural optimization

in sizing, shape and topology, robust design, etc. It appears that PSO is used to solve tradi-

tional optimization problems (e.g. structural optimization design, antenna design, etc.), as

well as new optimization problems (e.g. image and video analysis applications, signal pro-

cessing, applications in electronics and electromagnetic, security and military applications,

etc.) From the above survey, it can be seen that the application field of PSO is now very

wide. It is likely to cover an even broader are of optimization as research efforts continue.
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Chapter 3

The modified Particle Swarm

Optimization

Although PSO constitutes a huge success, it is not a perfect algorithm. Eberhart has ever

pointed out that the original PSO could eventually converge to a local minima (i.e. pre-

mature problem) similar to other evolutionary algorithms. Many investigations have been

undertaken in order to deal with this possible disadvantage. The question is: "Are these

variants good and robust enough for most of the optimization problems, especially for real-

life problems?" Based on the No Free Lunch Theory. There will always be ways of amending

its performance in certain fields of optimization. It shall be noted that now more and more

concepts relied on in the field of PSO so as to compensate for its natural shortcomings, to

increase its robustness and to improve its performance. In this spirit, two new concepts are

introduced in this chapter that were developed during the course of this work .

Because of the complexity of the mathematical issues in stochastic algorithms, there is

no coherent theoretical convergence proof of PSOs to date. Those proofs normally use a

reduced form of PSO or get a convergence conclusion under the condition that the PSO

could find the global optimum if it could run without any limit on the number of iterations.

However, in most cases, we cannot afford to wait for such long time. As it does not seem

to be possible to prove that an algorithm is able to perform sufficiently well over a wide

range of feasible functions,the most common strategy to evaluate the performance of PSOs

is to use a benchmark test comprising several functions. Although these functions may

not necessarily supply an accurate description of the performance of an algorithm on real-

world problems, they can be used to investigate certain aspects of the algorithms under

consideration. Thus, these two modified PSOs are assessed using a standard benchmark

test containing all characteristics which are difficult to evolutionary algorithms.

3.1 MGCPSO

Let us think about the PSO in another way. After several iterations, the particle’s current

individual best position will converge to the global best position, so that the second and

third parts of formula (2.18) tend to be zero. The update process only depends on the mo-

mentum part, which may potentially constitute a risk for the PSO algorithm. If the global

best position is close to a local minimum, PSO will converge to that point. Even more, it can
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not be guaranteed that the result is a local minimum - it merely means that all the particles

converge to a global best position (i.e. equilibrium point) discovered so far by the whole

swarm, which is in line with the conclusion from section 2.4. Many variants have been dis-

cussed in section 2.5 that deal with this drawback in differing ways. They all tend to view

the maintaining of a diverse swarm as the solution though. Since none of these variants can

be recognized as a perfect algorithm, the performance of most of them can usually be im-

proved by changing the parameter set, introducing new parameters or hybridizing two or

more of them. In this section, a new variant called MGCPSO is introduced which is inspired

by Guaranteed Convergence PSO (GCPSO) that was proposed by Van Den Bergh [35].

As was discussed in subsection 2.5.2.1, the basic idea of GCPSO is to introduce an ad-

ditional particle τ which searches the region around the current global best position, i.e.

its local best position is equal to the current global best position. The diameter ρ(t) of the

search area is dynamically adapted based on the behaviour of the swarm, i.e. if the swarm

always finds a better position than the current global best position in consecutive iterations,

the search diameter ρ(t) will become larger; if the swarm always fails to find a better posi-

tion than the current global best position in consecutive iterations, the search diameter ρ(t)

will become smaller. This approach is a good supplement to the original PSO and it is im-

portant to note that for the GCPSO algorithm all particles except for the global best particle

still follow formula (2.18) and (2.16). Only the global best particle follows the new velocity

and position update equations. According to [35] and Peer et al. [2003], GCPSO generally

performs better (e.g. faster convergence) than standard PSO when applied to benchmark

problems. This improvement in performance is particularly noticeable when applied to

uni-modal functions, although the performance of both algorithms is generally comparable

for multi-modal functions [35]. Furthermore, due to its fast rate of convergence, GCPSO is

slightly more likely to be trapped in local optima [35]. However, it has guaranteed local con-

vergence whereas the original PSO does not. This could be explained as if the current global

best position is located on a local minimum which is not near the global minimum. The

additional particle could possibly fail to find any better position around this local minimum

and the algorithm would converge to the local minimum eventually.

The new approach MGCPSO is proposed to avoid this flaw and promote the perfor-

mance of the original PSO. This approach reverses the GCPSO, i.e. if the swarm always finds

a better position than the current global best position in consecutive iterations, the search di-

ameter ρ(t) will become smaller; if the swarm cannot find a better position than the current

global best position in consecutive iterations, the search diameter ρ(t) will become larger.

This improvement can be explained as: When the consecutive number of successful search is

increasing, it means that the swarm is probably searching closing to a minimum, concentrat-

ing the searching diameter will help the swarm to discover this position faster; If the swarm

fails to find better positions in following iterations, in this case, the swarm may already lock

a minimum and mark it as b, increasing the searching diameter of the additional particle

can help the swarm to jump out of the trap of the local minimum and to search in a wide

area. The validity of this approach is put to the test in a prominent analytical benchmark

test in order to prove its performance which is discussed in section 3.6.
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The update formula for particle τ is the same with formula (2.30), which is expressed as:

vτ(t + 1) = −xτ(t) + b(t) + ωvτ(t) + ρ(t)(1 − 2r) (3.1)

xτ(t + 1) = vτ(t + 1) + xτ(t) (3.2)

The new update formula for the diameter ρ(t) is

ρ(t + 1) =











0.5ρ(t) if #successes > sc

2ρ(t) if #failures > fc

ρ(t) otherwise

(3.3)

The threshold parameters are sc = 15, fc = 5. The reason to choose a large value of sc is that

in high-dimensional problems, it is normally difficult to obtain better values using random

search in only a few iterations, in particular around a local minimum, so that the algorithm

is quicker to punish a poor set of ρ than it is in rewarding a successful ρ value. When ρ

becomes sufficiently small, the additional particle will stop searching which is not what we

expect. On the other hand, when ρ is too large, the particle τ will tend to fly away from

the design area. Thus the best choice for this algorithm is to treat ρ in the same manner as

the particle’s velocity, i.e. a limit for ρ will be set empirically as ρ(t) ∈ (ρmin, ρmax, which

together with the velocity limit will constrain the updated velocity in a reasonable interval.

The following modification could be made to this approach: For multi-modal or non-convex

problems, the number of the additional particles τ can be increased in order to enlarge the

searching ability of the swarm.

Moreover, a mechanism inspired by Guaranteed Global Convergence PSO (SPSO) is in-

troduced to maintain the diversity of the swarm. If particle i’s position xi is to close to the

global best position so far discovered b, then it will be randomly regenerated. Thus, the

whole work flow of the MGCPSO can be seen below:

1. Initialize

(a) Set the optimal parameters: sc, fc, ρ(0) and random seed

(b) Generate a swarm with s particles randomly distributed in the design domain

(c) Generate the initial velocities randomly for each particle, 0 ≤ vi
j(0) ≤ vmax

(d) Evaluate fitness values for each initial particle f (xi(0)) and set pi(0) = xi(0))

(e) Find the global best position b(0) = {x(0) | min f (xi(0)), i ∈ S}

2. Optimization

(a) For each particle i ∈ S

If ‖ xi(t) − b(t) ‖≤ ǫ where ǫ is a user defined parameter, then

Randomly generate xi(t + 1)

Else

Update particle’s velocity vi(t + 1) using formula (2.18)

Update particle’s position xi(t + 1) using formula (2.16)

End if
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(b) Update ρ(t + 1) using formula (3.3).

(c) Update xτ(t + 1) using formula (3.1) and (3.2).

(d) For each particle i ∈ S

Evaluate fitness value using coordinates xi(t + 1) in design space

If f (xi(t + 1)) ≤ f (pi(t)), then

Set pi(t + 1) = xi(t + 1)

Else

Set pi(t + 1) = pi(t)

End if

If f (pi(t + 1)) ≤ f (b(t)), then

Set b(t + 1) = pi(t + 1)

End if

(e) If stopping criteria is satisfied, go to 3; other wise go to 2

3. Terminate, export result

3.2 LPSO

As we discussed in subsection 2.3.5, particle swarm algorithms have historically been stud-

ied in two general types of neighborhoods, called Gbest and Lbest, which are illustrated in

figure 2.3. The initial study on topologies of the PSO was conducted by Kennedy in or-

der to obtain information on their influence on the performance of PSO. Three topologies,

including ring topology, wheel topology and Gbest topology were studied.

In ring topology, the distant parts of particles are also independent of one another.

Neighbours, on the other hand, are closely connected. Thus, one segment of the popula-

tion might converge to a local minimum, while another segment converges to a different

optimum or keeps seeking the optimum. Information is spread from neighbour to neigh-

bour in this topology, until the true optimum is found.

In wheel topology, on the other hand, individuals are effectively isolated from one an-

other as all information has to be communicated through the focal individual. This focal

individual compares performances of all the particles and moves towards the very best of

them. If this moving direction could promote the performance of the focal individual, then

that performance is eventually communicated to the rest of the swarm. Thus, the focal indi-

vidual can be described as a buffer or filter that lowers the rate of transmission of important

information in the population. Whilst it is a way of maintaining the diversity of potential

solutions to the problem, it may also entirely destroy the ability of the swarm to collaborate.

It shall be noted that this study only used standard PSO. The main conclusions of this

study are that Gbest seems faster but that it is more vulnerable to local optima whereas

Lbest appears much slower but more robust in the face of an increased number of iterations.

Wheels performed badly except on one of the functions. However, results cannot be deemed

comprehensive.
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After that Kennedy and Mendes proposed a new PSO model using a Von Neumann

topology. Research shows that PSO using Von Neumann topology will slow down the con-

vergence rate as well as using the ring topology because the best solution found has to

propagate through several neighborhoods before affecting all particles in the swarm. This

slow propagation will enable the particles to explore more areas in the search space and thus

decreases the chance of premature convergence even with a small amount of particles.

Because the information links are changed in PSOs based on the lbest topologies, the

velocity updating formula has to be changed correspondingly. In the lbest model, the whole

swarm can be thought of as being divided into several sub-swarms and each individual

communicates only with its neighbors which is defined by topologies of the information

links. Thus the global best position b(t) in formula (2.18) so far discovered in Gbest model

has to be changed to local best position bi(t) so far discovered by sub-swarm Sj in lbest

model correspondingly. The velocity updating formula for lbest model is now expressed as:

vi(t + 1) = ωvi(t) + C1R1(pi(t) − xi(t)) + C2R2(bi(t) − xi(t)) (3.4)

It is important to realize that most research work done on the improvement of PSOs that

are based on lbest topologies has been restricted to to the designing of different topologies

of the population. However these variants cannot obtain good solutions when applied to

highly multi-modal problems, such as truss topological optimizations. In this section, a

modified PSO based on Lbest topology is proposed by adding a new rule to the position

updating procedure, which is inspired by the Guaranteed Global Convergence Particle

Swarm Optimizer (SPSO).

Note that in formula (3.4), if for particle i on time step t, xi(t) = pi(t) = bi(t), its new

updated velocity will be vi(t + 1) = ωvi(t), it means that particle i will move following its

previous track, especially during the later evolution iterations. Most of the particles cluster

around this global best position and their velocities are relatively small compared with their

initial ones so that eventually all the particles will converge to this point, even though it may

be not an optimum which would reduce the particle’s searching ability. This disadvantage

is the main reason for the problem of prematurity that attaches to PSO. For lbest PSO, each

particle has its own local best position bi. In order to set a convenient stopping criterion, a

variable b(t) from Gbest based PSO is included, called current global best position, which is

defined as:

f (b(t)) ≤ f (bi(t)), ∀i ∈ {1, s} (3.5)

Now, the stopping criterion can be expressed as: if b(t) are not being updated in n consecu-

tive iterations, the program will stop running, which is the same with the stopping criterion

of Gbest based PSO.

In this new approach, in order to improve the searching ability of Lbest based PSO, two

new mechanisms are added to a particle’s evolution procedure:

1. in case that the condition ‖xi(t) − bi(t)‖ < ǫ is satisfied in continuous n iterations,

where ǫ is a predetermined small value to determine if xi(t) is much close to bi(t)

and n is an integer to determine if a particle could find a better solution in a very
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(a) Ring Topology with K = 2 (b) Ring Topology with K = 3

Figure 3.1: two Ring Topologies

small region around bi(t), the particle i’s position for next iteration xi(t + 1) will be

randomly generated.

2. further more, if f (xi(t)) < f (bi(t − 1)), bi(t) is updated to xi(t) and the particle i’s

best individual position (pi(t)) is not replaced by xi(t).

For other particles which do not match these conditions are manipulated according to for-

mula (2.18). It is noted that these two mechanisms are used to maintain the diversity of the

swarm and improve the particle’s searching abilities. The purpose of the first one is to avoid

the particle’s accumulating phenomenon in later phases of the evolution procedure. The

second one can avoid pi and bi colliding each other, thus directions of the "memory" part

and the "cognitive" part in particle’s velocity update formula (3.4) keep different, which can

assure that the particles’ trajectories are always affected by three different directional vectors

if their positions are updated via formula (2.16).

The ring topology is used for the proposed variant due to its superior performance com-

pared with other Lbest topologies. In ring topology, each individual interacts with their k

nearest neighbors (k can be selected from {2, · · · , s − 1}, where s is the total amount of par-

ticles. If k = s, lbest topology is automatically transformed into Gbest topology). In this

work, Lbest topologies with k = 2 and k = 3 are studied for this variant. These topologies

are shown in figure 3.1. The whole work flow of the LPSO is seen below:

1. Initialize

(a) Set ǫ, stopping condition n, random seed and create ring topology

(b) Generate a swarm with s particles randomly distributed in the design domain

(c) Generate the initial velocities randomly for each particle, 0 ≤ vi
j(0) ≤ vmax

(d) Evaluate fitness values for each initial particle f (xi(0)) and set pi(0) = xi(0)
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(e) Find the best local best position bi(0) = {x̂(0) | min f (xj(0)), j ∈ Si}

(f) Find the current global best position b(0) = {p̂(0) | min f (pj(0)), j ∈
{1, · · · , s}}

2. Optimization

(a) For each particle i ∈ S

Evaluate fitness value using coordinates xi(t + 1) in design space

If ‖ xi(t) − bi(t) ‖≤ ǫ and bi can not be updated in n continuous iterations

then

Randomly generate xi(t + 1)

Else

Update particle’s velocity vi(t + 1) using formula (3.4)

Update particle’s position xi(t + 1) using formula (2.16)

Endif

(b) For each particle i ∈ S

If xi(t + 1) < bi(t) < pi(t) then

Set bi(t + 1) = xi(t + 1)

Set pi(t + 1) = pi(t)

Else if bi(t) ≤ xi(t + 1) < pi(t) then

Set bi(t + 1) = bi(t)

Set pi(t + 1) = xi(t + 1)

Else

Set bi(t + 1) = bi(t)

Set pi(t + 1) = pi(t)

End if

(c) Update b(t + 1) = {p̂(t + 1) | min f (pj(t + 1)), j ∈ {1, · · · , s}}
(d) If stopping criteria is satisfied, go to 3; other wise go to 2

3. Terminate, export result

3.3 Parallelizing modified PSOs

Because of its belonging to the family of evolutionary algorithms, its greatest drawback

is the great cost of computing over time. One approach to reduce the elapsed time is to

make use of coarse-grained parallelization to evaluate the design points. In this section, a

synchronous parallel pattern for the proposed modified PSOs will be described.
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3.3.1 Parallel Computing

The introduction of fast computers has given rise to a new way of doing scientific work. The

two classic branches of theoretical and experimental science are complemented by computer

science. Previous successes in the realm of computer science over the past decade have

created an everlasting demand for the development of the supercomputer.

On one hand, computer scientists have achieved great advances with regard to micro-

processor technology over the past ten years. To illustrate this, Clock rates of processors

have increased from about 40 MHz to over 3.0 GHz. At the same time, processors are now

able to execute multiple instructions in one and the same cycle. The average number of

cycles per instruction (CPI) of high end processors has improved by roughly an order of

magnitude over the past 10 years. The increase of clock rates still continues along the lines

of Moore’s Law which can be stated in the following terms [56]:

The number of transistors that can be placed inexpensively on an integrated cir-

cuit has increased exponentially, doubling approximately every two years.

However the microprocessor technology is restricted by the following limits (both physical

and practical):

1. Transmission speeds: The speed of a serial computer is directly dependent on how

fast data can move through hardware. Absolute limits are the speed of light (30

cm/nanosecond) and the transmission limit of copper wire (9 cm/nanosecond). In-

creased speed necessitates an increased proximity of processing elements.

2. Limits to miniaturization: Processor technology is allowing an increased amount of

transistors to be placed on a chip. However, even with molecular or atomic-level com-

ponents, a limit will be reached on how small components can be in the future.

3. Economic limitations: The cost of advanced single-processor computers increased

more rapidly than their power. Using a larger number of moderately fast commod-

ity processors to achieve the same (or better) performance is less expensive.

These limitations show that the speed of CPU cannot be increased indefinitely and Moore’s

Law will expire some day in the future. This seems very gloomy to the future of computer

science. Whenas an evolution called "parallel computing" has been issued during this time

from experimental conceptions in laboratories to the everyday tools of computational scien-

tists who always need the ultimate in computer resources in order to solve their problems.

The term "parallel computing" refers to a form of computation in which many calculations

are carried out simultaneously, based on the principle that large problems can often be di-

vided into smaller ones, which are then solved concurrently ("in parallel"). In practice, this

can be accomplished by dividing the problem into ideally small parts so that each processing

element can execute its part of the algorithm simultaneously with the others. The processing

elements can be diverse and may contain resources such as a single computer with multiple
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processors, several computers connected with networks, specialized hardware, or any com-

bination of the above. In the simplest sense, parallel computing is the simultaneous use of

multiple computer resources to solve a computational problem.

In this work, message passing model is chosen to parallelize the modified PSOs from all

above model, while message passing model has the following advantages compared with

other parallelism approaches:

1. University: The message-passing model fits well on separate processors connected by

a communication network. Thus it matches the hardware of most of the existing par-

allel supercomputers, as well as the workstation networks and dedicated PC clusters,

i.e. this model is portable and scalable and the number of computation nodes does not

pose a limit.

2. Expressivity: The message-passing model is a useful and complete model to express

parallel algorithms intuitively.

3. Ease of debugging: A difficult area of parallel computing is debugging. The message-

passing model, by controlling memory references more explicitly than any of the other

models (only one process has direct access to any memory location), makes it easier to

locate erroneous memory reads and writes. Moreover, some debuggers can show the

message queues which are normally invisible to the programmers

4. Performance: Performance is the most important reason why the message passing

model will remain a permanent part of the parallel computing environment. It pro-

vides a way for the programmers to explicitly associate specific data with processes

and thus allow the complier and cache-management hardware to function fully.

3.3.2 Parallelizing PSOs

Present day engineering optimization problems often pose large computational demands,

resulting in long computation times even when using a modern high-end processor. In

order to obtain enhanced computational throughput and global search capability, it is nec-

essary to design a parallel pattern for the particle swarm optimization algorithm which is an

increasingly popular global search method. In this subsection, two parallelizing programs

are offered with respect to the two proposed PSOs discussed in section 3.1 and 3.2.

The concern of the greatest importance in parallel programming is the decomposition of

the computing task into a set of tasks for concurrent execution. For PSOs, as we have dis-

cussed, the most time-consuming procedure is the evaluation of fitness functions especially

for a complex large-scale optimization problem. Furthermore, this part of the computational

work is scalable, i.e. increasing the number of particles will cause the amount of evaluations

to increase proportionally. Thus, this part of the computation load can be partitioned based

on a particle decomposition method. Compared with the other computation load partition-

ing method, for example the space decomposition method which divides the load based on

the problem space, the particle decomposition method can reduce the amount of informa-

tion to be exchanged among processors.
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The program can be parallelized through a master-slave model. In this model, there is

only one master node which performs the same computation tasks as other slave nodes and

additionally serves as an information analyzing and exchange agent. Each slave nodes is

responsible for evaluating the fitness function relating to the corresponding particles, for

updating the information concerning their best individual positions. Besides, the master

node needs to collect the information about particle’s individual best position sent to it by

the slave nodes, update the best global position and scatter this information to slave nodes.

The parallel model in this work is inspired by the synchronous parallel algorithm proposed

by Schutte et el. [118]. In the parallel model from J. F. Schutte, the master node stores all

the information of all particles, including particles’ positions, velocities, individual best po-

sitions and global best positions, it determines not only the global best position b(t) for the

whole swarm but also the individual best position p(t) for each particle, Thus the task of

determining the individual best position p(t) and the particle’s new positions x(t) can be

time-consuming, especially when lots of particles are involved. However, in our approach,

an enhancement is proposed meaning that these two operations are also decomposed into

each process. Data transferring between master nodes and slave nodes is now the individ-

ual best position with corresponding fitness value and the global best position instead of

particle’s position with corresponding fitness value. It shall be noted that in our approach a

sequential random generator is used to produce all of particles’ initial positions. In order to

acquire correct normal distributed positions, this manipulation is done only by the master

node in the first iteration and the particles’ date is then scattered into slave nodes. The flow

chart of the parallel PSO is shown in figure 3.2.

Parallelizing MGCPSO Let us recall the workflow of MGCPSO, the newly included fea-

ture is to add a particle τ which could be treated as a normal particle. Thus we can use the

same paradigm to parallelize the MGCPSO with just a small change: a different updating

formula, as well as additional corresponding parameters should be stored in the same node

that particle τ is kept in. The flow chart of the parallelizing PSO is shown in figure 3.3.

Parallelizing LPSO This modification of PSO differs from Gbest based PSOs in that each

particle does not use a uniform b(t) but local bi(t) to update its velocity and bi(t) is depen-

dent on the topology of the information link between particles. This is shown in figure 2.3.

Since in LPSO, bit is determined priori to pi due to the second new mechanism discussed

in subsection 3.2, the sequence of updating these two dates has to be reversed. Thus in the

parallel paradigm for LPSO, the master node first determines both the global best position

b(t) and the local best position bi(t) based on the topology of the information link and sends

them to corresponding slave nodes. In case some particle needs to be regenerated according

to the new inserted rules, the master node will also execute this manipulation and send it to

the corresponding slave node. After, each slave node updates the individual best positions

pit. The flow chart of the parallelizing PSO is shown in figure 3.4.
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i

i

i

i

Figure 3.2: Parallel paradigm of canonical PSO
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Parallel
part

Special
particle

Figure 3.3: Parallel paradigm of MGCPSO
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Parallel part

Figure 3.4: Parallel paradigm of LPSO
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3.4 Description of Benchmark suite

This is a very popular suite comprising test functions which are commonly used to test

the performance of evolutionary algorithms. These functions are chosen with regard to

their particularities, which include several scenarios, from one simple function with single

minimum to one having a considerable number of local minima with similar fitness values.

Each function is illustrated in two figures (one for the full search space, another one for the

area around the global minimum) for two-dimensional cases except the quadratic function.

3.4.1 Quadratic

This is a simple case with only one minimum. Any optimization technique should solve

it without problem, however, PSOs may not be as effective as a specific deterministic al-

gorithms (e.g. gradient based optimization algorithms) due to their stochastic properties.

Its simplicity helps to focus on the effects of dimensionality in optimization algorithms. Its

global minimum locates at x = [0, · · · , 0]n with f (x) = 0.

Objective Function: f (x) =
∑n

i=1 x2
i

Search Space: {xi | ∀i : −100 < xi < 100}
Dimensionality: 30

Global Minimum: at xi = 0

3.4.2 Rosenbrock

In mathematical optimization, the Rosenbrock function is a non-convex function used to

test the performance of optimization algorithms. It is also known as Rosenbrock’s valley

or Rosenbrock’s banana function. The global minimum is inside a long, narrow, parabolic

shaped flat valley. Its variables are strongly dependent and gradient information often mis-

leads algorithms. As a results, converging to the global is difficult. It is noted that if n > 3,

there is at least one local minimum close to x = [−1, 1, · · · , 1]n in addition to the global

minimum x = [1, 1, · · · , 1]n with f (x) = 0.

Objective Function: f (x) =
∑n−1

i=1

[

(1 − xi)
2 + 100(x2

i − xi+1)
2
]

Search Space: {xi | ∀i : −10 < xi < 10}
Dimensionality: 30

Global Minimum: at xi = 1

3.4.3 Ackley

Originally, this problem was initially defined for two dimensions [6] which is apparently

like a little pine, but the problem has been generalized to N dimensions [11]. It is a difficult

problem, even with the small dimensionality. The basin of attraction of the global minimum

is very narrow, so that optimization algorithms can easily be trapped in a local minimum
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Figure 3.5: Graph of the Quadratic function in two dimensions

Figure 3.6: Graph of the Rosenbrock function in two dimensions

on their way to the global minimum. Its global minimum locates at x = [0, · · · , 0]n with

f (x) = 0
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Objective Function: f (x) = −20e
−0.2

√

√

√

√

∑n
i=1 x2

i

n − e

∑n
i=1 cos(2πxi)

n + 20 + e

Search Space: {xi | ∀i : −30 < xi < 30}
Dimensionality: 30

Global Minimum: at xi = 0

Figure 3.7: Graph of the Ackley function in two dimensions

3.4.4 Rastrigin

The Generalized Rastrigin Function is a typical example of a non-linear multimodal func-

tion, which is characterized by deep local minima arranged as sinusoidal bumps. The global

minimum is x = [0, · · · , 0]n with f (x) = 0. This function is a fairly difficult problem due to

its large search space and its large number of local minima. An optimization algorithm can

easily be trapped into a local minimum.

Objective Function: f (x) =
∑n

i=1

[

x2
i − 10 cos 2πxi + 10

]

Search Space: {xi | ∀i : −5.12 < xi < 5.12}
Dimensionality: 30

Global Minimum: at xi = 0

3.4.5 Griewank

This function is strongly multi-modal with significant interaction between its variables

caused by the product term. The global optimum is x = [100, · · · , 100]n with f (x) = 0,

which is almost indistinguishable from closely packed local minimum that surround it. This

function has the interesting property that the number of local minima increases with dimen-

sionality. On the one hand, this tends to increase the difficulty of the problem but on the

other hand, because the distances between two adjacent local minimum are quite small, it is

very easy to escape from them, in the case of stochastic algorithms.
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Figure 3.8: Graph of the Rastrigin function in two dimensions

Objective Function: f (x) = 1 +

∑n
i=1(xi − 100)2

4000
−∏n

i=1 cos(
xi − 100√

i
)

Search Space: {xi | ∀i : −300 < xi < 300}
Dimensionality: 30

Global Minimum: at xi = 0

Figure 3.9: Graph of the Griewank function in two dimensions

3.4.6 Schaffer F6

This is a very difficult two-dimensional function, optimization algorithms would like to trap

into its local minima which is arranged in concentric circles around the global optimum

which itself is located in a narrow basin. The global optimum is x = [0, 0] with f (x) = 0.

Objective Function: f (x) = 0.5 +
sin(

√

x1
2 + x2

2)2 − 0.5

(1 + 0.001(x1
2 + x2

2))2

Search Space: {xi | ∀i : −100 < xi < 100}
Dimensionality: 2

Global Minimum: at xi = 0
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Figure 3.10: Graph of the Schaffer function in two dimensions

3.5 Methodology

Stochastic algorithms, including evolutionary methods, some gradient decent algorithms

and simulated annealing can perform differently each time they are run. If a landscape

has a number of hills, algorithms start in a good or bad region and proceed from there to

a better or worse place in the search space. Thus in order to evaluate the performance of

optimization algorithms in a given problem, it is necessary to collect enough data to carry

out a statistical analysis with a certain degree of accuracy. It is important to have enough

statistical power to be able to perform any kind of statistical conclusion.

3.5.1 Statistic Values for measurement

According to the central limit theorem, the mean of a given population can only be approx-

imated by the normal distribution when the sample size is bigger than 30. Thus, initial

particles of the swarm are distributed throughout the search space using a uniform random

number generator, so that the value of each dimension j of particle i can be sampled as

xi
j ∼ U(−d, d) (3.6)

where d is the appropriate boundary value for the specific dimension of search space in

terms of the function under consideration. Current practice in EC and several fields of

Machine Learning neglects crucial aspects when presenting statistical results of the experi-

ments [50]. Therefore, the following measurements are used to evaluate the performance of

PSOs:

1. Mean Value fm: It is the arithmetic average of all the results from the tests on the same

problem, which is denoted as:

fm =
1

n

n
∑

i=1

fi (3.7)

where n is the total amount of numerical tests and fi is the result for the ith test. This

value describes the average performance of an algorithm intuitively.
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2. Best Result fb: It is the best value obtained from all of the tests, which is a very im-

portant measurement for global optimization algorithms and used to assess the search

ability of an algorithm, i.e. whether this algorithm can find a global optimum or a

better position compared with the best known result or not.

3. Worst Result fw: It is the worst solution from all of the tests, which can be used to

evaluate the stability of an algorithm.

4. Mean Number of Iterations im: It is the average iteration number of all the tests on the

same problem, which describes the efficiency of an algorithm.

5. Speed-up Ratio Sp: It is only used for parallelizing PSOs and describes how much

faster a parallel algorithm is faster than a corresponding sequential algorithm which

is defined as:

Sp =
Ts

Tp
(3.8)

where Ts and Tp refer to the execution time of the sequential algorithm and the execu-

tion time of the parallel algorithm with p processors respectively. Linear speedup or

ideal speedup is obtained when Sp = p. Good Speed-up means good scalability of a

parallel algorithm, however, linear speedup cannot be obtained for all of the parallel

algorithms due to communication latency.

The following conclusions are based on the aforementioned statistical values.

3.5.2 Parameter Selection and Test Procedure

The parameters of PSOs used for benchmark tests are the following:

1. Inertia Weight ω: This coefficient is used to control the trajectories of particles and set

ω = 0.5 + rand() where rand() is a random number generator.

2. Acceleration Coefficients ϕ1 and ϕ2: These are mostly used in the community of par-

ticle swarms, the values are ϕ1 = ϕ2 = 1.49445.

3. Maximum Velocity vmax: This parameter was not set, as it was not deemed necessary.

4. Population Size: All the swarms used in this study comprise twenty individuals.

There is no universal rule to determine the number of particles in a swarm, normally,

it is equal to or less than the number of unknowns. In this benchmark test, twenty is

only an empirical value.

5. Stopping criterion: If the best position of the swarm cannot be improved in fifty con-

secutive iterations the program will be stopped artificially and the fitness of the best

position will be considered as the result of this numerical test.
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mean value best value worst value Mean Number of Iterations

PSO 0 0 0 1320

Sphere MGCPSO 0 0 0 1376

Function LPSO=2 0 0 0 2574

LPSO=3 0 0 0 2227

Table 3.1: Results from Quadratic function

mean value best value worst value Mean Number of Iterations

PSO 38.2609 4.5984 312.1458 2148

Rosenbrock MGCPSO 0.7992 0.001983 29.7098 2582

Function LPSO=2 0.03059 0 0.6118 4126

LPSO=3 0.1587 0.0004625 1.6269 3583

Table 3.2: Results from Rosenbrock function

6. Maximum number of iterations: It is another termination criterion. This is the maxi-

mum number of iterations during which the program is run. The measure collected at

this time is whether the criterion was reached, i.e., a solution of a given quality, or not.

This value was set at 5,000 iterations.

Each test function was tested thirty times independently and results and the number of

iterations were collected for further statistical analysis.

3.6 Results and Conclusion

3.6.1 Algorithms’ performances on Quadratic Function

From table 3.1, it should be noted that all the PSOs obtain the same results ( including mean

value, best value and worst value) from the quadratic function, which is a unimodal func-

tion. The sequence of convergence speed is shown:

PSO < MGCPSO < LPSO=3 < LPSO=2

3.6.2 Algorithms’ performances on Rosenbrock Function

From table 3.2, it should be noted that the following five test functions are multimodal func-

tions and the standard PSO is very easy to trap into local minima. For the rosenbrock func-

tion, only the PSOs based on a lbest model can find the global optimum. However, they

need much more fitness function evaluations. The LPSO with k = 2 is more dominant in

best result and worst result than k = 3 but with more iterations. MGCPSO has a compet-

itive performance and the performance of the standard PSO is the worst. The sequence of

convergence speed can be shown:

PSO < MGCPSO < LPSO=3 < LPSO=2
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mean value best value worst value Mean Number of Iterations

PSO 0.3059 0 1.4911 2871

Ackley MGCPSO 0.003729 0 0.9680 3214

Function LPSO=2 1.3028D-05 0 0.001616 4520

LPSO=3 0.0001371 0 0.01610 3974

Table 3.3: Results from Ackley function

mean value best value worst value Mean Number of Iterations

PSO 15.0 1.3936 27.93 1259

Rastrigin MGCPSO 0.7075 0.0008741 4.044 1893

Function LPSO=2 0.005376 0 0.019700 3012

LPSO=3 0.0218 0 1.061 2436

Table 3.4: Results from Rastrigin function

mean value best value worst value Mean Number of Iterations

PSO 0.01619 0.0005438 0.5790 2743

Griewank MGCPSO 0.0002561 0 0.01902 3285

Function LPSO=2 9.9611D-06 0 0.007534 4765

LPSO=3 4.3535D-05 0 0.003610 3981

Table 3.5: Results from Griewank function

3.6.3 Algorithms’ performances on Ackley Function

From table 3.3, it is noted that all the PSOs are able to find the global optimum. Considering

also the mean, best and worst results, the LPSO with k = 2 is the most dominant among

these PSOs, but it still has the most iterations. Although the standard PSO are able to find the

global optimum, its mean result is not competitive compared with other PSOs and neither

is its worst result. The sequence of convergence speed can be shown:

PSO < MGCPSO < LPSO=3 < LPSO=2

3.6.4 Algorithms’ performances on Rastrigin Function

Table 3.4 shows that once again that only the PSOs based on the lbest model are able to detect

the global optimum. Same to the results for the rosenbrock function, the LPSO with k = 2 is

the most dominant among these PSOs. But it still has the problem of efficiency. The standard

PSO is once again the last place if the mean iteration number is not involved. The sequence

of convergence speed can be shown:

PSO < MGCPSO < LPSO=3 < LPSO=2
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mean value best value worst value Mean Number of Iterations

PSO 0.4650 0.009541 0.7942 520

Schaffer f6 MGCPSO 0.01329 0 0.08023 891

Function LPSO=2 2.8893D-05 0 0.004534 1530

LPSO=3 0.008234 0 0.009794 1103

Table 3.6: Results from Schaffer f6 function

3.6.5 Algorithms’ performances on Griewank Function

From table 3.5, it is noted that all the PSOs except standard PSO could are able to find the

global optimum. If mean, best and worst results are considered, the LPSO with k = 2 is

still the most dominant optimization approach among these PSOs. The MGCPSO has a

positively balanced performance in relation to other PSOs And the sequence of convergence

speed is shown as:

PSO < MGCPSO < LPSO=3 < LPSO=2

3.6.6 Algorithms’ performances on Schaffer f6 Function

Table 3.6 shows that all the PSOs except standard PSO are able to find the global optimum. If

mean result, best result and worst result are taken into consideration, the LPSO with k = 2

is once again the most dominant optimization approach among these PSOs. But it is not

the most robust one due to its extreme number of function evaluations. The sequence of

convergence speed can be shown:

PSO < MGCPSO < LPSO=3 < LPSO=2

3.6.7 Speed-up rates

In order to evaluate the performance of the parallel PSOs, 1, 2, 5, 10 and 20 computing

processors are used because the swarm size is 20. For simplicity, the average speed-up rate

of all the test functions was used to present the performance of the parallel implementation

in the analytical test because it doesn’t vary widely between different test functions. The

speed-up rate of the analytical tests is almost linear.

3.6.8 Conclusion

From the above results, we see that the proposed MGCPSO and LPSO are two good supple-

ments to the original PSO and both of them obtain competitive results compared with the

standard PSO. The following generic conclusions can be drawn from these results:

1. Compared with other PSOs, the MGCPSO has a relatively well balanced performance,

if all of the statistic values form the measurement except speed-up rate are taken into

consideration. The canonical PSO exhibits the best performance in speed-up rate, al-

though the dominance is not obvious.
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Figure 3.11: Speed-up rates

2. The LPSO has the best searching ability in the search domain, however its iteration

number is extremely big, especially in the case that k = 2 where the iteration number

is about twice of the standard PSO.

3. Although the standard PSO is the fastest algorithm its results are not very convincing

because it is very easy to be trapped in a local minima without any modified mecha-

nism.

Therefore, for usual optimization problems MGCPSO performs well but if the optimization

problems are extremely difficult (e.g. high multimodal) LPSO will be the proper choice.

With regard to choosing the proper topology for LPSO, there is no easy conclusion. A dis-

cussion with more examples is provide in chapter 5.
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Chapter 4

Application of PSO to robust design

Traditional optimization problems only involve deterministic design parameters. In this

way, many natural characteristics arising from environmental influences are neglected in

the interest of easy implementation, reduced numerical effort and so on. Clearly, such mod-

els depict real-life processes, products or materials in an idealist form. In the context of

structural optimization, the optima may sometimes be sensitive to even the smallest of de-

viations in the governing parameters. This is because any small change in these parameters

can lead an active constraint to an infeasible layout. Robust Design is used to minimize the

impact of variations on the system response and to increase the robustness of the designed

system.

This chapter begins by presenting an overview of the concept and principles relating to

robust design. Moreover, the chapter discusses the highly common meta-model technique

in robust design. Further, the application of MGCPSO in the field of robust design is dealt

with, as well as its parallel pattern. Finally, a conclusion on the subject matter is presented.

4.1 Robust design

4.1.1 The concept of robust design

Robust design constitutes an engineering methodology for achieving the optimal design of

products, as well as that of processes which are less sensitive to system variations. It is

recognized as an effective and powerful method for improving the quality of products or

processes. Engineering design normally comprises three stages: conceptual design, param-

eter design and tolerance design. Robust design may be involved in the stages of parameter

design and tolerance design.

With regard to optimization problems, the performance defined by design objectives or

constraints may be subject to a large scatter at different stages of the life-cycle. Such scatter

may not only have the effect of reducing quality and causing deviations from the desired

performance, but may also increase life cycle costs, including those of inspection and main-

tenance. Well-designed products should be able to compensate for these additional costs by

minimizing the effects of uncontrollable variations. In other words, excessive variations in

structural performance indicates a product of poor quality. In light of these considerations,

73



CHAPTER 4 APPLICATION OF PSO TO ROBUST DESIGN

1st design

2nd design

fμ1 μ2

P
ro

b
a
b

il
it

y
 o

f 
o

c
c
u

ra
n

c
e

Figure 4.1: Concept of robustness

the demand for a robust design approach becomes pressing. So far, two ways of decreasing

variation in structural performance have been found. One solution is to eliminate the noise

parameters from the input parameters. This, however, may either be practically impossible

or add - in a substantial way - to the total cost of the structure. Alternatively, a design may

be sought in which the performance is less sensitive to variations in parameters, whilst not

neglecting any stochastic parameters.

The basic concept of robustness is schematically shown in figure 4.1. The horizontal axis

represents the value of the structural response function f , which needs to be minimized.

Two curves show the probability of the value of f corresponding to two individual designs

when the system parameters are randomly disturbed by the external noise parameters. In

the figure, µ1 and µ2 represent the mean value of the fitness function f for the two designs

respectively. Although the first design exhibits a small mean value of f , the second one is the

more reasonable choice from a robustness point of view since it is less sensitive to variations

caused by the indeterministic system parameters.

4.1.1.1 Fundamental statistical concepts

The stochastic variable z which is also known as ’noise variable’ or ’random variable’, ex-

hibits stochastic properties. For instance, it cannot be assigned an exact value in each design.

The Probability Density Function (PDF) (p(z)) and Cumulative Distribution Function (CDF)

(C(z)) are usually used to define the occurrence properties of noise variables. In case that z

is a discrete variable, p(z) is often called probability function or probability mass function.

In case that z is a continuous variable, p(z) is normally referred to as probability density

function. These two different kinds of probability function are illustrated in figure 4.2. The

probability distribution function describes the probability P of a particular event occurring.

74



4.1 Robust design

(a) (b)

Figure 4.2: Probability functions p(z) for (a) discrete and (b) continuous noise variable

It shall be noted that in the case of a discrete variable p(z = a) represents the probability

of the event z = a whereas for continuous variable it is the integral over a range of Z (e.g.

a ≤ z ≤ b) which constitutes a measure of probability. Consequently, it is meaningless to

discuss the probability of the occurrence of one distinct continuous variable z = a. Proba-

bility distributions must show the following properties:

discrete z 0 ≤ p(zi) ≤ 1 ∀zi ∈ Ω (4.1)

P{z = zi} = p(zi) ∀zi ∈ Ω (4.2)
∑

i

p(zi) = 1 (4.3)

continuous z p(z) ≥ 0 (4.4)

P{a ≤ z ≤ b} =

∫ b

a
p(z)dz (4.5)

∫

Ω

p(z)dz = 1 (4.6)

The probability distribution of the random variable z can be also be characterized by its

statistical moments. There are two statistical moments which are of particular importance

and they are the mean value µ(z), also known as expected value and denoted by E(z),

and the variance denoted by σ2(z) or Var(z), respectively. The mean value is a measure of

location (or central tendency), whilst the variance is a measure of dispersion of a probability

distribution. These two functions can be defined in the following way:

µ(z) = E(z) =

∫

Ω

zp(z)dz (4.7)

σ2(z) = Var(z) =

∫

Ω

(z − µ(z))2 p(z)dz (4.8)

In the interest of clarity, only continuous random variables are discussed further. Another

function which is very relevant to robust design is the cumulative distribution function. It
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can be stated in the following terms:

C(z) = P{Z ≤ z} =

∫ z

−∞

p(z) (4.9)

The function represents the probability of the event that a random realization of Z is smaller

than the value z.

In structural engineering, normal and uniform distributions are among the most com-

monly employed types of distribution. Thus, they will be discussed briefly in the following.

Normal (or Gaussian) distribution can be written as:

p(z) =
1

σ(z)
√
π

exp

−(z − σ(z))2

2σ2 (4.10)

This describes the statistical behaviour of a number of natural events. A normal distribution

with mean value µ and variance σ2 is normally abbreviated as N(µ, σ2). Accordingly, x ∼
N(0, 1) describes a random variable z that is normally distributed with µ(z) = 0 and σ2(z) =

1. Uniform distribution is denoted as:

p(z) =







1

b − a
a ≤ z ≤ b

0 z < a ∨ z > b
(4.11)

This can be used to qualify random variables with equal occurrence of every z ∈ [a, b] ⊆ Ω.

A uniform distribution with lower and upper bound b is commonly abbreviated as U(a, b).

According to formula (4.7,4.8), its mean value and variance can be obtained by use of the

following:

µ(z) =
a + b

2
(4.12)

σ2(z) =
(b − a)2

12
(4.13)

A number of other types of distribution, including WEIBULL, POISSON and Lognormal

are also highly useful in solving many structural problems that naturally arise in the field of

structural design (characterization of loads, stresses, dimensions and material parameters).

It must be borne in mind that some uncertainties are not of a random nature. For this

reason, they cannot be represented by means of probability distribution functions. More-

over, precise information on the probabilistic distribution of the uncertainties is often scarce

or even non-existent. Therefore, non-probabilistic methods for modelling such uncertainties

have been developed in recent years. However, a consideration of these innovations would

be beyond the scope of this dissertation.

4.1.1.2 Formulations of robust design

The key purpose of robust design is the minimization of variation in system performance by

means of involving the noise design variable and meeting the requirements of the optimum
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design. The design variable can be divided into two constituents: deterministic design vari-

able x and indeterministic design variable z (also called noise variable). The indeterministic

design variable can be understood as a residual and random part of some deterministic de-

sign variables which underlies a probability distribution. Thus these design variables can be

altered during the optimization process but limited into a certain precision with correspond-

ing tolerances or probability distributions. So that the design variable of robust design v can

be defined as:

v = x + z (4.14)

At this point in time, the orthodox optimization formula (2.1) can no longer be used in robust

design because the values of objective functions and their corresponding constraints are not

deterministic anymore, offering no fixed set of deterministic design variables. Instead, they

show random values Y under a probability distribution p(Y) - if the noise variable z is

involved. In order to express the influence of the noise variable on the system’s behaviour,

it is necessary to establish a substitute optimization formula in which all response values

are deterministic. This can be achieved by employing a statistical method, transforming the

original problem with random variables into an equivalent optimization problem with only

deterministic output. In this section, only the commonly used formulations are discussed.

Equality constraints with noise variables It is noted that the noise variables are able to

influence the response value of equality constraints that have a fixed set of deterministic de-

sign variables. For instance, hk = 0 can not be fulfilled for all z ∈ Ω. Therefore, the equality

constraints should be avoided in the robust design problem. This can be done by substitut-

ing the equality requirement into the formulation of the objective and inequality constraints.

If equality constraints cannot be evaded, the standard solution is to substitute the noise vari-

able with its expected value E(z). This is possible because the equality constraints are gen-

erally fulfilled in a mean sense and E(z) is a statistic mean value for probability distribution

functions. Two common approaches are listed below:

h(x, z) = h(x, E(z)) = 0 (4.15)

h(x, z) = E(h(x, z)) = 0 (4.16)

However, the equality will be violated for most events z ∈ Ω which is an inherent and

fundamental feature related to equality constraints that depend on random variables.

Inequality constraints with noise variables If, in robust design, the noise design variables

are limited within an interval, such as zi ∈ [a, b], the inequality constraints could be satisfied

by 100 % probability:

P{gj(x, z) ≤ 0} = 1 ∀ z ∈ Ω; j = 1, · · · , ng (4.17)

In this case, the probability distribution of the random variables within the bounds is of

no importance to the feasible domain, only the interval of z influences the solution of the

optimization problem which could also be regarded as a worst-case design and is given by:

gj(x, z) ≤ 0 ∀z ∈ Ω; j = 1, · · · , ng (4.18)
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where design x is always feasible for all z ∈ Ω. Thus this original form of constraints is only

used in case where only interval of z is reliably available and no information concerning the

probability distribution of z can be obtained. Having said that, in most cases of engineering

optimization it is almost impossible to determine a solution x which meets all the constraints

perfectly. Thus, a finite probability of failure Pf can be defined for a solution x and is given

by:

Pf = P{gj(x, z) > 0} ∀x ∈ Ω; j = 1, · · · , ng (4.19)

which describes the probability of violating the constraints for a solution x. This can be

computed by an integral of the probability density function over the infeasible domain U:

P{gj(x, z) > 0} =

∫

U
p(z)dz; ∀z ∈ Ω; j = 1, · · · , ng (4.20)

where U = {z ∈ Ω | gj(x, z) > 0}. Thus a new constraint can be obtained by inducing Pf

and this is expressed as:

P{gj(x, z) > 0} − Pmax ≤ 0 ∀z ∈ Ω; j = 1, ·, ng (4.21)

where the additional optimization parameter Pmax describes the maximum probability of

failure allowed. Furthermore, another design parameter Ps, called probability of safety, can

be defined as:

Ps = P{gj(x, z) ≤ 0} = 1 − Pf ∀z ∈ Ω; j = 1, · · · , ng (4.22)

This parameter is commonly used for reliability-based design optimization (RBDO).

A more general approach of handling inequality constraints is the assessment of the cost

function γ(gj(x, z)) on the response value of constraints. The cost function γ is used to

evaluate the violating status of inequality constraints for a certain design x and it should

be monotonically non-decreasing i.e. γ(a) ≤ γ(b) for a < b, so that a larger violation of

the constraint should be assigned equal or higher costs. Each expected value for cost of

constraint violation can be restricted to a maximum allowable cost (Γ) and is given by:

E(γj(gj(x, z))) − Γj ≤ 0 for each j = 1, · · · , ng (4.23)

It must be noted that the use of different approaches (such as formula (4.18, 4.21, 4.23))

results in different feasible domains.

Objective function with noise variables Analogous to traditional optimization problems,

the optimum solution x∗ for a stochastic optimization can be defined as:

f (x∗, z) ≤ f (x, z) (4.24)

where the noise has no increasing effect on the objective function and there is no other design

that results in a lower objective for z ∈ Ω. The optima of the objective function in robust

design is relatively difficult to achieve due to the stochastic nature of the noise variable.

It must also be noted that for most engineering problems it is impossible to find optimal
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robust designs x ∈ C which minimize f (x, z) for each possible realization of z ∈ Ω. In order

to obtain a robust design, approximating substitute function ρ(x) of the objective function

has to be formulated in the light of statistical decision theory. This can be understood as a

compromise that loosens somewhat the condition expressed in formula (4.24).

The output of the objective supplies each substitute function with a scalar value. This

serves as a deterministic measurement which is used to assess the merit of each design. The

decision to employ a substitute function is derived from the robust design principle. It is

highly problem dependent and essentially an engineering decision.

4.1.2 Principles of robust design

In this subsection, four common principles of robust design are discussed. One of them is

used in the context of this work.

4.1.2.1 Worst case scenario-based principle

In some non-deterministic structural optimization problems the design which is meant to

prevent structural failure is based on the worst case analysis. In practical applications of

this approach, the anti-optimization strategy is used to determine the least favourable com-

bination of the parameter variations and thus the problem is changed to a deterministic

Min-max optimization problem. This results in the evaluation of the influence of all possi-

ble events z ∈ Ω on each design variable x. Also, the fitness value derived from the worst

case is used to measure the robustness of the current design. Therefore no probability den-

sity function of the noise variables are required, the corresponding substitute function can

be defined as:

ρ(x) = max
z

f (x, z) ∀z ∈ Ω (4.25)

the task of robust design is to optimize ρ(x). This principle ignores the probability distri-

bution of noise variables. Instead, it specifies the upper limit of the resulting range and

thus leads to very conservative designs. Elishakoff et al. [40] applied this method to the

issue of bounded uncertainty, arising in the context of a structural optimal design problem.

Yoshikawa et al. [140] created a concept which allows for the computing of the worst case

scenario with regard to homology design. It draws from the uncertain fluctuation of load-

ing conditions and uses the convex uncertainty model. The validity of the proposed method

can be demonstrated by applying it to the design of simple truss structures. Lombardi and

Haftka [84] combined the worst case scenario technique of anti-optimization and the struc-

tural optimization techniques to the structural design and applied them to structural design

under uncertainty.

4.1.2.2 Quantile based principle

In the case of this principle, the substitute function ρ(x) is the inverse of the cumulative

distribution function for the random objective with an addition parameter (a quantile q (e.g.
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90% quantile)) and is given by:

ρ(x) = C−1(x, q) (4.26)

This function can also be considered as a function of the design variables x because in gen-

eral the probability density p of the response also depends on the design variables. In the

case of a robust design x∗, the relevant percentage of possible events z ∈ Ω will result in a

value of objective ( f (x, z)) that is smaller than or equal to the value of ( f (x∗, z)). It is noted

that if this principle is evaluated for q = 1, the resulting substitute function ρ(x) for the

uniform distribution is equal to the minimax principle.

4.1.2.3 Cost function based principle

Analogous handling inequality constraints with random variables, this principle employs

the cost function γ to formulate the substitute function ρ(x, z), thereby assigning different

costs to the differing response values f (x, z) and g(x, z). In this way, the expected overall

cost for the violation of constraints, as well as any deviations in the objective can be opti-

mized.

ρ(x) = E(γ0( f (x, z))) +

ng
∑

j=1

E(γj(gj(x, z))) (4.27)

The advantage of the cost function principle is that different elements of the stochastic opti-

mization problem (violence of each constraint, mean and variance of the objective) is com-

bined into a consistent basis. Meanwhile, the problem usually becomes an unconstrained

optimization problem since all constraints are presented in terms of their equivalent and

are summarized in the new objective function, namely the overall costs. A problem which

adopts this approach is able to define appropriate and accurate cost functions for each pos-

sible contribution. The difficulty entailed in the use of this principle is that it requires the

choosing of proper cost functions for all the different elements so that the total cost can

describe the performance of a certain solution more accurately.

4.1.2.4 Multi-criteria based principle

This principle treats robust optimization as a multi-criteria optimization problem with two

objectives: to minimize the location, as well as the dispersion of the random response, for

instance the mean and the variance. The easiest and most straightforward way to construct

the substitute function ρ(x) is to assign different user-specified weighted factors on the mean

and the variance of the objective and summarize them to achieve a uniform value.

ρ(x) = ω1µ( f (x, z)) + ω2σ( f (x, z)) (4.28)

Another very common variance of ρ(x) - known as signal to noise ratio (SNR) principle - is

given by:

ρ(x) = 10 log10(µ( f (x, z))2 + σ( f (x, z))2) (4.29)

80



4.2 Apply Metamodel to robust design

This variance was first introduced by Taguchi [127] where zero is assumed to constitute the

minimal response value possible. The manipulator 10 log10() is used to transform the mag-

nitude of the robustness criterion into decibel units (dB) and it will not change the optimum

position.

In essence, ρ(x) is needed to characterize the optimum in order to achieve the objectives

of minimizing the location, as well as the dispersion of the random response.

4.2 Apply Metamodel to robust design

Today, most engineering design problems rely, to an extreme extent, on numerical exper-

iments (know as computational simulation) for the evaluation of the system’s response.

However, in this way, only discrete information about the underlying relationship can be

obtained. To illustrate this, if we want to obtain information about the structural response

- concerning, for example, deformation or member stress - for a certain design, a finite ele-

ment analysis is commonly employed to gain this information. Having said that, it is possi-

ble to achieve an analytical solution, albeit only in the case of very simple structures, includ-

ing the classic 3-bar truss. In general, in the case of a lot of the real world problems, a single

simulation can take a vast amount of time to complete. This is particularly so with regard to

non-linear analysis. Due to the need for a great many simulation evaluations, even routine

tasks such as design optimization, design space exploration, sensitivity analysis, what-if

analysis and stochastic optimization become virtually impossible to execute. For instance,

a sub-optimization task is nested in order to obtain the worst case for a certain design x in

the case of robust design based on Max-Min principle. This task has to be repeated for each

intermediate design x until a robust design x∗ is achieved. This is a really time-consuming

procedure and makes stochastic optimization of the original problem prohibitive. For these

reasons, it is highly unlikely that problems of stochastic optimization will become easy to

handle.

One way of dealing with this problem is to construct approximate models (also called

surrogate models, response surface models, metamodels or emulators) that can mimic the

behavior of the simulation model as closely as possible. One of the main advantage of this

approach is that it allows for evaluation by computer which is relatively cheap. The meta-

model f̂ (x) is a set of mathematical functions and it is usually constructed with regard to the

responses obtained from the simulator which focuses on a limited number of intelligently

chosen data points through design of experiment (DoE). The initial system responses are

obtained by using some of the budget available for more expensive experiments and simu-

lations. Then the surrogate model can predict the remaining experiments and simulations

which are run to create designs and may demonstrate a dominating performance. In case

there is only one design variable involved, the process is known as curve fitting. This no-

tion has been successfully applied in the field of robust design. To illustrate this, Florian

Jurecka [70] implemented it to the auto mobile industry. His approach entails the setting up

of a surrogate model f̂ with selected design variables x, noise variables z and corresponding

response values y. In the interest of simplicity, variable v is used as a combination of design

variables x and noise variables z. Thus, the object function f (x, z) is changed to f (v).
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In this work, for the construction of a meta model, the Kriging model and the Latin-

Hyper-Cube are employed for the definition of a modelling technique, as well as the supply

of sampling points. Normally, the initial model is incapable of accommodating the original

function perfectly so that the need for an updating method arises. One answer is to insert

additional sampling points.

4.2.1 Kriging model

The most popular surrogate models are polynomial response surfaces, Kriging model and

artificial neural networks. For most problems, the nature of the function cannot be known a

priori so that it is difficult to know which surrogate will offer the most accurate information.

In this research work, Kriging model is used to construct an approximate model which is

very flexible in nature due to the fact that it allows for a large variety of feasible correlation

functions.

The theory of Kriging was developed by the French mathematician Matheron [87] and it

is based on the Master’s thesis of Krige [75]. The latter was a pioneer in the field of plotting

distance-weighted average gold grades at the Witwatersrand reef complex. The Kriging

theory now comprises a number of geo-statistical techniques which are used to interpolate

the value of a random field at the location under investigation. This is done by observing

its value at nearby locations and by employing a widespread global approximate technique.

Sacks et al. [115] have first coded this approach to model deterministic output, and this

model is called DACE which is the abbreviation of their contribution - "Design and Analysis

of Computer Experiments". The basic function of Kriging model ŷ is given by:

y ≈ ŷ = η(v, β) + Z(v) (4.30)

where η(v, β) and Z(v) are regression and correlation parts respectively. η(v, β) is normally

a set of polynomials η(v) = [η1(v), η2(v), · · · , ηnβ(v)]T with regression parameters β which

gives a global trend for system response. Depending on the regression functions selected,

the Kriging technique can be classified into different categories:

1. Simple Kriging assumes a known constant trend model.

2. Ordinary Kriging assumes an unknown constant trend model.

3. Universal Kriging assumes a general linear trend model.

4. Lognormal Kriging interpolates positive data by means of logarithms.

5. And so on...

Z(v) is a random process and can be assumed to be a normally distributed Gaussian Ran-

dom process with mean zero, variance σ2 and covariance Cov. This can be thought of as

an interpolation of the residuals of the regression models η(v, β), thus the residuals at the

sampling points vanish el = yl − ŷl = 0; l = 1, · · · , n. The covariance is a product of σ2

and the correlation function between Z(vl) and Z(vk) and is given by:

Cov(vl, vk) = σ2R(vl, vk) (4.31)
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In this work, the correlation functions are restricted in the following way:

R(vl, vk) =
m
∏

i=1

Ri(vl
i , vk

i ) (4.32)

i.e. they are the products of m (size of vector vl) one-dimentional correlation functions

Ri(vl
i , vk

i ). Suitable choice of one-dimensional correlation function can be e.g.

the Gaussian correlation function

Ri(vl
i , vk

i ) = exp
(

−θi(vl
i − vk

i )
2
)

(4.33)

the linear correlation function

Ri(vl
i , vk

i ) = max
{

0, 1 − θi | vl
i − vk

i |
}

(4.34)

and the cubic correlation function

Ri(vl
i , vk

i ) = 1 − 3ǫ2
i + 2ǫ3

i ǫi = min(1, θi | vl
i − vk

i |) (4.35)

The selection of the correlation function is normally dependent on the underlying phe-

nomenon, e.g. a function to be optimized or a physical process to be modeled. If the un-

derlying phenomenon is continuously differentiable, the correlation function should show

parabolic behavior near the origins which would ordinarily suggest that a linear correlation

function is the better choice. Interestingly, the physical phenomenon shows linear behavior

near the origins, linear correlation function would normally perform better. The parameter

θ in formula (4.33,4.34,4.35) is called the correlation parameter which controls the range of

influence of the sampling points and has to be a positive constant. Therefore, the correlation

function in formula (4.32) can be expressed as:

R(θ, vl, vk) =
l
∏

i=1

Ri(θi, vl
i, vk

i ) (4.36)

if correlation parameter θ is treated as an additional parameter.

From the responses obtained in the aforementioned way, the known variables are

sampling points V = {v1, v2, ..., vn} and their corresponding system responses y =

[y1, y2, ..., yn]T. From these responses, the unknown parameters β and σ2 of Kriging model

can be estimated by:

β ≈ β̂ = (FT
R
−1F)−1FT

R
−1y (4.37)

σ2 ≈ σ̂2 =
1

n
(y − Fβ̂)T

R
−1(y − Fβ̂) (4.38)

where F and R are the regression vector (defined in formula 4.39) and the correlation matrix

(4.40) respectively (more details about how to derive these formulas can be found in [70]).

F =













η1(v1) η2(v1) · · · ηnβ(v1)

η1(v2) η2(v2) · · · ηnβ(v2)
...

...
...

η1(vn) η2(vn) · · · ηnβ(vn)













(4.39)

R = [R(θ, vi, vj)]i,j 1 ≤ i, j ≤ n (4.40)
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Using these estimated parameters, the best linear unbiased prediction can be written as:

ŷ = f(v)T β̂ + rT(v)R−1(y − Fβ̂) (4.41)

with the correlation vector

rT(v) =
[

R(v, v1), R(v, v2), · · · , R(v, vn)
]

(4.42)

which is a column of the individual correlations between the current prediction point v and

each sampling point vi.

4.2.2 Latin Hypercube Sampling

The modelling technique discussed in subsection 4.2.1 depends on training data is obtained

from sampling points. Because a metamodel is a numerical surrogate model of the original

problem, the quality of the sampling points is capable of having an effect on the accuracy of

the meta model, albeit only to a limited extent. The ’Design of Experiments’ (DoE) technique

is used for selecting the appropriate sampling points in a given design space. In essence,

the method relies on picking sampling points of a quantity that is suitable for gathering

the maximum amount of information possible on the main features of the system under

investigation. The great advantage of DoE is that it provides an organized approach through

which it is possible to address both simple and tricky problems[43]. Another advantage of

DoE is that it can eliminate or decrease the influence of noise parameters - which may or may

not be recognized - and would otherwise affect the fundamental relationship between the

controlled input and system’s response values[70]. However, since it is the express goal of

robust design to explore the nature of the influence of noise parameters, as well as to create a

system that is insensitive to them, it is essential to explicitly involve noise parameters in the

formulation of the problem and the deterministic design. Thus, it is of utmost significance

in the field of robust design to hold the noise variables in a controllable interval during the

stages of engineering and design.

The application of "design of experiments" essentially entails the running of a set of n

experiments that are expressed in terms of the input variable v which contains the design

variables and all controllable noise parameters. The dissertation of Florian Jurecka [70] con-

tains detailed descriptions of the many different sampling methods. Latin Hypercube Sam-

pling LHS is used in this work because it constitutes an attractive method for constructing

the experimental design.

This statistical method was initially developed to generate a distribution of plausible

collections of parameters in a multidimensional design space by McKay [88] in 1979. It was

then elaborated by Iman et el. [67] in 1981. After approximately twenty years of develop-

ment, the LHS has been successfully used to generate multivariate samples of statistical

distribution and applied to many different computer models.

In the context of statistical sampling, the term Latin Square refers to a square grid where

there is only one sampling point in each row and each column. In a multi-dimensional case,

this means that each axis-aligned hyperplane contains only one sample. A latin hypercube
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is the generalization of this concept. In order to obtain M sampling vector vi with dimension

N, the range of each dimension of variable vi is divided into M equally probable intervals.

The M sampling vectors are placed into these grids to satisfy the latin hypercube require-

ments. It is important that the number of divisions M must equal the required number of

vectors. The total number of combinations of the sampling points for a Latin Hypercube of

M divisions and N dimensions can be evaluated by use of the following formula:

M−1
∏

n=0

(M − n)N−1 (4.43)

For instance, if M = 4 and N = 2 (e.g. a square), the resulting LHS has 24 potential combi-

nations. If M = 4 and N = 3 (e.g. a cube), the resulting LHS has 576 potential combinations.

This is a large variety, especially for the sampling points’ quality. In order to improve the

quality of the sampling points, a criterion- knows as the maximin distance criterion - was

proposed to maximize the distance between an arbitrary prediction point and its closest

sampling point. However, it is a complex approach since an infinite number of designs have

to be evaluated. The standard way of reducing the vastness of the computational effort is

to reduce the number of candidate combinations by means of another criterion, including

randomized orthogonal arrays in [98], nested design [55], minimum potential energy [10].

4.2.3 Iterative model update technique

There will always be a discrepancy between the predicted and the true response as long

as the metamodel is used as a surrogate for the original computer simulation. Typically,

these metamodels are used for robust design so that the response value on the points in the

design space are obtained using the prediction of the metamodel. As a result of the robust

design, a predicted optimum is obtained which can be seen as a approximation of the true

optimum. One way of increasing the reliability and accuracy of the predicted optimum is

to improve the quality of the sampling points. The fact that there exists a range of ways for

improving the quality of sampling points in a latin hypercube doesn’t change the reality that

initial points normally cannot result in a satisfactory metamodel. For this reason, additional

points need to be included iteratively in the design space. A sequential approach is adopted

in this work so that the effect of the metamodel can be increased by an iterative update

procedure.

An approach called efficient global optimization (EGO) was first proposed by Jone et

al. [69] to achieve faster convergence on the global optimum with metamodels. The method

balances out the global and local search based on metamodels which are iteratively updated

during the optimization process. In this method, local search means a detailed investiga-

tion of the behavior around the predicted optimum. Meanwhile, global search denotes the

elimination of the possibility of missing the optimum due to an error in prediction. These

two goals need to be weighed up when looking for new points for filling in. This approach

lends itself very well to optimization that relies on metamodels. However, all the variables

used in this method are deterministic. In order to apply this approach to robust design

using metamodels, Florial Jurecka in [70] proposed a suitable modification of the standard
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EGO to treat random variables in the problem. In his approach, the search for infill points is

split into two parts. First, the design space is explored to find design variables x′ which are

most promising with respect to the robustness formulation ρ(x). Secondly, the noise space

is explored so that a proper noise variable z′ is obtained. x′ and z′ are then combined to

form the desired infill point v′. Following the discovery of the infill point, the original sys-

tem response on this point can be obtained, allowing for the metamodel to be updated. In

the following, the aforementioned model update procedure shall be discussed in brief. The

detailed description can be found in [70]. Before discussing the approach in detail, some

symbols shall be defined.

⋄ Mean squared error(MSE) is used as the estimated prediction variance of the kriging

predictor ŷ = ŷ(v) and is given by

MSE(ŷ(v)) = σ2

(

1 −
[

ηT(v) rT(v)
]

[

0 FT

F R

][

η(v)

r(v)

])

(4.44)

⋄ response value ỹ∗ means the best tried and proven choice based on the response values

yl of sampling points xl(with l = 1, ..., n) and is given by

ỹ∗ ≤ yl ∀ l ∈ {1, 2, · · · , n} (4.45)

⋄ improvement I over ỹ∗ related to an arbitrary y is given by

I = max{0, (ỹ∗ − y)} (4.46)

⋄ Expected value of I

E(I) = E(max{0, (ỹ∗ − y)}) (4.47)

Design Space Exploration The criterion to find the design variable part x′ is to maximize

the expected improvement defined in formula (4.47). The estimated prediction variance ŝ2

can be approximated by maximizing the MSE over all events z ∈ Ω and is given by

ŝ2 = max
z∈Ω

MSE(x, z) (4.48)

This means that a large MSE value anywhere in the noise space affects greatly the accuracy

of the robustness criterion in terms of prediction. Since ŷ is the prediction of the system

response at x computed through a metamodel to simulate the real value y, after the value of

ŝ is obtained, the expected improvement E(I) can be expressed in close form as:

E(I) =

∫ ỹ∗

−∞

(ỹ∗ − y)py(y)dy = (ỹ∗ − ŷ)Φ

(

ỹ∗ − ŷ

ŝ

)

+ ŝφ

(

ỹ∗ − ŷ

ŝ

)

(4.49)

where φ is the probability density function of the standard normal distribution N(0, 1) and

Φ is the cumulative density function of the same distribution. Moreover, formula (4.49) can
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be expressed in terms of y1 and y2 which are intersection points between two probability

density functions of pΓ and pΓ∗ and are evaluated by

y1,2 =

ŝ2ŷ∗ − (ŝ∗)2ŷ ± ŝŝ∗
√

(ŷ − ŷ∗)2 + 2 ln

(

ŝ

ŝ∗

)

(ŝ2 − (ŝ∗)2)

ŝ2 − (ŝ∗)2
(4.50)

Detailed derivations of these formulas can be found in [70]. It is noted that the probability

density functions are according to normal distributed function, thus the random numbers

obtained from pΓ and pΓ∗ are characterized by Γ ∼ N(ŷ, ŝ) and Γ∗ ∼ N(ŷ∗, ŝ∗) respectively.

For consistence, the lower intersection value is always denoted by y1, the upper point by y2,

i.e. y1 ≤ y2. Based on different values of y1 and y2, the approximation of E(I) is

1. if ŝ > ŝ∗

E(I) = (ŷ∗ − ŷ)Φ

(

y1 − ŷ

ŝ

)

+ ŝφ

(

y1 − ŷ

ŝ

)

− (ŝ)∗φ

(

y1 − ŷ∗

ŝ∗

)

(4.51)

2. if ŝ = ŝ∗, E(I) can also be evaluated using formula (4.51). The only difference is that in

this case the lower point is identified as y1 = (ŷ∗ + ŷ) /2

3. if ŝ < ŝ∗, there are three different cases to be considered

(a) if y1 < ŷ∗ and y2 < ŷ∗

E(I) = (ŷ∗ − ŷ)

(

Φ

(

y2 − ŷ

ŝ

)

− Φ

(

y1 − ŷ

ŝ

))

+ ŝ

(

φ

(

y2 − ŷ

ŝ

)

− φ

(

y1 − ŷ

ŝ

))

− ŝ∗
(

φ

(

y2 − ŷ∗

ŝ∗

)

− φ

(

y1 − ŷ∗

ŝ∗

))

(4.52)

(b) ify1 < ŷ∗ and y2 > ŷ∗

E(I) = (ŷ∗ − ŷ)

(

Φ

(

ŷ∗ − ŷ

ŝ

)

− Φ

(

y1 − ŷ

ŝ

))

+ ŝ

(

φ

(

ŷ∗ − ŷ

ŝ

)

− φ

(

y1 − ŷ

ŝ

))

− ŝ∗
(

1√
2π

− φ

(

y1 − ŷ∗

ŝ∗

)) (4.53)

(c) ify1 > ŷ∗ and y2 > ŷ∗

E(I) = 0 (4.54)

In summary, when the parameters ŷ∗,ŝ∗,ŷ and ŝ are known an optimization method can be

to find the maxima of E(I) and obtain the design variables x′. It is noted that, during the

procedure to search x′, ŷ∗ and ŝ∗ are only calculated once, while ŷ and ŝ have to be evaluated

for each candidate point.
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Noise Space Exploration Once the most promising design variables x′ are obtained, the

noise space needs to be explored in order to find the z′. The rule which is followed in

identifying z′ depends on the robustness criterion ρ. Because in this work the worst case

scenario is used as the robustness criterion, the goal at this optimization stage is to find the

worst case y# in order to maximize the deteriorating effect of the noise variables. Therefore,

the objective function at this stage should represent a trade-off between worsening objective

and reducing the prediction error of the model in the noise space. The prediction error ŝ at

any point z can be computed as ŝ =
√

MSE(x′, z). Normally, we can not know the reference

value y# in advance for which the prediction error vanished. Therefore, we need to find

ŷ# with the corresponding noise variable ẑ# which has the smallest prediction error s# as a

replacement of y#. For further work, a new parameter W is defined as:

W = max
z∈Ω

{

0,
(

y − y#
)}

≈ max
z∈Ω

{

0,
(

y − ŷ#
)}

(4.55)

which presents the worsening of the objective. The expected value of worsening W can be

defined as:

E(W) = E
(

max
{

0,
(

y − y#
)})

=
(

ŷ − ŷ#
)

(

1 − Φ

(

y2 − ŷ

ŝ

))

+ ŝφ

(

y2 − ŷ

ŝ

)

− ŝ#φ

(

y2 − ŷ#

ŝ#

) (4.56)

where y2 can be obtained by using formula (4.50). Consequently, similar to the procedure

used in design space exploration, the task of finding z′ involves determining the maximum

of the expected value E(W) defined in formula (4.56). As a result, the noise variable part z′

of the infill point is obtained. The new infill point v′ is then achieved by combining x′ and

z′. This procedure will be continued, until either a lower bound on E(I) of the design or the

maximum number of updating procedure is reached.

4.3 Apply MGCPSO to robust design with Kriging model

Since the expected improvement function is multimodal, it is necessary to choose a global

optimization algorithm to obtain the proper infill points, such as genetic algorithm or par-

ticle swarm optimization. In chapter 3, a new modified optimizer call modified guaranteed

convergence particle swarm optimizer (MGCPSO) is proposed. It gains a trade-off between

global search ability and computing efficiency in benchmark test compared with standard

particle swarm optimizer and a modified Lbest based particle swarm optimizer (LPSO). For

this reason, this approach (MGCPSO) is integrated into the iterative metamodel update pro-

cedure for obtaining infill points. As discussed in subsection 4.2.3, three sub-optimization

problems are nested in each sub-step in finding infill points gives rise to three optimiza-

tion problems. They are finding x′ by maximizing the expected value of improvement E(I),

finding reference noise part ẑ# by minimizing the prediction error ŝ and finding z′ by max-

imizing the expected value of the worsening E(W) respectively. As a consequence, in each

update iteration MGCPSO is used for the solving of the optimization problems. As a result,

the infill point is found.
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4.3 Apply MGCPSO to robust design with Kriging model

Normally, the number of infill points cannot be known in advance. Solving three sub-

optimization problems in order to obtain one infill point is a relatively expensive endeavour

from at computing point of view. This effect is obviously increasing as the number of infill

points is increasing, because using more sampling points will cause a more complex meta-

model which fits the original system better. This, in turn, will increase the complexity of

predicting system response from metamodels on investigating points. Moreover, in the case

of the objective of the original system being highly multi-modal, a meta model that fits bet-

ter will be problematic with regard to the integrated optimum, meaning that the optimizer

would require more loops to identify the global optimizer. Therefore, parallel computing is

taken into account. Another major reason for using MGCPSO here is that it is scalable in

parallel computing and has an efficient speed-up ratio in a benchmark test..

The research in this chapter can be seen as an extension of Florian Jurecka’s research. His

working platform is mainly Matlab and the Kriging model part of his program is based on

DACE (Design and Analysis of Computer Experiments) which is a reliable and wildly used

Matlab toolbox for working with Kriging approximations to computer models and devel-

oped by Hans Bruun Nielsen and et al. from Technical University of Denmark. Meanwhile

the parallelizing MGCPSO is written in Fortran. In order to reuse the current code and save

working effort as much as possible, the program in this work is partly written in Matlab

code. The main reason why it is not written completely in Matlab code is that Matlab dose

not support parallel computing very well and parallel computing by means of Matlab is not

yet well studied. Besides, the current methods available for parallizing the Matlab program

in a distributing environment require additional Matlab licenses. In order to run the Matlab

application on all computing nodes simultaneously, it is necessary to install Matlab on each

computing node. Thus, as many licenses as there are computing nodes are required which

constitutes a genuine financial burden to the research institute. This, in turn, restricts the

possible scale at which parallel computing can be executed. Fortunately, Matlab provides

an interface to Fortran, C and C++ , both of which are very convenient for parallel comput-

ing without incurring any additional software cost. Hence, the mixed use of both Matlab

and Fortran constitutes a very good compromise for handling the aforementioned problem.

Mixed programming is advantageous for a number of reasons. First of all, it allows for the

re-use of current codes which is consistent with one of the goals of modern programming.

Moreover, Fortran is more efficient at computation than Matlab, so the use of Fortran in part,

but particularly when in parallel mode, can decrease the computing effort significantly.

In this approach, master-slave mode is used as the parallel pattern which coincides with

the parallelizing MGCPSO discussed in subsection 3.3.2. As a result, only one copy of Mat-

lab is installed on each computing node. The DACE comprises two parts: Constitution part

and prediction part. The constitution part is executed only in case of building or updat-

ing metamodel after infill points are obtained. This part is also the most difficult part of

DACE, so that it is not necessary to rewrite this part in Fortran but instead, keep it in Matlab

code. However, the prediction part is invoked frequently during optimization procedures,

because the system response needs to be approximated using a surrogate model for each

intermediate point. Therefore, it is crucial for the prediction to be re-written in Fortran. The

parallelizing MGCPSO is used to solve the three sub-optimization problems which arise in

each updating iteration. The master computing node is responsible for constituting meta-
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model, as well as organizing the parallelizing optimization tasks. The slave nodes, on the

other hand, are in charge of executing the corresponding optimization part, albeit under

the control of the master node. This task includes the prediction of system responses by

using metamodels through Fortran codes. The following shows in detail how MGCPSO

can be applied to robust design through the use of metamodel and mixed programming.

Firstly, the master node generates a certain number of sampling points x ,observes the sys-

tem response y at x and creates the kriging model with these informations. These tasks are

done in Matlab. After the kriging model is created, the information necessary for predicting

system response by way of the kriging model are scattered to slave nodes for further com-

putations. This is done with Fortran codes. Then, the parallelizing MGCPSO is applied to

solve sub-optimization problems to obtain infill points v′ which is done also with fortran

codes. Hereafter, the master node updates the kriging model with original points and v′,
which is done with Matlab. Then the master node scatters the information of the updated

kriging model to slave nodes to replace their out-dated information and the next new infill

node needs to be searched for through parallelizing MGCPSO. This is done with Fortran

codes. Actually, after obtaining x′ by maximizing the expected value of improvement E(I),

the maximal value of E(I) can be used to determine whether the stopping criterion is met

or not. If the stopping criterion is not met, program will continue to find the new infill node

through parallelizing MGCPSO. When the stopping criterion is met, the program will stop

and output the final kriging model for further research, e.g. robust design. The flowchart is

presented in figure 4.3. In the next section, a benchmark test is implemented to evaluate the

performance of this approach compared with DIRECT.

4.4 Numerical experiments and Conclusion

In this section, in order to evaluate the performance of MGCPSO when applied to robust

design problems, two classic robust design problems selected from [70] are solved by means

of MGCPSO. Solutions are compared with those obtained by DIRECT [48]. The essential

characteristics for robust design are given by:

1. The kriging model is used to simulate the original test function.

2. The regression function is first order polynomial.

3. The gauss function is chosen as the correlation function.

The parameter set for PSO is given by

1. Inertia Weight ω: This coefficient is used to control the trajectories of particles and is

set to ω = 0.5 + rand().

2. Acceleration Coefficients ϕ1 and ϕ2: These are mostly used in the community of par-

ticle swarms, the values are ϕ1 = ϕ2 = 1.49445.

3. Maximum Velocity vmax: This parameter was not set, as it was not deemed necessary.

90



4.4 Numerical experiments and Conclusion

Figure 4.3: Workflow of applying parallel MGCPSO to robust design with kriging model
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4. Population Size: All the swarms used in this study comprise ten individuals.

5. Stopping criterion: If the best position of swarm can not be improved in fifty con-

secutive iterations, the program will be stopped artificially and the fitness of the best

position will be considered as the result of this numerical test.

6. Maximum number of iterations: It is another termination criterion. This is the max-

imum number of iterations when the program is run. The measure collected at this

time is whether the criterion was reached, i.e., a solution of a given quality, or not.

This value was set at 1,000 iterations.

For convenience, the min-max principle is employed in both examples as the robust design

criterion. In order to finally obtain an updated metamodel, ten updating procedures are im-

plemented. It must be pointed out that this work only concerns itself with the performance

of MGCPSO. It focuses mainly on such questions as whether or not the optimum of a robust

design problem can be determined in this way at all and whether - in terms of computing

effort - it has a satisfying parallel efficiency. For this reason, it only takes into account such

measurements as final the updated model, its optimum for robust problem, computing time

as well as speed-up ratio are taken into account. The performance of the model updating

strategy has been sufficiently studied in [70].

4.4.1 Branin Function

The Branin function can be expressed as:

f (x, z) =

(

z − 5.1

4π2
x2 +

5

π

x − 6

)2

+ 10

(

1 − 1

8π

)

cos(x) + 10 (4.57)

where x ∈ [−5, 10] is the design variable and z ∈ [0, 15] is the noise variable. Its original

form is shown in figure 4.4(a) and its global robust design is marked with a small dia-

mond. It is usually chosen as test function for global optimization algorithms because it is

multi-modal along x axis. 10 initial sampling points are collected by LHD. The final kriging

model obtained via MGCPSO is shown in figures 4.4(b) and 4.5(b) . The final kriging model

obtained via DIRECT is shown in figures 4.4(c) and 4.5(c) . It can be seen that these two

final kriging models look different due to different infilling points during updating proce-

dures. The first difference becomes apparent in the 7th iteration, the infilling point obtained

by MGCPSO is (−0.9336, 15), while the infilling point obtained by DIRECT is (−5, 0). The

curve of the expected value of improvement E(I) for this step is illustrated in figure 4.7. It

can be seen that the global optimum exits in quite narrow a region which may cause the

optimization algorithm to miss this tiny region. However, MGCPSO successfully locates the

global optimum x′ = −0.9336 because of its good searching ability. This difference leads to

the different final updated model. The real global optima of Branin function for robust de-

sign with minimax criterion is 72.3711 at x = −0.8797. The robust optima of final obtained

model from MGCPSO is 72.4798 at x = −0.8796, and in the case of DIRECT, the optima is

72.6826 at x = −0.8635. It can be concluded that the result from MGCPSO is better than that

from DIRECT. However, both solutions are quite close to the real optimum of the original
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4.4 Numerical experiments and Conclusion

function. The MSE of the final krigingmodle is shown in figure 4.6(a) for MGCPSO and

4.6(b) for DIRECT. From these two figures, it can also be concluded that the MGCPSO per-

forms better that DIRECT in this test because it can find the global optimum for all of the

sub-optimization problems and thus the final model can describe the original function very

well. Any deviation in the mode updating procedure that is caused by the local conver-

gence of the optimization algorithm can be fixed by inserting more points. Another reason

for holding that the model updating strategy is a competent tool in robust design by meta-

model is that it does not require the finding of a global optimum for each sub-optimization

problem. There does not exist a global optimization algorithm which can be guaranteed to

find the global optimum for all kinds of optimization problems. This is proven by the No

Free Lunch Theorem discussed in chapter 2. The computing effort and speed-up rate are

discussed in 4.4.3.

4.4.2 Camelback Function

The second numerical example is the six hump camel back function and is written as:

f (x, z) = 4x2 − 2.1x4 +
1

3
x6 + xz − 4z2 + 4z4 (4.58)

where x ∈ [−2,−2] is the design variable and z is the noise variable and restricted to the

range −1 ≤ z ≤ 1. The original form is shown in figure 4.8(a) and its projection onto the

design space is shown in figure 4.9(a) . The robust optimum design is located at x = 0

with f = 0. Therefore, in this design, three different noise parameter settings are relevant,

namely z = −1, z = 0 and z = 1. Thus, any refinement of the metamodel is expected to

occur mainly in these three sub-regions during the updating procedure. The twenty initial

points are also sampled via LHD. The final kriging model obtained via MGCPSO is shown

in figures 4.8(b) and 4.9(b) . The final kriging model obtained via MGCPSO is shown in

figures 4.8(c) and 4.9(c) . Similar to the first example, these two final kriging models look

slightly different due to different infilling points during the updating procedures. The first

difference appears at the fifth step, the figure of E(I) is illustrated in figure 4.11(a) . Note

that MGCPSO finds the real global optima at x = 0.028 with E(I) = 0.0171, while the

solution from DIRECT is located at x = −0.027 which is not an optimum. The reason why

DIRECT finds this position is illustrated in figure 4.11(b) , where for x = −0.027 the real

global optimized robustness is at z = −1 with f (x, z) = 0.0096 and DIRECT finds a local

minimum at z = 0 with f (x, z) = 0.001655 and thus leads to a wrong E(I) = 0.0178 which

is greater than the real global optima E(I) = 0.0171. However, the distance between these

two different infilling points is not very large so that following infilling points from both

algorithms are not affected widely. This causes the final models from these two optimization

algorithms to be similar. This conclusion can also be derived from figures of their MSE

(seen in figure 4.10(a) for MGCPSO and 4.10(b) for DIRECT). The robust optima of the

final updated model from MGCPSO is 0.002876 at x = 0.002192 and that from DIRECT is

0.0031 at x = 0.003015. Both of them are near the real robust optima, see figure 4.9(b) for

MGCPSO and 4.9(c) for DIRECT compared with the original form in figure 4.9(a) . It is

concluded that most of the infilling points of both models stay in the expected regions and

the robust optimum found in both kriging models (seen in figure 4.8(b) for MGCPSO and
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(a) Branin function

(b) Final kriging model obtained via MGCPSO (c) Final kriging model obtained via DIRECT

Figure 4.4: Model of Branin function in isometric view

4.8(c) for DIRECT) are very close to the real optimum of the original function, which again

confirms that the model updating strategy is very stable and efficient. In the next section,

computational efforts are discussed and a conclusion presented.
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(a) Projection of original model onto design space (x-y-plane)

(b) Projection of final kriging model obtained via

MGCPSO

(c) Projection of final kriging model obtained via DI-

RECT

Figure 4.5: Projection of Model of Branin function onto design space (x-y-plane)
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(a) MSE of final kriging model obtained via

MGCPSO

(b) MSE of final kriging model obtained via DIRECT

Figure 4.6: MSE of final kriging model of Branin function

Figure 4.7: E(I) function at seventh step
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(c) Final kriging model obtained via DIRECT

Figure 4.8: Model of Camelback function in isometric view
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(a) Projection of original model onto design space (x-y-plane)

(b) Projection of final kriging model obtained via

MGCPSO

(c) Projection of final kriging model obtained via DI-

RECT

Figure 4.9: Projection of Model of Camelback function onto design space (x-y-plane)
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(a) MSE of final kriging model obtained via

MGCPSO

(b) MSE of final kriging model obtained via DIRECT

Figure 4.10: MSE of final kriging model of Camelback function

(a) E(I) function at fifth step

optima

Optima obtained

(b) f (x, z) at x = −0.0027

Figure 4.11: The branch of two algorithms
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4.4.3 Computational efforts and Conclusion

It has already been mentioned that one of the advantages of parallelized MGCPSO is the

reduction of the computing effort. Because ten particles are used for both tests, computing

nodes are selected from the sequence [1, 2, 5, 10]. Computing time of MGCPSO is listed in

table 4.1. From this table, it can be seen that the computing time can obviously be reduced if

MGCPSO

k=1 k=2 k=5 k=10

Branin Function 40s 22s 8.4s 4.4s

Camelback Function 56s 30.2s 11.8s 6s

Table 4.1: Computing time of MGCPSO

parallel computing is used. Moreover, the computing time of the Branin function is less than

that of the Camelback function because the number of initial points (10) of the first example

is less than that (20) of the second example, i.e. more samplings points will result in a more

complex metamodel which increases the time of evaluating the predictions of the points in

the design domain by means of metamodel.

The speed-up rate is shown in figure 4.12. Note that the performance of these two ex-

amples is quite similar and is not as good as that obtained in numerical tests discussed

in chapter 3. The main reason is that the model construction procedure is done only by

the master computing node, all the other slave computing nodes have to be waiting still

at that time until they receive the model information scattered by the master node. If the

model construction procedure can also be done in parallel, the speed-up rate can be further

increased. Another reason is probably the efficiency of the interface between Matlab and

Fortran. Computing effort may be lost during data exchanging between two different kinds

of code.

Finally, it is concluded that:

1. The MGCPSO can obtain competitive results compared with those from DIRECT, ro-

bust optima of which are quite close to the real robust optima based on min-max cri-

terion.

2. The MGCPSO exhibits competitive performance in this benchmark test, meaning that

it can find global optima in such optimization problems where the DIRECT fails.

3. Using parallel computing can further reduce computing time, which is more obvious

if comparing computing effort with that of non-scalable optimization algorithm.

4. The program written in mixed Fortran-Matlab runs very well which dose not acquire

additional license cost from Matlab for parallel computing.

5. The model updating strategy is very robust, it can eliminate the deviation caused by

local converge of the optimization algorithm in a sub-step by subsequent updating

procedures.
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Figure 4.12: Speed-up rate in both numerical examples
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Chapter 5

Apply PSO to structural sizing and

topological design

In this chapter, conventional structural optimization is first reviewed, such as sizing opti-

mization, shape optimization as well as topological optimization. This is followed by a brief

introduction of the common approaches to truss topological optimization. As a new pro-

posed global optimizer, the LPSO is applied to truss topological optimization in the next

section. Thereafter, the global search ability of LPSO is tested against a benchmark test

alongside examples from actual buildings. In order to expand application field of MGCPSO,

it is successfully applied to structural sizing optimization problem. Finally, computational

effort and conclusion are presented.

5.1 Conventional structural optimization

Conventional structural optimization is a central branch of optimization, which aims to find

a best output that maximises benefit for the designer or decision maker. Until recently, the

method has been successfully applied in the automotive, aerospace and civil engineering in-

dustries. The rapid development of structural optimizations has been catalyzed by real-life

problems, aided by the evolution of sophisticated computing techniques and the extensive

applications of the finite element method. As a result, structural optimization now plays an

indispensable role in structural design.

A structural optimization problem is usually comprised of five parts:

1. Design variables: The free parameters which need to be determined in order to obtain

the expected system performance.

2. Objective functions: These evaluate the merits of the solutions within different sets of

design parameters.

3. Design constraints: The constraints imposed by the design of the problem, such as

permissible maximal displacement and maximal stress. These are normally retrieved

by design codes or experiences.
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4. Side constraints: The bounds imposed upon the design variables (such as minimal and

maximal values for section areas). Together with the design constraints, they define a

feasible domain in the design space.

5. optimization criterion: These consider optimization problems, in light of other con-

straints, such as maximizing structural stiffness or minimizing structural weights. In

the interest of convenience, this thesis is only concerned with determining the minimal

of the objective functions, leaving other possible considerations aside.

For a conventional structural optimization problem, the objective functions and design

constraints (such like structure compliance, nodal displacements, stresses) may not be ex-

pressed as explicit function of design variables. Thus evaluation of these functions demands

numerical simulation, such as the finite element method. The structural optimization prob-

lem can be expressed mathematically as:

min
x

f (x)

subject to gi(x) ≤ 0 ; i = 1, · · · , ng = E

hj(x) = 0 ; j = 1, · · · , nh = I

xL
k ≤ xk ≤ xU

k ; k = 1, · · · , m

(5.1)

where x is the vector of design parameters, f is the objective function, g and h are inequality

and equality constraints respectively and xL
k and xU

k are the lower and upper limits of the

design variables respectively. Therefore, the feasible domain can be defined as C = {x ∈
Rm | gi(x) ≤ 0 ∧ hj(x) = 0 ∧ xL

k ≤ xk ≤ xU
k } and the design space can be characterized by

D = {x ∈ Rm | xL
k ≤ xk ≤ xU

k }.

Here objective functions and design constraints assume their nominal values, which dif-

fers from the robust design discussed in chapter 4. In practical applications it is common to

use the variable linking technique to reduce the number of independent design variables.

This is done by imposing a relationship between the coupled design variables, which is

equivalent to an equality constraint in terms of coupled design variables. According to dif-

ferent kinds of design variables, structural optimization can be classified into three different

disciplines, which are sizing optimization, shape optimization and topology optimization,

respectively, and will be depicted following.

Structural sizing optimization. In this approach, the design variables x are some type of

structural thickness, e.g., cross-sectional areas of truss members, the thickness distribution

of a sheet, or beam section parameters. A classic application of sizing is the determination

of the minimal cross-sectional areas in truss structures which is illustrated in figure 5.1. It is

a two-bar truss problem and can be stated as:

min
D

f (D) = 2ρπDT(B2 + H2)1/2

s.t. stress constraints
P(B2 + D2)1/2

πTDH
≤ [σ]

stability constraints
P(B2 + D2)1/2

πTDH
≤ π

2E(D2 + T2)

8(B2 + H2)

(5.2)
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Figure 5.1: A typical sizing structural optimization problem

where the design variable is cross section diameter D, other parameters are: the ap-

plied central load 2P = 600 KN, the horizontal distance 2B = 6 m between two sup-

ports, Young’s modulus E = 2.1 × 105 MPa, materiel density ρ = 78 KN/m3, allowable

stress [σ] = 160 MPa, structure height H = 4 m. Since it is a simple problem, a conven-

tional optimization method can be used for finding the optimum f (D∗) = 1.8256 KN with

D∗ = 0.149 m3.

Structural shape optimization. In shape optimization, structural geometry parameters

(such as the position of joints or the position and shape of an internal cavity) are defined

as design variables and used to optimize system performance. Normally, shape optimiza-

tion problems can be treated similar to sizing optimization, the main difference is to use

different kinds of design variables. For demonstrating shape optimization, the classic two-

bar truss shown in figure 5.1 is still used. However, in this case, the height H of the structure

is adopted as design parameter and the diameter D of section area is still taken into account.

It shall be noted that the dash lines in figure 5.2 represent the possible designs during opti-

mization procedure. This optimization problem can be stated as:

min
H,D

f (H, D) = 2ρπDT(B2 + H2)1/2

s.t. stress constraints
P(B2 + D2)1/2

πTDH
≤ [σ]

stability constraints
P(B2 + D2)1/2

πTDH
≤ π

2E(D2 + T2)

8(B2 + H2)

2m ≤ H ≤ 6m

(5.3)

where the design variables are H and D and other design parameters are the same as for the

sizing optimization problem. Because this example merely serves the purpose of demon-

stration, the optimum can easily be obtained, i.e. f (H∗, D∗) = 1.769 KN with H∗ = 3 m
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Figure 5.2: A simple structural shape optimization problem

and D∗ = 0.169 m. Compared with the optima from the last example, it is noted that it is

possible to further reduce the structural weight by using optimization geometry.

Structural topology optimization This is the most general form of structural optimization

and requires a less detailed description of the concept than the other two kinds of opti-

mization problem. The design variables in topology optimization describe the structural

configuration. Topology optimization is a difficult problem and it has received more atten-

tion in applications to skeletal structures such as trusses and frames. In these cases, the

optimum criterion can be defined by determining which joints are connected to each other

by members. The basic and most widely used approach is to initially create a ground struc-

ture where every joint is connected to other joints. Members’ cross-sectional areas are taken

as design variables, and these variables are allowed to take the value zero during optimiza-

tion procedure, i.e. members are removed from the truss. Finally, a concise and optimized

structural layout is obtained. This approach was first proposed by Dorn et el. in [37]. A very

simple example is shown in figure 5.3.

In the initial stage of structural design (also called conceptual design), it is often desired

to find a general layout that can naturally and efficiently resist the anticipated design loads.

This is sometimes done by optimizing the overall shape as well as the topology of the struc-

tural system. Ideally, shape optimization can be thought of as a subclass of topology opti-

mization, however practical implementations are based on quite distinct techniques. Thus,

these two types are normally regarded as separate. From a fundamental point of view, topol-

ogy and sizing optimization are very different matters. However, from a pragmatic stand

point similarities between the two categories are apparent. When the stated problem is a

differential equation, it can be said that shape optimization concerns the controlling of the

equation’s domain, whilst sizing and topology optimization concern the control of its pa-

rameters [103]. The research work in this chapter focuses on structural sizing and topology

optimization.
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Figure 5.3: A demonstration of structural topology optimization

5.2 Apply LPSO to truss topology optimization

Techniques for optimizing the topology of a structural system can be classed into the fol-

lowing two categories:

1. Discrete optimization

2. Continuum optimization

In discrete optimization, the structure is generally modeled with discrete truss, beam or col-

umn elements, whereas in continuum optimization the structure is modeled as a continuum.

There has been extensive research on both kinds of optimization techniques in the past two

decades, and both have their own strengths and weaknesses. Since this work only focuses

on discrete topological optimization, truss topological optimization is discussed in this and

the next sections. However, frames (rigidly-jointed structures) can be also by employing the

finite element method and they are easier to handle than trusses (pin-jointed structures) due

to the stability at the joints.

5.2.1 An overview of truss topology optimization

The initial study of the fundamental properties of optimal grid like continua was pioneered

by Michell [90] which was important in view of the theoretical background. However, the

numerical methods in this field have a shorter history which appeared following the ini-

tial developments of high-speed computers. Early contributions can be found in Dorn,

Gomory and Greenberg [37] and Fleron [49] in which numerical implementations were

first proposed and exercised on very small test problems due to computing limitations.

Since the 1980’s, there has been an unprecedented and most dramatic growth in comput-

ing technologies. Since then, the theoretical work on structural topology optimization has

continued to unfold. To illustrate this, Rozvany [111] obtained new optimality conditions

(Continuum-like Optimization Criterion (COC)) of the Michell truss which lead to different
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and lighter trusses compared with those from Michell. Rozvany [112] pointed out short-

coming in Michell’s truss theory, Zhou [143] listed difficulties in truss topology optimiza-

tion with stress and local buckling constraints, exact solutions of some truss layout opti-

mization were derived. In particular, Lewiński, Zhou and Rozvany [79] derived exact least-

weight truss layouts for rectangular domains with various support conditions, as well as

exact analytical solutions for some popular benchmark problems in topology optimization

from Rozvany [113], Lewiński and Rozvany [77, 78]. On the other hand, numerical ap-

proaches have been developed and applied to larger-scale, more realistic structures. Two

fundamental techniques were proposed for this kind of optimization problem: evolution

and degeneration. The evolution approach is a growing and heuristic approach, in which

the basic structure is a simple bar truss and finial optimal topology is generated by adding

nodes and members[114]. Although the use of this approach can avoid unrealistic or unsta-

ble optimal solutions, there is no theoretical criterion for addition of nodes and members.

On the contrary, as a representative of the degeneration approach, the ground structure tech-

nique was first introduced by Dorn et el. [37] and is now widely used in all kinds of truss

topological optimization problems. In this approach, the nodal locations are fixed and the

ground structure is created by connecting any two nodes. During the optimization proce-

dure, unnecessary members are removed. Many methods have been presented based on the

ground structure approach. Two normal kinds of ground structure are shown in figure 5.4.

On the left side of figure 5.4, the member length is restricted to a certain number which ex-

presses the fact that spectrum of possible member lengths can be restricted and can thus be

viewed as a reduced form. As a result, the computational effort is also reduced. However,

the optimal topology may not be the global optimum because some connecting members

are ignored which may belong to the optimal candidates. The ground structure that can be

seen on the right side is known as a fully connected ground structure and owns the set of

all possible connections between every two chosen nodal points. This approach consumes,

of course, more computer resources, producing, in turn, more exact solutions. Although the

ground structure approach can now be regarded as a standard procedure in the field of truss

topological optimization, there are indeed several difficulties which can be summarized in

the following way [97]:

1. A large amount of members and nodes are needed in the initial ground structure. The

number of non-overlapping members can be calculated by:

Sum(x, y) = 1/2xy(xy − 1) −
x
∑

i=1

y
∑

j=1

f (i, j) (5.4)

where

f (i, j) =















{i = 1 ∧ j ≥ 3} ∨ {i ≥ 3 ∧ j = 1} (x − i + 1)(y − j + 1)

(i − 1 : j − 1) ≥ 2 2(x − i + 1)(y − j + 1)

else 0

(5.5)

where x and y are the horizontal and vertical number of grids respectively, (i : j) is an

operator to compute the maximal common divisor between i and j.
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(a) (b)

Figure 5.4: Two kinds of classic truss ground structures for transmitting a vertical force to a vertical

line supports

2. The optimal topology strongly depends on the initial design and infinite number of

nodes and members are needed if the nodal locations are also to be optimized(such as

simultaneous shape and topology optimization).

3. Unrealistic optimal solutions are often obtained.

4. The truss may lose stability if too many members are removed.

5.2.2 Problem formulation of truss topology optimization and its equivalences

In this work, the simplest possible optimal design problem (P1), namely the minimization of

compliance (maximization of stiffness) for a given total mass of the structure, is considered.

Several classic problems of this kind can be seen as a standard benchmark test for opti-

mization algorithms due to its high-dimensional and non-convex features. The well-known

formulation of problem P1 is expressed as:

P1 min
x

fTu

subject to
m
∑

i=1

xiKiu = f

m
∑

i=1

xi = V

xi ≥ 0, i = 1, · · · , m

(5.6)

where xi is the volume of the ith bar and xiKi is the element stiffness matrix for the ith bar

written in global coordinates. If all of the member cross-section volumes are considered to be

greater than zero, then P1 is transformed to a truss sizing optimization problem. Therefore

the stiffness matrix K(x) =
m
∑

i=1

xiKi is positive definite for all eligible x and the displace-

ments can be removed from the problem. As a consequence, the resulting problem with

only bar volume design variables is proved to be convex and solutions are confirmed [126].

If zero lower bound is allowed, i.e. the bars of the ground structure can be removed, then the

problem statement covers topology design. Furthermore, the stiffness matrix is no longer

guaranteed to be positive definite and the vector u can not be removed by solving Ku = f,

if the zero lower bound is taken into account. Nevertheless, it is not important to remove
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u from formula (5.6), while, typically, the number m of the bars is much greater than the

number of degrees of freedom. It can be seen that in the complete ground structure, the

total amount of all possible members can be calculated as m = n(n − 1)/2, while the de-

grees of freedom are only 2n for planar trusses or 3n for 3-d trusses. As a consequence,

several approaches focus on reducing this problem to a displacement only problem through

equivalent formulations of problem 5.6 which will be discussed later.

If Lagrange multipliers û, Λ, µi, i = 1, · · · , m are induced, problem (5.6) can be stated as:

L = fTu − ûT(
m
∑

i=1

xiKiu − f) + Λ(
m
∑

i=1

xi − V) +
m
∑

i=1

µi(−xi) (5.7)

The necessary conditions can be obtained by differentiating formula (5.7)

m
∑

i=1

xiKiû = f, ûT
Kiu = Λ − µi, µi ≤ 0, µixi = 0, i = 1, · · · , m.

Now a new symbol Λ∗(u) is defined to denote the maximum of the individual bar’s specific

energy uT
Kiu and is given by

Λ
∗(u) = max

i=1,··· ,m

{

uT
Kiu

}

J(u) is used to denote the set of bars which hold the maximum specific energies and are

namely active bars

J(u) =
{

i | uT
Kiu = Λ

∗(u)
}

Then the necessary conditions are satisfied with

û = u; xi = x̂iV, i ∈ J(u); xi = 0, i /∈ J(u); Λ = Λ
∗(u);

µi = 0, i ∈ J(u); µi = Λ
∗(u)− uT

Kiu, i /∈ J(u);

V
∑

i∈J(u)

x̂iKiu = f
(5.8)

where x̂i = xi/V is the non-dimensional element volume. It can be proved that there does

indeed exist a pair (u, x) which satisfies the necessary condition (5.8) and it automatically

constitutes a minimizer for the non-convex form (5.6). A detailed proof can be found in [128].

Note that the equilibrium condition of problem (5.6) can be expressed in terms of the

principle of minimum potential energy. Therefore, displacement u is the minimizer of the

structural total potential energy F(v) = 1
2vT

(

m
∑

i=1

xiKi

)

v − fTv. Note that the value F(u) is

equal to − 1
2fTu < 0. Therefore, the problem (5.6) can be rewritten as a max-min problem in

this form

max
xi≥0,i=1,··· ,m
∑m

i=1 xi=V

min
u

{

1

2
uT

(

m
∑

i=1

xiKi

)

u − fTu

}

(5.9)
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This is a saddle point problem for a concave-convex problem and the max and min operator

can be interchanged. Thus formula (5.9) can be stated as

min
u

max
xi≥0,i=1,··· ,m
∑m

i=1 xi=V

{

1

2

m
∑

i=1

xiu
T
Kiu − fTu

}

(5.10)

The inner problem is a linear programming problem in the x variable. A very useful in-

equality is stated as:

m
∑

i=1

xiu
T
Kiu ≤ V max

i=1,··· ,m

{

uT
Kiu
}

(5.11)

The equality holds if all the non-zero bars have the maximum specific energy which partly

is a solution of necessary condition for problem (5.6). Thus, problem (5.10) can be further

reduced to

min
u

max
i=1,··· ,m

{

V

2
uT

Kiu − fTu

}

(5.12)

This is an unconstrained, convex and non-smooth problem in displacement u only and its

optimal is minus one half of the optimal value of problem (5.6) [15]. This displacement only

equivalence has been studied in [2], [15] and [18].

Problem (5.12) can also be written as an equivalent smooth, constrained and convex

problem

min
u

τ

subject to τ − V
2 uT

Kiu + fTu ≥ 0, i = 1, · · · , m
(5.13)

Although this problem has a large number m of constraints, it can be solved quickly through

interior point methods, e.g. Penalty/Barrier Multiplier Method (PBM) proposed by Bental

and Zibulevsky [17]. Relevant research can also be found in [16] and [68].

Achtzinger and Stolpe also proposed two equivalences to problem (5.6). The first equiv-

alence is given by

min
u,r,Λ

− 1
2

m
∑

i=1

Liu
T
Kiu − Vλ + fTu +

m
∑

i=1

(UI − Li) ri

subject to 1
2uT

Kiu − λ + ri ≤ 0, i = 1, · · · , m

ri ≤ 0, i = 1, · · · , m

λ ≥ 0

(5.14)

where Li and Ui denote lower and upper bounds on the bar volumes, respectively, rather

than on the bar areas, li is length of the ith bar. Note that Li and Ui satisfy following inequal-

ities

0 ≤ Li ≤ Ui < +∞ j = 1, · · · , m
m
∑

i=1

Li < V <

m
∑

i=1

Ui
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Note that it has a quadratic objective function and quadratic inequality constraints and is

therefore referred to as an "all-quadratic optimization problem", sometimes abbreviated as a

"Q2P" problem. The numerical solution of (Q2P) can be solved by any large-scale nonlinear

optimization program. Let (u, r, λ) be the optimal for problem (5.14) with corresponding

Lagrange multipliers τj, j = 1, · · · , m for the quadratic constraints, the (x, u) is optimal

for problem (5.6) where

xi = Li + τi, i + 1, · · · , m (5.15)

Also, this equivalence is proper for the use of an interior point methods, such as PBM.

The second equivalence can be stated as:

min
u,s,µ

− 1
2(uT, sT, µ)C(uT, sT, µ)T + fTu

subject to bT
i u − si − µ ≤ 0 i = 1, · · · , m

−bT
i u − si − µ ≤ 0 i = 1, · · · , m

si ≤ 0, i = 1, · · · , m

µ ≥ 0

(5.16)

where bi =

√
Ei

li
γi by γi is a vector of direction cosines (note that (scaled) stiffness matrix Ki

can be written as a dyadic product Ki = bib
T
i , i = 1, · · · , m) and Ei is the Young’s modulus

of the material used for the ith bar, and matrix C is given by

C =







KL 0 0

0 diag(U − L) U − L

0 (U − L)T VL







where

KL =
m
∑

i=i

LiKi, i = 1, · · · , m

Note that although this is not a convex QP optimization problem (i.e. its Hessians is in-

definite) and most QP-solvers require the Hessian of the objective function to be positive

definite or, at least to be positive semidefinite, it can be solved efficiently by computing its

KKT-point (u, s, µ) which can be proved to be the global optimizer of (5.16). This is because

the numerical calculation of KKT-points of this non-convex problem is possible in an fast

way by making use of the QP problem structure. Another stimulating feature for this equiv-

alence is that the vectors L and U only appear in the Hessian C of the objective function.

Therefore, the constraint set of QP remains unchanged for different volume bounds. Let

(u, s, λ) be the optimal of problem (5.16) with corresponding vectors δ−, δ+ of multipliers

for the first two sets of inequality constraints, then (x, u) is an optimal of problem (5.6) where

xi =







Li +
1

µ
[((δ−i − δ+

i )− (Ui − Li)si)] i f Ui > Li

Li i f Ui = Li

i = 1, · · · , m (5.17)

These two equivalences are included in the Branch-and-Bound method for computing

the lower bound of the integer optimization problem stated in 5.26. Details about how to
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5.2 Apply LPSO to truss topology optimization

apply Branch-and-Bound method to solve integer truss topology optimization problem can

be found in [5], [4] and [3].

As natural extensions of problem (5.6), to find the optimal topology of the reinforcement

of a given structure and the optimal topology problem with self-weight can be taken into

account, thus formula (5.6) can be expressed as

min
x,s

[

f +
∑

i∈R

xigi +
∑

i∈S

sigi

]T

u

subject to

[

∑

i∈R

xiKi +
∑

i∈S

siKi

]

u = f +
∑

i∈R

xigi +
∑

i∈S

sigi

m
∑

i=1

xi = V

xi ≥ 0, i = 1, · · · , m

(5.18)

where xi, i ∈ R is the bar volumes and si, i ∈ S is the reinforcement part, gi denotes the

specific nodal gravity vector due to the self-weight of the ith bar. This problem can be

solved in analogous ways which is demonstrated in the solving of formula (5.6). It can also

be written in similar equivalent forms.

As a relatively recently developed global optimizer, PSO has been successfully applied

to structural sizing optimization problems in the past decades. However, there were fewer

applications to truss topology optimization. The main aim of this thesis is to use modified

particle swarm optimizers to solve truss topology optimization. Questions of truss topol-

ogy optimization that show minimal compliance with a given volume, as stated in (5.6), can

efficiently be solved by employing equivalent formulations. However, these equivalences

are all based on the optimality criteria which is derived from the necessary condition (5.8).

As soon as a new objective function arises and/ or new constraints are added, the origi-

nal equivalence looses its validity. The acquisition of a new equivalence requires a strong

mathematical background (most researchers who work on truss topology optimization and

equivalences in particular come from institutes of mathematics). For this reason, engineers

with an interest in learning more about solving truss topology design problems find access

to the field quite challenging. EAs have been applied to the field of truss topology opti-

mization, albeit in a limited manner since their application is limited to problems of a small

scale. Unfortunately, they are thus not suited for real projects. Consequently, it is neces-

sary to develop an algorithm that is easy to implement (such as a particle swarm optimizer)

for solving large-scale problems. Since truss topology optimization is non-convex, highly

multi-modal and the standard PSO is proved to be a local convergent algorithm, a modified

PSO is required for handling any difficulties associated with truss topological problems.

Two modified PSOs are proposed in chapter 3. Their performances are also evaluated via a

benchmark test, from which it is noted that the LPSO can solve high multi-modal problems

very well and the MGCPSO owns a trade-off performance between results and computa-

tional efforts compared with standard PSO and LPSO. This section discusses the application

of LPSO, MGCPSO, and their respective parallel patterns to the subject of truss topology

optimization with real, as well as integer design variables. Specifics are dealt with in the

following subsections, as are the numerical experiments.
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5.2.3 Geometry consistent check

This approach is based on the ground structure where a large number of potential nodes

and an even larger number of potential bars are distributed over a design domain, so that

the mathematical optimization problem is formulated in terms of real/integer cross-section

areas of the bars to design variables and the displacements to state variables. Two com-

mon kinds of ground structure are demonstrated in figure 5.4. Since partially disconnected

ground structures can lead to designs that are not ideal for the chosen set of nodal points - in

other words, they are local minimum - this work only considers fully connected ones. One

of the difficulties inherent in fully connected ground structures is their high flexibility, mean-

ing that their connecting members can be added or removed freely during the optimization

procedure. In order to avoid the computing of unrealistic structures, and thereby reducing

the computing effort, it is essential to perform a consistency check with regard to geometry

before structural analysis. This is the case because PSO constitutes a global stochastic search

algorithm and the intermediate structure may be a mechanism or have redundant members

(It may cause loss of parallel performance, which is discussed later). Several common po-

tential cases that need to undergo a geometry consistency check are shown in figure 5.5. A

very important assumption is that all trusses are elastic structures and can thus be analyzed

by means of the linear elastic finite element analysis. It must be noted that the substructures

shown in the left column in figure 5.5 are taken from the overall structure. The strategy

followed can be described in the following terms:

1. In case (a), node a and node c are connected through bar 1 and bar 2 with an inner

node b. Because all bar members are suppressed by axial load, the inner node b can be

eliminated and bar 1 and bar 2 can be merged into bar 3 with the volume t3 = t1 + t2.

2. In case (b), node a is connected by bar 1 and bar 2 and not suppressed by an external

load. Based on the elastic theory, the stresses of bar 1 and bar 2 are zero, so that bar 1

and bar 2 can be removed from the structure and node a is eliminated also.

3. In case (c), similar to case (a), bar 3 can be seen as a free member, i.e. if there is no ex-

ternal load and/or displacement constraints on node d, bar 3 will have a rigid motion.

Therefore, node d and bar 3 need to be removed from the structure, bar 1 and bar 2 are

combine into bar 4 and node b is consequently eliminated, as in case (a).

4. In case (d), an external load is applied to an isolated node, i.e. the external load cannot

be transfered to the structure’s boundary. Thus, this case is, of course, inapplicable to

problem (5.6), so that it can be ignored with regard to further. Note, that it may cause

an unbalanced task in parallel computing, since the computing node, in this case, will

not analyse the structure but output a predefined large value and then stand in an idle

status, meanwhile other computing nodes are still executing structural analysis.

5. In case (e), the resulting structure is in equilibrium under the given load. In another

direction, however, namely vertical to the load direction, the structure is a mechanism.

Consequently, the resulting structure is not applicable in reality which is common in

ground structure approach.Although this particular difficulty can be overcome by the

addition of bars to the structure to make it stable, some questions remain unanswered:
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Figure 5.5: Geometry consistent check

How can bars be added heuristically? How can the volumes of the additional bars be

determined and the same amount of volume is subtracted from the existing members

so that the volume constraint still holds? This problem can be resolved by inserting

minor external loads to each of the nodes. The added loads are vertical to the existing

external loads. If the nodal displacements in that direction are not larger than a certain

pre-defined value then it can be concluded that this structure is not a mechanism any

more. Admittedly, this strategy lacks theoretical backing but the fact remains that it is

an efficient method and that can be shown in the numerical experiments below.

Case (a)highlights that it is impossible for overlapping members to appear simultaneously

with sub-members. As a result, the dimension of the design variables can be reduced from

the number 1/2N(N − 1) (where N is the number of all the nodes) of fully possible members

to the number of non-overlapping members which can be computed via formula (5.5).
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5.2.4 How to handle constraints

The goal of optimization problems with constraints is to find a solution that optimizes the

fitness function whilst also satisfying the given constraints. The search area in constrained

optimization problems is divided into feasible and infeasible domains. Within the feasible

domain all points satisfy all constraints, whereas inside the infeasible domain all points

violate at least one of the constraints. Because PSO and evolutionary algorithms have many

properties in common, it is possible to use the same method for treating constraints in both

cases. Carlos Artemio Coello Coello [30] has summarized in a survey all of the theoretical

and numerical techniques that are appropriate for handling constraints. So far the main

categories of the constraint-handling techniques are:

1. Penalty functions, e.g. external penalty, internal penalty, death penalty.

2. Special representations and operators, e.g. Random keys.

3. Repair algorithms.

4. Separation of objectives and constraints, e.g. co-evolution, behavioral memory.

5. Hybrid methods, e.g. Lagrange multipliers, fuzzy logic.

Because of the No-Free-Lunch Theorem [136] it is known that it is impossible to create a uni-

versal constraint-handling technique which is able to treat all kinds of constraints with most

excellent performance. The penalty function technique is a compromising and conservative

way of dealing with constraints. Also, it allows for easy implementation and offers effective

solutions to most types of optimization problems that have been tested.

A common approach of penalty function technique is called sequential unconstrained

minimization technique (SUMT) that was first proposed by Fiacco and McCormick [46].

SUMT transforms a given constrained optimization problem into a sequence of uncon-

strained optimization problems. This transformation is accomplished by defining an ap-

propriate auxiliary function, in terms of problem function, to define a new objective func-

tion whose optima are unconstrained in some domain of interest [47]. Thus, in the case

of SUMT, a sequence of penalty functions is defined where the penalty terms for the con-

straint violations are multiplied by some positive coefficient, so that the constrained op-

timization problems are transformed into a sequence of unconstrained but penalized opti-

mization problems which can be solved by all kinds of optimization methods. By penalizing

constraint violations more and more severely, the minimizer is forced to the feasible region

for the constrained problem. There are two main variants of the penalty technique:the in-

ternal and the external penalty function. The most poignant difference between them is that

the external penalty function searches only the infeasible domain while the internal penalty

function searches only the feasible domain. Often, minima of external penalty functions are

inapplicable to the original problem and the solution only grows feasible when the penalty

parameter grows extreme large. Consequently, the generated solutions may not always be

useful for real-life applications. On the contrary, in the case of internal penalty functions,

the penalty term acts as a barrier to prevent the searching points from leaving the feasible
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region. As a result, minima of the internal penalty function are always feasible. For this

reason, it lends itself to inequality constraints. The disadvantage of this approach is that it

can only handle strict inequality constraints.

Note that in problem (5.6) there exist equality and inequality constraints. Inequality

constraints are applied on section areas of bars which can be handled directly by setting

proper intervals for design variables by the boundary-check of PSO. Thus, these inequal-

ity constraints are automatically guaranteed to be fulfilled. Equality constraints can be dealt

with by employing a exterior quadratic penalty function. For stochastic algorithms, equality

constraints can only rarely be satisfied since in the case of equality constraints the feasible

domain is reduced to quite a narrow region and the particles search the design space ran-

domly. As a consequence, the exterior penalty function is used to handle constraints of this

sort in this work.

The exterior quadratic penalty function for equality constraints is given by

F(x, µ) = f (x) +
1

2µ

∑

i∈E

h2
i (x) (5.19)

where µ is the penalty parameter and hi(x) = 0, i = 1, · · · , nh are equality constraints. By

driving µ to zero, the constraint violations are penalized with increasing severity. It makes

good intuitive sense to consider a sequence of value {µ(t)} with µ(t) → 0 as t → ∞, so that

the task is to seek the approximate minimizer xt of F(x, µ(t)) for each t. It is noted that PSO

is not affected by the ill-conditioned properties of (5.19). The convergence of the quadratic

penalty function can be proved in the following way. It is supposed that xt is the global

minimizer of F(x, µ(t)) and x̂ is the global solution of original optimization problem. Since

xt minimizes F(x, µ(t)) for each t, we have such inequalities F(xt, µ(t)) ≤ F(x̂, µ(t)), which

can be rewritten as:

f (xt) +
1

2µ(t)

∑

i∈E

h2
i (xt) ≤ f (x̂) +

1

2µ(t)

∑

i∈E

h2
i (x̂) = f (x̂) (5.20)

By rearranging this expression, we obtain
∑

i∈E

h2
i (xt) ≤ 2µ(t)[ f (x̂)− f (xt)] (5.21)

Suppose that x∗ is the limit point of {xt} and given by

lim
t∈T

xt → x∗ (5.22)

where K is an infinite subsequence. Thus the following formula can be obtained via formula

(5.21) by taking the limit as t → ∞, t ∈ T

∑

i∈E

h2
i (x∗) = lim

t∈T

∑

i∈E

h2
i (xt) ≤ lim

t∈T

2µ(t)[ f (x̂)− f (xt)] = 0 (5.23)

where the last equality holds as µ(t) tends to zero. Therefore, we have that hi(x∗) = 0 for all

i ∈ E, so that x∗ is feasible. Moreover, due to the non-negativity of µ(t) and each h2
i (xt), we

have that

f (x∗) ≤ f (x∗) + lim
t∈T

1

2µ(t)

∑

i∈E

h2
i (xt) ≤ f (x̂) (5.24)
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since x∗ is feasible point whose objective value is no larger than that of the global minimizer

x̂, it can be concluded that x∗, too, is a global minimizer. More detailed proof can be found

in [96]. If inequality constraints are taken into account, a mixed internal-external quadratic

penalty approach can be used, thus formula (5.19) can be rewritten as

F(x, µ) = f (x) +
1

2µ

∑

i∈E

h2
i (x) + µ

∑

j∈I

1

g2
j (x)

(5.25)

where gj(x) are inequality constraints.

5.2.5 Integer programming

Truss topology optimization with real design variables has been well studied, however, for

the case of topology design with integer section areas, it is more practical if the truss must be

built from pre-produced bars with given section areas. This kind of optimization problem

can be stated as

min
x

fTu

subject to
m
∑

i=1

xiKiu = f

m
∑

i=1

xi = V

xi ∈ {x1
i , · · · , xmi

i }, i = 1, · · · , m

(5.26)

where {x1
i , · · · , xmi

i } represents all the discrete candidates for ith bar. It belongs to inte-

ger programming. Research work in this field can be divided into two classes. One class

is based on a deterministic optimization algorithm with rounding strategies, meaning that

it solves the problem through an approximation with continuous variables. References to

this approach can be found in Ringertz [110], Achtziger and Stolpe [5, 3, 4], where truss

problems are handled through brand-and-bounch method. There are further references in

Beekers and Fleury [14] where a primal-dual method is used as well as in Stolpe and Svan-

berg [124] where it is proved that a wide range of problems in 0-1 topology design can be

written in mixed integer LP format. Another class is based on stochastic optimization al-

gorithm, successful approaches can be found in Hajela and Lee [58] (genetic algorithm), in

Topping et el. [129] (simulated annealing). Note that Achtziger and Stolpe have successfully

applied the brand-and-bounch approach to large-scale numerical examples and obtained

guaranteed global optimum. It is important to remember that their approach relies heavily

on the use of efficient equivalent formulations as discussed in 5.2.2. Consequently, a deep

understanding of this method supposes a strong mathematical background. However, evo-

lutionary algorithms (EAs) can be applied directly to optimization problems that are in the

original form. In case the acquisition of new constraints is necessary, the only task is to add

them to the penalized objective function with proper penalty functions.

Since PSO was initially only developed for problems defined over real vector spaces,

new strategies have to be proposed for a successful extension of it to cases of discrete opti-

mization. Common strategies that allow for the extended application of PSO include binary

PSO and the rounding strategy which has already been discussed in subsection (2.5.5). In
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this work, the rounding strategy is used for dealing with the integer design variables for

MGCPSO and LPSO.

Since PSO is a time consuming algorithm, it is necessary to adopt the parallel pattern

discussed in chapter 3 to reduce computing time. Truss topology optimization problems

can be managed in a way that is analogous to the benchmark tests discussed in chapter 3.

Moreover, before calculating fitness values with the corresponding penalty term (5.25) cer-

tain additional procedures should be carried out. To begin with, a fully connected ground

structure needs to be constructed at the beginning of the program. Secondly, a geometry

consistency check is necessary for as long as the design variables x are computed. Thirdly,

because the state variables u are not directly supplied, they need to be obtained by means of

structural analysis (per finite element analysis, for example) with given x. It is worth noting

that all three of these procedures can be executed by the same computing node where the

corresponding x is stored and updated. As mentioned in the foregoing, because a penalty

function is employed in handling structural constraints PSO needs to be implemented con-

sequentially in order to obtain a series of (xt) by optimizing a set of F(x, µ(t)) provided that

t is the current generation number of penalty factor. The stopping criterion for the whole

loop is given by

if | F(xt, µ(t)) − F(xt−1, µ(t − 1)) |≤ ǫ, then stop algorithm;

else, update µ(t + 1) and optimize new F(x, µ(t + 1))
(5.27)

where ǫ = 1.0D−7 is a predefined small value. Finally, the entire work flow is illustrated in

brief in figure 5.6.

5.3 Numerical experiments

The parameter set for PSO is analogous to that used in the numerical benchmark tests in

chapter 3 and is given by:

1. Inertia Weight ω: This coefficient is used to control the trajectories of particles and is

set to ω = 0.5 + rand().

2. Acceleration Coefficients ϕ1 and ϕ2: These are mostly used in the community of par-

ticle swarms, the values are ϕ1 = ϕ2 = 1.49445.

3. Maximum Velocity vmax: This parameter was not set, as it was not deemed necessary.

4. Population Size: All the swarms used in this study comprise twenty individuals.

5. Stopping criterion: If the best position of swarm can not be improved in fifty con-

secutive iterations, the program will be stopped artificially and the fitness of the best

position will be considered the result of this numerical test.

6. Maximum number of iterations: This is another termination criterion. It constitutes

the permissible maximum number of iterations during which the program is run. The

measure collected at this time is whether the criterion was reached, i.e., a solution of a

given quality, or not. This value was set at 5,000 iterations.
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Figure 5.6: Workflow of applying LPSO to truss topology optimization

Additionally, the penalty parameter is updated by µ(t) = 105−t, t ∈ {1, 2, ..., 10}. In order to

study the algorithm’s performance, each example is solved using all the possible µ conse-

quentially. Because MGCPSO fails in most of the optimization problems that this benchmark

test concerns - meaning that it failed to find a realistic solution, rendering no more success-

ful than the best result achieved so far - its performance needs to be improved. The result

obtained by means of MGCPSO is left out in this subsection. The speed-up rates from all

examples are discussed in a separate subsection.

5.3.1 Benchmark test

In this subsection, a benchmark test is implemented for problems (5.26) (5.6) selected from

[4] are implemented by means of LPSO with K=2 and K=3 as well as MGCPSO. For convince

of comparison, cross section area is used as design variable in the benchmark test, thus
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problem P1 needs to be changed to

P1 min
x

fTu

subject to
m
∑

i=1

xiliKiu = f

m
∑

i=1

xili = V

xi ≥ 0, i = 1, · · · , m

(5.28)

where xi is the cross section area of member i. Note that in the case of integer problem (5.26)

it is not possible to always satisfy the equality constraint of the total volume v. For this

reason, it is relaxed to the following:

−1 ≤ V −
m
∑

i=1

xili ≤ 1

These problems in this benchmark test stem from truss minimum compliance problems.

Next, optimal solutions are presented and compared with those from [4] which prove to

be the best results found so far. Each example is tested with four different kinds of design

variables:

1. Member cross section area xi is real and stays in the interval [0, 1], marked as x ∈
[0, 1]m.

2. Member cross section area xi is integer and has these candidates {0, 1}, marked as

x ∈ {0, 1}m .

3. Member cross section area xi is real and stays in the interval [0, 5], marked as x ∈
[0, 5]m.

4. Member cross section area xi is integer and has these candidates {0, · · · , 5}, marked

as x ∈ {0, 5}m.

where m is the number of design variables. The Young’s modulus of elasticity E for all

benchmark problems is scaled to unity for all bars as well as the external loads. All of the

solutions obtained by means of LPSO are compared with those from [4] in figures.

5.3.1.1 A single-load wheel

The design domain, the load, as well as the boundary conditions are shown in figure 5.7(a) .

A vertical load is applied at the center of the lower side of the design domain. The ground

structure is shown in figure 5.7(b) . In addition, in order to achieve a stable solution, minute

horizontal loads are applied to each design node. The optimal designs with continuous de-

sign variables x ∈ [0, 1]m obtained by LPSO with k=2 and k=3, as well as that from [4] are

shown in figures 5.7(c) , 5.7(d) and 5.7(e) respectively. The solution from LPSO with k=2

is the best one, the solution from LPSO with k=3 is the second best one, however, the ad-

vantage is not obvious. The optimal designs with discrete design variables x ∈ {0, 1}m from
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different optimization algorithms are the same and are shown in figure 5.7(f) . The optimal

topologies of the continuous minimal compliance problem with x ∈ [0, 5]m from different al-

gorithms are shown in figures 5.7(g) , 5.7(h) and 5.7(e) . Similarly, the LPSO with k=2 finds

the best solution without obvious ascendancy. It must be noted that the solution in this in-

stance from [4] is only stable in the vertical direction but a mechanism in other directions,

so that, considering additional bars are used to guarantee structural stability which do not

promote the objective function, the solutions from LPSO are more competitive. For the final

example with discrete design variables x ∈ {0, 5}m solutions from LPSO with k=2 and k=3

are the same and are shown in figure 5.7(j) . Notably, it is a worse solution than that from [4]

shown in figure 5.7(k) because of bars holding structural stability. The convergence curves

for this problem are shown in figures 5.8(a) and 5.8(b) . The horizontal axis represents the

generation of the penalty factor and the vertical axis shows the value of the corresponding

penalized objective function, as below. It can be seen that the performance of the two dif-

fering LPSOs is quite similar with respect to real cases and virtually identical for integer

problems. The convergence curves for integer cases are than those for the corresponding

real cases due to a larger fitness value.

5.3.1.2 A single-load cantilever

The design domain, external load and the boundary conditions for this cantilever example

are shown in figure 5.9(a) . In this instance, a unit vertical load is applied at the lower right

corner of the design domain. Its ground structure is shown in figure 5.9(b) . Similar to the

first example, minute horizontal loads are applied to each design node in order to acquire a

stable solution. The optimal designs with continuous design variables x ∈ [0, 1]m obtained

by LPSO with k=2 and k=3, as well as that from [4] are shown in figures 5.9(c) , 5.9(d) and

5.9(e) respectively. The solutions from the LPSOs are stable both vertically and horizontally.

Solution from LPSO with k=2 is slightly better than that from [4] where the bar suppressing

the external load is a mechanism. Similar occurrences appear for problems with continuous

design variables x ∈ [0, 5]m which is shown in figures 5.9(h) , 5.9(i) and 5.9(j) . For the

problem with discrete design variables x ∈ {0, 1}m solutions from LPSO with k=2 and k=3

are the same and shown in figure 5.9(f) . It is notably worse than that from [4] shown in

figure 5.9(l) because of the additional bars for upholding structural stability. In that sense

it is similar to the solutions of the problem that has integer design variables x ∈ {0, 5}m by

these two LPSOs. The convergence curves for this example are shown in figures 5.10(a) and

5.10(b) . It can be seen that the two different LPSOs exhibit a similar performance in the case

of all four problems.

5.3.1.3 A single-load Michell beam example

The design domain, the external load and the boundary conditions are illustrated in figure

5.11(a) . The vertical unit load is applied at the center of the right hand side of the design

domain. Half of the left hand side is fixed to a wall. The ground structure for the design do-

main is shown in figure 5.11(b) . It is worth noting that this constitutes the largest problem
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2

1

(a) The design domain

bc bc bc bc bc

bc bc bc bc bc

bc bc bc bc bc

bc bc bc bc bc

bc bc bc bc bc

(b) The ground structure with 200 non-overlapping

bars

(c) A solution of the continuous optimization prob-

lem with x ∈ [0,1]m and V = 14 solved by LPSO with

k = 2; 1
2 fTu = 0.4068066

(d) A solution of the continuous optimization prob-

lem with x ∈ [0,1]m and V = 14 solved by LPSO with

k = 3; 1
2 fTu = 0.4072573

(e) A solution of the continuous optimization prob-

lem with x ∈ [0,1]m and V = 14 from [4], 1
2 fTu =

0.4070793

(f) Solutions of the discrete problem with x ∈ {0, 1}m

and V = 14 solved by LPSO with K = 2 or K = 3 are

the same to that from [4] , 1
2 fTu = 0.4462982

(g) A solution of the continuous optimization prob-

lem with x ∈ [0,5]m and V = 20 solved by LPSO with

k = 2; 1
2 fTu = 0.2773669

(h) A solution of the continuous optimization prob-

lem with x ∈ [0,5]m and V = 20 solved by LPSO with

k = 3; 1
2 fTu = 0.2773722

Figure 5.7: Summary of results from example 1
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(i) A solution of the continuous optimization prob-

lem with x ∈ [0,5]m and V = 20 from [4], 1
2 fTu =

0.2777778

(j) Solutions of the discrete problem with x ∈ {0, 5}m

and V = 20 solved by LPSO with K = 2 or K = 3 are

the same, 1
2 fTu = 0.3151256

(k) A solution of the discrete problem with x ∈ {0, 5}m

and V = 20 from [4], 1
2 fTu = 0.2817373

Figure 5.7: Summary of results from example 1 (cont.)

(a) converge curve for example 1 with x ∈ [0,1]m (b) converge curve for example 1 with x ∈ [0,5]m

Figure 5.8: Converge curves for example 1
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2

1

1

(a) The design domain

bc bc bc bc bc

bc bc bc bc bc

bc bc bc bc bc

bc bc bc bc bc

bc bc bc bc bc

(b) The ground structure with 200 non-overlapping

bars

(c) A solution of the continuous optimization prob-

lem with x ∈ [0,1]m and V = 7 solved by LPSO with

k = 2; 1
2 fTu = 2.642803

(d) A solution of the continuous optimization prob-

lem with x ∈ [0,1]m and V = 7 solved by LPSO with

k = 3; 1
2 fTu = 2.654129

(e) A solution of the continuous optimization prob-

lem with x ∈ [0,1]m and V = 7 from [4], 1
2 fTu =

2.647288

(f) Solutions of the discrete problem with x ∈
{0, 1}m and V = 7 solved by LPSO with K = 2 or

K = 3 are the same, 1
2 fTu = 3.066547

(g) A solution of the discrete problem with x ∈
{0, 1}m and V = 7 from [4], 1

2 fTu = 2.999128

(h) A solution of the continuous optimization prob-

lem with x ∈ [0,5]m and V = 20 solved by LPSO with

k = 2; 1
2 fTu = 0.9238297

Figure 5.9: Summary of results from example 2
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(i) A solution of the continuous optimization prob-

lem with x ∈ [0,5]m and V = 20 solved by LPSO with

k = 2; 1
2 fTu = 0.9253831

(j) A solution of the continuous optimization prob-

lem with x ∈ [0,5]m and V = 20 from [4], 1
2 fTu =

0.9251736

(k) Solutions of the discrete problem with x ∈
{0, 5}m and V = 20 solved by LPSO with K = 2 or

K = 3 are the same, 1
2 fTu = 1.026518

(l) A solution of the discrete problem with x ∈
{0, 5}m and V = 20 from [4], 1

2 fTu = 0.9429963

Figure 5.9: Summary of results from example 2 (cont.)

(a) Convergence curve for example 2 with x ∈
[0,1]m

(b) converge curve for example 2 with x ∈ [0,5]m

Figure 5.10: Convergence curves for example 2
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dealt with in this benchmark test. Similar to the first and second examples, for the continu-

ous optimization problems with real design variables x ∈ [0, 1]m and x ∈ [0, 5]m, LPSO with

k=2 obtained the best solution compared with the other two solutions. However, it is not

in a dominating position. For the problem with integer design variables x ∈ {0, 1}m LPSO

with k=2 again obtained the best solution. The solution from [4] is the second best one. If

the design space is increased from x ∈ {0, 1}m to x ∈ {0, 5}m, these two LPSOs found the

same solution as [4]. The convergence curves for problems with x ∈ [0, 1]m and x ∈ [0, 5]m

are shown in figure 5.12(a) and 5.12(b) respectively. It can be seen that the shapes of these

curves are similar to those of the first and second example. This indicates that the quadratic

penalty function works well with two LPSOs.

5.3.2 Further Examples

In subsection 5.3.1, the performance of two LPSOs is tested and competitive results are ob-

tained. In order to expand application field of LPSO and MGCPSO, two supplementary

examples are tested which are truss topology optimization with minimal weight and sizing

optimization for steel structures. Compared with LPSP with k=2, LPSO with k=3 exhibits

a fairly good performance within the lower number of iterations. LPSO with k=3 was only

used in the first example.

5.3.2.1 Truss topology optimization

In this example, a truss is designed as a pedestrian bridge. The design domain is shown in

figure 5.13(a) , distributed area load p = 4 kPa is applied on the upper surface, both ends

of the design domain are restricted to joint-fixed bounds. Since this is a symmetric design

problem, only half of the design is considered and the corresponding ground structure is

shown in figure 5.13(b) . In order to avoid an unstable solution which is kinematic in the

X direction, small external X-directional loads are applied to each design node. This is a

3-D example but only the possible connecting bars on the front and the upper surfaces are

illustrated. Area loads are transformed into central loads which are applied to design nodes

of the ground structure. The aim is to find a minimal volume structure that can withstand

all structural constraints, including maximal deformation, allowed stresses, as well as local

buckling. Only cross-section areas are used as design variables, while stresses and displace-

ments are implicitly defined constraints that use the equilibrium equation. Local buckling

is taken into account, meaning that if the ith bar is under compression then member stress

must not exceed the Euler buckling stress which is given by

σbuck
i = xi

πEi

4l2
i

where Ei = 206844 MPa is the Young’s modulus for bars and li is the ith bar’s length. The

maximal permissible deformation is set as Dmax = 25 mm. In order to make this example

more practical, cross-section areas x are restricted to [3225.8 mm2, 64516 mm2 ]. Finally, this
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2

8

4

(a) The design domain

bc bc bc bc bc bc bc bc bc

bc bc bc bc bc bc bc bc bc

bc bc bc bc bc bc bc bc bc

bc bc bc bc bc bc bc bc bc

bc bc bc bc bc bc bc bc bc

(b) The ground structure with 632 nonoverlap-

ping bars

(c) A solution of the continuous optimization prob-

lem with x ∈ [0,1]m and V = 40 solved by LPSO with

k = 2; 1
2 fTu = 21.97115

(d) A solution of the continuous optimization prob-

lem with x ∈ [0,1]m and V = 40 solved by LPSO with

k = 3; 1
2 fTu = 21.97252

(e) A solution of the continuous optimization prob-

lem with x ∈ [0,1]m and V = 40 from [4], 1
2 fTu =

21.98687

(f) A solution of the continuous optimization prob-

lem with x ∈ {0, 1}m and V = 40 solved by LPSO

with k = 2; 1
2 fTu = 24.54544

(g) A solution of the continuous optimization prob-

lem with x ∈ {0, 1}m and V = 40 solved by LPSO

with k = 3; 1
2 fTu = 25.30659

(h) A solution of the continuous optimization prob-

lem with x ∈ {0, 1}m and V = 40 from [4], 1
2 fTu =

24.68202

Figure 5.11: Summary of results from example 3
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(i) A solution of the continuous optimization prob-

lem with x ∈ [0,5]m and V = 100 solved by LPSO

with k = 2; 1
2 fTu = 8.771632

(j) A solution of the continuous optimization prob-

lem with x ∈ [0,5]m and V = 100 solved by LPSO

with k = 3; 1
2 fTu = 8.771661

(k) A solution of the continuous optimization prob-

lem with x ∈ [0,5]m and V = 100 from [4], 1
2 fTu =

8.773395

(l) Solutions of the discrete problem with x ∈
{0, 5}m and V = 100 solved by LPSO with K = 2 or

K = 3 are the same to that from [4] , 1
2 fTu = 8.960962

Figure 5.11: Summary of results from example 3 (cont.)

(a) Convergence curve for example 3 with x ∈
[0,1]m

(b) Convergence curve for example 3 with x ∈
[0,5]m

Figure 5.12: Convergence curves for example 3
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optimization problem can be expressed as:

min
x

n
∑

i=1

xili

subject to Ku = f

Dmax ≤ 25

| σi |≤ 165.4752 MPa, i = 1, · · · , n

σi ≤ σbuck
i , ∀σi > 0, i = 1, · · · , n

(5.29)

For this problem, formula (5.25) is used for handling constraints and the sequence of µ(k)

is 10k, k = {4, 3, · · · ,−10}. The solutions obtained are shown in figures 5.13(c) , 5.13(d) ,

5.13(e) and 5.13(f) , the volume of which is 7.8913D8 mm3 . It must be noted that this consti-

tutes a reasonable structure. All of the vertical external loads are transformed to the bound-

ary through diagonal bars on the front and the back surfaces. The diagonal bars inside the

design body ensure that the structure is not a mechanism on the plane vertical to externals

loads. Figures 5.13(c) and 5.13(g) show that all compressed bars are short and that their

cross-section areas are larger than most bars in tension. This avoids local buckling and thus

contributes to the stability of the structure. Although the connections on the upper surface

are not continuous, maybe the absent bars can not promote structural stiffness, i.e. distribut-

ing them to another place contribute more to structural stiffness. The convergence curve is

shown in figure 5.14 and it complies with the expected shape. The aforementioned demon-

strates that the penalty approach of formula 5.25, together with PSO, is a useful tool in the

dealing with structural constraints.

5.3.2.2 Structural sizing optimization

In order to extend the application field of MGCPSO, an elastic one-layer unbraced steel

frame (as shown in figure 5.15(a) ) is optimized by means of MGCPSO. The chinese design

code for design of steel structures (GB 50017-2003) is applied. The cross section uses only I-

section and the four corresponding design variables are shown in 5.15(b) . The construction

material is Q235 steel, its strength is fy = 215 MPa, Young’s modulus is E = 206000 MPa and

the density is ρ = 7800 Kg/m3. As part of the standard procedure, prior to the implemen-

tation of structural optimization some simplicities need to be set up. In the case at hand, it

is assumed that there are enough braces outside the design plane. Consequently, this frame

is not in the danger of loosing stability outside the design plane. For this reason, there is

no need for a stability check outside the design plane. The two beams use the same cross

section. The column on the left hand side is the same as that on the right hand side. Since

the horizontal load is small compared to the vertical one, it is assumed that shear stresses

from columns are satisfied by the design code. Because the shear and axial forces for beams

are small, no shear stress and stability constraint are applied to them. The total number of

design unknowns is twelve and they belong to three different cross sections. In the interest

of convenience, three important points are enumerated here:

1. Effective length ratio µ: It is used to compute member’s effective length and it should

be selected from corresponding table supplied by the design code.
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2000mm

2000mm

16000mm

4kPa

(a) Design domain

x

z

y

(b) Ground structure of half design domain (c) Solution in isometric view

(d) Solution projected onto x-z plane (e) Solution projected onto x-y plane

(f) Solution projected onto y-z plane (g) Member stress

Figure 5.13: Summary of results from the first supplementary example 131
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Figure 5.14: Convergence curve of supplementary example

2. Effective length l′: It can be obtained by the l′ = µl where l is the member length.

3. Slenderness ratio λ: It can be obtained by λ = l′/Ix where l′ is effective length and Ix

is the moment of inertia.

The optimization can now be stated as:

min
h,b,t1,t2

f (h, b, t1, t2) = ρli

3
∑

i=1

(2hit2,i + bit1,i)

subject to Ku = p

ux,i − 40 mm ≤ 0 i = 4, 5, 6

σi − 215 MPa ≤ 0 i = 1, 2, 3, 4, 5

σstab
i − 215 MPa ≤ 0 i = 1, 2, 3, 4, 5

λi − 150 ≤ 0 i = 1, 2, 3
hi − t1,i

t2,i
− 15

√

235/ fy ≤ 0 i = 1, 2, 3

b

t1,i
− q ≤ 0 i = 1, 2, 3, 4, 5

4 mm ≤ t1,i ≤ 16 mm i = 1, 2, 3

4 mm ≤ t2,i ≤ 16 mm i = 1, 2, 3

40 mm ≤ bi ≤ 800 mm i = 1, 2, 3

40 mm ≤ hi ≤ 800 mm i = 1, 2, 3

(5.30)
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The first equality constraint is the equilibrium equation. The second constraint is used to

limit the maximal structural horizontal displacement. The third constraint is the normal

strength constraint σi that is the maximum stress (normal stress plus bending stress) and it

can be computed in the following terms:

σi =
Ni

Ai
+

Mi

wx,i

where Ai is the cross section area of member i, Ni is the axial direct force of member i, Mi is

the maximal moment of member i and wxi is the section modulus of member i. The fourth

constraint is used to ensure structural in-plane stability and σstab
i and can be computed in

terms of:

σstab
i =

Ni

φx,iAi
+

Miβmx,i

wx,i(1 − 0.8Ni/NEX,i)

where βmx,i is the equivalent moment ratio and is set to 1.0 in this example. NEX,i can be

computed as

NEX,i =
π

2EAi

1.1λ2
i

The fifth constraint is for ensuring that the slenderness ratio is not too large. The sixth and

the seventh constraints are used to protect members’ flange and web local stabilities. q can

be computed as

q =

{

(16a0 + 0.5λi + 25)
√

235/ fy 0 ≤ a0 ≤ 1.6

(48a0 + 0.5λi − 26.2)
√

235/ fy 1.6 < a0 ≤ 2.0

with a0 =
σmax − σmin

σmax
. σmax is the pressured stress at the end of flange, while σmin is the stress

on the other end. Note that pressured stress is assigned a positive value while tensile stress

is negative. The last four constraints are the limits of design variables. In order to make

this example more practical, integer programming is implemented. Rounding-off strategy

discussed in subsection 2.5.5.2 is used here. It can be seen that this optimization contains

various kinds of constraints, albeit the objective function being simple.

The optimized result for problem (5.30)is 1466.166 Kg. The optimum is listed in table 5.1.

It can be seen that the center column is the largest member, because it is suppressed by the

largest axial load and moment. The section areas of beams are smaller than that of columns

since they aren’t the main load-bearing members. Because this is a integer programming

problem, the inequality constraints usually can not be exactly active. The nearly violated

constraints are the third constraints on member M1 and M2 with g3,1(x) = −3.266E − 002

and g3,2(x) = −0.1512, the fourth constraint on beam with g4,3(x) = −0.5963, as well

as the sixth constraints on all columns with g6,1(x) = −2.8352, g6,2(x) = −1.0890 and

g6,3(x) = −2.2584. It can now be concluded that for steel frame design, the normal

strength constraints are usually satisfied and the critical strength constraints are combina-

tional stresses concerning stability. The difference between these two kinds of stresses for

the same member is more obvious with regard to columns. The local stability constraints
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Figure 5.15: Structural sizing optimization

on flanges are also very important for columns. The convergence curve for this problem is

shown in figure 5.15. This is a realistic curve which again proves that the quadratic penalty

function works well with Particle Swarm Optimization algorithms, even for integer pro-

gramming.
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5.3 Numerical experiments

Section t1 b t2 h

I1 6 484 15 64

I2 10 746 16 84

I3 4 223 4 40

Table 5.1: Optimum of problem (5.30) (Unit: mm)

5.3.3 Computing effort and conclusion

The speed-up rates for the benchmark test and the first supplementary example are shown

in figure 5.16. Because LPSO with k=2 and k=3 exhibit similar performance in parallel com-

puting for the same kind of optimization problems, average speed-up rates are used here to

represent the parallel efficiency. Note that the speed-up rates become worse as the scale of

problems increases. The reason for this is that in case an intermediate structure is deemed

infeasible by a geometry consistency check, the corresponding computing node will assign a

value as large as its fitness value and wait until other computing nodes finish the structural

analysis, as well as the evaluation of the fitness function. The waiting time coincides with a

loss of parallel performance.

Figure 5.16: Average speed-up rates
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Finally, it is concluded:

1. MGCPSO is not suited to large-scale, non-convex optimization problems (such as

benchmark test), although it always converges faster than any LPSO. However, it was

successfully applied to a structural sizing optimization problem.

2. LPSO with k=2 and k=3 exhibit fairly good global searching ability and obtain com-

petitive results compared with those from [4]. This constitutes the best solution for the

benchmark test so far.

3. LPSO can solve discrete truss topology optimization efficiently using the rounding-off

strategy proposed in [76].

4. It proves that applying small external loads that are vertical to existing external loads

is an effective way for obtaining a realistic structure.

5. The quadratic penalty function is proved effective, so long as it is combined with PSO.

6. To improve the speed-up rate, the parallel pattern needs to be modified or a heuristic

geometry check implemented.
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Chapter 6

Conclusion

This chapters outlines in brief the achievements of this thesis and is followed by a discussion

of the directions that future work might take.

6.1 Summary

In chapter 3, two modified versions of PSO (MGCPSO and LPSO) are proposed, as well as

their corresponding parallel patterns. MGCPSO is based on Gbest version of PSO, in turn,

stems from PSO’s Lbest version. The evaluation of these two modified varieties of PSO is

based on the well-known and widely used benchmark test which contains characteristics

that are difficult global optimization problem for evolutionary algorithms. A comparison

is struck between the standard PSO solutions and those of the proposed innovations. On

this basis, it can be concluded that both the MGCPSO, as well as the LPSO outperform the

orthodox PSO and thus improve the performance of PSO in a meaningful way. It must

be noted that it is the LPSO that achieved the best solution, albeit with a relatively low

convergence speed. The MBCPSO, on the other hand, obtained a slightly worse solution

but at a higher speed of convergence. In terms of the parallel performance of the parallel

patterns, the MGCPSO achieves a better speed-up rate than the LPSO.

Chapter 4 contains a discussion of the application of MGCPSO to robust design, includ-

ing also details concerning the self-updating model as proposed by Florian Jurecka [70].

The key advantage associated with the use of a numerical model instead of implementing

complex computational analysis - such as finite element analysis - is the definite reduction

of computing effort. The reason why reliance on the meta model updating procedure is

essential is that the initial model is not able to accommodate the real characteristics of the

original problem. In this work, the model updating strategy proposed by Florian Jurecka

is implemented. The program is written in mixed Fortran-Matlab codes so as to allow the

use of parallel computing without attracting the additional costs that are intrinsic to a strat-

egy that relies on Matlab. The performance of MGCPSO is evaluated by means of the two

numerical tests selected from [70] and DIRECT [48] is the chosen reference algorithm. It

is interesting to note that MGCPSO and DIRECT not only arrive at nearly the same opti-

mum but that it is relatively close to the real one also. Overall though, it is MGCPSO that

exhibits the better performance out of the two approaches in this test. Largely due to the
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CHAPTER 6 CONCLUSION

strong performance of Fortran, MGCPSO achieves completion in a short amount of time.

This advantage becomes even more obvious if a parallel version of MGCPSO is run.

In chapter 5, LPSO with k=2 and k=3 are applied to truss topology and structural sizing

optimization. First, LPSO is applied to the benchmark test selected from [4]. Its objective is

to determine a minimum compliance truss with a pre-determined volume, all of which can

be stated as a problem (5.6). It is necessary to perform a geometry consistency check before

the structural analysis in order to eliminate any redundant members and to choose possible

intermediate structures since the LPSO relies on the problem in its original form 5.6 and

searches the design space at random. In order to avoid obtaining a mechanism as a solution,

it is essential to apply additional external loads to each design node of the ground structure.

This method has shown itself to be both, very simple and effective. LPSO with k=2 and

k=3 compares favourably even to the best solutions [4] obtained so far with regard to the

benchmark test, as its optimal solutions for real, as well as integer optimization problems

are competitive. The following example is concerned with the finding of a minimal weight

truss structure which complies with all of the pre-determined structural constraints. Figures

5.13(c) -5.13(g) illustrate the reasonable solution found. Finally, MGCPSO is applied to a

structural sizing optimization problem 5.30). What can be concluded from the convergence

curves of all of the examples presented in this chapter is that the quadratic penalty function

constitutes an effective method for handling structural constraints for PSO.

6.2 Further work

Despite having obtained successful results from all of the numerical tests, the room for fur-

ther research is vast, including, amongst others, the following points of interest:

1. Make a converge proof for both variants so that they are able to maximise their poten-

tial by changing algorithm parameters or using adaptable parameters.

2. Examining the possibility of a new variant that results from forming a hybrid with the

two proposed variants (MGCPSO and LPSO).

3. Applying MGCPSO to further problems of robust design by using a meta model and

evaluate their performances.

4. Improve parallel efficiency by means of developing asynchronous parallel implemen-

tation pattern for LPSO or developing a heuristic method to make unanalyzable struc-

ture analyzable, since the loss of parallel performance is mainly caused by these unan-

alyzable intermediate structures.

5. Expanding LPSO to problems of truss topological optimization that feature more

structural constraints (such as frequency, global stability and so on), problems of con-

tinuum material distribution, as well as those of material reinforcement. This is of

interest because PSO still constitutes a considerably novel addition to the field topol-

ogy optimization.
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