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ABSTRACT tightly related. Therefore, it is not surprising that thésp-

In Multi User Multiple Input Single OutputvU-MISO) sys- ::gilczum MSE design of 3, 10] shows an excellent perfor-
tems one centralized transmitter with multiple antennagese '

several decentralized single-antenna receivers. Pregasli The design of DPC systems is already known for the ideal
an attractive way to remove multiuser interferences bezau$ase wher€hannel State Informatiof€Sl) at the transmitter

it reduces cost and power consumption in the user equiﬂs perfectly known. However, the situation is different for
ment. When implementing precoding, however, the base stdhe case with erroneous CSI, where no scheme comparable
tion should know theChannel State InformatiogCSl). In  to that of [1] has been proposed nor the capacity region has
Frequency Division DuplefFDD), this information is sent Deen found yet. Additionally, the application of the SINR
from the receivers by means of a feedback channel, whoggiterion is guestionable, since it is unclear up to now how
data rate is often severely limited. In this paper we ingegé {0 include the uncertainties in the SINR in a systematic way
the utilization of thekarhunen-L&ve(KL) transform to com- (see the discussion in [11] and the attempt in [12] for thecas
press the CSI sent through the feedback channel. We modei statistical CSl). Consequently, it is inevitable to mdo

the errors caused by channel estimation, truncation ana-qua@n MSE criterion together with THP for the case of partial
tization of the KL coefficients and feedback delay. This er-CSl, since a THP design based on the sum MSE criterion is
ror modeling is the basic premise to design robastlinson ~ POossible, as demonstrated in [13, 14].

Harashima PrecodindTHP) based on a sutilean Square Most work on precoding with erroneous CSI has mainly
Error (MSE) criterion. Our results show that robust THP focused ornTime Division DupleXTDD) systems. Contrarily,
clearly outperforms conventional THP transmitting a mini-in this work we focus on the more extended caserefuency

mum amount of information from the receivers. Division Duplex(FDD) systems where the transmitter cannot
obtain the CSI from the received signals, even under the as-
1. INTRODUCTION sumption of perfect calibration, because the channelsatre n

reciprocal. Instead, the receivers estimate their charared

Dirty Paper Coding(DPC) [1] combined with &Signal-to- send the CSI back to the transmitter by means of a feedback
Interference-plus-Noise Rat{®INR) criterion [2, 3] is an at- chan_nel. This is a reasonable assumption since curreatiy st
tractive signaling scheme for the downlinkidfilti User Mul- dardized wireless systems have control channels to impieme
tiple Input Single Outpu{MU-MISO) systems. This is a adaptive transmit facilities such as power control or aigapt
point-to-multipoint channel which is referred to as braastc modulation. Since the data rate of the feedback channels is
channel in information theory [4]. In this work we focus on a ©ftén limited [15], the CSI must be compressed to ensure that
low-cost and straightforward way to implement DPC, namelyj‘he tight scheduling constraints are satisfied. To limitGis#
Tomlinson-Harashima Precodi@HP) [5,6]. THP is subop- sent to the transmitter we will use in this paper a truncaion
timal compared to DPC and suffers from shaping and moduld'€ Karhunen-Le@ve(KL) decomposition which is optimum
loss due to the modulo operations at the transmitter andsthe i the sense that it provides dimensionality reduction whth
ceivers [7]. As shown in [8], the SINR and théean Square Smallest possible MSE.
Error (MSE) achievable regions for MU-MISO systems are  In this work we study the following sources of errors in
E— e to thank by th - ” the proposed precoding design: channel estimation, trunca
e authors would like to thank by the support of this workdemgrants H H H ]
number PGIDTO5PXIC10502PN and TEC2004-06451-C05-01,uotX de tion of the KL transform, quantization of the .KL coefiicients
Galicia, Ministerio de Educacion y Ciencia of Spain and EECfunds of the ~ @nd feedback channel delay. With _the obtained error modeL
European Union. we develop robust THP that takes into account the statistica
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by means of the permutation filtd? = "% | eie; , where
Fig. 1. Multiuser system model with precoding over flat MISO €: iS thei-th column of thek” x K identity matrix andk;
channels. is the index of the-th data stream to be precoded [10]. The
signal Pu is passed through the feedback loop:

properties of the errors in the fed back CSI. Our simulaten r v=M (Pu— (B"-1I)v) )

sults show that using robust THP designs a considerable com- o )

pression rate is possible without sacrificing performance.  Where the modulo operatov1(e) limits the amplitude ofv
This paper is organized as follows. Sections 2 and 3 de@nd thus, the power of the transmit sigralAdditionally, the

cribe the signal and channel models, respectively, anddn geentries ofv have statistical properties which approximately

tion 4, the models for the CSI error sources are develope(ﬁ’.nly_ depend 0r11{the m2odulc_) con2staﬂt(s2ee eg. [7]). In

Section 5 presents our robust THP design. lllustrative com@rticular, E[vv™] = oy I with o = 7°/6. The output

puter simulations are presented in Section 6 and some cofi-°f the feedback loop can alternatively be computed with
cluding remarks are made in Section 7. the pseudo code in Table 1. The sigwais transformed by

the feedforward filted™ to get the transmit signat, which

must satisfy an average total transmit power constramt, i.
2. SYSTEM MODEL E[||lz(n)|3] = Ey.

We consider a MU-MISO system withy; transmit antennas
andK single antenna receivers as depicted in the Fig. 1. The
precoder generates the transmit sigmarom all data sym-
bols{uy,...,ux} belonging to the different usets. .., K.

The signalz, from transmit antennd propagates over the
channel with the coefficierti; , to the k-th receiver, super-

3. CHANNEL MODEL

We model thek-th user channel vector as a vector of zero-
mean circularly symmetric complex Gaussian distributed ra
dom variables, i.e.,

imposes with the signals of the other transmit antennas, and hi ~ Nc(0,Chp) (3)
is perturbed by the additive white Gaussian neigavith va-
riances?, i.e., whereC, ;, is the covariance matrix of thieth user’s chan-
nel. The channels of the different users are statisticaliig+
N pendent.
Yk = Y hiexe +ng = hifx +ng 1) In the g-th time slot, our model for th&-th user channel
=1 vector is -
where(e)T denotes transpose ahg = [hy.1,. .., he n]T € hu(9) = Cyyc Pk (0)- ()
CM*1 represents the flat fading vector channel correspondingith k. (¢) being a vector of stationary circularly symmetric
to thek-th user. complex white Gaussian processes (with unit variance ele-

Figure 2 plots the block diagram of a MU-MISO system Mments) and whergs)!/? represents the Cholesky decompo-
with THP. As you can see in the figure, the received sigpal Sition. According to the modified Jakes model [17, 18] des-
is then mu|t|p||ed by a common gain factbrﬁ that acts as cribed in [19], temporal channel correlations are mOdekd b
an automatic gain control. In THP, a modulo operator is apfw,:(¢) whereas the spatial correlations are introduced by the
plied to the weighted received signal to remove the ambiguimultiplication byC,ll{,f [20].
ties introduced by the precoder (see e.g., [16]). The riesult Notice that, according to our model, the chanhglis
estimate ofu;, is denoted byiy. stationary becausk, . is stationary. Realistic channels are

At the transmitter, the feedforward filtdF™ suppresses often non-stationary, e.g., either the location of the inee
parts of the interference linearly, whereas the feedbaak lo or the scenario geometry can change. Thus, the channel co-
with the strictly lower triangular feedback filtd8™ — I sub-  variance matrix has to be tracked in real situations. Howeve
tracts the remaining interferences non-linearly. Note@g'  since the covariance matrix changes very slowly compared to
indicates conjugate transpose. Since the order of pregodirthe channel itself, it is realistic to assume that it is canst
has an effect on performance, the data sign& reordered and perfectly known at both the receiver and the transmitter



Compression Techniques

CSI
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Fig. 2. Block diagram of Tomlinson-Harashima precoding.
According to [20], we have that our model considering a system without feedback delay but
" a delayed observation for the channel estimator. Thatgbarti

C. . _ S H 5 CSl is then used at the transmitter to reconstruct the chianne

hk = 71 f’“mr’fﬂn (5)  vectorand to design the THP filters.

m=

In the following subsections we describe this process with
with more detail and obtain the statistical description of thersr
 ilimsin(Besttn)) s incurred at each step. Along this section we will assume that
[rk,m]i = € ’ voie{l NG (B) e signals and errors are uncorrelated.

wherefgs, € [0,2n) is the angle of departure from the
transmitter to thek-th user,,, (different constant values de- . . .

pending on the environment, see [20]) is the offset for thét-1- Statistical model for channel estimation errors
m-th sub-path with respect tss; and osr represents the (Type A)
log-normal shadowing, which i8dB for suburban macro-
cell [20]. In [20], the numberM of sub-paths per-path is
20.

We use linear estimators at the receiver basedVgmpilot
symbols per time slog to enable the channel vector estima-
tion for thek-th user, i.e.,

4. IMPERFECT CS hi(a) = Wi(g)yx () @)
In realistic situations, the CSl that is available at thesrait-
ter is not perfectly known. In this case, itis a matter of disc
sion what kind of information has to be sent to the transmit-

ter and the way of recovering it from the receiver side. CSlI Yi(q) = Shi(q) + ni(q) (8)
can be obtained by different mechanisms in the receiver side

which gives rise to more or less degradation in the final inwith § € C™«*™ containing the training symbols [21] and
formation sent through the feedback channel. In the systemy(q) € C"v*! being the AWGN with variance?.

that we propose in this paper we start estimating the channel We use the heuristic estimator [22] so that the least-square
at the receivers using the observations of the pilot symbolghannel estimates are obtained when we consider the estima-
which requires knowledge about its covariance matrix. Thenor Wy, (q) = St = (878)~'8". Therefore, the channel

we project the resulting channel estimation onto the eigenv estimate is given by

tors of the channel covariance matrix to obtain the Karhunen

Lo‘ev_e transf_ormati_on 01_‘ the char_mel v_ector which opti_mall hisi(q) = STyi(q) = hi(q)+STn(q) = hy, (@) +nLsk(q)
provides a dimensionality reduction with the smallest poss 9)

ble MSE. The coefficients of the truncated KL expansion argyiin

then quantized prior to transmission over the feedback-chan

nel which introduces a delay. We incorporate this delay in nisk(g) ~ No(0,07(S7S) ™). (10)

whereyy (¢) reads as



4.2. Statistical model for Karhunen—Logve errors to the transmitter due to the fast variations of the charswl (
(Type B) referred ashort—termvariations).
The uniform quantizer is the most common of the scalar
quantizers whose principle is rather simple. With the ndirma
i ) - zation of the KL coefficientsy, ;(q) given byey. ;(q)//Ak.i,
Chi = E[hi(q)h}(q)] = Z MeiVkiVh; = V i ALV, wherei denotes the-th entry of the diagonal matriA ;, and
i=1 ’ of the KL coefficients vectoey(q), we get a standard Gaus-

. (11)  sjan distribution for them. We can approximately assume
wherer;, is the rank ofCy, , andwy,; and A ; are, FESPEC-  that the input is bounded, with real and imaginary values in-
tively, thei-th eigenvector (oi—th column of the matri¥ ©)  dependently quantized lying in the range included between
and thei-th eigenvalue oC}, , (or thei~th entry of the dia-  _1.96//2 and 1.96/1/2, i.e., the overload region has very
gonal matrixA). low probability (< 0.05) of containing any input sample. The

Applying the KL transform, the channel vector in the time process of quantization is as follows. Before transmission
slotg can be obtained &, cx(q), wherecy,(q) are the coef-  we choose representants between96/+/2 and1.96/+/2 to
ficients of the KL transform given by, (¢) = V,"his(q).  construct an initial set of codebooks that are stored at both
No errors are added to our channel estimation if all the coeftransmitter and receiver. The receivers perform a search to
ficients of the KL transform are employed. To compress thdind for the components (real and imaginary parts) of the KL
channel information and taking into account the good energgoefficients obtained in each time slot the element in theeod
compaction properties of the KL decomposition, we can apbook that is closest. Then, the corresponding codebookinde

The eigenvalue decomposition 6%, ;, reads as

proximate the vector channéig (¢) by is fed back to the transmitter. Finally, the transmitterpdiyn
looks at its codebook and builds the precoder parametars fro
heiik(q) = Vier(q) = ViVihisi(q) the selected codeword [23]. Therefohg, , lies somewhere
= ViVi'hi(q) + ViVinisi(q) in the respective cell, i.e.,
(12)
hiik(q) = hoi(a) + nok(q) (16)
where Vi = [vg1,...,V%,, Onxn,_,] andr denotes the

number of KL coefficients sent from the receiver after trun-wherehg j is the representant and whetg ; (¢) is assumed
cation. The nois&;, V,in.s « (¢) and the signaV;, V' hy(g)  uniformly distributed over the cell, for simplicity reasareE-

lie in the same subspace spanned by the columi® oThe-  ven though the input is not uniform if the number of levels for
refore,hy .« (g) gives us no information about the propertiesuniform quantizationV is large and, therefore, the quantizer

of hi(q) lying in rangéV;,)*. stepA is very small, we can assume that the input pdf is very
The resulting error contribution due to the KL truncation smooth and thaE(\e|2) = %2 [24], wheree is the error in
reads as the uniform quantizer.

" o Remember thahg, ;(g) only lies in the subspace span-

hiwla) = (I = ViVihhe(q) ned by the columns M.(Ll)nderthe assumption that also the
~ Ne(0, (I - ViV Ch (I - Vi V). quantizer works in this subspace, ikq (q) = Vihg,,(q),

(13)  we can follow thatg i (¢) lies also in the subspace spanned

by the columns ofV;,. Therefore, we get the rank deficient

Note thatV; Vi'n.s « (q) is orthogonal tah” . (q). covariance matrix for the quantization error
So, we have
’ " CQJC = ‘/kC "/kH (17)
hi(q) = h k() + b 1(q) (14) Q
with whereCy = ATQINtht, since the KL coefficients are uncor-
h’k(q) = hi 1 (q) + ni k() (15) related and consequently, the quantization errors areteo,

variance i2E[|e|*].
Taking into account the errors due to estimation, trunca-

o o tion of the KL transform and quantization, we have up to now
4.3. Statistical model for quantization errors the following model

(Type C)

Given that our channel covariance matrix does not depend on b (q) = ho(q) + 1ok (q) + nkLk(q) +h (g).  (18)
time [cf. (5)], the modal matrix obtained from its eigenvalu

decomposition is also constant over time. With this assumpNote that the error covariance mat, ; + Ckc .k + Cy
tion, only the KL coefficients have to be sent from the receive has full rank.

andnKL,k(q) ~ N@(O, U%VVH(SHS)flva)



hi(D) = hox(D) + no(D) + ni(D) + k' D)
wherehg 1 (D) is the quantized version af, Vi his 1 (D)
and
Co.(D) = Elng(D)ng (D)) = - Vi Vi
nkLi(D) ~ Ne (o, A (a;i(sHS)*l 42 (1 —Jo (%%D)) Ch,k) VkaH)

"

h (D) ~ N¢ (0,I = Vi VHChi(I — Vi V)

Table 2. The errors model.

4.4, Statistical model for feedback delay errors
(Type D) @' = (HH" +:1)7
P =1Ix,D =0g

The transmission over the feedback channel introduces a de- | fori = K,...,1

lay of D slots. This delay can equivalently be modeled as q = arg min aﬁq, & '(¢,q)
follows. The estimatqr gets _outdated training data, ilee, t P :(Jllzkl—,'\/'\'/’kiosefé-th andg-th rows are exchanged
observation of the estimator is delayed Byslots. Then, the P-PP
respective feedback channel has no delay. The LS estimate 3 '=pa'pT
for delayed training data reads as D(i,i) = (I,—l(i:i)
@ 1(1:40,i)=® (1:4,i)/D(i,i)
hisk(D) = hi(0) + nis k(D) (19) H1i—-1,1:i-1) =@ '(1:i—-1,1:i—1)

—®'(1:i—-1,)@"(1:i—1,)"D(i,4)
wheren,s x (D) has the same statistical properties as descri- | L" = upper triangular part ok~

bed above in (10). Clearly, B"=L"' F'=H"P'L"D
X = [IFEC D3 + o3| FH G2 K
th’k(D) = hy (D) + hy (0) — hy, (D) + ’I’LLS’k(D) /f;;_vﬁE}/HX
= hi(D) +nys (D) (20)

Table 3. Calculation of robust THP filter with optimum ordering.
beingn,s (D) = hy(0) — hx(D) + nys k(D). With the
properties ofh(¢) and hy ;(¢) showed in Section 3, and

taking into account that 5. ROBUST THP DESIGN

. o _ Itis very well-known that THP performance degrades strong-
Cruk(D) = Elhw()hw(q = D)] ly due to imperfect CSI at the transmitter. For a multi—-user
Jo (27r fD,IcD> Inxw, (21) ;cenario we hgve non—cooperative receivers and,. therefore
[slot linear equalization cannot be performed at the receivansTh
) it will be necessary to stochastically model the errors (as w
where.J, denotes the zero—th order Bessel function of the firsfy5de in Section 4), designing an average robust THP with i,
kind, fp,r is themaximumDoppler frequency, andsiot the sty died for a similar application in [14].

slot rate, we obtain Our model for the channel matrix is given by
Elepep] = 2Ch — Blh(0)hj!(D)] - Elh(D)hj (0)] H(q) = H(q) + ©1(q) (24)
fD,k ~
=2 (1 — <2W fslotD Ch.k- (22) where H (q) is the quantized version of the channel matrix

and ©+1(q) is the error matrix. We follow the robust design

Hereep = hy(0) — hy (D). of [14], i.e., we solve a robust optimization according ta ou
implementation described in [10] and shown in Table 3, we

an,k(D) ~No (0’ C') (23) start from

N N 1
, ' = (H(@H"(¢)+Ce, + —I)™" (25
with C = 02 (S78)~" +2 (1 A (QW%D)) Chr). v
Therefore, at the end, we find the model of the errors deswith v denoting thesignal to noise ratiqSNR) that is defined

cribed in Table 2. as the ratio between the total transmitted enefgy,and the



noise spectral density, and where ,

K
Ce, = E[O1()07 (¢9)] = 201*',1@ (26)
k=1

denoting(e)* the conjugation and where

Cri = Coi+ ViV, (00 (8"8)"
fok )y ) ViV

slot 10

+ 21— Jo(2r

Perfect CSI
—=&— Erroneous CSI with errors type A

+ (I — ‘/k ‘/kH)Ch,k (I — ‘/k ‘/]CH) . (27) —+— Erroneous CSI with errors type A and D

——+— Erroneous CSI with errors type A, B, C and D
n T n n n

i i
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Thus, by considering the statistical properties derived fo SNRin dB
the errors in the previous section in the algorithm used to
obtain the filters, we can compensate in advance the impaifsg. 3. BER performance vs. SNR for non-robust THP and v=10
ments of the channel state information at the transmitts si km/h.
to avoid an increase of the complexity of the receiver termi-

nals.
6. SIMULATIONS

5.1. MMSE receiver equalizer . . .
In this section, we present the results of several compister s
Additionally, when we design the gain factors according tomulations that we carried out to validate the proposed syste
the Minimum Mean Square ErrqfMMSE) equalizer [25,26] The figures illustrate how each type of error degrades the sys
instead of using the modulo galri 3 at the receiver side, we tem more and more (see Fig. 3) and how robust THP can
can improve the overall system performance with a small inbe employed to improve the performance and compensate the

crease in the receivers complexity. channel effects when the mismatch is caused by the different
The received signal corresponding to theh user isy,.  error sources that have been presented in this paper.
The outputw, of the MMSE gain factor is obtained as, The results are the mean &§00 channel realizations and
100 symbols were transmitted per channel realization. The
wy, = (p* R~y (28)  input bits are QPSK modulated.

Figures show the performance fofi = K = 8. We
consider anfsot of 1500 Hz at a center frequency of 2 GHz.
T oT oh , We also consider errors due to the feedback delay, bBing
valued;, = e, P~ B"v for userk. These desired symbols o5 t01 for all users. The figures show the estimated BER
are obtained from the linear representation [10] of the ironl ., es for a Doppler frequency normalized to the slot period
near modulo operator at the transmitter in Fig. 2. According 0.0123 (v= 10 km/h), i.e., relatively fast fading.

to (1), the values oft andp are Fig. 4 plots the loss in performance when KL compres-

whereR is the variance ofj;, andp is the cross correlation
between thek-th user’s received signal, and the desired

R=E Uyk|2] — RTF'TFh; + 02 s?on is applied. It can be seen, hov_vever, that 2 coeffi-
i} S ° cients can be enough to ensure a suitable system performance
p=E[yd] = E [(h'k F v+ ”k) v BPek] with the enormous advantage of reducing the overhead of the
= h} FUTBPe,. (29) feedback channel, especially for a high number of antertnas a

the transmitter. Note that a compression ratio givel‘f.}g%,

whereT is a diagonal matrix corresponding to the covariancevhere . andm is the number of bits employed for, respec-
matrix of the signalv and whose entries are equaltd/6 tively, coding the real and imaginary part of the channelcoe
except the first one that is fficientshy ¢ (1) and representing the codebook index, can be

Clearly, p cannot be computed from a channel estimatereached employing only that truncation of the KL coefficgent
because the receiver has no knowledge about the precodard the described quantization process prior to transomssi
F™ and the permutation matri®. However, the transmit- For example, in these simulation results, we use a codebook
ter can linearly precode the symbols during the trainingspha of 1024 (m = 10) entries and ifL. = 32 bits are used to en-
such that symbols for thee-th receiver are weighted prior to code the real and imaginary value of each channel coefficient
transmission withF'T' B Pe,;,. Consequently, the received we obtain in a very simple way a compression ratid 28.
signal corresponding to the transmitted training symbois ¢ With a reasonable codebook size, we are obtaining good per-
tains the ternFHT' B Pe;, Straining & @nd the needed cross cor- formance. Obviously, larger sizes improves the performanc
relationp can be estimated. at the cost of decreasing the compression for the CSI sent
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Fig. 4. BER performance vs. SNR when only truncation of KL

coefficients is applied for non-robust THP and v=10 km/h. Fig. 5. BER performance vs. SNR for different user speeds.

through the feedback channel and greatly extending the sto- o ‘ ‘ k ‘ ‘ ;
rage capability necessary at the receivers [23]. , D

The precoding performance for different user speeds is 1 , e
plotted in the Fig. 5. You can see the curves for a sped@ of 107}

30 and60 km/h (normalized Doppler frequency 60123,

0.0370 and0.0741, respectively). Obviously, the loss in per-
formance for faster fading is greater than for slower faging g o
although with robust THP we can always get better perfor-
mance with not much fed back CSI, as you can see in the

figure.
Thus, Fig. 6 shows the estimated BER curves when we
have a macro-cell environment which determines an offset of - ‘ ‘ ‘ ‘ ‘ ‘ ‘
2 degrees according to the model described in [20] and in Sec- s 0 s s

tion 3. You can see how the non-robust THP curves go up for

high SNR due to the sensitivity of our THP Sc.heme to Imper‘Fig. 6. BER performance vs. SNR for robust and non-robust THP

Sxhen an offset of deg is considered for thpatial Channel Model
with respect to standard THP when the proposed robust THP g e

scheme is applied. As you can see in the figure, the loss due
to imperfect CSl can be reduced if we also apply the MMSE
equalizer described in Section 5, so that the channel sffect o e

are compensated between both the transmitter and receiver : T TP AMMSE equaiizer
side. Finally, if we have a macro-cell environment which de- —THPSE sz
termines an offset 035 degrees, you can see in the Fig. 7
how the performance is worse than fbdegrees, given that
the environment obstructs even more the signal transmissio

10

6O —— O~
B it St

BER

*O

7. CONCLUSION

In this paper, we have demonstrated the feasibility of quan-

tization and truncation of KL decomposition for MU-MISO

Tomlinson—Harashima precoding in FDD systems. Thanks to 0 s 0 5 SN;idB 5 2 5 %

these techniques, the feedback channel overhead is strongl

reduced. We have also considered the effect of estimating.

the channel using supervised methods and the delay inherehgl'g' 7. BER performance vs. SNR for robust and non-robust
THP when an offset 085 deg is considered for th&patial Chan-

to the feedback channel, so that we model these errors and
nel Model

design a robust THP scheme which clearly outperforms the




conventional THP design. Thus, we are capable of adaptinfL3] A. P. Liavas.Tomlinson-Harashima Precoding With Partial

the precoder parameters to channel variations with a linite

feedback channel.
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