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Abstract

In this paper, we consider a reduced-complexity equalization method for MutteéUser Detection(MUD) in a
frequency-selectiv€ode Division Multiple Acces€€DMA) uplink scenario. The non-linear trellis-based detector
which is normally used in turbo receivers, is replaced byNtatrix Wiener Filter (MWF), the optimal linear filter

based on thélean Square Erro(MSE) criterion. To further reduce the complexity, tBeock Conjugate Gradient

(BCG) algorithm is used to approximate the MWF in a low-dimensional Krylov subspace. Additionally, second
order statistics of non-stationary random processes are approximated by their time-invariant averages. Simulation
results show that embedding the suboptimal MWF in a turbo receiver does not lead to significant performance loss,
while reducing the computational complexity enormously.

1 Introduction bile communications with multiple antennas at the
receiver. Despite orthogonal spreading codes, multiple-
In an uplink scenario, MUD denotes the detection access and intersymbol interference occur due to
of data from different transmitters when the data is the frequency-selectivesingle-Input Multiple-Output
observed at the receiver in a non-orthogonal multiplex. (SIMO) channel. To combat interference, the observa-
Such observation may occur in a CDMA scenario tion vector at the receiver is high-dimensional leading
if the spreading codes are non-orthogonal or if the t0 @ high computational complexity even if linear
channel between transmitters and receiver is frequencylechniques for joint multi-user detection and equaliza-
selective. Thus, one of the main tasks at the receivertion are used. Conventional methods aiming to reduce
is to Compensate mu|tip|e_access and intersymbol in_the d|menS|OnaI|ty of the observation VeCtor, are the
terference. Principal Component(PC) [5] or the Cross-Spectral
Assuming that the transmitters use channel coding,(CS) [6] method which approximate the MWF in an
the optimal Maximum A Posteriori(MAP) receiver  €igen subspace of the auto-covariance matrix of the
which performs jointly symbol detection and decoding CPServation. An approximation of the MWF ‘in the

to combat interference, is computationally not feasible. Krylov subspace of the auto-covariance matrix of the
Therefore, Douillard et al. [1] introduced the turbo observation and the cross-covariance vector between

equalizer consisting of a MAP detector and a MAP the observation and the desired signal, has been shown

decoder exchanging iteratively soft information about 0 outperform the PC and CS method. THelti-Stage
the coded data bits. Here, the two sources of diversity\Viener Filtler(MSWF) developed by Goldstein et al. [7]

which are required in every turbo system, are on the one!S & Possible implementation of the WF approximation
hand the channel encoders at the transmitters and off? Krylov subspaces. In this paper another implemen-
the other hand the multipath channel. Thus, the systemi@tion is used, namely the BCG algorithm [8].
can be interpreted as an iterative decoding scheme for The main contribution of this paper is to present how
serial concatenated codes [2] where the inner encodecomputational complexity can be reduced by using the
is the channel and the inner decoder is the detectorBCG algorithm for multi-user detection in combination
Since the complexity of implementing a MAP detector with the turbo principle. Another important result is that
is still very high, Wang and Poor [3] replaced the although the receiver detects all users simultaneously
non-linear detector by the optimal linear detector, the by using the BCG algorithm, the performance loss
Wiener Filter (WF). To further reduce the complexity, compared to separate detection of all transmitters is
Dietl [4] approximated the WF in a low-dimensional negligible. Simulation results in Section 4 show the
Krylov subspace and showed that after a few turbo benefit of using the BCG algorithm.
iterations, the performance loss due to the reduced-rank In order to reduce complexity not only the Krylov
WF is negligible in a single-user uplink scenario. subspace approximation of the MWF will be considered
In this paper, we consider a multi-usBirect Se-  but also the approximation of second order statistics of
quence CDMA(DS-CDMA) uplink scenario for mo-  non-stationary random processes by their time-invariant
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averages. This idea was developed for full-rank WFs [9] using zero padding:

but holds also for the reduced-rank MWF presented in

this paper.

Throughout the paper, vectors and matrices are de-
noted by lower and upper case bold letters, and random

variables are written usingans seriffonts. The matrix
I, is then x n identity matrix, e; its i-th column and
0, x» them xn zero matrix. The operations’ denotes
the Kronecker productx' convolution,tr{-} the trace
of a matrix,E{-} expectation(-)T transpose(-)" Her-
mitian, [-] ceil, | -] floor, and||-||, the Euclidean norm.
The matrix S ny = [Oarxe, Inr, Onrx(n—p)] €
{0, 1}M*(M+N) s used for selection. The soft infor-
mation of a binary random variable € {0,1} is
represented by théog-Likelihood Ratio(LLR) [ =
In(P(d = 0)/P(d = 1)) [10]. The auto-correlation
matrix of the random vecton is denoted asR, =
E{wu''} and the cross-correlation matrix between the
vectorsu andv is R, , = E{uv'}.

2 System Model

2.1 Transmitter

Fig. 1 depicts the block diagram of the communication

system from the receiver's point of view. Because the Noise (AWGN) %/[n] = [mi[n], n2[n], ..

o0

ci[n] = Z si[m]d[n — xm]

m=—0oQ

x;[n]

1)
whered[n] denotes the unit impulse function aedn|
is defined implicitely by Eq. (1). Then the vector
sequencex’'[n] = [x1[n],x2[n],...,xx[n]]T € CK is
expressed using the matrix-vector notation

x'[n] = C'Z'[n], )

with C' = [Cy, C),. .., Cy_1] € CEXEX and2'[n] =

= ¢;[n] x z;[n],

(zT[n],zT[n—1],..., 2T [n—x+1]]* € CKX. Hereby,
C, = dinglerlo], ol cxlp]) € {1, +1}FXK
andz[n| = [z1[n], z2[n), ..., zx[n]]T € CK.

x'[n] is transmitted via a frequency-selective MU-
SIMO channel of orded. with impulse response

L
H'ln] =Y Hpn—1(] eC™K
£=0
where R is the number of receive antennas. The re-
ceived signal vector

3)

r'ln) = H'ln]«x'[n] + 9[n] €C%,  (4)
is perturbed by stationanAdditive White Gaussian
i) nR[n]a ]T €

signals at the transmitter are not known at the receiverC* with the circular complex normal distribution

they are modelled as random processes. Thergsare

users in the uplink scenario, each aiming to transmit an

information bit blockd; € {0,1}%,i = 1,2,..., K,

to the base station. After encoding the information
blocks for useri with a rater convolutional code,
the resulting coded bit blocl; € {0,1}* has the
lengthSQ = B/r. The coded block is then interleaved
using the same permutation matd¥ < {0, 1}°9*5Q

for all users leading tab, € {0,1}%, and mapped
to the complex symbol blocks; € M® using the
modulation alphabeM whose cardinality i29. The
mapper can be described by the bijective functidn:

{07 l}Q - M' b’i,m—f—l = Sl[m] = M(b'g,'rrL—f—l)' Where
b1 = Sime.as-nebi and s(m] = e, s,

m = 0,1,...,59 — 1. The symbol blocks; is then
transformed into a chip block; of length x.S using
a Orthogonal Variable Spreading Factq©VSF) code
of length x, and transmitted over the channel.

by b} 51 x1
dy — Splreadr "

Channel

by b s x
K K K

Figure 1. Block diagram of transmitters and channel

Considering the blocks;, i = 1,2,...,K, as a
vector containing elements of the sequerde:], the
spreading o§;[m] using the OVSF codes|n] of length
x which leads to the chip sequengén], can be written

NC(OR, U%IR).
In order to compute the linear equalizer filter of
orderG in Section 3, an alternative matrix-vector model
of the time-dispersive MU-SIMO channel is derived
in the following. The vector([n] = [r""T[n], r"T[n —
1],...,r"T[n—G)T € CHE+D) is composed of7 + 1
adjacent received signal vectarsgn|. Using the block
Toeplitz matrix
L

H:ZS(LGJA,L)@HK e CRETDXK(LFCH) - (5)
=0

Eq. (4) may be rewritten as

rln] = Hx[n] + qn] € CRETD, (6)

where, analogous tqn], the vectox[n] € CK(L+G+1)
is composed ofL + G + 1 adjacent transmit signal
vectorsx’[n], andg[n] of G + 1 adjacent noise vectors
7'[n].

Taking into account Eq. (2) where the vecidfn| is
built up by K valuess;[m] and K(x — 1) zeros,x[n]
can be rewritten as

x[n] = Cs[m], (7)
with s[m] = [s"T[m],s" [m —1],...,s"T[m — es +
1|7 € CXes, s'[m] = [s1[m], s2[m), . .., s [m]]T, es =

[(L+G+x)/x], C € {—1,+1}K(EHGH)xKes and
n = xym. Thus, Eq. (6) can be rewritten as
rln] = HCs[m] + n[n], (8)

whereC is defined implicitly.
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2.2 Receiver interleaved coded bit block. Due to tlaepriori infor-

At the receiver side, th8oft-Input Soft-OutpufSISO) matli)nt,’ the randordn {Jrogesse$m], 1=12.. "Ié'
detector calculates the extrinsic informatié) t‘f? € must be assumed o be non-zero mean and non-

RS about the interleaved and coded bit blakskfor stationary. Taking into account the latency timeon

, . U . chip level, the optimal linear detectd® [m], a[m])
each user. Roughly speaking, extrinsic information must compute an estimate sfim] according to
refers to the incremental information about the current P 9
bit obtained through the decoding process from all §'[m] = [&1[m], ..., sx[m]]*
other bits. The extrinsic mformatlcﬂﬁXt ;1S comppte_d = Wm]r[xm + v] + a[m], (10)
using the observation signal bloekand thea priori
mformatlonl(DEt) € R5? aboutb] which is calculated ~ Where

by mterleavmg the extrinsic informatioh>’? € RSQ r[xm +v] = HCys,[m] + qlxm + . (11)
about the coded bit block; computed by the decoder )
at the previous iteration step. A detailed description of The matrixC, € {—1,+1}K(L+E+D)xKet and the

the detector is given in the next section. vector s,[m] € CKe are the modified versions of

L(Det) C and s[m] from Eq. (8) in order to consider the
2o latency timev, i.e., es must be replaced by? which
ﬂ is defined byL,G,x, andv. With e, = L + G +

| ROl s 2x — x[(L+G+x)/x] — 1, ¢ can be computed
. text, 1d1 . ecoder?apr, T . ext.l <50 by 6;’ — "(L + G+ X)/X—I for v < ey and eSV =
T e | TEAGH/X ) - [ = ) /x] forv > e,

I I The vectora[m]| must be used in order to take into
B Woecwe account the meaR{s’[m]} of s'[m] = S,s,[m], with

fext K fapr R fext K W Sy = Sk w/x)K K(ex—1)- With

,De0) En(W,a)=E{||s'[m] - (Wr[xm + v]+a)[3} (12)

apr,K

being the MSE produced by the detecttWV,a)
when estimatings’[m], we obtain theMinimum MSE

The SISO decoders fulfil two tasks. During the iter- (MMSE) based optimal linear equalizer by solving the
ative process the-th decoder computes the extrinsic optimization problem

Figure 2. Block diagram of receiver

information?2°®) about the coded bit block; from its .

. exte (Dec) SQ (W[m]aa‘[m]): argimii E{Hsl [m]_W’[Xm‘i‘V]_aHg}
a posterioriLLR vectorl,, ; € R using itsa priori (W,a)
information 1 € RS?. The a priori information (13)
lggij) is the deinterleaved extrinsic informatidﬁfﬁ) Using Eq. (11) and the relatios’[m] = S,s,[m],

about the interleaved coded bit blobkat the output of &, (W, a) can be rewritten as

the detector at the previous iteration step. The second

task is to computd;, the detected information bit block Em(W, a) =tr{E{(WHC,s,[m| + Walxm + |

d; after the last turbo iteration. Being a MAP decoder, +a—S,s,[m])(WHC,s,|m|

the k-th bit, d; , k = 1,2,..., B, in the blockd; is CWalxm + 1] +a— Sy, [m])).

obtained from the optimization problem
A The minimum of¢,,, (W, a) can be found by jointly
d;x = argmaxP(e; d; = dllg)ff) li?f?), (9  solving the equations resulting from setting the deriva-

de{0,1} tives of &,,(W, a) with respect toyy and a, respec-

where l(DeC) is a realization of the vector random fVely to zero. This leads to

varlablela(fff) For more details see e.g. [11]. alm]|=—-W[m|HC, E {s,[m]}+S,E{s,[m]}, (14)

3 Linear Detection and Rank Re- and
duction W m]=S, R, [m|C,H" (HC, R [m]C H"+R,) ",
(15)

3.1 A Prion BaS?Dd )Llnear Equalization where R, [m] is the covariance matrix of, [m)].
et

In order to computé__, ', the optimal detector based In order to apply theurbo principle[12], the detector
on the MAP criterion has an extremely high com- from Egs. (14) and (15) must be modified to take into
putational complexity and therefore, in the following, account the fact that there is rapriori information

a reduced-rank linear equalizer based on the MSE-in the extrinsic information [4]. Applied to the design
criterion is presented. The detector’s inputs are theof the equalizer, this means tha{s’[m|} = Oxx1
received signal and tha priori information about the  and oZ,[m] = rei[m] = 279% . [s]* = o054,
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1 =1,..., K, must be assumed. Therefore, in Eq. (10),
W m] is replaced by

N[m)=8, T [m|CLHY(HC, I jm|CH"+R,) !,
(16)

—02[m|HC, s, [m)], 17)
where I [m] is the adjusted auto-covariance matrix
and us, [m] the adjusted mean of the vectgfm]. The
difference betwee®;, [m] and I, [m] is that in the ad-
justed auto-covariance matrix the varianegs[m| of

the (|v/x] + 1)-th diagonalK x K-block are replaced

by the second moments ; wherei = 1,2,..., K. The
non-diagonal elements iR, [m] and I's, [m] vanish
because the symboss[m] are temporally uncorrelated
due to the interleaver and because we assume that th
sent signals of the different users are uncorrelated. In
ws, [m], the (K |v/x] +1)-thto the(K|v/x] + K)-th
entry are zero due to the requirement tRds’[m]} =
0K><1-

For a given modulation scheme, it is easy to calculate
rsi[m] and therefore, the only missing part in order
to computely [m] and us, [m] are the expectations
E{s;/m]} withi=1,2,...,Kandm =1,2,...,5-1.

In the following, a way to expresE{sZ[ 1} is pre-
sented using tha priori LLR l(Det which is delivered
by the decoder. It holds that

E{s]m]} = ZSP si[m] = s). (18)
seM
With D : M — {0,1}9, s;[m] — b},

D(s;[m]) being the inverse function of the mapper
M, for P(s;jm] = s) = P(b},,.; = D(s)) it can

. 7, m—+
be written
P(sim] = s) = P(b] ,, ., = D(s))
Q
- H P( ;,mQJrq - eqTD(S)) (19)
q=1
With
(Det)
exp( la r,2,m )
P( ;,mQJrq = il) = D(Det @t ) (20)
(1 + exp( Zapr i mQ+q))
one obtains
/ T 1 T
P(b] g = €3 D(5)) =5 (1+ (1 — 2] D(s))

Z(Det_)
- tanh SRLEM@E) (97)
2

Now, this expression and Eq. (19) can be plugged into
Eq. (18) and depending on the modulation alphabet

which is used, the expectatidi{s;[m]} can be com-
puted. For QPSK, one obtains

1 (Det)
E{s;[m]} = —= | tanh 222L1Q*1
{silm]} \/§< an :
(Det)
+ jtanh M) 22)

With this result and knowing thats;[m] = 1 for
QPSK, one can firstly comput&s, [m] and ps, [m],
and thenf2[m| and a[m].

3.2 Soft Demapping

The second step to obtain the SISO detector is to softly
demap of the estimated symbols which were calculated
using(£2[m], a[m]), to the extrinsic LLRs of the coded
and interleaved bits. It can be written

)y

b, € {0,1}?
e b =0

)Y

b, € {0,1}?
equi =1

€ 91(8i[m}, b)

(Det)
ext,i,mQ+q

=In . (23)

g1(8i[m], b;

with

gl(sAi[m]a b; ) Ps; [m (Sl[ ”bz m+1— =b; )
HP(elrﬁrb';,m—f—l = eZTbi)a (24)
(7

whereq = 1,2,...,Q and m = 0,1,...,5 — 1.
P(e;b],,,, = e;/b;) can be expressed by replacing
D(s) by b; in Egs. (19) and (21). The probability
density functionpg,,,(8:[m]|b;,,,, = bi) can be
approximated by the complex Gaussian distribution [9],

[13]
exp (_ |s‘i[m];u(b” [m]|? )
) (B = 1) = O
Ps;[m] i, m+ WU(Qbi) [m] s
(25)
where
1wy [m] = E{si[m]|e] Sys,[m] = M(b;)}
= M(b;)e} 2[m|HC,S"e;, (26)
and
0y, [m] = E{|$i[m]|*|e] S,s,[m] = M (b;)}
— oy Im]?
= L gl @)

Hereby, it has been assumed that = |M (b;)|? and
it has been used that

silm] = e (R[m]r[xm + v] + a[m)). (28)
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Plugging these results into Eqg. (23), one obtains for With A corresponding tdLICstVCEHH +R, B
QPSK modulation to S, I, CTH", and X to £2, Alg. 1 can be used to
VB3 determine the detector. Taking advantage of the iterative
éff?mQH +jl$f?mQ+2 — - 8 &i[m] ——.  way in which the BCG algorithm solves the system of
h h 1—e;2[mHC,S e equations one can stop the computation before conver-
gence to the exact solution and use an approximation
At this point, all required relations have been derived to of £2. By doing this, the computational complexity can
determinel'®*) given the received signal blookand ~ be reduced enormously while the performance of the

ext,i . . . .
l;Dreti) with i — 1,2, . ... K, and thereby all components receiver remains almost unchanged as the simulations
e in Section 4 show.

which built up the detector.

l

3.3 Complexity Reduction 4 Simulation Results

The computation of2[m] and o[m] using Egs. (16) N the sequel, we present results from a Monte Carlo
and (17) must be carried out for every vecgjm] € S|mglat|_on wnthOO trla!s for a representative channel
CK, m=0,1,...,5 — 1, at each turbo iteration. Al- rgahzauon s_howmg thB_|t Error _Rate(BER) as a func-
though, using an MMSE based linear equalizer requirestion of the Signal-to-Noise Rati¢SNR) 10 lg( £}, /No)
much less resources than a MAP based equalizer, thd" dB with £, being the energy per information bit
complexity is still large. Therefore, two attempts are @ndNo the noise power density for the CDMA-system
presented to reduce the receiver's complexity, knowing With the following specifications: QPSK modulation,
that the matrix inversion in Eq. (16) causes the major £ = 8 number of usersiz = 2 receive antennas
computational work. at the bas_e station ordergd in an umform linear array
The first attempt is to replace the second order matrix With spacingA/2 where A is the carrier wavelength,
I,[m] by its time averagel,, which is the mean SPreading factory = 8, 13 pilot symbols per user,
over all I [m] with m = 0,1,...,S — 1 at the 512 |n_format|on bits per user, order of FIR filter m_the
current turbo iteration. This reduces the complexity edualizerG: = 13, L + 1 = 4 number of propagation
enormously, because the matrix inversion in Eq. (16) Paths for each user, and latency time= 9 7. where

must be calculated only once per iteration for the entire L¢ IS the chip duration. The channels between ftie
block leading to transmitters are uncorrelated, the angles of arrival at

- - - the receiver are Laplacian distributed with an angular
2=8,I,C HYHC,I,,CH" + R,)"". (30) spread ofi0° and the power delay profile is exponential

Th d f h duced Kimol with rate of decayl.. It is assumed that all users encode
e second attempt focuses on the reduced-rank Impley, oi information bits using a rate/2 non-recursive

mentatipn of the equalizers frpm Eq. (16) or Eq. (30), convolutional encoder with the generator polynomial
respectw_ely. In order to obte_umz or 1, th(_a systems G(D) = (1+ D% 1+ D+ D?) whereD represents the
Olf eq_ur?non_?hcagé)é scIJIveqhnergtlvely ushmg the BICG delay operator. Moreover, a random interleaver is used
a;]gorlt m. ? ,aq}:;’; T "Q’Ba, met_ OI to _Sr? V€ where the permutation matriid is randomly occupied.
the sysjt\;mMo e_quatlon o |terat1|¥ek/[, wit At the receiver, the BCJR algorithmis used for MAP
A € CY*M being non-singularX € C***, and decoding

B € CM*Y, Atthe-th iteration the algorithm approx- Figure 3 shows the BER curves obtained when calcu-
imates X' by X, which lies in the block Krylov sub- | a4ing the detector using Egs. (16) and (17), and Fig. 4

2 k—1
space spafiB, AB, A B":"A, Bj. The. pseudo- the BER curves when using Eas. (17) and (30). The
code for the BCG algorithm is shown in Alg. 1.

Stopping the BCG iterations before the algorithm con-

verges, reduces the computational complexity as well as

the performance loss due to channel estimation errors 17} : 0

which is especially a problem in low-sample support

scenarios. The latter property of the BCG algorithm is

due to its inherent regularizing effect described in [14].
Algorithm 1 (BCG algorithm):

coded BER
'5\

X(O) =0pxN : 2,1

2: D(Q) = R(Q) =B - AX(Q) 10k : Y
for k € {0, lvﬁ' - [m/n] - 114}[’ do ——BCG.LS chan estimd=2

# B = (D ADg) Bl R S e

X(k+1) = Xk) + Dy Por) 10
6 Rgii1) = Ry — AD() P
Y1) = (R Ro) " Ri 1) Resn)
8  Dgg1y = Ry + Dy Wi+ Figure 3. Iterative decoding and detection usifym], BCG
end for curves for the turbo iteratiors 1, and2 (marked with

-9 —4 1 g 6
IOlgN—BIndB
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arrows) are plotted for the three cases: perfect Channel
State Information (CSI) and full-rank MWF solution,
Least Squares (LS) channel estimation and full-rank
MWEF solution, and LS channel state estimation and
MWEF approximation in the Krylov subspace of order
d. In Fig. 3 as well as in Fig. 4, it can be seen that
after the first turbo iteration, there is no significant
difference between the MWF solution and the Krylov
subspace approximation of the MWF. Moreover, it can
be observed that the main gain is reached when the
detector receives a priori information from the decoder
for the first time, i.e., at the first turbo iteration. It
is remarkable and one of the main results presented
in this paper that maximum rank-reduction leads to
approximately the same BER as the full-rank equalizer
when performing iterative detection. A comparison of
Fig. 3 with Fig. 4 justifies the use a® instead off2.

coded BER

Figure 5.

-1

_ 2,1
10°F N i

— = BCG.LS chan. estimi=1 b
——o—— full rank, LS chan. estim.
———+—— full rank, perfect CSI

-9 - 1 Jo 6 £1
101g N—S in dB

Iterative decoding and detection usif?g CG

Simulations show that despite the enormous complexity

reduction both methods lead to excellent results.

»
107
(1]
% 7
[aa]
- 107}
(7}
2 2
o
10°F
—  BCG,LS chan. estimd=1 (3]
———o— full rank, LS chan. estim.
——— full rank, perfect CSI
10’4 i i i i
—9 — 1 6 11
Ly 4
101g ~g in dB [4]
Figure 4. Iterative decoding and detection usif?y BCG

. : TS (5]
Using the BCG algorithm for equalization implies

that at each BCG iteration the valug§m] for all

K users, i.e.,§'[m], are computed at once due to
the block nature of the algorithm. This means less
computational work than solving an equation for each
user separately, e.g., using tl&onjugate Gradient
(CG) algorithm. On the other hand, when considering
$/[m] of useri, it also means that the detector does not [8]
useE{s/[m]} from the other users to combat multiple-
access interference. Fig. 5 shows the BER curves when|[9]
the detector computes an equalizer for every user. It can
be seen that after three turbo iterations there is almost
no difference to the block procedure. Thus, using the [10]
BCG algorithm for the detector is justified.

(6]

(7]

5 Conclusions -
The main purpose of this work is to present two possi-
bilities how complexity can be reduced in an iterative [12]
turbo multi-user CDMA system. The first measure to
decrease the complexity is to approximate second ordef13]
statistics of non-stationary random processes by their
time-invariant averages. The second measure impliegy
using the BCG algorithm such that the solution of
the Wiener-Hopf equation lies in a Krylov subspace.
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