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ABSTRACT 

In this article, we present different space-time receive pro- 
cessing techniques for frequency selective multiple input 
multiple output (MIMO) channels and evaluate their per- 
formance. We present the solutions for linear zem-forcing 
(ZF) and Wenerfil ter (WF) equalization with latency time 
optimization and incorporate the Bell Laboratories Lay- 
ered Space Time (BLAST) architecture to gain diversity. 
Furthermore, we present systems based on decision feed- 
back equalization (DFE). We also combine this equaliza- 
tion method with the BLAST principle. 

1. INTRODUCTION 

Considering the uplink of a mobile communication system, 
receive processing is performed at the base station (BS) in 
order to remove the distortions caused by the channel and 
the noise: When regarding MIMO systems with frequency 
selective channels we have to take into consideration the 
effects of intersymbol interference ( I S )  and co-channel in- 
terference (CCI) when designing the receiver structure. 

The essential advantage when considering a MIMO sys- 
tem is that higher capacity can he achieved in compari- 
son to single input single output (SISO) systems [I]. The 
problem that arises is to achieve also a low bit e?mr rate 
(BER). To achieve this goal a number of layered space- 
time (BLAST) architectures have been introduced (e. g. 
[2 ] ,  [3]). A member of the BLAST family that has a rela- 
tive simple structure is the Vertical-BLAST (V-BLAST) in- 
troduced in [3]-[5]. This architecture is based on a succes: 
sive interference cancellation [6] and user detection, taking 
advantage of the rich multipath propagation. Although it 
has been shown in [7] that there is a different behaviour of 
various BLAST techniques we focus our attention on the 
V-BLAST algorithm in this paper. 

Most V-BLAST algorithm contributions are restricted 
to flat fading communication channels, in this way only the 
CCI is taken under consideration. Many solutions referring 
to frequency selective channels are related to the princi- 
ple of MIMO-DFE. The works presented in [8]-[1 I] derive 
minimum mean square e rmr  (MMSE) MIMO-DFEs, with 
noncausal filters of infinite length and in some cases equal 
number of transmit and receive antennas. These require- 

ments are dropped in the layered space-time MIMO-DFE 
systems presented in [ I  21, where MIMO-DFE-BLAST re- 
ceive pocessing is achieved, as we have successive inter- 
ference cancellation and user detection. Nevertheless, the 
design of these systems is not based on a total optimal 
temporal equalization and in some cases an unneeded en- 
hanced system complexity is involved. In this paper, we 
present linear and DFE equalization techniques for MIMO 
frequency selective channels and their supplement with V- 
BLAST. Throughout this work, we have derived explicit 
formulas for temporal optimization and have designed sys- 
tems that are not more complex than the MIMO-DFE sys- 
tem. 

This paper is organized as follows. In Section 2, the 
system model is described. In Section 3, we present dif- 
ferent space-time receive processing techniques. The per- 
formance of the various receiver structures is evaluated in 
Section 4 and the paper is concluded by Section 5 .  

2. SYSTEM MODEL 

We consider a discrete-time baseband channel model with 
symbol-spaced channel taps. The channel coefficients are 
considered to he complex and Gaussian distributed. We 
assume perfect camer recovery, downconversion, channel 
stationarity between two bursts and channel estimation at 
theBS [13]. 

Assuming that we have a channel with L paths, a sys- 
tem with N data streams, and a BS with A4 antennas the 
channel impulse response will have the form: 

I . - ,  _ .  
H[n] = H,6[n - 4, H ,  E C M x N .  

"=O 

T Ifwedefines[n] = [ si[n],sz[n], . . .  , s N [ ~ ]  ] tobe the  
sent vector, where denotes transposition, the received 
vector 4.1 can be expressed as 

i=O 

with ~ [ n ]  containing the noise samples. Furthermore. we 
assume white noise and signal samples that are uncorre- 
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Fig. 1. Linear Receive Processing 

lated to each other, resulting in the covariance matrices 

3. SPACE-TIME RECEIVE PROCESSING 

3.1. Linear Receive Signal Processing 

The system utilized for linear receive processing consists 
of aFnite-impulse-response (FIR) filter G[n] followed by 
a quantizer that detects the filtered vector y[n] (cf. Fig. I) .  
Assuming that the FIR filter has F taps its impulse re- 
sponse will be 

F - l  

G[n] = Gjd[n - j]: Gj E C N x M .  
j = O  

Thus, the vector y[n] can be calculated as 

y[n] = GHs[n] + Gfj[n] 

where 
T s[n]= [ sT[n],sT[,-l] ) . . .  , s T [ n - L - F + 2 ]  ] 

q1nj = \ T)T\nj,TJT[n - 11,. . . ,.I'[TL - F + 11 I T ,  
, 

G = [ Go,Gi, .  . . ,GF-I ] E 

and H E C M F X N ( L + F - l )  IS ' a block Toeplitz matrix. 
I.) In order to achieve ZF equalization we have to solve 

the following optimization problem (e. g. [6]) :  

GZF = a rgmin t r  G%GH 

s. t.: G H  = E:+,,, (1) 

denoting the trace and the Hermitian 

G 0 
with tr ( 0 )  and 
transpose of a matrix, respectively, R, = u;lhlF and 

T E,+, = [ O N , , N : ~ N , ~ N , ( L + F - , - Z ) N  1 ,  
where the identity matrix 1~ is placed at the ( U  + 1)-th 
block position, leading to a latency time U in the decision 
for the transmitted vector s[n] and to a cancellation of the 
interference from the post- and precursors of SI.]. The 
solution to this problem is 

GZF = ETt1(HHH)- 'HH = E:++,H'? (2) 

where (a)+ denotes the Moore-Penrose pseudoinverse of a 
matrix. The optimization of the latency time U is done by 
substituting the above solution for G into the cost function 
of Eqn. (1): 

mp = a rgmin t r  (E;+ , , (H~H)- 'E ,+~)  . (3) 

2.) Alternatively, we can achieve MMSE equalization 
by minimizing the error expression 

E W F  = E[lls[n - U ]  - ?/[n]/l:] (4) 

which results in the Wiener-Hopf equation and has the so- 
lution 

The latency time U can be again optimized by suhstitut- 
ing the above solution for G into the error expression in 
Eqn. (4) and minimize with respect to U .  

3.2. Linear Receive Signal Processing Combined with 
V-BLAST 

The system combining linear processing with V-BLAST 
has a structure similar to the one depicted in Fig. 1 ,  In 
this case, though, the quantizer is replaced by a V-BLAST 
based detection mechanism [4], achieving successive user 
detection. First, we choose the latency time I / Z ~  accord- 
ing to Eqn. (3). Then, we design the linear ZF filter G[n] 
stepwise like in [4]: 1) Compute G as in Eqn. (2). 2) Use 
only the row with minimum norm to maximize the SNR. 
3) Set the entries in H according to the chosen row to zero 
and start with 1) again until the whole filter G[n] has been 
determined. Thus, the ordered transfer function G H  will 
have the form 

G H  [ O N x v N , z r o N x ( L + F - U - 2 ) N  1 ,  
where Z is a lower triangular matrix with unit diagonal 
elements. Hence, by using the principle of the V-BLAST 
algorithm we can achieve successive user detection based 
on the structure of the matrix L. We can again design our 
system according to the ZF as well as the MMSE criterion 
following the derivations of Section 3.1 and [41. 

3.3. Linear Receive Signal Processing Combined with 
DFE 

The receive processing system based on the D E  principle 
[141 has the structure depicted in Fig. 2.  Assuming that H I  
is the matrix consisting of the first N ( u  + 1) columns of H 
and that 

we can determine the feedforward filter G[n] according to 
the ZF criterion by solving the optimization of Eqn. (1) 
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Fig. 2. DFE Receive Processing 

hut with the reduced constraint that GH1 = This 
problem will have the solution GZF-~FE = D:t+l H:, anal- 
ogous to Eqn. (2). By substituting this solution into the 
minimization expression of Eqn. ( I )  and solving with re- 
spect to v we can determine the optimal decision delay. 

In this case, the transfer function G H  will have the 
form 

G H =  [ O N X ~ N , ~ N , A U + ~ , . . .  ,AL+F-z  ] 

which means that we have to use D E  to subtract the in- 
terference from the precursors. The feedback filter R[n] = 
- C,=l A ,+<@-  i] removes the interference from 
the precursors which have been sent prior to s[n] assuming 
that all previous transmitted symbols have been detected 
correctly. We note that solutions based on joint feedforward- 
feedback filter optimizations, like in [12], yield the same 
result for the feedback filter and have the additional weak- 
ness that the latency time can't be optimized explicitly. 

The above derivations and the analogous use of Eqn. ( 5 )  
are sufficient to yield the G w F . u ~  for MMSE processing, 
the corresponding optimal latency time, and feedback filter. 

L+F-u-Z 

3.4. Linear Receive Signal Processing Combined with 
DFE and V-BLAST 

The system based on layered space-time DFE processing 
has a structure similar to the one depicted in Fig. 2, with 
the additional feature that the user detection is made step- 
wise based on the V-BLAST algorithm. In this case, the 
Z F  feedforward filter is designed in order to optimize the 
decision delay and the decision ordering according to V- 
BLAST, forcing the ordered transfer function GH to be 

G H =  [ ONX~N,L,A~+I,-.. >AL+F-z  1 .  
Using this expression we apply a V-BLAST based mecha- 
nism on the lower mangular matrix L for successive user 
detection and DFE for the subtraction of the precursors' in- 
terference. Following the steps of the previous sections we 
assert that the extension to MMSE processing is straight- 
forward. 

4. PERFORMANCE EVALUATION 

In this section, we present simulation results for the MMSE 
receive processing systems (Wiener Jilter, WF) described 

- 0 -  FC-OSIC-DFE (8,4) 
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Fig. 3. Uncoded BER versus average SNR for different 
MMSE-MIMO receivers for QPSK 

in Section 3. For this purpose, we have used a system with 
M = 4 receive antennas, N = 3 data streams, L = 5 chan- 
nel taps and uncoded transmission. We have used QPSK 
as well as 16QAM as modulation scheme For the systems 
described in Section 3.3 and Section 3.4 we have chosen 
F = 8 filter taps whereas for the systems described in 
Section 3.1 and Section 3.2 we have used F = 12 taps 
since they have no feedback section. In addition, we com- 
pare the performance of our systems with the MMSE sys- 
tems described in 1121, namely the MIMO-DFE, the Pur- 
tially Connected Ordered Successive Interference Cancel- 
lation (PC-OSIC) DFE, and the Fully Connected OSIC- 
DFE (FC-OSIC-DFE). For the simulation of these systems, 
we have chosen feedforward filters with 8 taps and feed- 
back filters with 4 taps (8,4). 

From Fig. 3 we assert that the hest BER performance is 
achieved by the WF-DE-V-BLAST. The performance im- 
provement of the WF and Wl-DFE when extending them 
to layered systems is obvious, as in this case we have an op- 
timal latency time and detection ordering. We also observe 
that the DFE based systems perform better than the sys- 
tems without DFE as they evoke more degrees of freedom 
for the calculation of the feedforward filter. The PC-OSIC- 
DFE has a performance very close to the one of the WF, 
a fact that characterizes it as a rather unattractive solution. 
The M I M O - D E  and the FC-OSIC-DFE yield a satisfac- 
tory BER performance hut the WFIDFE and the WF-DFE- 
V-BLAST, respectively, outperform them, despite the fact 
that the FC-OSIC-DFE requires.more complexity than the 
proposed systems. 

Considering Fig. 4 we realize that the performance of 
the systems changes for 16QAM, when the error propaga- 
tion due to DFE is severe. In this case, the WF and WF- 
V-BLAST have the best performance for low SNR values 
(SNR 5 10dB) since they are not characterized by error 
propagation. The WF-DFE and WF-DFE-V-BLAST ex- 
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Fig. 4. Uncoded BER versus average SNR for different 
MMSE-MIMO receivers for I6QAM 

hibit bad performance for low SNR values, but their per- 
formance improves rapidly with increasing SNR. Thus, for 
high SNR values the best performance is again achieved by 
the W-DFE-V-BLAST. The characteristics of the curves 
of the DFE based systems are similar to their respectives 
for QPSK. The error propagation is particularly severe for 
the the FC-OSIC-DFE as this is confirmed by the fact that 
its performance is not significantly better than the one of 
the non-layered MIMO-DFE. 

Summarizing, the hest performance for low SNR and 
16QAM is achieved by the WF-V-BLAST and by the W- 
DFE-V-BLAST in all other cases. 

5. SUMMARY AND CONCLUSIONS 

We have introduced different space-time MIMO receivers 
for frequency selective channels and optimized them ac- 
cording to the ZF as well as the MMSE criterion. Addi- 
tionally, we have presented possible optimizations of the 
latency time and used an optimal detection ordering based 
on V-BLAST for the layered space-time receiver stmctures. 
Simulation results and comparisons with the systems de- 
scribed in [I21 show that the layered systems described 
in this article have a simpler stmcture and can yield supe- 
rior performances. The use of the WF-V-BLAST and WF- 
DE-V-BLAST assures high user capacity and low BER 
for both QPSK and I6QAM. 
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