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1 Introduction and Motivation 
 

Nucleic acids play a central role in biology and life in general: Deoxyribonucleic acid (DNA) 

is the “storehouse” of genetic information. It is composed of only four different nucleosides, 

adenosine (A), thymidine (T), guanosine (G) and cytidine (C) that are linked covalently 

through phosphodiester bonds, but it is complex enough as a biopolymer to store the complete 

genetic information of almost every living organism. DNA has two major functions. First, it 

has to pass on information through replication possibly error-free, but at the same time allow 

evolutionary processes. Damage in the DNA sequence can lead to mutagenesis and 

carcinogenesis. Often, damage in DNA is caused by radical reactions as a consequence of 

oxidative stress. It has been observed, however, that the site of radical formation is spatially 

separated from the site of damage. If and how charge can migrate through DNA therefore has 

been discussed extensively and controversially over the past decades. Most work has focused 

on oxidative hole transfer, but still very little is known about the mechanism of reductive 

electron transfer. The second important function of DNA is to allow expression of the genetic 

code under defined conditions. DNA is transcribed into RNA via molecular recognition 

through hydrogen bonds between the DNA bases and their corresponding RNA bases. 

Subsequently the RNA is translated into proteins. Gene replication and expression are highly 

regulated processes. Usually proteins perform these regulatory functions, however in several 

bacteria and viruses regulation by antisense RNA was observed. The high specificity of these 

antisense interactions led to the promising concept of developing new antisense drugs. For 

reasonable drug design, though, it is useful to study native antisense interactions first. 

In general, biological systems are too complex to study as a whole, so it is important to 

develop model systems to initially study the basic principles of biological processes. One of 

the most promising methods to study nucleic acid interactions and also charge transfer 

through DNA is fluorescence spectroscopy. The application of fluorescence methods to the 

study of macromolecules has seen a dramatic surge in the last few years. Fluorescence 

techniques are finding widespread application in biochemical and biophysical studies of 

macromolecules, as well as in medicinal, environmental and commercial research efforts. In 

studies of nucleic acids, fluorescence spectroscopy provides an important tool for the 

detection and probing of structure, dynamics and interactions. The intrinsic fluorescence of 

the naturally occurring nucleotide bases in nucleic acids is extremely weak. This drawback 

can be inverted into an advantage by the use of non-natural nucleotide base analogs with 
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optimized fluorescence properties (i.e. higher quantum yields and longer lifetimes) that can be 

incorporated using standard automated synthetic methods. Since no background fluorescence 

of the natural bases is present, site-specific structural and biophysical information in nucleic 

acid oligomers can be obtained.  

In this thesis, fluorescence detected methods are applied to study antisense RNA interactions 

taken from a bacterial and a viral regulatory system and to address energy and charge transfer 

in DNA using two nucleoside base analogs. 

 

The present thesis consists of two major parts. In the first part, the nucleoside base analog 2-

aminopurine (2-AP) is used as a fluorescent probe for RNA-RNA interactions. In the second 

part, the fluorescence properties and quenching events of 2-AP are investigated in more 

detail, and a new fluorescent pyrene-modified nucleoside was developed for the study of 

reductive electron transfer in DNA. 

The first part addresses the interaction of antisense RNA stem-loops derived from the strongly 

regulated plasmid replication system ColE1, and the dimerization initiation site (DIS) of the 

human immunodeficiency virus type 1 (HIV-1), respectively. 

The ColE1 plasmid system has been studied intensively in the past. The plasmid copy number 

is strongly regulated by a kinetically controlled antisense RNA strategy involving RNA I as 

the repressor and RNA II as the primer precursor for replication. The auxiliary protein Rom 

acts as an additional repressor of replication by binding to the RNA complex and stabilizing 

it. Thus, the following questions emerged: 

• Is it possible to study the kinetics and the mechanism of antisense RNA loop-loop 

kissing complex formation using the 2-AP fluorescence? 

• What is the importance of metal ions in this system and what kind of metal ions can 

induce complex formation? 

• Can Rom binding be measured and quantified using the same fluorescently labeled 

RNA molecules? 

 

To address these questions a concept was developed as follows: 

1. Site-specific incorporation of the fluorescent nucleoside base analog 2-AP into RNA 

sequences derived from the ColE1 transcripts RNA I and RNA II. 

2. Determination of equilibrium binding constants as well as on- and off-rates for the 

RNA complex formation using steady-state and stopped-flow fluorescence 

spectroscopy. 



1      Introduction and Motivation 
______________________________________________________________________________________________________ 

3

3. Titration of different mono- and divalent metal ions to the RNA stem-loops to find out 

the metal ion dependence of the system and determine apparent binding constants for 

the metal ion binding to the RNA complex by steady-state fluorescence. 

4. Titration of the Rom protein to RNA loop-loop complexes to determine Rom binding 

constants to the RNA. 

 

Subsequently, the 2-AP assay was used for the investigation of the dimerization initiation site 

from HIV-1. Dimerization of the RNA genome is vital for HIV. It has been found that the 

dimerization is initiated at a stem-loop with a palindromic sequence by a loop-loop interaction 

which is followed by a structural isomerization to an extended duplex. Thus, this system can 

again be seen as an antisense RNA model. Based on the knowledge on this system, the 

questions that arose were: 

• What are the kinetics of the RNA loop-loop complex formation? 

• Can the loop-loop 'kissing' complex be distinguished from the mature extended duplex 

using fluorescence spectroscopy? 

• What is the pathway of duplex maturation, does it proceed via the loop-loop complex 

as an intermediate, does it follow a strand exchange or a ribozyme-like mechanism as 

proposed by Ennifar et al.?[1] 

• What is the role of the viral nucleocapsid protein (NCp7) in the maturation process, 

and how does it act on the RNA complex? 

 

To answer these questions, the following strategy was planned: 

1. Site-specific incorporation of 2-AP into the loop region of RNA sequences derived 

from the DIS of HIV-1. 

2. Design of RNA sequences containing 2-AP that facilitate observation of loop-loop 

kissing complex versus mature extended duplex. 

3. Application of the previously developed fluorescence assay to determine equilibrium 

binding constants as well as on- and off-rates for the kissing complex formation.  

4. Variation of reaction conditions and/or NCp7 concentrations to determine conversion 

rates for the structural isomerization from kissing complex to extended duplex and the 

role of NCp7 in this process using fluorescence spectroscopy. 

5. Titration of RNA complexes to NCp7 to determine protein binding constants by the 

intrinsic tryptophan fluorescence. 
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In the first part, changes in the fluorescence signals were exploited to study macromolecular 

interactions and dynamics, in the second, the electronic properties of 2-AP in DNA, and 

subsequently, electron transfer processes in DNA were the focus of attention.  

 

It is known that energy transfer and charge transfer can occur in photoexcited molecules and 

that these processes lead to fluorescence quenching. Together with the observations from the 

first part of this thesis, some new questions evolve, which are: 

• What happens with the energy of the photoexcited 2-AP? Is it localized on one base or 

can it diffuse over several bases? 

• Do neighboring bases have an effect on the quenching of 2-AP fluorescence by charge 

transfer? 

 

In order to address these questions, it was planned to 

1. design DNA assemblies suitable for the investigation of possible excimer or exciplex 

formation using steady-state fluorescence and time-resolved transient absorption 

spectroscopy, 

2. subsequently perform steady-state fluorescence and time-resolved transient absorption 

experiments to measure excimer or exciplex formation and determine the rates of their 

occurrence and decay, 

3. develop a model system for the investigation of the effects of neighboring bases on the 

fluorescence quenching of 2-AP by charge transfer, and 

4. measure the degree of quenching and the rate of charge transfer of photoexcited 2-AP 

using steady-state fluorescence and time-resolved transient absorption spectroscopy. 

 

Based on the relative reduction potentials, one can assume that photoexcited 2-AP can induce 

both electron transfer and hole transfer in DNA. DNA-mediated hole transfer has been studied 

extensively, but it exists a lack of knowledge about reductive electron transfer. It was shown 

in previous experiments that 5-(pyren-1-yl)-2'-deoxyuridine (Py-dU) selectively initiates 

reductive electron transfer.[2] Concerning more details of ET in DNA the following questions 

were raised: 

• Can pyrenylethynyl-uracil-modified DNA act as a selective electron injector similar to 

Py-dU? 

• Can pyrenylethynyl-modified DNA be synthesized by a solid-phase strategy avoiding 

the elaborate phosphoramidite synthesis? 
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Consequently, the below-mentioned plan was pursued to answer these questions: 

1. Site-specific incorporation of 5-(1-pyrenylethynyl)-2'-deoxyuridine (Py-≡-dU) into 

DNA using a new synthetic strategy which involves the combination of standard 

automated synthesis and Sonogashira-type cross-coupling reactions on the solid phase. 

2. Measuring steady-state fluorescence spectra to estimate the capability of Py-≡-dU to 

induce reductive electron transfer in model DNA duplexes. 

 

 



2 Background 
______________________________________________________________________________________________________          
 

6

 

2 Background 

2.1 Fluorescence 

2.1.1 General Introduction to Fluorescence 

Luminescence is the emission of light that can occur subsequent to absorption when a 

molecule excited to a higher order electronic state relaxes back to the ground state.[3] The 

absorption of light by a molecule is an electronic transition called electronic absorption or 

electronic excitation. The electronic transitions that are interesting for luminescence are the 

n→π*, π→π*, and intramolecular charge-transfer transitions of aromatic molecules, and they 

are all effected by light of 200 - 1500 nm in wavelength (near ultraviolet, visible and near-

infrared regions of the electromagnetic spectrum).[4] The absorption of light leaves a molecule 

in one of a number of possible vibrational levels of one of its electronically excited states 

(Figure 2-1).  

Although the absorption process is extremely rapid (10-15 s), the sequence of events that 

return the excited molecule to its ground state is considerably slower (10-14 to several 

seconds). Molecular luminescence is among the slowest of processes in electronically excited 

states, requiring from 10-10 to a few seconds, whereas thermal equilibration by loss of 

vibrational energy (vibrational relaxation, VR), internal conversion (IC) and singlet-triplet 

intersystem crossing (ST) are much faster (10-14 to 10-12 s). Consequently, luminescence 

usually originates from thermally equilibrated, electronically excited molecules.[3-5] The 

processes which occur between absorption and emission are typically illustrated by a 

Jablonski diagram (Figure 2-1).[4, 6] 

Depending on the electronic nature of the excited state, lowest excited singlet (S1) versus 

triplet (T1), luminescence is divided into two categories, fluorescence (F) and 

phosphorescence (P), respectively (Figure 2-1). An important difference between these two 

types of luminescence is their average lifetimes.  Fluorescence lifetimes are typically on the 

order of 10 nanoseconds and correspond to an emission rate of 108 s-1; while phosphorescence 

lifetimes are typically on the order of milliseconds to seconds and correspond to emission 

rates that are much slower (1000 to 1 s-1).[3, 4] 
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Figure 2-1. Jablonski Diagram showing photophysical processes of conjugated  molecules. Electronic 
absorption (A) from the lowest vibrational level (v = 0) of the ground state (S0) to the various 
vibrational levels (v = 0, 1, 2, 3) of the excited singlet states (S1, S2) is followed by rapid, radiationless 
internal conversion (IC) and vibrational relaxation (VR) to the lowest vibrational level of S1. 
Competing for deactivation of the lowest excited singlet state S1 are the radiatinoless internal 
conversion and singlet-triplet intersystem crossing (ST) as well as fluorescence (F). Fluorescence is 
followed by VR in the ground state. Intersystem crossing is followed by VR in the triplet state (T1). 
Phosphorescence (P) and noradiative triplet-singlet intersystem crossing (ST) return the molecule from 
T1 to the ground state (S0). Vibrational relaxation in S0 then thermalizes the 'hot' ground-state 
molecule. (taken from Sharma and Shulman[4]) 

 

The emission rates are critical for luminescence spectroscopy since they govern the time 

window during which a luminescent species can monitor its environment. In this work the 

focus will be exclusively on fluorescence processes. 

An interesting observation with fluorescence is that the energy of the emitted light is usually 

lower than the energy of the absorbed light, i.e. emission wavelengths are longer than 

absorption wavelengths. This phenomenon is called "Stokes' shift", named after the scientist 

who first described this observation, Sir G. G. Stokes,[7] and it can be easily explained by 

examination of the Jablonski diagram in Figure 2-1. Although absorption usually occurs to a 

higher excited state or higher vibrational levels of excited states, emission always occurs from 

lowest vibrational levels of lowest excited states, and is therefore of lower energy than the 

absorption. This is also the explanation for the fact that emission spectra usually do not 

change irrespective of the excitation wavelength (Kasha's rule).[8]  
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Fluorescence quantum yield and lifetime   

The fluorescence quantum yield and lifetime are the two most important factors that 

characterize a given fluorophore. Since intersystem crossing, internal conversion and various 

excited-state reactions (vide infra) compete with fluorescence for deactivation of the lowest 

excited singlet state of a molecule, not all potentially fluorescent molecules will return to the 

ground state by fluorescence. The fraction of excited molecules that fluoresce is called the 

quantum yield of fluorescence (ΦF) or fluorescence efficiency, and under given conditions of 

temperature and environment is a physical constant of the excited molecular species. In terms 

of rates of processes competing for deactivation of the lowest excited singlet state, ΦF is given 

by equation 2.1, 

where Γ is the rate of fluorescence emission, and knr is the sum of rate constants for all 

radiationless processes.[3, 4] 

In the absence of any non-radiative pathways, an excited molecule would achieve a 

fluorescence quantum yield of unity.  In practice, non-radiative loss is almost unavoidable in 

molecular systems and variations in these decay processes can be used to probe changes in the 

microenvironment of the fluorescent probe.  

The reciprocal of Γ is called the fluorescence lifetime (τF) and describes the average time a 

molecule spends in the excited state prior to returning to the ground state.  As mentioned 

above, excited state lifetimes for typical fluorophores are generally about 10 ns.[3, 4]  The 

fluorescence lifetime defines the time-scale of the interaction of the fluorophore with its 

environment and hence governs the time window available for observing dynamic processes 

monitored by the fluorophore. 

 

Solvent effects 

Solvents influence electronic spectra primarily through their polarity and hydrogen bonding 

properties. When a solute molecule becomes more or less polar upon absorption of light, the 

excited state may be more or less stabilized relative to the ground state, depending on the 

polarity of the solvent. For example, a fluorescent species that becomes more polar upon 

absorption, will in a polar solvent be more stabilized in the excited state than in the ground 

state. The more polar the solvent, the more the fluorophore will be stabilized in the excited 

state, and the energy of the emitted light will therefore decrease with increasing solvent 

(2.1)                                                          F
nrk+Γ

Γ
=Φ
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polarity. In other words, the more polar the solvent, the more will the emission shift to longer 

wavelengths. Similarly, if the hydrogen bonding capacity of a solute molecule changes upon 

excitation, the interaction of the excited state with the hydrogen-bonding solvent may 

stabilize or destabilize the excited state relative to the ground state. Accordingly, 

incorporation of a fluorophore, such as a fluorescent nucleic acid base analog, into nucleic 

acids will affect the electronic spectra, since the environment in a DNA or RNA sequence is 

less polar than water and equals more the polarity of an organic solvent like acetonitrile. 

Solvent polarity and hydrogen-bonding electrostatic influences upon fluorescence spectra are 

qualitatively similar to those upon absorption spectra. Solvent relaxation processes, however, 

occur subsequent to absorption and nearly always tend to make fluorescence move to longer 

wavelengths with increasing solvent polarity or hydrogen-bonding capacity.[3, 4]  

 

 pH influence 

Potentially fluorescent molecules have lifetimes in the lowest excited singlet state of 10-11 to 

10-7 s. Although these lifetimes are extremely short, some chemical reactions are fast enough 

to compete with the photophysical processes that deactivate the excited molecule. Among the 

ultrafast reactions are those of excited acidic fluorophores with basic species and of basic 

excited fluorophores with acidic species in solution. Because the electron distributions are  

different in the excited state from those in the ground state, the degree of acidity or basicity 

may be very different for the same molecules in these two states. When acidity or basicity is 

manifested in the excited state, competition of these chemical reactions with fluorescence of 

the excited species often results in multiple luminescences from solutions in which only a 

single species is directly excited. Often the fluorescence spectra will vary with the 

concentration of proton acceptors or donors. The quantum yields of fluorescence and the 

fluorescence decay profile will then vary with pH in a way that reflects the kinetics of the 

reaction in the S1 state. Consequently, fluorescence spectroscopy represents a powerful tool 

for the study of some of the most fundamental of chemical reactions.[4]  

In this context, the proton-coupled electron transfer (PCET) should also be mentioned. PCET 

is an important pathway of charge transport in a variety of biochemical, electrochemical, and 

small-molecule organic and inorganic reactions.[9] It has been discussed, for example, for the 

photosystem II oxygen evolving complex, whose function is to split water,[10] for the bacterial 

reaction centers,[11] and for cytochrome c oxidase.[12] Shafirovich proposed a PCET 

mechanism for complexes between nucleic acid bases in DNA and aromatic fluorophores 

exhibiting strong fluorescence quenching of the latter by photoinduced electron transfer.[13] 
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The electron transfer quenching in aqueous medium is proton coupled, as inferred from 

isotope effects and the lack of quenching in nonaqueous solvent. The proton comes from the 

hydrogen bonding solvent, but the microscopic steps are difficult to elucidate, because the 

solvent contributes the proton.[9]  

 

Quenching processes 

Any process that decreases the fluorescence intensity of a sample (e.g. excited-state reactions, 

molecular rearrangements, energy transfer or charge transfer) is called quenching. 

Fluorescence may be quenched as a result of interaction of either the ground or excited state 

of the luminescing species with other species in solution. Interaction between the quencher 

and the potential fluorophore subsequent to excitation is called dynamic or collisional 

quenching - as opposed to static quenching which is characterized by complexation between 

the quencher and the potentially fluorescent species in the ground state. Dynamic quenching 

takes place during the lifetime of the excited state at a rate governed by the diffusional 

properties of the quencher and fluorophore, which means that the efficiency of dynamic 

quenching is limited by the lifetime of the excited state of the potential fluorophore and the 

concentration of the quenching species. The non-radiative process quenching competes 

directly with the parallel reaction of fluorescence emission: 

 

       

(2.3)                                    )(Quenching          *QM   Q  *M

(2.2)                                        nce)(Fluoresce            M *M

2

1

k

k
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+→ hv
 

  

In these reactions, the excited molecule is defined as M* and the quencher is defined as Q.  

The fluorescence quantum yield in the presence of a quenching agent can be calculated from 

equations 2.2 and 2.3 as follows: 
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Rewriting this term as an expression of the relative fluorescence (F0/F) gives the Stern-

Volmer equation (equation 2.6),  

 

where F defines the measured fluorescence intensity, F0 is the initial fluorescence, k is the 

bimolecular quenching constant, τ0 is the lifetime of the fluorescence and kD is defined as the 

Stern-Volmer constant, with kD = k τ0.[3, 4, 14] 
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Figure 2-2. Schematic representation of energy transfer (upper panel) versus charge transfer (lower 
panel). In energy transfer there are two pathways for the generation of the excited state of the acceptor, 
A*, energy transfer by electron exchange between the energy donor, D and acceptor, A (left), and 
energy transfer by dipole-dipole interactions between D and A. In charge transfer the excited state 
either donates or accepts an electron, and results in charge separation. Here, D represents the electron 
donor, and A the electron acceptor. 
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Quenching generates reactive intermediates that rapidly undergo transformations to stable 

products. In the case of energy transfer, when the quencher receives the excess energy of the 

excited state, the quencher itself becomes excited (equation 2.3 and Figure 2-2) and 

subsequently undergoes the same physical and chemical processes as if excited directly. 

There are two pathways for energy transfer. Energy transfer by electron exchange requires 

some overlap of the orbitals of the excited energy donor D* and the acceptor A. Energy 

transfer can also take place via a long-range dipole-dipole interaction. In this case the 

electronic transitions take place exclusively within D and A. In photoinduced charge transfer 

(Figure 2-2), the excited state either donates an electron to or receives an electron from a 

ground-state species, resulting in charge separation.[5] 

 

Concentration Effects 

The intensity of fluorescence does not increase linearly with absorber concentration, but 

rather exponentially. This becomes already very obvious at absorber concentrations of 10-2M. 

Only in the limit of extremely low absorber concentration (<10-4M) does the measured 

fluorescence signal vary linearly with absorber concentration. At higher concentrations 

solute-solute interactions may add to the nonlinearity of the luminescence intensity versus 

absorber concentration curve.[4] The aggregation of an excited-state molecule with a ground-

state molecule produces an excited state complex ("exciplex"). A special case of exciplexes 

occur if the excited-state and ground-state molecules are of the same kind, which is then 

called an excited state dimer ("excimer"). This species is an emitting charge-transfer complex 

that is held together by favorable orbital interactions as well as by Coulombic binding forces. 

The exciplex can be regarded as  a charge-transfer complex in which charge and electronic 

excitation energy are shared by donor and acceptor molecules. Exciplexes are distinct 

intermediates in their own right and possess unique properties. For instance, their 

fluorescence is almost always at longer wavelengths (lower energy) than the fluorescence of 

the excited state.[5] Energy transfer from an excited donor molecule to an originally unexcited 

acceptor molecule becomes more probable with increasing solute concentration. There are 

different mechanisms of intermolecular energy transfer: The exchange mechanism of 

excitation energy transfer is a short range phenomenon. It is only significant, when the 

orbitals of donor and acceptor overlap or the donor and acceptor molecule are separated by a 

distance no greater than their collision diameter. When the donor and acceptor are in contact, 

their highest energy electrons may change places causing the unexcited acceptor to become 

excited and the excited donor to relax to the ground state (Figure 2-2, left). This energy 
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transfer is most efficient when the energy of the fluoresence of the donor lies close to the 

energy of the absorption spectrum of the acceptor.[4]  

Fluorescence resonance energy transfer (FRET) is a comparatively long-range phenomenon 

and depends on: (i) the overlap of the emission spectrum of the donor chromophore with the 

absorption spectrum of the acceptor chromophore; (ii) the orientation of the donor and the 

acceptor transition dipoles; and (iii) the distance between the donor and the acceptor 

chromophores.  In other words, FRET requires a transition dipole-dipole interaction between 

the two chromophores which makes the efficiency of energy transfer dependent on the 

distance and orientation between the two chromophores (Figure 2-2, right). The direct 

correlation of measurable FRET efficiency with the distance between the two chromophores 

has made FRET one of the most extensively used fluorescence quenching mechanisms for 

characterizing macromolecules. FRET efficiency is derived from Förster theory[15, 16] and is 

given by equation 2.7, which defines the transfer rate, kT, 

                                   (2.7)                                                      1 6
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where R0 (the Förster distance) is the distance for 50% efficiency of energy transfer and is an 

inherent characteristic of the donor-acceptor pair and the medium between them, τd is the 

lifetime of the donor in the absence of the acceptor and r is the distance between the 

fluorophores, with the transition dipole interaction assumed to be the same for both r and R0.  

At the Förster distance, the transfer rate is equal to the inverse decay rate of the donor 

( 1−= dTk τ ). FRET serves as an extremely useful measure of distances between groups in 

macromolecules in a range between 10 and 90 Å.  FRET efficiency, E, can be described as a 

function of R0 (equation 2.8) and can be monitored using a change in donor lifetime (equation 

2.9) or intensity (equation 2.10), 
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where τda is the lifetime of the donor in the presence of the acceptor, τd is the lifetime of the 

donor in the absence of the acceptor, Ida is the intensity of the donor in the presence of the 

acceptor and Id is the intensity of the donor in the absence of the acceptor. Similarly, FRET 

efficiency can be monitored as a function of acceptor lifetime or intensity.[3] 

  

2.1.2 Investigations of Nucleic Acid Interactions Using Fluorescence 
Spectroscopy 

Fluorophores can be divided into intrinsic and extrinsic fluorophores. Instrinsic fluorophores 

are those which occur naturally in a given sample, for example the aromatic amino acids 

tryptophan, tyrosine and phenylalanine in proteins. The intrinsic fluorescence of the naturally 

occurring nucleotide bases (guanine (G), adenine (A), thymine (T), uracil (U) and cytosine 

(C)) in DNA and RNA is extremely weak.[17]  These bases exhibit very short fluorescent 

decay times, generally in the range of a few picoseconds, and do not provide much structural 

information since signals are normally averaged over all bases in the oligonucleotide 

sequence.[18-20] Thus, in contrast to proteins, RNA and DNA molecules in general lack 

naturally occurring intrinsic fluorescent reporters.  An advantage of the absence of natural 

fluorescence from DNA and RNA molecules, however, is that fluorescent signals from 

unnatural nucleotide base analogs can be observed without any competing background signal. 

Extrinsic fluorophores are those that are added to a sample that does not display the desired 

spectral properties. Useful fluorescent probes should display high fluorescence intensity that 

is sensitive to its microenvironment, it should be stable during continued illumination and 

non-perturbing to the structure of the macromolecule or the process being observed.[3] 

Fluorescence measurements can be typically made in two ways. Steady-state measurements 

are measured with constant irradiation and observation. Due to the nanosecond timescale of 

fluorescence most measurements are made under these conditions, and normally when a 

sample is photoexcited, the steady-state condition, i.e. the equilibrium situation between 

excitation and decay for the system is reached almost immediately.  In contrast, time-resolved 

measurements involve the monitoring of a temporal dependence of a given fluorescence 

parameter, like emission intensity, lifetime or anisotropy. For these experiments the sample is 

exposed to a pulse of light that is shorter than the decay time of the sample and measurements 

are then made using a high-speed detection system capable of making discrete observations 

within a nanosecond time regime. Time-resolved experiments can provide novel information 

about the shape of the macromolecule and its flexibility or multiple conformations which may 
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not be observed in steady-state measurements due to averaging processes. Nevertheless, the 

experimental setup of time-resolved measurements is far more complex and thus experiments 

based on steady-state fluorescence measurements are much more widely used. 

Fluorescent labeling of nucleic acids has found its use in a number of applications that 

previously required radioisotope labeled samples, like DNA sequencing,[21, 22] fluorescence in 

situ hybridization (FISH),[23-26] polymerase chain reaction (PCR),[27, 28] etc. Changes in the 

fluorescent properties (intensity, anisotropy, lifetime) of the chosen fluorophore which are 

observed between the fluorescent species alone versus in complexes can be used to examine 

macromolecular interactions. Especially nucleotide base analogs have been exploited to 

measure the equilibrium binding kinetics of molecular interactions involving nucleic acids,[29-

38] to unravel folding pathways,[39-43] and to study the basics of energy transfer[44, 45] and 

charge transfer through DNA.[46-48] 

  

2.1.3 Fluorescent and Chemical Properties of the Nucleotide Base 

Analogs Used in this Thesis 

Since naturally occurring nucleotide bases do not display any significant fluorescence, 

fluorescent nucleotide base analogs were developed that can be inserted into RNA and DNA 

sequences as quasi-intrinsic probes. A number of nucleotide base analogs are well-

characterized for incorporation into oligonucleotides for biophysical and biochemical 

studies.[49-61] In the present work, two nucleotide base analogs were used, namely 2-

aminopurine and 5-(1-pyrenylethynyl)-2'-deoxyuridine. In the following section the properties 

of these fluorophores will be described. 

2-aminopurine (2-AP). More than 30 years ago, Stryer and colleagues[49] first demonstrated 

that 2-AP (Figure 2-3A), a structural isomer of adenine (A), was strongly fluorescent and 

could be selectively excited in the presence of natural bases. Since the lowest excited single 

state of Ap, has a π-π* character,[62] its absorption maximum is red-shifted compared to 

natural nucleotide bases and lies around 305 nm and its emission spectrum is centered at 370 

nm (Figure 2-3B).  
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Figure 2-3. (A) Structures of adenine (A) and the highly fluorescent nucleotide base analog 2-
aminopurine (2-AP). (B) Absorption (dashed line) and emission (solid line) spectra of 2-AP 
incorporated into DNA. 

 

In contrast to using brilliant dyes, like fluorescein and cyanin, 2-AP is a generally non-

perturbing substitution since it is structurally similar to adenine (6-aminopurine) and will 

form thermodynamically equivalent base pairs with thymine in DNA helices and uracil in 

RNA helices (Figure 2-4).[63]  Thus, its substitution for adenine in canonical B- and A-form 

helices common to DNA and RNA structure, respectively, is almost transparent. In contrast to 

adenine, 2-AP is also capable of forming a base pair with cytosine (Figure 2-4C) at a 

substantially higher frequency, which in vivo can lead to mutations.[64-66] For the work 

presented here, however, this observation is of no importance, since in the designed RNA and 

DNA oligonucleotides can only form 2-AP•U/T base pairs. 
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Figure 2-4. Comparison of Watson-Crick base pairs with adenine (A) and 2-aminopurine (2-AP): (A) 
normal A•U/T base pair, (B) thermodynamically equivalent 2-AP•U/T base pair,  and (C) 2-AP•C 
base pair that can lead to mutations. R=H - uracil (U); R=CH3 - thymine (T). 

 

The introduction of 2-AP into both DNA and RNA oligonucleotide sequences in a site-

specific manner is rather straightforward since it is relatively stable and available in 

phosphoramidite form for standard automated oligonucleotide synthesis.  

The quantum yield of the free 2-AP-riboside at 25 °C, pH 7.0 is 0.68 relative to quinine 

sulfate, but it is highly sensitive to its microenvironment.[49] While pH in the range of 4-12 

has no effect on the emission peak position or intensity, a pH < 4 will shift the emission 

maximum to the red and reduce the intensity.[49] With increasing temperature the quantum 

yield of 2-AP decreases by about 25% at 70 °C relative to 20 °C. Most importantly, the 

incorporation of 2-AP into single or double stranded nucleic acids can result in as much as 

100-fold reduction in fluorescence intensity (Figure 2-5).[49] 
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Figure 2-5. Fluorescence emission spectra of 2-AP in RNA. An example of the strong dependence of 
the quantum yield (ΦF) of 2-AP fluorescence on the microenvironment of the base.  If 2-AP is exposed 
to aqueous solvent, it is observed to be highly fluorescent (upper trace); while if 2-AP is in a 
hydrophobic environment (e.g. stacked in helical single or double stranded structure), its fluorescence 
intensity is almost completely quenched (lower trace).  

 

Temperature and base sequence of the nucleic acid have a big influence on 2-AP 

fluorescence.[44, 45, 67] Investigations of the molecular interactions that cause these 

spectroscopic changes found the stacking and collisional quenching of neighboring bases to 

be the most important factors in 2-AP quenching,[68-70] which can be interpreted as energy 

and/or charge transfer to neighboring bases. 

The sensitivity of the quantum yield of 2-AP to changes in its microenvironment allows 2-AP 

fluorescence intensity to be used to detect subtle conformational changes in nucleic acids. A 

number of experimental schemes have been devised to take advantage of this exquisite 

sensitivity of 2-AP quantum yield to monitor nucleic acid interactions with counter ions, 

proteins, other oligonucleotides or ligands, dissect RNA folding pathways and detail the 

mechanisms of enzymes that act on nucleic acids.[33, 38, 40, 71-78] In addition, the mechanism of 

2-AP quenching has been the subject of a number of ab initio and theoretical analyses[68, 79-82] 

that have aimed to quantify the relative contributions of different relaxation pathways in the 

2-AP quenching reaction.  
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5-(1-Pyrenylethynyl)-2'-deoxyuridine (Py-≡-dU). The use of the fluorescent nucleoside base 

analog 5-(1-pyrenylethynyl)-2'-deoxyuridine (Py-≡-dU) (Figure 2-6) as a reporter in nucleic 

acids is not well established yet, since its synthesis as phosphoramidite and use as fluorescent 

label in DNA has only been reported fairly recently.[83] Py-≡-dU has two absorption maxima 

at 378 and 402 nm in aqueous buffer solution, and its emission maximum is around 450 nm, 

when incorporated into DNA (Figure 2-6). 
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Figure 2-6. (A) Structure of the nucleoside base analog 5-(1-pyrenylethynyl)-2'-deoxyuridine (Py-≡-
dU). (B) Absorption (dashed line) and emission (solid line) spectra of (Py-≡-dU) in DNA. 
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Fluorescence intensity of Py-≡-dU increases by several fold in double stranded DNA 

compared to single stranded and shows a pronounced bathochromic shift.[83] Emission also 

increases in single stranded oligonucleotides when a second or third Py-≡-dU unit is inserted 

into the sequence adjacent to the first one, which again involves a strong shift of the emission 

spectrum to the red. On the other hand, duplex formation of the doubly or triply labeled DNA 

oligomers does not induce an increase in fluorescence intensity, but rather a decrease, and the 

shift of the emission peak to the red is reduced compared to the mono-substituted duplex. 

Unfortunately, this observation is not very well understood. A possible explanation for the red 

shift of the fluorescence emission in the multiply labeled single stranded oligonucleotides 

might be the formation of excimers between the pyrene nucleoside base analogs, but this does 

not explain the emission increase or red shift upon duplex formation. It seems that the Py-≡-

dU moiety forms exciplexes with other neighboring bases, since the fluorophore with the 

conjugated pyrenylethynyluracil system is partially stacked in nucleic acid duplexes and 

hence preorganized in a state suitable for exciplex formation.[83] Such sensitivity of the Py-≡-

dU residue to the structural surroundings makes this nucleoside potentially useful in probing 

various interactions of nucleic acids. Also, the Watson-Crick base pairing (i.e. hydrogen 

bonding) properties of the uracil have not been changed by attaching the ethynylpyrene 

moiety, and the introduction of Py-≡-dU should not significantly perturb nucleic acid 

complexes, since the sterically rigid substituent at position 5 of uracil is directed into the 

major groove of the duplex.[84, 85] Taken together the Py-≡-dU group seems to be a promising 

fluorescent label for studying interactions involving nucleic acids, such as formation of 

nucleic acid complexes and binding to enzymes and other proteins.  

It should be pointed out that a structurally very similar compound, 5-(pyren-1-yl)-2'-

deoxyuracil (Py-dU), has been incorporated into DNA duplexes to study DNA-mediated 

electron transfer.[2] Based on  these reports, it can be concluded that upon photoexcitation Py-

≡-dU should also be able to act as an electron donor into the base stack and therefore might be 

a useful probe for the investigation of reductive electron transfer in DNA. 

Py-≡-dU is not commercially available as phosphoramidite and synthesis of Py-≡-dU as 

phosphoramidite involves several steps with a relatively low overall yield. In the present 

work, a new and more efficient way of incorporating Py-≡-dU into DNA using a Pd(0)-

catalyzed Sonogashira cross-coupling reaction will be described. 
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2.2 Time-resolved Transient Absorption Spectroscopy 

Time-resolved transient absorption spectroscopy, which is also called pump-probe 

spectroscopy, allows observation of population and depopulation of electronic states of 

absorbing molecules with a time-resolution down to 50 fs, thus also allowing the observation 

of intermediate states. The drawback of this high time-resolution is, that a relatively large 

amount of sample is needed, because of the comparatively low sensitivity of the 

measurements.[86] 

In general, in this method the fluorophore is excited by a short laser pulse (pump pulse) in the 

absorption band of the molecule. A second independent pulse with an arbitrary wavelength 

(probe pulse) is applied with different time delays, and can probe different states of the 

fluorophore by measuring their intermittent absorption (Figure 2-7).  

1. If the probe pulse is in the wavelength range of the ground-state absorption, the rate of 

back charge transfer can be determined. 

2. If the probe pulse is in the wavelength range of the fluorescence, stimulated emission 

will occur, and the depopulation of the excited state S1 can be observed. 

3. If the probe pulse is outside the fluorescence band, the probability of population of 

any intermediate state, such as a charge separated state, can be measured. 
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Figure 2-7. Transient absorption measurements with pump probes outside the fluorescence band. 

 

Based on the resulting time-courses, the lifetimes of the individual states can be determined. 

The absorption of a sample with and without previous excitation is measured and the change 

of optical density is plotted against time. Depending on the observed processes, absorption, 

stimulated emission, bleaching and recovery of the ground-state, the values may be positive 

or negative. Amplitudes and time constants of the resulting spectra yield the rates of the 

fluorescence, charge separation and charge recombination.[86] 
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2.3 Antisense RNA Systems 

A gene is a coded blueprint for a protein. The code is written in the precisely ordered 

sequence of four nucleotide bases, A, T, G, C, that make up DNA. In addition to the covalent 

linking of the bases in a DNA strand, A can form two hydrogen bonds with T and G can form 

three hydrogen bonds with C to make up the typical double helix-structure of DNA. One 

strand containing the 'sense' sequence (genetic code) base-pairs with an 'antisense' sequence 

(complementary sequence in the opposite direction) of the second strand. The high specificity 

of base pairing is important during DNA replication, where each of the two strands serves as a 

template for reconstructing its partner (Figure 2-8). Base pairing specificity is also important 

when genetic information is decoded to make proteins. First, DNA is transcribed into RNA, 

which is made of the same bases as DNA, except for T, which is replaced by a U. The RNA 

molecule that is assembled is antisense to the antisense DNA strand, i.e. it bears the sense 

sequence. From this so called messenger RNA molecules proteins are then formed on the 

molecular machinery of the ribosomes.[87] 

 

 

Figure 2-8. Schematic representation of the route from gene to gene product. The coding sense and 
the antisense strand of DNA complement each other. During the transcription of DNA into RNA, the 
antisense DNA strand acts as a template for assembling a complementary (sense) messenger RNA 
molecule. A single-stranded messenger RNA is translated into a protein in the ribosome. However, 
some genes are regulated by additional transcription of an antisense RNA from the sense DNA strand 
to prevent translation. 

 

It has been known for a long time that gene expression in both prokaryotes and eukaryotes is 

controlled by proteins. In prokaryotes, however, regulatory RNA has also been found. This 

regulatory RNA contains a sequence that is complementary to the target RNA, usually a 

messenger RNA. Binding of the two RNAs occurs by base pairing, resulting in a fairly stable 
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complex, so that the target RNA cannot perform its function anymore. Antisense RNA has 

been identified in the regulation of diverse and complex phenomena in bacteria such as 

plasmid replication, osmoregulation of porin expression, and regulation of phage 

reproduction.[88] 

Bacterial plasmid replication control systems have been studied in detail. In bacteria genetic 

information is encoded in one circular double stranded DNA molecule, the chromosome. In 

addition, bacteria often contain extrachromosomal elements called plasmids. They also 

contribute to the phenotype of their hosts, for example, by coding for antibiotic resistance, 

virulence factors, and catabolic functions. Plasmids control their own replication and are 

present at defined copy numbers (plasmid molecules per cell) that are determined by the 

plasmids, the host and the growth conditions.[89] Generally, this strong regulation is achieved 

by antisense RNA and is based on kinetics, like the rates of synthesis and decay of sense and 

antisense element, efficiency of replication and kinetics of the interaction between sense and 

antisense element. It seems that a fast rate for complex formation is more important than 

binding equilibria.[90] 

Regulation or inhibition of gene activity with antisense RNA seems to be universal among 

viruses and bacteria.[87] The efficiency of the gene regulation by antisense RNA in nature led 

to the development of systems in which artificially constructed antisense genes regulate a 

cellular or viral gene of interest. This principle can be used for genetic research, for example 

to turn off a gene selectively to study the effects of the defect analogous to a mutation,[87] and 

it also led to the idea of using the antisense approach in drug design, i.e. to block the genetic 

code to inhibit gene expression associated with diseases. The advantage of using antisense 

RNA as gene regulators is the high specificity of binding. For a ligand to bind specifically to a 

target sequence in a nucleic acid, it has to base pair with a certain number of nucleotides 

depending on the size of the genome. For example, based on the assumption of a statistical 

distribution of base pairs  in the genome and the same number of A-T and G-C base pairs, the 

minimal number of bases that have to be recognized is 7 in the HIV, 12 in E. coli, and 17 in 

human DNA.[91]  

Studying natural antisense control systems, like the plasmid replication system ColE1, might 

help to understand the structural and kinetic basis for how nature has evolved such an 

efficient regulatory control system. 
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2.4 Energy and Charge Transfer in DNA 

2.4.1 Excited State Energy Transfer 

Understanding the electronic properties of DNA has been the goal of various experimental 

and theoretical studies over the last decades. With respect to the biological consequences, 

such as mutagenesis, apoptosis and carcinogenesis,[92-94] most effort by far was spent on the 

investigation of charge migration processes through the base stack.[95]  Although 

photoinduced charge transfer is initiated by electronic excitation, no clear picture has yet 

emerged of how to describe excitation energy in duplex DNA. A key question which is 

crucial for the mechanism of various photoreactions in DNA is whether excited singlet states 

of DNA bases are localized or extended over several neighboring bases. Ever since the 

pioneering work of Eisinger et al. in 1966,[96, 97] who showed clear evidence for excimer 

emission between nucleosides at low temperature, excimers and exciplexes have been 

invoked in discussions on nucleic acid components.[17, 96-102] Very recently, Xu and Nordlund 

reported the sequence, temperature, concentration and solvent dependence of singlet energy 

transfer from normal bases to the base analog 2-aminopurine measured by optical 

spectroscopy.[44] They found that adenine was the most efficient energy donor by an order of 

magnitude, but conclude that energy transfer at physiological temperatures over more than a 

few bases is improbable. The main experimental obstacles which have so far prevented a 

systematic investigation of this matter at room temperature are related to the intrinsic 

properties of DNA:[103] a) The lowest absorption bands of all four nucleosides are very broad 

and overlap strongly in the UV region. Monomer and excimer emission cannot be separated 

because of considerable spectral overlap. b) The collective properties of duplex DNA depend 

on its base sequence, and therefore only studies with well-defined reference assemblies are 

meaningful. c) The natural nucleic acids have very low fluorescence quantum yields due to 

ultra short excited state lifetimes, which complicate emission band shape analysis. Only 

recently has femtosecond transient absorption spectroscopy been used to study the 

photophysical properties of bases and nucleosides.[104-107] 

 

2.4.2 Charge Transfer 

Shortly after Watson and Crick discovered the double helical structure of DNA,[108] the 

possibility that the one-dimensional array of π-stacked base pairs in B-form DNA might serve 

as a pathway for charge migration was suggested over 40 years ago.[109] Since then, many 
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scientists put their effort into proving this possibility, and the fundamental question if DNA 

serves as a medium for long-range charge transfer (CT) was discussed very controversially.  
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Figure 2-9. Differences of oxidative HT and reductive ET. In both cases, a photoexcited fluorophore 
is used in order to initiate the CT process. In case of the oxidative HT, an electron is removed from the 
HOMO of the charge acceptor, A, into the HOMO of the charge donor, D. In case of the reductive ET 
the photoexcited electron is shifted from the LUMO of D into the LUMO of A. In the first case, DNA 
is oxidized whereas in the latter case DNA is reduced.        
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The proposals ranged from DNA being a molecular wire[110] to DNA being an insulator.[111] 

By now, it is generally accepted that charge transfer in DNA can occur on an ultrafast 

timescale and over long distances. 

In general there are two possibilities for CT in DNA: 

1. The DNA is oxidized, i.e. an electron is abstracted from the DNA, and a radical with a 

positive charge (hole) is generated in the DNA strand. The charge can be transferred through 

the base stack. This process can be considered as an oxidative hole transfer (HT) (see Figure 

2-9). This positively charged radical may also react with surrounding molecules, like water or 

oxygen, and result in oxidative damage to the DNA which in turn can cause mutagenesis and 

carcinogenesis.[92, 93, 112-114] Because of the relevance of HT to oxidative damage in DNA a 

large number of research groups have focused their work on the photochemically or 

photophysically induced oxidation of DNA, and furthermore, on the mobility of the created 

positively charged radical in the DNA. 

2. The DNA is reduced, i.e. an excess electron is injected into the DNA, and a radical 

with a negative charge is generated in the DNA strand. The charge can be transferred through 

the DNA. This process can be considered as a reductive electron transfer (ET) (Figure 2-9). 

Although ET processes are currently used in DNA chip technology[115-119] and DNA 

nanotechnology[120-123], and despite the broad knowledge about these bioanalytical and 

biomedical applications, little is known about the behavior of excess electrons in DNA. 

 

2.4.2.1 Mechanisms of Hole Transfer 

Several mechanisms, such as the superexchange and the hopping mechanism, have been 

proposed, and experimentally verified.[95, 124-127] The two main mechanisms shall be 

summarized in the following section. 

 

2.4.2.1.1 Superexchange Mechanism 

The charge tunnels in one coherent step from D (charge donor) to A (charge acceptor) and 

never resides on the DNA bridge between them (Figure 2-10). As a consequence, no 

observable radicals of nucleobases in the bridge exist, and only educt and product radicals can 

be observed. The probability of the tunneling process depends on the energy difference of D 

and A and on the length of the DNA bridge between them. An exponential decrease of the 

charge transfer rate (kCT) with the distance between D and A is characteristic for this process. 
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This distance dependence can be interpreted according to the Marcus theory,[128] and can be 

expressed by the equation 

kCT = k0 e-βR 

 

where R is the distance between D and A, the exponential parameter β is a factor 

characteristic for each medium, which describes the charge transfer efficiency, and k0 is an 

empirical constant. 
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Figure 2-10. Superexchange and hopping mechanism. In the superexchange mechanism the charge 
does not localize on the DNA bridge between the charge donor, D, and charge acceptor, A, but tunnels 
through the electron cloud in one step directly from D to A with the charge transfer rate, kCT. In the 
hopping mechanism, the charge localizes on the DNA bridge between D and A, preferentially on 
guanine bases (G), and migrates from D to A in several steps with the hopping rate, kHOP, for every 
step. 
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The smaller the value for β, the weaker the distance dependence of the charge transfer rate. 

Values of β for CT through proteins lie in the range of 1.0-1.4 Å-1.[129-131] In contrast, β values 

determined for CT reactions in DNA can be found in a wide range from β < 0.1 Å-1 up to β = 

1.5 Å-1 (Table 2-1).[95, 132] Typical values for charge transfer following a superexchange 

mechanism are about 0.7 Å-1. For β-values much smaller than that, an alternative mechanism 

has to be considered. 

 

2.4.2.1.2 Hopping Mechanism 

The occurrence of very small β values (≤ 0.1 Å-1) exhibiting a very shallow distance 

dependence led to the description of an alternative mechanism which is the hopping model. In 

contrast to the previously described superexchange mechanism, the positive charge is 

transported from D to A in several steps, once it has been injected into the DNA base stack, 

and can finally be trapped at a suitable charge acceptor (Figure 2-10). The charge localizes on 

bases in the bridge, and radical cation nucleobases other than D and A can be observed as 

intermediates. Among the four different DNA bases, guanine can be most easily oxidized.[133, 

134] Hence, the G radical cation plays the role of the intermediate charge carrier during the 

hopping process. Each hopping step is itself a tunneling process through the intervening A-T 

base pairs. In contrast to the superexchange mechanism, the rate of HT by hopping does not 

depend on the overall distance between D and A but is only dependent on the number of 

hopping steps.[135] Lewis et al. were able to measure the rate for a single hopping step from G 

to GG with a hopping rate kHOP = 5 × 107 s-1.[136] 

 

2.4.2.2 Experimental Techniques for Charge Transfer Detection 

A lot of different techniques have been used to explore DNA-mediated CT processes, among 

these are biochemical methods and spectroscopic measurements. Most experiments were 

performed according to the following steps:[95] 

 

1. Labeling of DNA with redoxactive probes through intercalation and/or 

covalent linkages. 

2. Initiation of CT by photochemical or electrochemical techniques 

3. Detection of CT processes by spectroscopic, electrochemical, or biochemical 

methods. 
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2.4.2.2.1 Oxidative Hole Transfer 

For the study of oxidative HT a number of model systems have been developed using a 

variety of organic and inorganic intercalators or nucleic acid base analogs as charge donors 

and acceptors. Usually by absorption of light, the charge donor will be raised into an 

electronically excited state, which enables the initiation of charge transfer. According to the 

method of detection of the HT process, one can divide most published experiments into 

spectroscopic and biochemical studies. 

Spectroscopic studies. Organic and inorganic intercalators which have not been covalently 

attached to oligonucleotides were first reported for studying CT in DNA. These experiments 

provide only little information because of the lack of an accurate measurement of the distance 

between the D and A as well as the possibility of the pairing of the intercalators. The 

significant experimental improvement came with the DNA assays bearing covalently linked 

intercalators. Using these systems, a systematic measurement of the distance dependence and 

the base sequence dependence was possible. The spectroscopic techniques that are applied for 

the measurement of charge transfer processes are usually time-resolved fluorescence 

spectroscopy or time-resolved transient absorption spectroscopy. The most important 

spectroscopic studies with a variety of charge donors and acceptors are summarized in Table 

2-1.  

Biochemical experiments.  The G radical cation was identified to be the precursor of a variety 

of different oxidative G lesions which are normally described as Gox. Some of these G 

oxidation products have been identified (Figure 2-11).[114, 137] Biochemical experiments 

explore HT reactions through DNA by an indirect method. As described above, after the 

photochemical or photophysical oxidation of DNA using a suitable intercalator, G is 

preferentially oxidized. The resulting G radical cation can react with H2O and/or O2 yielding 

oxidized G products Gox. Such modified DNA strands can be cleaved at the site of Gox by 

treatment using e.g. piperidine at elevated temperature, then separated by gel electrophoresis 

and visualized by phosphorimagery using radioactive 32P-labeling.[138] 

Three  conclusions could be drawn from these experiments: 

 

1. Short-range CT reactions occur on a very fast timescale (kCT = 109 - 1012 s-1). 

2. The typical β-value of DNA-mediated CT is 0.6-0.8 Å-1.  

3. The intercalation of D and A is crucial for a fast and efficient CT process. 
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Table 2-1. Summary of important spectroscopic studies on DNA-mediated charge transfer. The rate 
kCT and distance dependence β are given according to kCT = k0 • e -β • R . 

Charge donor / 

acceptor 
covalently attached? β [Å-1] kCT [s-1] Research group Year 

E / MV no - 105 Fromherz[139] 1986 

E / MV, Ac / DAP no 1.0 108 Harriman[140] 1992 

Ru(II) / Rh(III) 

complexes 
yes 0.2 109 Barton[141] 1993 

Ru(II) / Rh(III) 

complexes 
yes 1.0-1.5 106 Meade[142] 1995 

St / G yes 0.64 108-1012 Lewis[143] 1997 

E / Rh(III) complex yes - 1010 Barton[144] 1997 

Ac / G yes 1.4 105-1010 Tanaka[145] 1998 

E / Z yes - 1012 Barton/Zewail[146] 1999 

N / A yes - 109 Lewis[147] 1999 

Ap / G yes 0.1-1.0 109-1010 Barton[148] 1999 

Ap / G yes 0.75 106-107 Shafirovich[149] 2000 

Ap / G yes 0.6 109-1011 Barton/Zewail[46] 2000 

Ac / G, Ac / Z yes - 107-1012 Michel-Beyerle[150] 2002 

Ru(II) complex / In yes - ≥107 Barton[151] 2002 

Abbreviations: A = adenine, Ac = acridine, Ap = 2-aminopurine, DAP = N,N’-dimethyl-2,7-

diazapyrenium, E = ethidium, G = guanine, In = 4-methyl indole, MV = methyl viologen, N = 

naphthaline, St = stilbenedicarboxamide, Z = 7-deazaguanine. 
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Figure 2-11. Examples of oxidative G damage (Gox) with formamidopyrimidine (Fapy-dG), 8-oxo-
guanine (8-oxo-dG), oxazolone (dOz) or imidazolone (dIz) structure.[114] 

 

The most common photooxidants for DNA are metal complexes or organic intercalators 

(Figure 2-12). These systems differ significantly in their structural properties, their redox 

potentials and the absorbing wavelengths. Nevertheless, it has been observed in all systems 

that the positive charge can be transported with high efficiency over very long distances (up 

to 200 Å). The observed efficiency of HT seems to be strongly dependent on the distance and 

base sequence between each of the G-C pairs. It also has been shown that A can act as an 

intermediate charge carrier if G is not present.[152] Note that with biochemical methods in 

principle only relative yields of oxidative products can be measured but not rates for charge 

transfer. 
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Figure 2-12. Examples of photooxidants which have been used in biochemical studies of HT in DNA. 
(a) Rh(III) complexes,[153] (b) Ru(II) complexes,[154] (c) ethidium derivatives,[127]  (d) anthraquinone 
derivatives,[155] (e) uridine modified with cyanobenzoquinones,[156] and (f) modified 2’-deoxyribosides 
bearing a photoreactive group.[157] 

 

2.4.2.2.2 Reductive Electron Transfer 

Most studies on charge transfer in DNA have concentrated on the oxidative HT. For the 

investigation of reductive ET, there are not many model systems available. Most knowledge 

about ET comes from γ-radiolysis studies in frozen ice or glassy aqueous LiBr solutions.[158-

165] The samples were irradiated to initiate the electron transfer. The DNA was doped by 

intercalated and randomly spaced electron traps. The intermediate radicals of the DNA bases 

and the acceptor were detected by ESR spectroscopy. The major disadvantage of this 

principle experimental setup is that the electron injection and the electron trapping does not 

occur site-selectively. Nevertheless, a few remarkable and principle conclusions and 

implication can be drawn from these studies. They suggest that below 77 K, ET in DNA 

occurs via a superexchange mechanism with an average β-value of 0.9 Å-1.[159-162] At 
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temperatures above 170 K an electron transfer over longer distances follows an activated 

hopping process.[158, 160, 161, 165]  

The trend for the reducibility of DNA bases has been established to be T ~ C > A > G.[134, 166] 

The DNA bases that are most easily reduced are T and C, whose reduction potentials are very 

similar.[134] Thus, it is expected that the excess electron migration through DNA occurs via a 

hopping mechanism involving all base pairs (C-G and T-A) and the pyrimidine radicals C•- 

and T•- as intermediate charge carriers.[157]  

Recently, a new DNA assay was published by Carell et al. which allows the photoinduced 

cleavage of T-T dimers by a flavine derivative from the distance (Figure 2-13).[167, 168] The 

flavine moiety was synthetically incorporated as an artificial nucleobase into 

oligonucleotides.[169] Despite the fact that spectroscopic measurements with these systems 

have not been published, the T-T dimer splitting was interpreted as the chemical result of a 

reductive ET through the DNA base stack. This interpretation is mainly based (i) on the 

known redox properties of the flavin intercalator in its reduced and deprotonated state,[170] and 

(ii) on the absence of a typical DNA base sequence dependence which would be observed in 

case of a hole hopping process.  
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Figure 2-13. Chemical assay for the investigation of reductive ET in DNA. The T-T dimer (T^T) 
splitting is the chemical result of a photoinduced ET from a distant flavine derivative as the charge 
donor (D). 
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Most recently, Zewail et al. reported femtosecond time-resolved studies on the reduction of T 

by photoexcited 2-aminopurine (Ap*) in DNA duplexes.[46] They found that Ap* can induce 

both reductive ET by injecting an electron into a neighboring T, and oxidative HT by 

injecting a hole into a neighboring G. The rates of these processes are very similar with 20 ps 

and 19 ps, respectively.  

Lewis et al. investigated the dynamics of photoinduced electron transfer in DNA hairpins 

which have been synthetically capped by a stilbenediether derivative serving as an electron 

donor (Figure 2-14).[171] The electron injection rates are larger using T (>2×1012 s-1) as the 

electron acceptor in comparison to C (3.3×1011 s-1). This indicates that the reduction potential 

is lower for T versus C in double-helical B-DNA. Interestingly, a small difference of the 

electron injection rate was detected using C as the electron acceptor which is base-paired to G 

versus inosine (I). The C-G base pair has stronger hydrogen bonding compared to the C-I base 

pair. As a result, the electron injection rate into the C-G base pair is slower (3.3×1011 s-1) than 

into the C-I base pair (1.4×1012 s-1) indicating the differences in reduction potentials of C as a 

result of different base-pairing. 
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Figure 2-14. Electron transfer in DNA hairpins which are capped with a stilbene diether derivative as 
the charge donor (D). 
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Another recent approach to investigate reductive ET in DNA with spectroscopic methods is 

the use of the fluorescent nucleoside analogs 5-pyrenyl-2’-deoxyuridine (Py-dU) and 5-

(pyren-1-yl)-2’-deoxycytidine (Py-dC) as electron injectors into DNA.[172] Photoexcitation of 

the pyrenyl group results in an intramolecular ET yielding the corresponding U or C radical 

anion and the pyrenyl radical cation (Py•+-dU•-/ Py•+-dC•-). This CT assignment has been 

proven previously by Netzel et al. based on nanosecond fluorescence lifetime measurements 

and by Amann et al. using transient absorption spectroscopy.[173, 174] 

 

••

Excitation

E
+*Py dX

Py dX

Electron
Transfer

Py dX
-

O

N
N

OH

HO

O

NH2

Py-dC (X = C)Py-dU (X = U)

H

O

O

N
N

OH

HO

O

Py dX(H)+• •
+ H+

Fluorescence

 

Figure 2-15. Intramolecular electron transfer in Py-dX as described in Amann et al.[175] Upon 
excitation Py-dX may either return to the ground state by fluorescence or undergo an intramolecular 
electron transfer. The radical anion X•- can be protonated and thus be removed from the equilibrium 
between excited state and charge separated state. 
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The properties and dynamics of the intramolecular electron transfer in Py-dU and Py-dC have 

been characterized by steady-state fluorescence spectroscopy and femtosecond transient 

absorption spectroscopy in water at different pH values (Figure 2-15).[174, 175] By comparing 

PydC and PydU as nucleoside models for electron transfer in DNA, it was found that a small 

energy difference exists between U•-  and  C•-, which is in agreement with several calculations 

and experiments.[47, 134, 160, 176] Most importantly, it was shown that there is a difference of the 

basicity of the generated pyrimidine radical anions which implies significance for the 

understanding of electron migration in DNA (Figure 2-16). The non-protonated radical anion 

of C (C•-) could not be observed in aqueous solution, which provides strong evidence that 

protonation of C•- by the complementary DNA base G or the surrounding water molecules 

will occur rapidly. Thus it was conlcuded that C•- cannot play a major role as an intermediate 

charge carrier. In contrast, U•-  or T•- , respectively, can act as stepping stones for electron 

hopping in DNA since protonation of these radical anions does not occur.  
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Figure 2-16. After electron injection by excitation of Py-dU and subsequent charge separation, the 
generated U radical anion U•- can either be protonated by its base pairing partner of transfer an 
electron to a neighboring base X. This electron transfer only takes place, if X = T or C. 
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Using the nucleoside Py-dU, a range of pyrene-modified duplexes was prepared which differ 

mainly in the bases located next to the Py-dU group.[2] The covalently attached pyrene group 

is located outside the DNA base stack. Upon excitation, an intramolecular electron transfer in 

the Py-dU group represents the injection of an excess electron into the DNA base stack. A 

significant quenching of the Py* emission was only detected, if a T or a C was placed 

adjacent to the Py-dU group. This observation can be assigned to a base-to-base electron 

transfer process (Figure 2-16), which is supported by femtosecond time-resolved pump-probe 

laser spectroscopy measurements.  

Despite these efforts in understanding reductive ET in DNA, future experiments have to focus 

on (i) the dynamics of the electron injection process in a more detailed way, (ii) the base 

sequence dependence of ET, (iii) the rate of base-to-base ET in terms of the hopping model, 

and (iv) the chemical reactivity of the radical anions in DNA such as cross-linking. 

 

2.4.2.2.3 Biotechnological Applications of Electron Transfer in DNA 

From the various studies of charge transfer in DNA it became clear that these processes show 

an extreme sensitivity towards perturbation and interruptions of the base-stacking which are 

caused by base mismatches or DNA lesions.[46, 135, 150, 176-178] Thus, charge transfer in DNA 

should be suitable to obtain an electrochemical readout of DNA chips. The basic idea is that 

the subsets of a critical gene are immobilized as single stranded oligonucleotides on an 

electrode or chip and contain a redoxactive probe which is intercalated and/or covalently 

attached (Figure 2-17). Intact DNA material which is added to the chip forms perfect DNA 

duplexes leading to an efficient electron transfer between the chip surface and the distant 

redoxactive probe. Base mismatches and DNA lesions significantly interrupt charge transfer 

in DNA, and as a result, the electrochemical response is missing. This is a very promising 

technique for a reliable detection of genomic sequence variations, like point mutations (single 

nucleotide polymorphism, SNP), which is critical for the study of population genetics, for the 

clinical diagnostics of cancer, for the diagnosis, and treatment of genetic or viral diseases, and 

most recently, for the concept of pharmacogenetics. 
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Figure 2-17. Electron transfer in DNA chip technology. The oligonucleotide is immobilized on the 
chip surface or an electrode and modified with a redoxactive probe. After hybridization, an efficient 
electron transfer can only take place in intact DNA duplexes. Single-base mismatches or DNA lesions 
interrupt the electron transfer efficiency significantly. 
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3 Quantitative Analysis of an Antisense RNA Loop-Loop 
Complex from the ColE1 Plasmid Replication System 

3.1 Biochemical Background 

Replication of the Escherichia coli plasmid ColE1 is regulated by two RNA transcripts. 

RNA II, which originates 555 bp upstream of the origin of replication, is transcribed through 

the origin of replication and forms a persistant RNA-DNA hybrid that is cleaved by RNase H. 

The short RNA-DNA duplex then acts as the primer for replication by DNA polymerase I. 

The 108 nt long RNA I is transcribed from 447 nt upstream of the origin of replication in 

opposite direction to RNA II, and is therefore complementary to the 5'-end of RNA II. 

Hybridization between RNA I and RNA II alters the conformation of RNA II that is required 

for formation of the persistant DNA-RNA duplex, and results in failure of RNAseH 

processing at the replication origin, thus preventing initiation of plasmid replication (Figure 3-

1).[179, 180] Both RNA I and RNA II form several stem loops. In the multi-step folding pathway 

proposed for binding of RNA I to RNA II, a loop-loop kissing interaction between the two 

RNAs forms as a critical folding intermediate that holds the RNA molecules in close 

proximity to allow complete hybridization of RNA I to the 5’-terminus of RNA II (Figure 3-

2).[181-184] The 63 residue, plasmid encoded RNA one modulator (Rom) protein enhances the 

stability of the intermediate RNA I and RNA II loop-loop complex, and thereby acts as an 

auxiliary repressor of replication (Figure 3-1).[185, 186] The ColE1 plasmid replication is 

strongly controlled by this antisense RNA regulatory system. It is intriguing to think about 

using the same antisense principle to regulate gene expression in other cells or organisms, for 

example to study gene functions or to block a defective gene. The study of natural antisense 

control systems like ColE1 will help to understand the structural and kinetic basis for how 

nature has evolved such efficient regulatory control systems. 

Previous studies have demonstrated that individual hairpins derived from the RNA I and 

RNA II transcripts can interact with remarkable stability, with dissociation constants as low as 

10-10 M.[185, 187, 188] It has also been demonstrated that the addition of Rom protein stabilizes 

the loop-loop complex to dissociation and thereby increases the RNA complex lifetime by 

about two orders of magnitude.[185-187]  Footprinting, as well as chemical protection 
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experiments, indicate that Rom binds specifically to the loop-loop complex, but not the 

duplex, with a stoichiometry of one Rom per RNA complex.[185, 187]   

         

Figure 3-1. Copy number control in ColE1. Synthesis of the preprimer RNA II by RNA polymerase 
(RNAP, stippled circle) is essential for replication. In the absence of interaction with the RNA I (left), 
the RNA II forms a stable hybrid with the template DNA at the origin of replication. This hybrid is 
cleaved by RNase H to generate the 3’-OH end of the RNA primer, from which replication starts. 
Interaction between the inhibitor RNA I and the complementary region in the RNA II preprimer 
(right) is aided by Rom protein (ellipse). RNA I-RNA II interaction inhibits the formation of the 
DNA-RNA II hybrid at the origin region, preventing maturation of the RNA II into the replication 
primer. (taken from [189]) 

 

The high-resolution solution structure of an enhanced stability loop-loop complex formed by 

hairpins derived from RNA I and RNA II with inverted loop sequences (so called R1inv and 

R2inv) has been determined using NMR spectroscopy.[190, 191] The NMR structure revealed 

that the complex formed via Watson-Crick base pairing of all seven complementary loop 

nucleotides thereby making a loop-loop helix which was 3’-stacked between the two stem 

helices (Figure 3-3).  The resulting pseudo-contiguously stacked helical structure showed a 

pronounced bend towards a compressed major groove of the loop-loop helix. 

In this study, the fluorescent probe, 2-aminopurine-2’-O-methyl riboside (2-AP) has been 

selectively incorporated at adenosine positions in the sequence of stem-loops R1inv and 
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R2inv (Figure 3-3), such that fluorescence-detected stopped-flow and equilibrium methods 

could be used to study the mechanism of this RNA kissing interaction. Using these constructs, 

the detailed kinetics of the RNA-RNA interaction, the divalent metal ion requirement for 

formation of stable RNA loop-loop complexes and the interaction of Rom with the RNA 

complex have been analyzed. 

1

2

3

4

5

6

 

Figure 3-2. Model for the stepwise binding of ColE1 RNA I to RNA II. In step 1 RNA I and RNA II 
interact at the loops of their folded structures. This interaction facilitates pairing (step 2) that starts at 
the 5'-end of RNA I (step 3). At this stage, the loop-loop contacts may be broken. Progressive pairing 
continues as the stem-and-loop structures unfold (steps 4 and 5). It should be noted that the three pairs 
of loops do not necessarily interact simultaneously, and RNA II may interact in an alternative folded 
structure. (taken from [88]) 

 

3.2 Sample Preparation and Characterization 

3.2.1 RNA Oligonucleotide Preparation 

Unlabeled RNA hairpins were synthesized by T7 polymerase run-off transcription using 

overexpressed and purified T7 polymerase and chemically synthesized DNA templates and 

primers according to the method of Milligan and Uhlenbeck.[192] 2-AP labeled RNA hairpins 

were chemically synthesized using standard phosphoramidite chemistry. All RNA samples 

were purified by preparative scale denaturing polyacrylamide gel electrophoresis (PAGE), 

electroeluted, lyophilized, and dialyzed into the standard buffer.  

For details see Materials and Methods. 

Rom protein was a kind gift from Lynne Regan (Yale University). 
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Figure 3-3. (A) RNA sequences of the stem-loop hairpins derived from the ColE1 plasmid encoded 
RNA I and RNA II transcripts (so called R1inv and R2inv).  (B) Base pairing found in the antisense 
R1inv-R2inv loop-loop complex formed by these hairpins.  The R2inv sequence is shown in red letters 
and the R1inv sequence in blue letters.  Intramolecular base pairs are indicated by solid lines and 
intermolecular base pairs are indicated by dashed lines.  Nucleotide positions in R2inv (A3 and A8) 
and in R1inv (A9) that were substituted with the fluorescent probe 2-aminopurine-2’-O-methyl 
riboside (2-AP) in this study are shown in black.  (C) Stick representation of the NMR determined 
structure of the R1inv-R2inv loop-loop complex, with the sequence of R1inv in blue, the sequence of 
R2inv in red and the 2-AP substituted residues in black. 
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3.2.2 Samples Used 

The RNA oligonucleotide sequences used for this study are shown in Figure 3-3. They are 

hairpins derived from RNA I and RNA II. The loops were inverted compared to the wild-type 

sequence to enhance the stability of the complex,[188] which is indicated by an 'inv' after the 

stem-loop name. Also, the stem sequence of R1inv was altered slightly compared to the wild-

type sequence by exchanging the third C-G base pair from the loop with an A-U base pair to 

prevent complete hybridization of the two oligonucleotides.[187] To facilitate the fluorescence 

experiments, 2-aminopurine was placed at naturally occurring adenine positions in the loop 

(to observe complex formation) and in the stem (as a control): at position A9 in R1inv to give 

R1inv-9ap, at position A8 in  R2inv to give R2inv-8ap, and at position A3 in R2inv to give 

R2inv-3ap (Figure 3-3). 

The Rom protein is a four-helix-bundle protein with two identical subunits, each consisting of 

63 amino acids forming two antiparallel α-helices of approximately the same length, 

connected by a short linker segment (Figure 3-4).[193, 194]  

 

 

Figure 3-4. Structure of Rom protein. Residues that are implicated in binding RNA are indicated in 
yellow. 

 

3.2.3 Native Gel Electrophoresis and UV Melt 

To confirm independently of the fluorescence measurements that no structural perturbation 

resulted from substitution of 2-AP probes in R1inv and R2inv, native gel electrophoresis and 

UV-melting analysis were performed using the 2-AP constructs.   
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For all 2-AP RNA constructs used in this study, stable complexes could be observed, that 

were super-shifted by Rom protein, under identical native gel conditions as were used to 

observe RNA complex formation and Rom binding of the unlabeled hairpins (Figure 3-5).   

 

                

Figure 3-5. Polyacrylamide assay used to detect the Rom-RNA interaction. The gel was stained with 
ethidium bromide and visualized on a UV transilluminator. Free R1inv is shown in lanes 1 and 4, 
R2inv in lane 5. Lanes 6, 7 and 8 show the complexes formed by R1inv + R2inv, R1inv-9ap + R2inv, 
and R1inv + R2inv-8ap, respectively. Rom binds to these complexes to form a ternary complex, which 
migrates with even lower mobility, lane 2.  

 

UV-melting curves measured for loop-loop complexes formed by the 2-AP RNA constructs 

were practically indistinguishable from melts of unlabeled complexes, with approximately the 

same melting temperatures (Tm) observed for loop-loop (Tm ~ 62 °C) and hairpin (Tm > 85 

°C) helix melting transitions in all cases (Figure 3-6). 
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loop-loop kiss
T ~62°CM

hairpins
T ~85°CM

 

Figure 3-6. (A) UV-melting curves of kissing complexes with and without 2-AP labels. UV melts 
were recorded in melting buffer with 5 mM Mg2+, at a heating rate of 0.25°C/min. (B) Derivatives of 
melting curves with local maxima showing melting temperatures of the loop-loop kissing interaction 
(Tm~62°C) and hairpins (Tm~85°C), respectively. 
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3.3 Fluorescence Experiments 

3.3.1 Kinetics of Kiss Formation with Mg2+ 

Incorporation of single 2-AP probes at naturally occurring adenosine positions of the R1inv 

and R2inv hairpins (Figure 3-3) provided sensitive probes for measurement of RNA loop-loop 

complex equilibrium binding and real time kinetic measurements by fluorescence quenching.  

To determine the equilibrium binding constants, KD, of the R1inv and R2inv hairpins, a fixed 

concentration of one sample with a 2-AP label was titrated with increasing amounts of 

unlabeled complement in standard buffer in the presence of 5 mM Mg2+.  

In Figure 3-7, it is shown that the intensity of the 2-AP emission spectrum of R1inv-9ap 

construct is initially relatively high and decreases in a saturable fashion as the concentration 

of R2inv is increased, with a maximal decrease of about five-fold.  The direction of the 

fluorescence change indicates that the 9ap substituted base becomes stacked upon binding to 

R2inv, which is consistent with the formation of a R1A9-R2U12 base pair as observed in the 

NMR structure of the inverted loop-loop complex (Figure 3-3).[190, 191] By fitting the data 

shown in Figure 3-7B to equation 9.2, a KD = 0.23 ± 0.19 nM for RNA loop-loop complex 

formation at 25 °C was calculated. In additional measurements in which the R1inv-9ap 

concentration was varied from 25 to 100 nM (n = 2), an average KD value of 1.6 ± 1.1 nM for 

RNA loop-loop complex formation was determined. (Note that the precision of determined 

KDs was lower for certain experiments due to the fact that reactions were measured at 

concentrations that approximated stoichiometric binding conditions).     
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Figure 3-7. Fluorescence changes accompanying titration of 2-AP labeled R1inv-9ap with R2inv.  (A) 
Fluorescence emission spectra from 330 to 450 nm as a function of titration of 100 nM R1inv-9ap 
with increasing concentrations of R2inv in standard buffer [25 mM NaCl, 1 mM cacodylate (pH 6.5)] 
with 5 mM MgCl2 at 25 °C.  (B) Plot of the relative fluorescence decrease at 371 nm as a function of 
total R2inv concentration for a titration using 25 nM R1inv-9ap.   The solid curve is a fit to equation 
9.2 (KD = 0.23 ± 0.19 nM). The species that is directly detected in the experiment is marked with a box 
in the panel.  
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Figure 3-8. Plot of the relative fluorescence decrease at 371 nm as a function of total R1inv 
concentration for a titration using 100 nM R2inv-8ap.   The solid curve is a fit to equation 9.2 (KD = 
3.6 ± 2.2 nM). The species that is directly detected in the experiment is marked with a box in the 
panel. inset: Fluorescence at 371 nm as a function of total R2inv concentration for a titration using 
500 nM R2inv-3ap. Fluorescence of the free R2inv-3ap is initially quenched and shows no appreciable 
change upon titration with R1inv. 

 

The formation of the RNA loop-loop complex could also be monitored using the intensity of 

the 2-AP emission spectrum of the R2inv-8ap RNA hairpin construct as a function of R1inv 

concentration. For the R2inv-8ap hairpin, the 2-AP emission spectrum is also initially 

relatively high and decreases in a saturable fashion as the concentration of R1inv is increased 

(Figure 3-8). As observed for the R1inv-9ap construct, the direction of the fluorescence 

change indicates that 2-AP probes become stacked upon binding to R1inv, which is again 

consistent with the NMR structure of the loop-loop complex. By fitting the data in Figure 3-8 

to equation 9.2, a KD = 3.6 ± 2.2 nM for RNA loop-loop complex formation at 25 °C was 

calculated. In contrast to these two 2-AP RNA hairpin constructs, a control hairpin with the 2-

AP label placed in the stem (R2inv-3ap) showed an initially highly quenched state in the 

hairpin alone and produced no appreciable fluorescence change upon titration with R1inv 

(Figure 3-8, inset). This confirms that the principle reason for quenching of the 2-AP probes 

placed in the complementary loops is the formation of the loop-loop helix upon RNA-RNA 

association and that stacking of the stem base pairs is not significantly perturbed when the 

complex forms. 

The average KD measured here using 2-AP fluorescence for the inverted RNA loop-loop 

complex (KDav = 2.6 ± 1.7 nM) is consistent with the KD = 0.57 nM that was previously 
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measured at 25 °C by following the formation of enzymatic cleavage products using 

denaturing gel electrophoresis.[185, 187] The results obtained using the fluorescence 

measurements, together with the results of native PAGE and UV-melting analysis, therefore 

demonstrate that 2-AP probes do not significantly affect RNA complex formation and can act 

as sensitive reporters for complex formation. The KDs determined using the different 2-AP 

RNA constructs are summarized in Table 3-1. 

Using these 2-AP labeled RNA hairpins, the off-rate, koff, of the kissing complex could also be 

determined with steady-state fluorescence by following the increase in 2-AP fluorescence of 

either R2inv-8ap • R1inv or R1inv-9ap • R2inv as the RNA complex dissociates. To a 

preformed loop-loop complex of, for example, R1inv-9ap and R2inv a 20-fold excess of 

unlabeled R1inv was added, making the dissociation of the complex irreversible by trapping 

free R2inv and thereby preventing rebinding of the dissociated hairpin to the 2-AP labeled 

complement, and the increase in fluorescence from the free R1inv-9ap could be observed. The 

same experiment was also performed using R2inv-8ap and R1inv as the preformed complex, 

and adding an excess amount of unlabeled R2inv. From these experiments an average koff  = 

8.9 x 10-5 s-1 can be determined (Figure 3-9, Table 3-1). 
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Figure 3-9. Determination of the R1inv off-rate from R2inv-8ap using unlabeled R2inv as an 
irreversible trap for the free R1inv. A complex consisting of 100 nM each R2inv-8ap and R1inv was 
rapidly mixed by hand with a solution of 2 µM R2inv.  A koff of 9.7 x 10-5 s-1 for R2inv-8ap•R1inv 
complex was determined from this experiment. 
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To determine the association kinetics of RNA inverted loop complex formation, stopped-flow 

fluorescence experiments were performed at 25 °C in standard buffer solution with 5 mM 

MgCl2. 
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Figure 3-10. Kinetic measurements of RNA complex formation between R1inv and R2inv hairpins.  
(A) Stopped-flow measurement of the association rate by monitoring the fluorescence change at λ > 
335 nm upon rapid mixing of R1inv-9ap with R2inv. The representative trace was obtained at 100 nM 
R1inv-9ap and 500 nM R1inv concentration and fit to a double exponential equation (k1 = 0.013 s-1, k2 
= 0.0049 s-1).  (B)  Concentration dependence of the two kinetic phases of the R1inv • R2inv complex 
formation.  The linear dependent rates are plotted as filled circles and the hyperbolic dependent rates 
as filled squares.  
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The kinetics of RNA complex formation was followed using pseudo-first order conditions, 

where the unlabeled hairpin was present at concentrations 20-fold greater than the labeled 

one. The time course of the decrease in 2-AP fluorescence (Ft) as a result of loop-loop 

complex formation showed two kinetic phases (Figure 3-10) which suggests a two-step 

binding mechanism.  Rate constants measured using observed fluorescence changes for the 2-

AP probes placed in the complementary loops of either R1inv or R2inv hairpin were found, 

within the error of the measurements, to be the same.  Thus, the 2-AP probes appear to report 

on similar global folding events associated with RNA binding that are manifested in changes 

in the local 2-AP microenvironment. 

In experiments using R1inv-9ap as the labeled hairpin and R2inv in concentrations ranging 

from 5- to 25-fold R1inv-9ap concentration, one kinetic phase is found to be linearly 

dependent on complementary unlabeled RNA hairpin concentration, while a second phase 

follows approximately a hyperbolic dependence on unlabeled RNA hairpin concentration 

(Figure 3-10).  

The concentration dependence of the observed rates of binding was fit using the simple two-

step binding mechanism of equation 3.1:  

 

      
R1inv  +  R2inv               R1inv•R2inv                 R1inv•R2inv*                          (3.1)

k1

k-1

k2

k-2  
 

The linearly dependent rate was fit to the equation kobs = k1[R2inv] + (k-1 + k2 + k-2). For a 

kinetic mechanism as described in equation 3.1, the slope of the linear phase is equal to the 

observed on-rate, k1, and the y-intercept is equal to the sum of k-1  + k-2  + k2.[195]  An average 

k1 = 0.13 µM-1 s-1 has been determined based on the slope of the linear phase. For the 

hyperbolically dependent phase, the asymptotic rate is equal to the sum k2 + k-2, and the y-

intercept provides a crude estimate of the off-rate k-2. The maximal rate (kmax = k2 + k-2) was 

estimated from the maximum of the hyperbolic dependent rate. Since (k-1 + k-2 ) << k2, an 

average k2 of 0.09 s-1 was estimated by assuming k-1 and k-2 were equal to zero in these 

equations. Due to the extremely slow rates, k-1 and k-2 could not be determined explicitly from 

fitting the curves in Figure 3-10B and only an approximate upper limit of 10-2 s-1 can be 

assigned for k-1 and k-2.  However,  using the measured koff,  the product of the rate constants 

k-2k-1 could be determined by fitting the equation koff = (k-1k-2)/k2 to be 7.5 x 10-6. The 

equilibrium binding constant KD was calculated from the measured microscopic rate 

constants, KD
calc = k-1k-2/k1k2, to be on average 0.65 nM, which is in good agreement with the 
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measured average KD of 2.6 ± 1.7 nM. Thus, the two-step mechanism is consistent with the 

thermodynamic measurements on this RNA system. Rate constants for the two-step 

mechanism are reported in Table 3-1. 

 

3.3.2 Proposed Model: a Two-Step Mechanism for RNA Kissing  

In ColE1, plasmid copy number is controlled kinetically and depends on the rate by which the 

antisense(RNA I) - target(RNA II) complex is formed rather than on binding equilibrium. A 

kissing interaction is the critical first step in the formation of this antisense (RNA I) - target 

(RNA II) complex.  Understanding the details of the mechanism for how the antisense RNA I 

molecules targets its cognate RNA II target is therefore critical to understanding how these 

molecules work in vivo. In this study, the 2-AP fluorescence detected fast kinetic 

measurements of the RNA I – RNA II kissing interaction provide the first insight into the 

details of this important binding reaction on a millisecond to second time scale. From the 

stopped-flow experiments, 2-AP probes substituted in the complementary loops of the R1inv 

and R2inv hairpins have been shown to experience at least three different microenvironments 

during association of the RNA complex (Figure 3-10). The simplest explanation for this 

observation is that the RNA kissing reaction occurs via a two-step mechanism, with a single 

kinetic intermediate state.  The two-step mechanism for RNA loop-loop complex formation 

can be described as an initial encounter of the RNA hairpins in which the complementary 

loops of R1inv and R2inv first base pair to form the loop-loop helix (average k1 = 

1.3 x 105 M-1 s-1), and then a subsequent isomerization of the RNA complex to the final 

tertiary fold in a second slower step (average k2 = 0.09 s-1), where the helical stacking around 

the junctions is optimized. This three-state model for the folding trajectory for the kissing 

interaction is shown schematically in Figure 3-11. The second-order rate constant measured 

for the initial encounter step of the kissing interaction is in the range of values expected for 

formation of this type of an antisense complex and is consistent with previous estimates.[185, 

187] Since (k-1 + k-2) is estimated to be much less than k2, the folding pathway for the kissing 

interaction (Figure 3-11A) shows energetic barriers to the backward k-1 and k-2 rates, which 

are significantly higher than the barrier to the forward rate, k2. As a consequence of the 

relative values of k-1, k2 and k-2 and the observation that koff can be fit to a single first order 

rate, the on-rate can be estimated by k1 (average k1 = 1.3 x 105 M-1 s-1, Table 3-1) and the off-

rate by k-1k-2/k2 (average koff = 8.6 x 10-5 s-1, Table 3-1). Overall, the low KD value measured 

and calculated for the kissing complex formation is therefore largely the result of the slow 

off-rate.    
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Figure 3-11. (A) Three-state model for the association of the R1inv-R2inv loop-loop kissing complex. 
A collision complex (R1•R2) initially forms via loop-loop helix formation between the two individual 
hairpins (R1+R2), which is then followed by a much slower isomerization to the final tertiary fold 
(R1•R2*).  (B) Proposed model for the folding states in the association of the RNA loop-loop 
complex. In the initial step, the two hairpins (R1+R2) associated to form the loop-loop helix through 
Watson-Crick base-pairing (R1•R2). In the second step, the complex isomerizes to a more stable 
tertiary fold (R1•R2*) in which the loop-loop helix is optimally stacked between the two stem helices. 
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The significant decrease in fluorescence that occurs upon forming the initial encounter 

complex is consistent with 2-AP-U base pairing and stacking in the initial binding event of 

loop-loop helix formation (Figure 3-11B). The second slower kinetic transient, which has a 

smaller amplitude, may represent a final isomerization step in which the RNA complex 

assumes its final folded conformation. Such an isomerization step may contribute 

significantly to the total free energy of binding of the complex since it would involve 

rearrangement to the optimal stacking geometry, especially at the junctions between the stem 

helices and the loop-loop helix. This idea is consistent with previous findings that base 

stacking contributes most significantly to the thermodynamic stability of RNA kissing 

complexes[188] and also suggests that the rate k-2 is likely to be significantly slower than k-1 in 

the unfolding pathway. 

 

3.3.3 Metal Ion Requirement for the RNA Loop-Loop Complex Formation   

The RNA inverted loop-loop complex investigated here has an extremely stringent divalent 

metal ion requirement for formation of a stable interaction.  The NMR spectra of the imino 

proton region show remarkably that formation of the RNA loop-loop complex absolutely 

requires divalent metal ion cofactors even at millimolar concentration of RNA (Figure 3-12). 

This contrasts other studied RNA antisense loop-loop complexes that can form at higher 

concentrations without a divalent ion cofactor or can form in the presence of monovalent 

cations at an approximately 10-fold higher concentration than required for divalent 

cations.[196-198]  

To further explore the stringency of the requirement of the divalent metal ion cofactor for 

RNA complex formation, apparent binding constants for a series of divalent cations binding 

to the RNA inverted loop-loop complex were determined (Table 3-2). In this experiment the 

decrease in fluorescence (F) at 371 nm was monitored as a fixed concentration of R1inv-9ap 

and R2inv, mixed in 1:1 stoichiometry in standard buffer, was titrated with increasing 

amounts of the divalent metal ion. Metal binding, which induces RNA complex formation, 

was monitored indirectly by measuring 2-AP quenching associated with RNA loop-loop 

complex formation, from which apparent binding constants were calculated. 
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Figure 3-12. 1D proton spectra of the imino region of a 1:1 stoichiometric mixture of the R1inv and 
R2inv hairpins in standard buffer [upper trace] and in standard buffer with the addition of 5 mM 
MgCl2 [lower trace]. In both traces, imino proton resonances are labeled as edged letters for those 
assigned to the R2inv sequence and as solid letters for those assigned to the R1inv sequence. In the 
lower trace, additional imino proton resonances observed upon formation of the loop-loop complex are 
boxed. (spectra acquired by J.P. Marino) 

 

 

Table 3-2. Apparent metal ion binding constants to R1inv-9ap + R2inv 

metal ions KD app ∆F
Mg2+ 618 µM 83%
Ca2+ 738 µM 89%
Sr2+ 2289 µM  74%
Ba2+ 2575 µM  66%
Zn2+ 163 µM 85%
Mn2+ 358 µM 90%
Cd2+ 766 µM 82%  

Solutions of divalent metal ions were titrated to a 1:1 mixture of R1inv-9ap and R2inv, and 
decrease in fluorescence intensity observed. Data was fit to an equilibrium binding equation 
assuming a single class of metal binding  sites. ∆F is the relative change in fluorescence upon 
metal ion titration. 
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In contrast to the observed fluorescence decrease at 371 nm associated with the titration of 

R1inv and R2inv with divalent cations, titration of the RNA hairpins with monovalent cations 

resulted in no significant change in fluorescence emission at 371 nm up to a concentration of 

1.0 M (Figure 3-13A), indicating that the loop-loop complex formation can not be induced by 

monovalent cations. 

For all divalent metal ions investigated (Table 3-2), binding of the metal, as detected as a 

function of loop-loop complex formation, is saturable (Figure 3-13B).  However, the extent of 

the 2-AP quench upon RNA complex formation observed with different metals varied by up 

to a factor of 0.25.  For example, titration with strontium resulted in only about 75% of the 2-

AP quench observed in the magnesium experiment (Figure 3-13B).  This suggests that for 

larger metals to be accommodated into the metal binding pocket, the loop-loop helix in the 

RNA complexes are slightly destacked and hence the fluorescence quench is only a fraction 

of that observed for smaller metals, like magnesium. 
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Figure 3-13. (A) Titration of 100nM R2inv-8ap + 100nM R1inv with NaCl. No significant or 
saturable change in fluorescence is observed up to a NaCl concentration of 1M.  (B) Fluorescence 
changes accompanying titration of a 1:1 stoichiometric mixture of R1inv-9ap and R2inv with MgCl2 
(solid circles) and SrCl2 (hollow circles). The relative fluorescence decrease at 371 nm as a function of 
total metal ion concentration is plotted.  

 

These results, together with the fact that monovalent cations can not be substituted for 

divalent cations in binding and stabilizing the loop-loop complex, strongly suggest that the 

binding site for the required metal ion cofactor must accommodate two positive charges in a 

sterically restricted, although somewhat flexible, cavity.  
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Figure 3-14. (A) The apparent binding constants Kapp for a series of divalent cations plotted as a 
function of ionic radius.  (B) The natural logarithm of the Kapp, ln[Kapp], for a series of divalent cations 
plotted as a function of Lewis acidity. 

 

The high degree of specificity of the divalent metal requirement for stable loop-loop complex 

formation is further demonstrated by the dependence of the apparent binding constants Kapp of 

different metal ions for promoting RNA complex formation on cationic radius and Lewis 

acidity, as shown in Figure 3-14. The linear dependence of the Kapp on the cation radius shows 

that the specific metal binding pocket for the divalent metal ion cofactor is very sensitive to 

the size of the hydrated cation, with smaller divalent cations showing higher affinities. A 

dependence of the ln[Kapp] on Lewis acidity was also found to be quite remarkable, with more 
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acidic ions binding more tightly to the specific site(s) that stabilize the RNA complex. The 

linear correlation between ln[Kapp], which is proportional to the free energy of metal binding 

to the loop-loop complex stabilizing site(s), and the Lewis acidity suggests that deprotonation 

of the hydration sphere of the metal ion may be associated with complex formation. This 

conclusion is consistent with earlier results that showed a pKa and ionic radius dependence to 

the thermal stability of the RNA complex.[188] In summary, the ionic dependence shows 

clearly that smaller, more acidic cations bind and stabilize the loop-loop complex with higher 

apparent affinity than larger, more basic cations. 

 

 

3.3.4 Rom Binding Kinetics 

 

As discussed above, the observed variation of the degree of 2-AP quenching indicates that 

RNA complexes formed by larger more basic metals, such as Sr2+, are not as well stacked as 

those complexes formed with smaller more acidic metals. The binding of Rom to RNA 

complexes formed with these larger metals, resulted in a further decrease of 2-AP 

fluorescence. This offered an elegant way of determining the equilibrium binding constant of 

Rom to the RNA loop-loop complex by observing the decrease in 2-AP fluorescence as a 

complex of R1inv-9ap and R2inv, preformed in a buffer containing 30 mM Sr2+, was titrated 

with Rom. Figure 3-15 shows a trace of the 2-AP emission spectrum of R1inv-9ap mixed with 

R2inv in the absence of any divalent metal ion, in the presence of 30 mM SrCl2, where 100 % 

RNA loop-loop complex was observed, and after titration with Rom protein. The addition of 

Rom protein to the RNA complex formed in the presence of 30 mM SrCl2 resulted in a further 

decrease in the 2-AP fluorescence of R2inv• R1inv-9ap in a saturable fashion, with a 

maximal decrease of about 25% of the original fluorescence.   
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Figure 3-15. Fluorescence changes accompanying titration of the RNA loop-loop complex formed 
between R1inv and R2inv in the presence of 30 mM SrCl2 with Rom.  (A) Fluorescence emission 
spectra from 330 to 450 nm of the 1:1 stoichiometric mixture of R1inv-9ap and R2inv in standard 
buffer (R1inv-9ap + R2inv), with 30 mM SrCl2 added (R1inv-9ap•R2inv), and after titration with 
Rom is completed (R1inv-9ap•R2inv•Rom).  Note that at this concentration of Sr+2, 100 % RNA 
loop-loop complex was observed so that the binding data could be fitted using a single-site binding 
mode for Rom according to equation 9.4.  (B) Plot of the relative fluorescence decrease at 371 nm 
accompanying titration of 100 nM R1inv•R2inv-8ap complex with increasing concentrations of Rom 
protein. The solid curve is a fit to equation 9.4 (KD = 64 ± 22 nM).  The species that is directly 
detected in the experiment is marked with a box in the panel.  
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By fitting the data shown in Figure 3-15B to equation 9.4, a KD = 64 ± 22 nM for Rom 

binding to the RNA loop-loop complex at 25 °C was calculated. These results (Table 3-1) 

indicate that RNA complexes formed with the 2-AP construct are also still able to bind 

specifically to the Rom protein with native-like affinity.[185, 199] 

The fluorescence decrease associated with Rom binding to these complexes indicates that 

Rom can induce more ideal stacking of the loop-loop helix so that 2-AP becomes more 

stacked, and these complexes display the same degree of fluorescence quench as observed for 

smaller ideal metals. 

The effect of Rom binding on the fluorescence of these loop-loop complexes thus suggests a 

possible structural mechanism, involving optimization of base stacking in the loop-loop helix, 

for how Rom might stabilize the RNA complex. This mechanism is consistent with previous 

studies that indicate that Rom binding induces bending in the RNA loop-loop complex 

towards the major groove, which may result from a compression of base pairs in the loop-loop 

helix.[190] 

 

3.4 Summary 

2-Aminopurine (2-AP) has been shown in previous studies to be a useful probe of the 

structure and dynamics of specific sites in DNA,[74, 200] as a monitor for enzyme-DNA[33, 200-

202] and RNA-ligand interactions,[76, 203] and to study Mg2+-dependent conformational changes 

in the hammerhead ribozyme.[72, 204] In this study, a general quantitative method is presented 

for studying RNA kissing complexes that uses changes in the quantum yield of 2-AP 

fluorescence emission. It is shown that substitution of 2-AP at positions in the complementary 

loops of the RNA hairpins that form kissing complexes yields constructs that retain the ability 

to form native-like interactions, e.g. RNA-RNA kissing and Rom binding, while acting as 

extremely sensitive reporters for the RNA-RNA binding reaction.   

 Using the 2-AP fluorescence quenching assay it was possible to determine not only the 

equilibrium binding constants for kissing complex formation of R1inv and R2inv  (KDav = 2.6 

± 1.7 nM), that are in good agreement with previous measurements,[185, 187, 199] but also the 

detailed kinetics of the complex formation. In equilibrium experiments the dissociation 

constant of the kissing complex could be determined, whereas the association kinetics were 

measured using stopped flow. From these results a two step binding model could be 

developed. In addition, the stringent divalent metal ion requirement of this system could be 
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investigated further, and Rom binding to the kissing complex was measured in real-time in an 

elegant way using the presented method. 

In contrast to other binding assays, like native gel electrophoresis and filter binding, the 2-AP 

fluorescence assay is in general more sensitive and less prone to artifacts that could produce 

inaccurate binding constant measurements, since 2-AP probe incorporation is non-perturbing 

and binding measurement can be made under native solution conditions. For example, KDs 

measured using 2-AP fluorescence for Rom protein binding to the RNA kissing complex are 

in good agreement with previous measurements made indirectly by quantification of the 

products of RNAse cleavage reactions;[187] while, direct measurements made using native gel 

electrophoresis underestimate the KD by approximately an order of magnitude.[199] 
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4 Investigation of the Dimerization and Structural 
Isomerization of the Dimerization Initiation Site (DIS) 
Stem-Loop from HIV-1 

4.1 Introduction 

Since the discovery of the human immunodeficiency virus (HIV) as the causative agent for 

the acquired immunodeficiency syndrome (AIDS) in 1983[205-207], much effort has gone into 

the development of antiviral drugs against it. Research has focused primarily on studies of the 

biology, biochemistry and structural biology of HIV, and on the interaction between viral 

components and potential new drug candidates. Several drugs have successfully been 

developed and are currently in use in the clinic that inhibit either the viral enzyme reverse 

transcriptase (RT) or protease (PR). Unfortunately, the virus has been able to quickly develop 

resistance against most of these drugs.  In addition, the current use of multidrug ‘cocktails’ is 

expensive and compliance with treatment regimens is difficult. It is therefore prudent to 

continue to pursue new antiviral therapies that are based on targeting novel viral 

components.[208, 209] 

Although the past 20 years of research has produced a fairly detailed picture of HIV-1 

biology, basic research continues to expand our understanding of how the virus works at the 

molecular level and helps to identify new strategies for antiviral therapy. The morphology of 

a mature human immunodeficiency virus type-1 (HIV-1) virion is shown in Figure 4-1. The 

viral particle is enveloped by a lipid bilayer that is derived from the membrane of the host 

cell. The lipid bilayer contains the transmembrane protein (TM, gp41) to which exposed 

surface glycoproteins (SU, gp120), responsible for cell recognition, are anchored. The inner 

surface of the membrane is lined by a matrix shell composed of approximately 2000 copies of 

the matrix protein (MA, p17). In the center of the viral particle a conical capsid core 

comprising about 2000 copies of the capsid protein (CA, p24) is located. The capsid contains 

two copies of the unspliced viral RNA genome, which is stabilized as a ribonucleoprotein 

complex with circa 2000 copies of the nucleocapsid protein (NC, p7), three enzymes, namely 

protease (PR), reverse transcriptase (RT), and integrase (IN), and three accessory proteins 

(Nef, Vif and Vpr). The viral genome also encodes for three additional accessory proteins 
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(Rev, Tat, Vpu) that function in the host cell but appear not to be packaged into the viral 

particle.[208, 209] 

 

 

 

Figure 4-1. Morphology of a mature HIV particle. SU = surface protein, NC = nucleocapsid protein, 
CA = capsid protein, IN = integrase, PR = protease, RT = reverse transcriptase, TM = transmembrane 
protein, MA = matrix protein, Nef, Vif, Vpr = accessory proteins. (adapted from [209]) 

 

 

In the early phase of the HIV-1 life cycle (Figure 4-2), recognition of the host cell is achieved 

by the binding of SU specifically to CD4 receptors. Unlike other retroviruses, in HIV-1 only 

the interaction with additional cell surface proteins, like the CCR5 chemokine receptor, 

triggers the fusion of virus and cell membranes. After membrane fusion, the virion core enters 

the host cell where it is uncoated to expose the ribonucleoprotein complex. RT catalyzes the 

reverse transcription of genomic RNA into DNA, which is then transported as part of a 

preintegration complex that includes IN, MA, RT and Vpr into the host cell nucleus and 

integrated into the host genome by IN. The late phase of the HIV-1 replication cycle starts 

with the synthesis of spliced and unspliced viral mRNA transcripts, which are transported out 

of the nucleus with the aid of Rev. In the cytosol, the mRNA is translated into the viral 

envelope, structural and accessory proteins. The Env precursor polyprotein is synthesized in 

the endoplasmatic reticulum, where it is also glycosylated, and is later cleaved to form a TM-

SU complex that localizes at the cell membrane. 
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Figure 4-2. General Features of the HIV retroviral life-cycle (Abbreviations as in Figure 4-1) (taken 
from [209])  

 

At the same time, the accessory proteins Vpu and Nef target CD4 molecules in the 

endoplasmatic reticulum, and at the cell surface, respectively, to signal their degradation to 

prevent binding of the newly formed SU to CD4 receptors in the host cell. The gag 

polyprotein is synthesized in the cytoplasm and also transported to the cell surface. 

Approximately 1200 - 2000 copies of gag are incorporated into the budding immature viral 

particle, which encapsidates two copies of the unspliced RNA genome. Subsequent to 

budding, the viral PR cleaves the gag polyproteins to produce the three viral enzymes PR, RT, 

IN and the three structural proteins MA, CA, and NC. The post-budded virion then undergoes 

a morphological change to form the infectious viral particle termed 'maturation'.  During this 

process, the structural proteins rearrange and the RNA genome dimer undergoes 
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conformational changes which result in the formation of a more compact, thermodynamically 

stable dimer.[208-210] 

All known retroviruses package two identical positive copies of their RNA genomes in 

budding viral particles.[211, 212] The packaged RNAs form homodimers that are linked non-

covalently through a leader sequence at the 5'-end of the RNA genomic sequence called the 

dimer linkage structure (DLS).[213, 214] In HIV-1, dimerization is initiated by a highly 

conserved 35-nucleotide stem-loop, called the dimerization initiation site (DIS), which is 

located within the DLS.[197, 215, 216] RNA genome dimerization is proposed to be involved in a 

number of important events in the retroviral life cycle, including recombination and reverse 

transcription,[211] translation of the gag gene,[217] and selective encapsidation and packaging of 

genomic RNA.[213, 215, 218-220] Deletion or mutations of the DIS sequence that prevent 

dimerization have been found to reduce packaging efficiency 2- to 6-fold,[211, 212] dramatically 

decrease viral replication rates[215, 221] and reduce infectivity by as much as a 1,000 fold.[211, 

215, 216, 219-222] The apparently critical role of DIS in proper viral packaging and maturation 

makes it a potential target for novel antiviral drugs that can inhibit dimerization. For clever 

drug design, the kinetics and mechanism of the DIS dimerization need to be studied at first. 

The DIS loop contains an auto-complementary hexanucleotide sequence, which is found most 

often to be either GUGCAC (subtype A or Mal variant) or GCGCGC (subtype B or Lai 

variant), together with highly conserved 5'- and 3'-flanking purine nucleotides (Figure 4-3A). 

In vitro experiments have shown that sequences derived from the DLS can spontaneously 

form homodimers through a loop-loop kissing interaction[198, 216, 222-226] and that isolated DIS 

stem-loops will also self-associate to form homodimer kissing complexes (Figure 4-3B).[198, 

211, 223-226] It was demonstrated in vitro that NCp7 activates conversion of metastable 

homodimers, formed between short retroviral RNA transcripts either from the 5’-end of 

Harvey sarcoma virus or from the Lai subtype of HIV-1, to more stable mature dimer 

forms.[227, 228] In further in vitro studies with the Lai sequence variant of HIV-1, the DIS 

kissing dimer has been shown to be converted under certain ionic conditions by incubation 

either at 55 ºC or with the addition of NCp7 at 37 ºC to a more thermodynamically stable 

extended duplex dimer form as shown in Figure 4-3B.[216, 229-231] However, this two-step 

dimerization from kiss to duplex dimer was only observed with full length 39mer DIS stem-

loops containing native trinucleotide stem bulges. In these studies, the shorter 23mer DIS 

hairpins were observed only in the extended duplex form and 39mer DIS stem-loops lacking 

the stem bulge could not be converted by addition of NCp7.[230]  Further studies have 

indicated that NCp7 can still function as a chaperone in catalyzing the DIS isomerization 
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reaction even when Zn2+ was not present in the buffer, indicating that properly folded NCp7 is 

not critical to function.[230]  In addition, short basic peptides derived from NCp7 were also 

found to promote DIS isomerization. 
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Figure 4-3. (A) RNA sequence and secondary structure of the DIS stem-loop from subtype-A of HIV-
1.  In the DIS loop, the hexanucleotide palindromic sequence is highlighted in blue and conserved 
flanking purine nucleotides bolded in red. Positions in the sequences which differ for the subtype-B 
strain of HIV-1 are indicated by arrows and substituted nucleotides.  (B) Schematic of the structural 
conversion of the DIS homodimer from loop-loop kissing to extended duplex conformations.  In each 
of the two dimers, one of the two identical hairpin sequences is shown in red and the other in blue. 

 

Since maturation of post-budded HIV-1 retroviral particles requires active viral PR and 

appears to correlate with cleavage of NCp7 from the gag protein, it has been hypothesized 

that NCp7 activated RNA isomerization of DIS observed in vitro may be related to maturation 

of dimeric genomic RNA observed in vivo.[210, 227, 228, 230, 232]  Taken together, the in vivo and 

in vitro data suggests that the released NCp7 acts as a nucleic acid chaperone[232] by activating 

RNA refolding events associated with genomic RNA maturation. NCp7 has also been shown 

to act as a nucleic acid chaperone in promoting a number of other nucleic acid annealing and 

strand transfer processes involved in HIV-1 replication, such as tRNALys hybridization to the 

primer binding site (PBS) on genomic RNA[233, 234] and strand transfer and renaturation 

reactions subsequent to the initiation of reverse transcription.[235-240] 

High-resolution structures of the DIS kissing and mature duplex dimer isoforms from both the 

HIV-1 Mal and Lai variants have been determined through solution NMR[241-243] and 

crystallographic[1, 244] methods. To date, however, a number of unresolved discrepancies exist 

between the solution and X-ray determined structures. In addition, mechanisms for the DIS 

dimer structural isomerization and the specific role of NCp7 in this reaction, that have been 

proposed based on these structural studies have only been speculative. In this study, an in 
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vitro model system has been designed to allow the unambiguous and direct detection of 

kissing versus extended duplex DIS dimer formation through incorporation of the highly 

fluorescent nucleotide base analog 2-aminopurine (2-AP) as a structural probe at specific 

positions in stem-loop sequences derived from the wild-type DISMal sequence. Fluorescence-

detected methods have been used to determine the equilibrium and kinetic binding constants 

for DIS dimerization, as well as the molecular mechanism of HIV-1 DIS structural 

isomerization from kissing complex to extended duplex, and to address the specific role of 

NCp7 in the process.  

 

4.2 Preliminary Experiments 

4.2.1 Homodimers 

In an attempt to measure equilibrium binding constants for DIS dimerization and the kinetics 

of NCp7 mediated structural isomerization, initial experiments were performed with wild-

type (wt) DIS sequences derived from the Mal variant of HIV-1. One full size 35mer DIS 

stem-loop with the adenosine at position 16 exchanged for a 2-AP [DIS 35-16ap], and two 

shortened 21 nt hairpins, that were truncated just above the stem bulge, with the adenosines at 

positions 13 (to observe complex formation) and 17 (as a control), respectively, exchanged 

for a 2-AP [DIS 21-13ap and DIS 21-17ap] and corresponding unlabeled 35mer and 21mer 

hairpins (Figure 4-4) were synthesized. 
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Figure 4-4. RNA sequence and secondary structure of the wt DIS stem-loops that form homodimer 
complexes. 2-AP positions are circled in red. 
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Since these DIS samples could form homodimers, and evidence for an equilibrium mixture of 

dimer and monomer states was observed even at nanomolar concentrations, it was not 

possible to collect well controlled 2-AP fluorescence-detected binding and kinetic data using 

these samples. The two major problems encountered with these samples were:  

 

(1) Since the binding constants of  these RNA hairpins were in a range of 1 to 5 nM, it was 

not possible to prepare samples containing 100 % of the monomeric species in the 

nanomolar concentration ranges required for the fluorescence experiments, even after snap 

cooling the RNA samples to kinetically force them into the monomeric hairpin state. At 

concentrations of 500 nM RNA, the 2-AP label in the loop was already somewhat 

quenched, with DIS35-19ap appearing more quenched than the DIS21-13ap. By 

comparison to DIS21-13ap, the 2-AP label in the stem in DIS21-17ap showed about 20 % 

of the fluorescence intensity at the same concentration. Since base-paired and stacked 2-

AP probes are expected to show similar degrees of quenching whether in the stem or loop-

loop helix of the dimer, the differences in fluorescence intensities suggest that in the 

absence of Mg2+ these hairpins are in an equilibrium between monomer and dimer states. 

In addition, non-denaturing polyacrylamide gels demonstrated that at higher micromolar 

concentrations the short RNA hairpins existed almost exclusively as dimers. Since this 

dimer state was observed using native PAGE in the absence of Mg2+, it was further 

concluded that the dimer state was mainly in the mature duplex form, that had isomerized 

spontaneously from the kissing dimer. 

(2) In the fluorescence experiments, it was not possible with these samples to distinguish 

between the kissing complex and extended duplex dimer. In both dimers, the 2-AP labels 

incorporated into the loop and stem are base-paired and well stacked.  Hence, in both 

dimers the 2-AP probe is expected to be in a highly quenched state and therefore no 

detectable change in fluorescence of the 2-AP fluorescence would be expected between 

the kissing complex and extended duplex dimer (Figure 4-3B). 

 

This first set of samples thus turned out to be impractical for the study of the DIS loop-loop 

kissing complex formation and maturation to extended duplex using fluorescence detected 

methods. As a consequence, the DIS hairpin samples were modified as described below to 

promote the formation of exclusively heterodimer complexes, and 2-AP probes were 

selectively incorporated into these samples to allow unambiguous distinction between the two 

dimer states. 
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4.2.2 Heterodimers 

In previous in vitro studies, it had been found that 5’-leader sequences from the HIV-1 RNA 

genome can still dimerize even if the autocomplementary sequence in the DIS loop has been 

disrupted so long as a complementary mutation is introduced into a second RNA sequence 

species.[221, 245, 246] Based on these results and a philosophy of introducing as few changes as 

possible, a second set of samples was synthesized for these studies in which the 

autocomplementary sequence in the loop was disrupted to prevent homodimer formation by 

alteration of a single base in the loop sequence. A series of complementary RNA hairpins was 

made as follows: In the labeled RNA hairpins, the fourth position in the loop was changed 

from U to a C, and 2-AP was incorporated at the naturally occurring adenosine at the seventh 

position in the loop [DIS35C16-19ap and DIS21C10-13ap], and unlabeled complementary 

hairpins with the corresponding A to G mutation in the seventh position in the loop were 

designed [DIS35G19 and DIS21G13] (Figure 4-5). In addition, to facilitate direct observation 

of the extended duplex dimer formation, hairpins with a 2-AP label added in an extended two-

base 'overhang' at the 5'-end of the stem and not in the loop [DIS35C16e-36ap and 

DIS21C10e-22ap], and their respective complements [DIS35G19c and DIS21G13c] were 

synthesized (Figure 4-5). As controls, DIS hairpin samples were also designed with loops 

complementary to the labeled samples but with stem sequences modified such that only 

kissing complexes could form and not extended duplexes [DIS35HxG16 and DIS21HxG13] 

(Figure 4-5). 
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Figure 4-5. RNA sequences and secondary structures of the first set of DIS stem-loop constructs 
designed to form heterodimer complexes. Point mutations in the hexanucleotide sequence [U10 to C10 
and U16 to C16 to form the DIS 21 C10 and DIS 35 C16 stem-loops and A13 to G13 and A19 to G19 
to form the complementary DIS 21 G13 and DIS 35 G19 stem-loops] which destroy the palindromic 
nature of the sequence and promote heterodimer formation are bolded in blue. Nucleotide positions in 
the DIS 21 C10 and DIS 35 C16 stem-loops that were substituted with the fluorescent probe 2-AP are 
circled in red. The exchanged stem helices of DIS 21 and DIS 35 (HxUC) are boxed in red. 
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Using these DIS samples, it was possible to measure equilibrium binding constants for kiss 

formation by titration of DIS21C10-13ap or DIS35C16-19ap with the respective unlabeled 

complements in the presence of 5 mM Mg2+. For both the 21 and 35 nt RNA hairpins, the 

average KDs were found to be approximately 3 nM with the fully complementary sequence as 

well as with the exchanged stem sequence. This lead to the conclusion that the stem structure 

does not have a significant effect on the DIS kissing dimer association and that the presence 

of a stem bulge found in wild-type DIS is not required for stable kissing dimer formation. 

Although apparent stoichiometries of 1:1 between the complementary heterodimeric DIS 

hairpins was observed in most of the fluorescence binding assays, native gel electrophoresis 

showed unexpectedly that some of the RNA hairpins with disrupted palidromic sequences still 

formed homodimers.  Although snap cooling could be used to force the RNA sequences into 

the monomeric hairpin form in the absence of Mg2+, in the presence of 1 mM Mg2+ some of 

the designed RNA samples appear to exist almost 100 % in homodimer form as observed on 

native gel (Figure 4-6).  
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Figure 4-6. Non-denaturing polyacrylamide gels on first set of DIS heterodimers showing ability of A 
to G mutants to form homodimers in the presence of Mg2+.  (A) and (C) show DIS21 hairpins without 
and with 1 mM Mg2+, respectively.  (B) and (D) show DIS35 stem-loop without and with 1 mM Mg2+,  
respectively. All RNAs have been snap cooled before loading on the gel. wt = wild-type sequence; d = 
dimer; m = monomer. 
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The most likely explanation for this observation is that the DIS21 hairpin with the A13→G13 

mutation and DIS 35 hairpins with A19→G19 mutations can tolerate two non-canonical G13-

U10 and G19-U16 wobble mismatched base pairs within the loop-loop helix of homodimers 

formed by these hairpins. These DIS mutant sequences demonstrated the high degree of 

tolerance of the DIS loop sequence to modification that were originally expected to be more 

significantly disruptive of homodimer formation. Another drawback found with this set of 

samples was the lack of a significant fluorescence change for the 2-AP probe inserted into the 

3’-extended single stranded sequences, DIS21C10e-22ap and DIS35C16e-36ap, that was 

anticipated to accompany the structural isomerization to mature duplex. The 2-AP 

fluorescence in both DIS21C10e-22ap and DIS35C16e-36ap samples was found to be highly 

quenched even in monomeric hairpins, indicating that the 2-AP probe in the single stranded 

tail at the 5'-end of the stem is already well stacked. Thus, upon strand exchange and base pair 

formation with the complementary DIS stem-loops, no significant fluorescence emission 

change can be observed. In hindsight this result was not so surprising since single stranded 

overhanging sequences of RNA, as well as DNA, are often expected to be well stacked even 

in the absence of base pairing and therefore would be expected to be highly quenched. In light 

of later studies on charge transfer in DNA (chapter 6), it seems that the G next to 2-AP at the 

3'-end of the RNA sequence, was not a good choice, since it can quench 2-AP fluorescence by 

hole transfer.   

In summary, although fluorescence detection of kissing complex formation was achieved for 

the first time with this set of mutated DIS stem-loops, homodimer binding reactions were still 

observed that might contaminate the analysis of the equilibrium binding curves and more 

likely complicate any kinetic analysis. Moreover, the use of differences in fluorescence 

intensity of a 2-AP probe inserted into a 3’-extension of a DIS stem helix as mode for the 

detection of kissing complex versus extended duplex also did not prove successful. These DIS 

hairpin were therefore not used further and a second set of heterodimeric DIS hairpins was 

designed and synthesized.  

 

 

 

 

 

 

 



4 Dimerization Initiation Site Stem-Loop from HIV-1 
______________________________________________________________________________________________________ 

75

4.3 Fluorescence Experiments with Second Set of Heterodimers 

4.3.1 Sample Design 

Based on the results from the preliminary experiments, a third set of DIS RNA samples was 

designed. Again, the palindromic nature of the hexanucleotide sequence of DIS loop was 

altered. Two bases in the autocomplementary sequence were exchanged to create two unique 

DIS stem-loops (Figure 4-7), so called DIS(GA) and DIS(UC), that associate at nanomolar 

concentrations with each other as hetero- rather than homodimers, as has previously been 

demonstrated.[218, 230] 2-AP labels were inserted at two specific positions in the DIS24(GA) 

stem-loop: one construct with 2-AP substituted at the A12 loop position [DIS24(GA)-12ap], 

and a second with 2-AP inserted as a single bulged nucleotide in the stem [DIS24(GA)-4ap]. 

These two constructs were designed to probe kissing versus mature duplex dimer formation, 

respectively. Two unlabeled DIS(UC) constructs, with loop sequences complementary to the 

DIS24(GA) stem-loops, were also designed: one construct with a stem sequence 

complementary to DIS24(GA)-4ap, that can specifically probe the DIS structural 

isomerization [DIS24(UC)] and a second construct with an exchanged stem sequence that is 

capable of forming only the kissing dimer [DIS23(HxUC)]. 

 

 

Figure 4-7. RNA sequences and secondary structures of the second set of DIS stem-loop constructs 
designed to form heterodimer complexes. Point mutations in the hexanucleotide sequence [U12 to A12 
and A15 to G15 to form the DIS(GA) stem-loop and U11 to C11 and A14 to U14 to form the 
complementary DIS-UC stem-loop] which destroy the palindromic nature of the sequence and 
promote heterodimer formation are bolded in blue. Nucleotide positions in the DIS(GA) stem-loop 
that were substituted with the fluorescent probe 2-AP are circled in red.  The exchanged stem helix of 
DIS23(HxUC) is boxed in red.   
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These samples finally provided an in vitro model system with reliable, unambiguous, and 

sensitive fluorescent probes for monitoring kissing complex, as well as NCp7 activated 

duplex formation.   

The NCp7 protein is a 72 amino acid protein, common to all HIV-1 variants, containing two 

Zn-knuckles of the CCHC-motif with a basic linker. The protein sequence used in these 

studies is essentially wild-type (wt), but consists of only the first 55 amino acids.  The 

truncated 55 amino acid NCp7 sequence contains only a single tryptophan in the C-terminal 

Zn-knuckle. Sequence and secondary structure are shown in Figure 4-11. 

 

4.3.2 Results 

4.3.2.1 DIS Kissing Dimer Kinetics 

Using this new set of heterodimer forming samples, equilibrium and kinetic binding constants 

for the DIS loop-loop kissing interaction were determined. Titration of the DISMal derived 

hairpin, DIS24(GA)-12ap, substituted with 2-AP at position A12 in the loop (Figure 4-7) with 

either of the complementary DIS(UC) stem-loops [DIS24(UC) or DIS23(HxUC)] in the 

presence of 5 mM Mg2+ at 25 °C, results in an approximately 6-fold decrease in 2-AP 

fluorescence emission (Figure 4-8). The direction and magnitude of this fluorescence change 

indicates that the 2-AP substituted base becomes significantly stacked upon binding, which is 

consistent with 2-AP•U base pairing that would accompany the formation of the DIS kissing 

complex loop-loop helix. From the fluorescence detected equilibrium binding experiments, 

these heterodimeric DIS kissing complexes were found to have an average equilibrium 

binding constant KD = 3 ± 1 nM. This result is consistent with previous measurements made 

using other techniques,[223-226] and is in the same range as was determined for the entire 35-

nucleotide DIS stem-loop in chapter 4.2.2. These truncated DIS stem-loops therefore 

faithfully mimic the kissing association of the wild-type 35-nucleotide DIS stem-loop and 

provide a useful in vitro system for modeling this interaction.   
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Figure 4-8. (A) Fluorescence changes accompanying titration of 100 nM DIS24(GA)-12ap with 
increasing concentrations of DIS23(HxUC) in standard buffer with 5 mM MgCl2 at 25 °C.  Emission 
spectra are plotted from 330 to 450 nm.  (B) Plot of the fluorescence decrease at 371 nm as a function 
of total DIS23(HxUC) concentration for a titration using 100 nM DIS24(GA)-12ap. The location of 
the 2-AP probe on the DIS-GA stem-loop is indicated by an asterisk and the species that is directly 
detected in the experiment is marked with a box in the panel.  The solid curve is fit to equation 9.6, 
yielding a KD = 1.3 ± 0.7 nM. 

 

The dissociation kinetics of the DIS loop-loop kissing dimer was measured at both 25 and 

35 °C by following the time-dependent increase in 2-AP fluorescence of DIS24(GA)-12ap as 

the DIS24(GA)-12ap•DIS23(HxUC) complex dissociates. The free DIS23(HxUC) was 

trapped with a 20-fold excess of unlabeled DIS24(GA) stem-loop to achieve pseudo first-

order conditions and make the dissociation irreversible.  Fitting the data from this experiment 

to a first order rate constant equation, yields off-rates kd(25°C) = 0.0019 min-1 and kd(35°C) = 

0.0063 min-1, respectively (Figure 4-9). An apparent on-rate for DIS kissing complex 

formation was determined at 25 °C again using pseudo first-order conditions, where a 20-fold 

greater concentration of DIS23(HxUC) was added to DIS24(GA)-12ap in the presence of 

5 mM Mg2+ and the decrease in fluorescence was monitored over time. Fitting the data from 

this experiment to a single exponential equation yields an on-rate ka = 0.8912 min-1 (Figure 4-

9) under these experimental conditions. 
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Figure 4-9. (A) Kinetic measurement of the DIS loop-loop ‘kissing’ complex dissociation at 35°C.  
Fluorescence change upon rapid mixing of 100 nM DIS24(GA)-12ap•DIS23(HxUC) with excess (2 µM) 
unlabeled DIS24(GA) acting as an irreversible trap for the free DIS23(HxUC). The data was fit using a first 
order rate constant equation (koff  = 1.05 x 10-4 s-1). In a similar experiment that is plotted in the inset, the koff for 
DIS24(GA)-12ap from DIS23(HxUC) was determined with 500 nM  NCp7 present in the buffer (koff  =  1.08 x 
10-4 s-1).  (B) Plot of the fluorescence decrease at 371 nm as a function of time after a 20-fold excess of 
DIS24(HxUC) is added to 100 nM DIS24(GA)-12ap in the presence of 5 mM MgCl2. The data was fit (kon = 
0.91 min-1) to a single exponential equation. In the inset the same experiment is shown in the presence of 
250 nM NCp7 (kon = 0.67 min-1). 

 

As previously described for the bacterial antisense RNA hairpins from the ColE1 system, the 

metal ion requirement of DIS kissing complex formation was also investigated. To a 1:1 

mixture of DIS24(GA)-12ap and DIS23(HxUC), different mono- and divalent cations were 

titrated and the decrease of the fluorescence emission at 371 nm monitored.  Note that no 

fluorescence changes were observed over time in a 1:1 mixture of the two complementary 

hairpins in the absence of cations. The mutations in the autocomplementary sequence made 

DIS kissing dimer formation cation dependent at the concentrations used in the fluorescence 
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experiments (100 nM RNA). From these experiments, it was found that DIS kissing 

complexes could be formed with all divalent cations tested and apparent binding constants 

could be determined as before (see chapter 3 and equation 7.7).   

 

Table 4-1. Apparent Equilibrium Binding Constants for Metal Ions to RNA 

                          

metal ions KDapp

Mg2+ 262µM
Ca2+ 200µM
Sr2+ 209µM
Mn2+ 62µM
Na+ 119mM
K+ 143mM  

Solutions of divalent metal ions were titrated to a 1:1 mixture of DIS24 (GA)-12ap and DIS 
23 HxUC and decrease in fluorescence intensity observed. Data was fit to an equilibrium 
binding equation assuming a single class of metal binding  sites. 

 

 

As shown in Table 4-1, the calculated apparent binding constants of the tested divalent metal 

ions to the RNA kissing complex are all more or less in the same range. Unlike in the 

bacterial system investigated in chapter 3, ionic radius or Lewis acidity do not seem to affect 

cation binding associated with DIS kissing complex formation. Positive charge alone seems to 

be effective enough to promote kissing complex formation. In contrast, NCp7 does not appear 

capable of promoting kiss formation since addition of 500 nM NCp7 to a 1:1 mixture of 

complementary RNA hairpins does not result in quenching of 2-AP fluorescence in the loop 

(data not shown). In addition and in contrast to the bacterial RNA systems, the DIS stem-

loops were also observed to associate as kissing dimers in the presence of monovalent cations, 

such as Na+ or K+ in concentrations of 100 to 300 mM (Table 4-1), or with sufficiently high 

RNA concentrations (> µM) under standard buffer conditions as observed by NMR 

measurements (unpublished data from M. R. Mihailescu). DIS kissing dimers, formed under 

these conditions, however, have been found to be metastable and capable of spontaneously 

converting to the mature duplex form at an appreciable rate over time (vide infra). 
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4.3.2.2 DIS Conversion 

To unambiguously detect the DIS structural isomerization and to determine the role of NCp7 

in this process, the stem-loop DIS24(GA)-4ap capable of forming heterodimeric 

DIS24(GA)•DIS24(UC) complexes was constructed with a 2-AP probe inserted into the stem 

sequence such that it formed a single nucleotide bulge (Figure 4-7). The fluorescence of the 2-

AP probe at this position in the free DIS24(GA) stem-loop was found to be relatively high 

and confirmed that the 2-AP is indeed in an unpaired bulged state. Upon formation of a DIS 

kissing dimer with the DIS24(UC) stem-loop in standard buffer containing 5 mM MgCl2, the 

fluorescence intensity of the 2-AP probe of DIS24(GA)-4ap was found to initially increase 

slightly (~ 25%) but then remained constant. The Mg2+-stabilized DIS kissing dimers are 

therefore kinetically trapped, as has been observed for kissing complexes associated with 

regulatory RNAs involved in regulation of plasmid replication in bacteria.[180, 247]   

Addition of NCp7 to Mg2+-stabilized DIS kissing complexes preformed between the 

DIS24(GA)-4ap and the complementary DIS24(UC) stem-loop results in a time-dependent 5-

fold decrease in 2-AP fluorescence emission (Figure 4-10A). The DIS24(UC) stem-loop 

contains a single stem bulge uridine that can form a 2-AP•U base pair in the mature duplex 

dimer with the 2-AP base from DIS24(GA)-4ap if the stem strands are exchanged. The 

direction and magnitude of the observed fluorescence change indicates that the 2-AP 

substituted base becomes significantly stacked with time, which is consistent with 2-AP•U 

base-pairing and stacking that would accompany exchange of the stem strands during the 

isomerization process.   

To confirm that the change in fluorescence observed is due to DIS structural conversion and 

exchange of stem strands, the fluorescence response of NCp7 addition to a kissing complex 

formed between DIS24(GA)-4ap and DIS23(HxUC), which contains a mismatched stem 

sequence incapable of forming proper Watson-Crick base pairs in the mature duplex dimer, 

was measured.  Although the DIS23(HxUC) stem-loop efficiently forms a kinetically stable 

kissing dimer with DIS24(GA)-4ap in the presence of 5 mM Mg2+, time-dependent quenching 

of the stem 2-AP probe was not observed when NCp7 was added to catalyze conversion of 

this DIS kissing dimer (Figure 4-10A).  Instead, only an initial static decrease (~ 10%) in the 

fluorescence of the 2-AP probe was observed. Addition of Mg2+ directly to the individual 

DIS24(GA)-4ap stem-loop also resulted in only a slight static increase in the 2-AP 

fluorescence emission (25 %), further confirming that direct interaction of neither NCp7 nor 

Mg2+ with the 2-AP label is responsible for the observed temporal changes in the 2-AP 

fluorescence emission. Thus, it is clearly strand exchange of the stem helices associated with 
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DIS structural isomerization that is responsible for the quenching of 2-AP fluorescence in the 

experiment.  

 

 

Figure 4-10. (A) Plot of the fluorescence decrease at 371 nm as a function of time after a 2.5-fold 
excess of NCp7 protein is added to 100 nM DIS24(GA)-4ap•DIS24(UC) kissing complex preformed 
in the presence of 5 mM MgCl2 (filled circles).  The location of the 2-AP probe on the DIS(GA) stem-
loop is indicated by an asterisk and the species that is directly detected in the experiment is marked 
with a box in the panel.  The structural isomerization rate was fit using a single exponential equation 
(kconv = 0.46 min-1).  A similar experiment with the preformed DIS24(GA)-4ap•DIS23(HxUC) 
complex resulted in only a 10% initial decrease in fluorescence (filled squares and dashed line).   (B) 
Plot of fluorescence decrease at 371 nm as a function of time using different ‘maturation agents’ to 
induce conversion. 

 

Several research groups have found that maturation of DIS can be achieved using other 

conditions that do not include NCp7. Other co-factors and conditions that seem to be able to 
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accelerate the DIS structural isomerization include temperature, high salt concentration and 

basic peptides.[248-251] Since the 2-AP label incorporated into the samples used for this study 

allows direct measurement of conversion in real-time, measurement of the conversion rates 

could be used to test if temperature and positive charge can substitute for NCp7 as the 

isomerization catalyst, or if the NCp7 plays a specific role in maturation. 

 

Table 4-2. Conversion Rates with different ‘maturation agents’ 

‘maturation agent’
none
500nM NCp7
120mM Na  
5mM Mg  + 500nM NCp7
120mM Na  + 500nM NCp7
500nM denatured NCp7
1.66µM Rev peptide

+

2+

+

rate constant [min ]-1

at 25°C
0.0283
0.7943
0.1283
2.3302
0.1316
   n/d
   n/d

     -
0.2901
0.0340
1.4691
0.0449
0.2484
0.0621

at 35°C

 
Decrease in fluorescence intensity was observed over time as the 'maturation agent' was added 
to a 1:1 mixture of DIS 24 (GA)-4ap and DIS 24 UC in standard buffer. Data was fit to a 
single exponential equation. 
n/d = not determined 

 

From these experiments, it appears that native NCp7 can convert DIS hairpins to the mature 

duplex under all conditions tested, but that conversion rates are fastest at higher temperature 

(35 °C) and if the kissing complex is preformed by addition of Mg2+ (Table 4-2, Figure 4-

10B). Simply increasing the temperature to 35 °C promotes mature duplex formation of the 

DIS hairpins, however at an extremely slow relative rate. As mentioned above, addition of 

5 mM Mg2+ locks the DIS hairpins in the kissing conformation. By increasing the Mg2+ 

concentrations to 50 mM, or increasing the temperature to 35 °C no significant change in 

fluorescence can be observed, which indicates that no appreciable conversion is observed for 

the divalent metal ion stabilized DIS kissing dimer. On the other hand, high concentrations of 

NaCl (100 - 300 mM) appear to promote duplex formation, at 25 °C or 35 °C, and can also act 

in converting the divalent metal ion stabilized DIS kissing complexes, but the rates are very 

slow. Addition of NCp7 to monovalent metal ion stabilized DIS kissing complexes does not 

significantly accelerate the conversion, which leads to the conclusion that conversion in the 

presence of monovalent ions follows a different mechanism from that followed by NCp7 
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acting on the divalent metal ion stabilized DIS kissing complexes. The 22 amino acid Rev 

peptide, derived from the 116 residue HIV viral protein Rev, was also assayed for its ability to 

promote DIS conversion. Rev contains 10 arginines and is a highly basic peptide, which has 

little structure in solution. Using the fluorescence assay, it was demonstrated that Rev can also 

act in converting DIS, but that a much higher concentration is needed to catalyze the reaction 

in comparison to NCp7 and the rates are again significantly slower than with NCp7.  

To test if the folded state of NCp7 is important for is activity as a RNA folding chaperone, the 

protein structure was disrupted through removal of the Zn2+ ions by treatment with the 

aromatic nitroso-compound, 3-Nitrosobenzamide. Removal of  the zinc is expected to disrupt 

the native Zn-knuckle structures of NCp7. Performing the conversion experiment with 

denatured NCp7 showed that this form of NCp7 could still convert DIS kiss to duplex, but not 

quite as effectively as the native NCp7. This result is in agreement with an earlier study with 

the DIS Lai sequence.[230] Thus, the catalytic function of NCp7 in DIS maturation can not be 

reduced solely to its positive charge. Of all the conditions tested, folded NCp7 is the agent 

with the most effective conversion rates when added to the divalent metal ion stabilized DIS 

kissing dimer (Table 4-2). These conditions most likely reflect those in vivo and lead to the 

possibility that protease activated NCp7 could be a mechanism for temporal control of 

maturation of the packaged immature genomic RNA dimer in the post budded viral particle. 

Newly transcribed copies of HIV-1 genomic RNA might first associate in cells via a kissing 

dimer since these types of dimers form with relatively fast kinetic association rates and are 

quite stable under native cell conditions where Mg2+, as well as other divalent metal ions are 

present. Proteolytic release of NCp7 in the post-budded immature viral particle would then 

allow absolute temporal control over DIS refolding and associated viral maturation. 

 

4.3.2.3 NCp7 Mechanism 

To further elucidate the role of NCp7 in the DIS dimer isomerization, the importance of 

preformation of the DIS kissing dimer structure in specific NCp7 binding and activity was 

examined using antisense oligonucleotide probes (Figure 4-11).  DIS conversion rates were 

measured essentially as described above in the presence of a 10-fold excess of 6mer and 7mer 

antisense DNA oligonucleotides complementary to the central loop sequence, which compete 

with the DIS(UC) for binding to the DIS(GA) loop and thereby slow down the 

DIS(GA)•DIS(UC) kissing association rate.[224] At a 10-fold excess concentration, saturated 

binding of the oligonucleotides to the DIS(GA) loop is observed (data not shown). If 

preformation of the DIS kissing dimer structure is important for NCp7 activated 
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isomerization, the addition of the antisense DNA oligonucleotide competitors directed at the 

DIS loop sequence would be expected to also slow down the rate of conversion. Indeed, in the 

presence of these antisense oligonucleotides, the rate of the NCp7 catalyzed conversion of the 

DIS kissing complex to mature duplex is reduced as would be expected based on this model 

of competitive inhibition of kissing association (Figure 4-11). Thus, it can be concluded that 

preformation of the DIS kissing dimer is required for rapid, NCp7 catalyzed structural 

isomerization.   
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Figure 4-11. (A) Scheme of competitive inhibition of conversion with DNA oligonucleotides.  (B) 
Plot of the rate of structural isomerization of the kissing complex to mature duplex with NCp7 in 
presence of antisense 7mer (filled triangles) and 6mer (filled squares) DNA oligonucleotides 
complementary to the DIS loop sequence, in presence of a 7mer DNA oligonucleotide (filled inverted 
triangles) complementary to a strand of the DIS stem and in the absence of any DNA competitors 
(filled circles). Solid lines show the rates for the structural isomerization that were fit using a single 
exponential equation [antisense-6mer: kconv = 0.029 ± 0.004 min-1; antisense-7mer: kconv = 0.018 ± 
0.002 min-1; stem-7mer and no DNA competitor: kconv ≥ 0.55 ± 0.04 min-1]. 

 

In contrast, a 10-fold excess of a 7mer DNA oligonucleotide designed to bind competitively 

to the stem of DIS(GA), did not significantly slow down the rate of conversion (Figure 4-11). 

This result indicates that although the stem strands are exchanged during the conversion 
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reaction, the lifetime of any single stranded species is not long enough to allow capture by the 

antisense competitor. It also demonstrates that, although NCp7 is known to bind both single 

stranded RNA and DNA oligonucleotides with micromolar affinity, the reduction in rate of 

isomerization by the antisense DNA competitors is most likely not related to inhibition due to 

direct competitive binding of the DNA oligonucleotides with NCp7.  

The effect of NCp7 on the dissociation and association rates of the DIS kissing dimer has also 

been examined (Figure 4-9). The experiments were essentially performed as above, but with 

500 nM NCp7 present in the reaction solution. It was found that NCp7 did not significantly 

affect the rate of either the association or dissociation of the DIS kissing dimer. In addition, an 

experiment was performed with a DIS kissing complex, preformed between DIS24(GA)-12ap 

and DIS24(UC) in the presence of 5 mM Mg2+, and NCp7. It was known that conversion will 

take place under the experimental conditions, but observation of the 2-AP label in the loop 

showed no significant increase in the intensity of the fluorescence emission as a function of 

DIS conversion. This indicates that the 2-AP base remains well-stacked during the DIS 

structural isomerization and suggests that the integrity of the loop-loop kissing helix is not 

significantly perturbed during the process. Taken together, these results indicate that NCp7 

recognizes and binds to a preformed DIS kissing dimer and catalyzes isomerization, while the 

dimeric nature of DIS complex is maintained throughout the process.   
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Figure 4-12. Sequence and secondary structure of the NCp7 protein. The cystein (C) and histidine (H) 
residues that complex the Zn2+ ion are printed in bold. The tryptophan used for the fluorescence 
experiments is circled in red. 

 

In addition to probing the RNA structural rearrangement with 2-AP fluorescence, the 

interaction of NCp7 with the DIS stem-loops could also be monitored directly using 

tryptophan fluorescence, since the 55 amino acid NCp7 protein used in this study contains a 

single tryptophan residue in the C-terminal Zn-knuckle (Figure 4-12).[252-254]  Titration of a 

fixed concentration of NCp7 with DIS kissing dimers, preformed between unlabeled 

DIS24(GA) and DIS24(HxUC) in the presence of 5 mM Mg2+, results in approximately a 3-

fold tryptophan fluorescence emission decrease (Figure 4-13), which provides a sensitive 
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measure for the binding reaction. Using tryptophan fluorescence quenching, NCp7 is 

observed to bind the DIS stem-loop kissing dimer with high affinity (KD = 61 ± 12 nM) and in 

a saturated fashion (Figure 4-13). An approximate stoichiometry of two NCp7s per one RNA 

dimer can also be estimated from the fluorescence binding curves, which is consistent with 

the C2-symmetry of the DIS dimer. While tryptophan fluorescence clearly monitors one high-

affinity class of NCp7 interaction with the DIS kissing dimer, this does not exclude the 

possibility that additional NCp7 binding event(s) might be undetected when using tryptophan 

as a reporter. This could be a potential reason for why a second lower affinity ‘catalytic’ 

NCp7 binding class, which is implied by the NCp7 catalyzed DIS isomerization experiments 

described below, may not be detected by the tryptophan fluorescence measurements.   

NCp7 tryptophan fluorescence intensity could also be monitored as a function of DIS 

conversion.  In this experiment, where a DIS kissing complex, preformed between unlabeled 

DIS24(GA) and DIS24(UC) in the presence of 5 mM Mg2+, was added to 500 nM NCp7, the 

tryptophan fluorescence was observed to remain highly quenched during the entire course of 

the DIS structural isomerization, suggesting that the high-affinity sites for NCp7 binding to 

the DIS kissing dimer remain occupied during the course of the structural conversion and 

even in the mature extended duplex form.  

To further examine the ability of NCp7 to act catalytically in the DIS structural isomerization 

reaction, conversion rates were monitored using 2-AP fluorescence as a function of NCp7 

concentration. Under the conditions used in this experiment, DIS conversion was not 

observed in the absence of NCp7. Figure 4-13 shows fits for the rates of conversion of 

100 nM DIS24(GA)-4ap•DIS24(UC) kissing dimer as a function of increasing NCp7 

concentrations over a range of 75 to 500 nM. In all cases where NCp7 is added, the structural 

isomerization is observed to go to completion as evidenced by the common plateau of final 

fluorescence emission intensity. However, two distinct ranges of conversion rates are 

observed which correspond to ratios of NCp7 to DIS kissing dimer that are either above or 

below the estimated 2:1 NCp7:DIS stoichiometry of binding. An apparently maximal rate of 

conversion is observed when the NCp7 concentration is above the 2:1 NCp7:DIS 

stoichiometry for high-affinity binding, while a slower average rate is observed at 

substoichiometric ratios of protein to DIS kissing dimer.   
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Figure 4-13. (A) Plot of the decrease in fluorescence at 365 nm as a result of titration of 500 nM 
NCp7 with a preformed DIS24(GA)•DIS23(HxUC) complex [RNA complex was in standard buffer 
containing 5 mM MgCl2].  The solid curve is fit (KD = 61 ± 12 nM) using an equilibrium binding 
equation and assuming two equivalent binding sites for NCp7.  A linear extrapolation of the first few 
points and the plateau of fluorescence emission intensity are shown as dashed lines.  The intercept of 
these two lines gives an estimated binding stoichiometry of 2:1 (NCp7:DIS dimer).  Binding data were 
collected at 25 °C.  (B) Plots of the rate of structural isomerization of 100 nM DIS24(GA)-
4ap•DIS24(UC) kissing complex as a function of NCp7 concentration. Symbols indicating the curves 
for concentrations of NCp7 ranging from 75 nM to 500 nM are given in an inserted box.  The 
structural isomerization rates (75 nM NCp7: kconv = 0.084 ± 0.008 min-1; 100 nM NCp7: kconv = 0.077 ± 
0.007 min-1; 150 nM NCp7: kconv = 0.06 ± 0.006 min-1; 250 nM NCp7: kconv = 0.460 ± 0.024 min-1; 
400 nM NCp7: kconv = 1.39 ± 0.06 min-1; 500 nM NCp7: kconv = 2.2 ± 0.15 min-1) were fit using an 
exponential equation. Two ranges of conversion rates are clearly observed which correspond to 
reactions carried out with ratios of NCp7 to DIS dimer that were either less or greater than the 
estimated 2:1 stoichiometry of binding. 
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4.3.2.4 Junction Mutants 

With the determined stoichiometry of two high-affinity NCp7 proteins bound to one RNA 

kissing complex, the question arises as to where the proteins might bind to the RNA dimer. 

The RNA kissing dimer complex is C2-symmetric, and NCp7 is known to bind preferentially 

to purine-rich single stranded and bulged nucleic acid structures.[253, 255, 256] Based on this 

information, one might postulate that NCp7 might bind at the two 'junction' regions between 

the stem and the loop, where there are highly conserved unpaired purine bases. A recent NMR 

structure of the NCp7 bound to stem-loop 3 (SL3) of the DLS (Figure 4-14) supports this 

hypothesis, since the NCp7 is shown to bind to a GAG sequence in the loop of SL3,[257] and 

the same motif can be found in the junction region of DIS (Figure 4-14). These purines 

flanking the autocomplementary sequence in the loop are highly conserved among all known 

HIV-1 sequence classes.[258-260]  
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Figure 4-14. (A) Structure of NCp7 bound to stem-loop 3 of the HIV-1 DLS as determined by 
solution NMR.[257] The bases GAG that the protein binds to are marked in green.  (B) Possible NCp7 
binding site and model for NCp7 activated DIS maturation. GAG bases at the junction region that 
might be recognized by NCp7 are highlighted in green. 
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To investigate the potential role of the conserved purines in NCp7 binding, DIS kissing 

complex stability and structural conversion, point mutations were made at these base 

positions in the model DIS hairpins. The resulting so called ‘junction mutant’ DIS RNA 

oligonucleotide samples are only slightly modified as compared to the previously described 

samples, where the two mutations in the hexanucleotide sequence and the single nucleotide 

stem bulge were maintained, and the nucleotides 1, 2 and 9 in the loop were systematically 

mutated one by one or in pairs, while at the same time not introducing the possibility for any 

new base pairs in the mutant sequences that would extend either the stem or loop helix. 

(Figure 4-15). 

 

Figure 4-15. RNA sequences and secondary structures of the DIS ‘junction mutant’ stem-loop 
constructs designed to form heterodimer complexes. Point mutations in the loop sequence in addition 
to the GA and UC are bolded in blue, positions substituted with 2-AP are circled in red. 
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Using the junction mutant samples, it was first tested if the kinetics of the kiss formation were 

affected. Titration of unlabeled complement (DIS24(A1C)UC or DIS24 (G2C)UC) to a fixed 

concentration of 2-AP loop-labeled hairpin (DIS24GA (A1C)-12ap or DIS24GA (G2C)-12ap) 

in the presence of Mg2+, and fitting of the data to equation 9.6, yielded equilibrium binding 

constants of KDaverage = 1.6 nM that were not significantly different from the previous results. 

Thus, it was concluded that the kissing dimer stability is not affected by the mutations. In 

contrast to what was expected based on a model of NCp7 binding to the junction, the apparent 

binding affinity of NCp7 to DIS kisses formed with junction mutants did not change 

dramatically. Titration of a fixed concentration of NCp7 with a kissing complex preformed 

between unlabeled DIS24GA and DIS24(A1C)UC or DIS24(G2C)UC in the presence of 

5 mM Mg2+ yielded binding constants of ~50 nM.  NCp7 binding was therefore not affected 

by the mutations, which means either that NCp7 does not bind in the junction region as 

predicted, or that it does not recognize a specific sequence but rather the tertiary structure at 

the junctions of the kissing complex.  

The effect of the junction mutations on the rates of conversion of the DIS hairpins from 

kissing to mature duplex was investigated. In these experiments, the kissing complexes were 

preformed in the presence of 5 mM Mg2+, before adding NCp7 to promote conversion at 

20 °C.  It seemed that kissing complexes that contained one or two (G2C) mutants converted 

faster than GA•UC kisses, and that (A1C) mutants showed slower isomerization rates (Figure 

4-16), whereas the (G2A/A9C) and (G2A) mutants were not significantly different from the 

GA•UC kisses. 

Surprisingly, the double mutant samples, DIS24(G2C/A9C)UC and DIS24(A1G)UC showed 

a spontaneous pronounced decrease in fluorescence emission intensity of the DIS24(GA)-4ap 

sample upon addition of only Mg2+. These results suggested that the double junction mutant 

DIS samples can convert to duplex with divalent cations as maturation agents. Since 

spontaneous conversion is apparently occurring for these mutant samples, the conversion rates 

with NCp7 were not determined.  

In summary, the results obtained from the junction mutant experiments suggest a possible role 

for the conserved purine nucleotides (especially adenosine at position 1 of the loop) in the 

conversion potential of the DIS kissing dimer, more experiments clearly need to be performed 

to confirm the results on the Mg2+-dependent conversion and to find out the specific role of 

each of the three mutated nucleotides. 
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Figure 4-16.  Conversion of ‘junction mutants’. Plot of the decrease in fluorescence at 371 nm after adding 
250 nM Ncp7 to 100 nM DIS kissing complex, preformed with 5 mM MgCl2. Open circle: DIS24(GA)-4ap + 
DIS24(UC); filled square: DIS24(A1C)GA-4ap + DIS24(A1C)UC; open triangle: DIS24(G2C)GA-4ap + 
DIS24(G2C)UC. 

 

 

4.3.2.5 Proposed Model for DIS Conversion 

Under all conditions tested for in vitro isomerization, the results indicate a secondary structure 

rearrangement mechanism for isomerization that involves melting of intramolecular stem base 

pairs and reformation of intermolecular base pairing between the two stem helices of the DIS 

stem-loops.  This observed mechanism is consistent with the initial proposal for in vitro DIS 

maturation[216, 227, 228, 257] and results from other recent studies;[230, 231, 261, 262] however, it 

contradicts a recently proposed autocatalytic mechanism.[244]  Based on crystal structures of 

both the kissing and extended duplex DIS dimers,[1, 244] Ennifar et al. argued that the 

nucleotides directly flanking the DIS palindromic sequence in the kissing dimer are favorably 

oriented for symmetrical cleavage and subsequent cross religation to produce the mature DIS 

dimer.[244] If maturation proceeded through such a ribozyme-like mechanism, without melting 

and exchange of the stem helical strands, the stem inserted 2-AP fluorescent probe used here 

would not have reported on the maturation process. 

The rate enhancement observed for NCp7 activated isomerization can be rationalized in terms 

of the extent to which this refolding catalyst either destabilizes the kissing dimer or 

conversely stabilizes the transition-state folding intermediate (Figure 4-17). Either type of 
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interaction would decrease the activation energy and accelerate the rate of the DIS conversion 

reaction. Such a role for NCp7 would be analogous to the classic transition state theory for 

how enzymes accelerate chemical reactions, and suggests an enzyme-like mechanism for how 

this RNA chaperone functions. NCp7 is also able to turn over and affect multiple DIS 

conversion reactions, reinforcing the description of this RNA chaperone as a true refolding 

enzyme in this in vitro system. However, two ranges of conversion rates are observed which 

correspond to ratios of NCp7 to DIS kissing dimer that are either above or below the 

estimated 2:1 NCp7:DIS stoichiometry for high-affinity binding of NCp7 (Figure 4-13). 
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Figure 4-17. Binding pathway and proposed catalytic role of NCp7 in the structural isomerization of 
the DIS homodimer in vitro.  (A) A collision complex initially forms via a loop-loop interaction 
between two individual DIS stem-loops which is stabilized by divalent metal ions. The DIS stem-
loops are shown schematically in blue and red to allow them to be distinguishable from each other in 
the dimer complexes. The intermediate loop-loop kissing complex is kinetically trapped in the 
presence of Mg+2 (represented by a yellow sphere) and does not spontaneously convert to the mature 
extended duplex form.  (B) NCp7 (represented by a green sphere) acts by binding to the intermediate 
loop-loop kissing complex in an excess of the stoichiometry of two NCp7 molecules to one DIS 
dimer. Binding of NCp7 decreases the energy difference between the kissing intermediate and the 
transition state in the refolding pathway, thereby lowering the activation energy and increasing the rate 
of structural isomerization. Dissociation of NCp7 from the mature extended duplex form of DIS 
allows it to act catalytically by rebinding and converting another intermediate kissing dimer. Since 
there is only one DIS interaction to act on in vivo, the biological significance of the observed recycling 
of NCp7 activity in vitro could be related to chaperone activities of NCp7 at different sites on the 
genomic RNA. 

 



4 Dimerization Initiation Site Stem-Loop from HIV-1 
______________________________________________________________________________________________________ 

93

Furthermore, the apparent maximal rate for DIS isomerization is only observed when the 

NCp7 concentration is above the estimated 2:1 NCp7:DIS stoichiometry. These results 

suggest that the high-affinity sites for NCp7 binding must first be saturated before the full 

catalytic effect of NCp7 is observed and implies the two NCp7 molecules that occupy the 

high-affinity sites on DIS may be inactive in catalyzing the refolding reaction. Instead, excess 

‘free’ NCp7 may act either independently or together with the high-affinity bound NCp7 

molecules in capturing and stabilizing the transition state and thereby producing the catalytic 

effect. Accordingly, the rate of conversion would be limited by the concentration of the ‘free’ 

NCp7, which would depend on the off-rate of the NCp7 protein from the DIS dimers at 

concentrations of NCp7 that are less than the 2:1 NCp7:DIS stoichiometry of the high-affinity 

binding class.  The off-rate of NCp7 for the DIS dimers has not been explicitly determined 

here, however, it can be inferred to be relatively fast from the conversion rates observed at 

substoichiometric ratios of NCp7 to DIS ‘kissing dimer.   

The two apparent classes of interactions of NCp7 represented by the binding and kinetic data 

may indicate two unique functional roles for how NCp7 interacts with the DIS kissing dimer.  

NCp7’s first role could involve a high-affinity interaction with the DIS kissing dimer which 

results in the formation of a specific RNA-protein complex that may both facilitate DIS 

maturation, as well as packaging of the genomic RNA. The second role for NCp7 would 

involve a transient chaperone-type interaction with the DIS kissing dimer resulting in the 

destabilization of the DIS stem helices and the promotion of stem strand exchange. The 

description of two classes of NCp7 interaction with DIS is in some ways consistent with 

previous observations that a threshold binding ratio of approximately one NCp7 molecule per 

seven nucleotides of RNA is required for NCp7 to exhibit chaperone activity.[228, 240, 263] This 

has been shown to be the approximate ratio at which nucleic acids become saturated with 

NCp7.[256, 264, 265] The requirement of a threshold concentration for the observation of a 

demonstrable NCp7 nucleic acid chaperone activity suggests that there may be no turn over in 

the NCp7 catalysis of conformation changes. The need for threshold concentrations of NCp7 

might also indicate that interactions between NCp7 molecules bound to RNA play a role in 

the chaperone effect.[266]    

Similarly, the results of the present study also indicate a threshold concentration requirement 

for the most rapid NCp7 catalytic activity and correlate this threshold concentration to the 

need to first fully occupy two high-affinity NCp7 structural binding sites on the DIS kissing 

dimer. Only after these binding sites are saturated is full catalytic chaperone activity observed 

for the excess ‘free’ NCp7 protein, as is also suggested by previous studies.[228, 240, 263, 267] The 
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ability of NCp7 to turn over in the DIS conversion reaction may simply reflect the availability 

of only two high-affinity NCp7 structural binding sites on the DIS dimer, with moderate off-

rate rates, in this minimal system.  In contrast with the isolated DIS kissing dimer, NCp7 may 

be continually trapped in multiple binding sites of moderate to high-affinity in the larger RNA 

systems and thereby be significantly inhibited from binding and functioning in its role as a 

chaperone. The interpretation that the catalytic interaction(s) of NCp7 with DIS may involve a 

lower-affinity, transiently bound class of molecules is also consistent with previous 

observations that the chaperone activity of NCp7 is non-sequence specific and driven 

primarily through non-specific electrostatic and intercalative interactions. It is also consistent 

with the absence of a measurable tryptophan fluorescence change for this class of NCp7 

interaction. 

Observation of NCp7 turnover in the in vitro refolding reaction (Figure 4-17) may not have 

specific relevance to the in vivo genome maturation process, where only a single RNA dimer 

exists on which NCp7 could act. Instead, the observed recycling ability of the catalytic NCp7 

may function in vivo by promoting other nucleic acid structural rearrangements or transient 

structural binding events at other locations on the RNA strand within the budded viral 

particle. Alternatively, the observed turnover of NCp7 could be related to chaperone functions 

it may carry out as a domain within the intact gag protein. Since gag is abundant in HIV-1 

infected cells and has been shown to potentate similar chaperone activities as the isolated 

NCp7 in vitro,[268, 269] the observed recycling could possibly be related to an in vivo nucleic 

acid chaperone function of gag that either requires or is made more effective by multiple 

turnovers in activity. 

Since DIS structural isomerization can occur under different experimental conditions and 

requires preformation of the DIS kissing dimer, the conversion process is clearly related to the 

structure and dynamics of the DIS kissing dimer and is likely to involve a common transient-

state RNA folding intermediate (Figure 4-17). Furthermore, the structure of the Mg2+-

stabilized DIS kissing dimer may be pre-organized to facilitate NCp7 binding and fast 

conversion rates. In its specific catalytic role, NCp7 accelerates the rate of strand exchange 

between the two hairpin stem helices, without destabilization of the loop-loop helix.  Under 

these structural constraints, NCp7 might act to facilitate the exchange of stem helices by 

distorting or stressing the DIS kissing conformation. One possible mode of structural 

distortion would be through helical bending centered on the loop-loop kissing helix, which 

could bring the two stem helices into close proximity and proper alignment to facilitate the 

isomerization process.  Although not observed in the crystal structures,[1, 244] such a helical 
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distortion of a kissing complex structure has precedent from previous structural studies in 

solution[190, 191, 196] and in this instance might uniquely involve the highly conserved purine 

nucleotides that flank the palindromic DIS loop sequence. These nucleotides may assume a 

unique conformation in the transient-state folding intermediate that both distort the DIS 

kissing dimer conformation and concomitantly destabilize the stem helices. In this model for 

DIS conformational isomerization, the observed spontaneous conversion of the metastable 

DIS kissing dimers could be the result of the inherent structural plasticity in these dimers. 

Unlike the divalent metal ion stabilized kissing dimer, the metastable kissing dimers might be 

sufficiently close in energy to the transition-state conformation such that this intermediate 

state is accessible through simple thermal fluctuations and consequently spontaneous 

structural isomerization is possible. 

 

4.4 Summary 

In this study the highly fluorescent adenosine base analog 2-AP has been selectively 

incorporated into RNA constructs derived from the HIV-1 DISMal sequence to provide 

unambiguous and unique probes for in vitro formation of the two isoforms of the DISMal 

dimer. Using 2-AP fluorescence detected methods, equilibrium and kinetic binding constants 

for the DIS kissing dimer interaction have been determined. In addition, real-time 2-AP 

fluorescence measurements have been employed to gain a detailed kinetic view of the process 

of DIS isomerization. The 2-AP fluorescence detected equilibrium binding experiments 

demonstrate that the truncated DIS stem-loops used in this study, which lack the wild-type 

stem bulge and have been altered in the loop palindromic sequence, associate under a number 

of experimental conditions to form kissing dimers with wild-type affinities. The formation of 

a kinetically stable intermediate DIS kissing dimer, however, requires the addition of divalent 

metal ions. Thus, two different classes of the DIS kissing dimer, with distinct isomerization 

potentials, could be distinguished using the 2-AP fluorescence methods. The divalent metal 

ion stabilized DIS kissing dimer class, which is kinetically stable, required the addition of 

NCp7 to activate fast-rates structural isomerization; while the metastable DIS kissing dimer 

class, which forms with monovalent cations or at higher concentration (> µM), converted 

spontaneously to the mature duplex form at an appreciable, but 10-20 fold slower rate than 

observed for NCp7.   

The data also clearly demonstrate a secondary structure rearrangement model for in vitro DIS 

stem-loop isomerization and provide insight into the role of NCp7 in catalyzing this process. 
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How DIS structural isomerization could similarly be accomplished in vivo and how it relates 

to retroviral maturation and packaging still remain open questions. An isomerization 

mechanism involving DIS stem strand exchange, as described here for the isolated DIS 

hairpins, would potentially involve large-scale movements of the entire 5’-ends of the two 

copies of the HIV-1 RNA genome relative to each other, within the budded viral particle.  

Determining if and how this associated structural rearrangement could be achieved will 

require further studies into the molecular basis underlying the in vivo process. 
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5 Excimer Formation in DNA Studied with 2-AP 
Fluorescent Markers 

 

5.1 Introduction 

In the previous two chapters of this thesis, the quenching of 2-AP fluorescence upon a change 

in its environment was exploited to study RNA-RNA and RNA-protein interactions. But, in 

fact, it is unclear if the 2-AP fluorescence only comprises the 2-aminopurine base itself or if 

adjacent bases are also affected by the energy absorbed during the fluorescence experiments. 

It is a key question which is crucial for the mechanism of various photoreactions in DNA, 

whether excited singlet states of DNA bases are localized or extended over several 

neighboring bases. As already discussed in section 2.4.1, evidence for excimer emission 

between nucleosides at low temperature was given by Eisinger et al. in 1966,[96, 97] but 

experimental obstacles like overlapping spectra of natural DNA bases hampered 

spectroscopic studies at room temperature. In this work, a novel experimental approach  to 

study excitonic coupling, excitation energy transfer,  and excimer formation in DNA with 

optical spectroscopic methods at room temperature is presented using the distinct 

photophysical properties of 2-AP. 

 

5.2 Sample Design and Control Experiments 

Figure 5-1 shows the sequences of the two DNA assemblies A1 and A2 used in this study. 

The design of the sequences was based on the following considerations: At least two 2-AP 

units next to each other are needed to be able to observe potential excimer formation. It is 

assumed that the signal intensity of the recorded spectra will improve significantly when 

several 2-AP dimers are present in the duplex. At the same time it is important that the 

excimers experience the same environment. These considerations led to the design of the 

palindromic sequence of the “excimer strand” A1. The two G-C base pairs on either end are 

required to prevent higher order aggregates of the regular (Ap-Ap-T-T)n sequence. The 

reference strand A2 was designed to resemble the excimer sequence A1 as closely as possible 
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without the 2-AP pairs. Hence, A2 contains only single 2-AP units with adenines replacing 

every other 2-AP. 

 

 5' 

3' 5' 

3' G T T 

C ApAp

T 

ApAp

T 

T T 

Ap Ap

C G T T 

G C A p Ap C 

G 

G T T 

C Ap A

T 

A Ap

T 

T T 

 A Ap

C G T T 

G C A p A C 

G 

3' 

5' 

5' 

3' 

T T T T 

T T C G T T 

G C 

T T T 

A 

T 

T T C G T T 

G C A 

3' 

5' 

A1 

A2 

 

Figure 5-1. The two DNA assemblies used in this study. Sequence A1 is designed to explore excimer 
formation between two adjacent 2-aminopurine bases (Ap) while sequence A2 serves as the reference 
sequence with isolated fluorescent markers but similar DNA sequence. 

 

To confirm that incorporation of 2-AP units does not significantly perturb the B-conformation 

of the DNA duplexes used here, UV-melting curves and CD spectra of the two assemblies 

were recorded. 
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Figure 5-2. UV melting curves (solid lines) and their derivatives (dashed lines) of the two DNA 
sequences A1 (red) and A2 (blue). The derivatives of the melting curves show a melting temperature 
(Tm) of  36 °C for A1 and 36.5 °C for A2, corresponding very well with the calculated value of Tm = 
36 °C for a reference duplex containing adenines in all positions of 2-AP. 
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The UV melting curves and their derivatives are shown in Figure 5-2. The resulting melting 

temperatures were 36.0 °C for A1 and 36.5 °C for A2, corresponding perfectly with the 

calculated value of Tm = 36 °C for a reference duplex containing only adenines in the 

positions of 2-AP. 
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Figure 5-3. CD spectra of the two assemblies from Figure 5-1. Both spectra are indicative for B-form 
DNA.  

 

 

The CD spectra of A1 and A2 are shown in Figure 5-3. Both spectra show a minimum around 

260 nm and a maximum around 280 nm which is indicative for a B-form helix of the DNA-

duplex. In summary, it can be concluded that the 2-AP incorporation does not perturb the 

overall structure or stability of the employed DNA assemblies relative to a duplex of the same 

DNA sequence with all natural bases. 
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5.3 Results and Discussion 

5.3.1 Steady-State Fluorescence Spectroscopy 

Figure 5-4 shows the absorption spectra of the two DNA assemblies A1 and A2 in the range 

of the long-wavelength absorption of 2-AP. Note that in A1 there are four pairs of adjacent 2-

AP bases, whereas in A2 all 2-AP bases are adjacent to either A, T, or C. By comparing the 

spectroscopic properties of A1 and A2 one can characterize the interaction between the two 2-

AP units in the base stack. Figure 5-4 reveals a small but distinct difference (~ 3 nm) between 

the absorption maxima of A1 and A2. This is already the first indication of a specific ground 

state interaction between the adjacent 2-AP nucleotides in  A1. 
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Figure 5-4. Absorption spectra of the assemblies A1 and A2 in the wavelength range of 2-AP, 
normalized to their respective absorption maxima. A small but distinct difference of the position of 
maximum absorbance can be observed. 

 

The fluorescence spectra of the two assemblies A1 and A2 which were obtained at two 

different excitation wavelengths, are displayed in Figure 5-5. When the excitation occurs at 

320 nm (Figure 5-5 top), near the maximum of the absorption, one observes the typical 2-AP 

fluorescence with a maximum emission around 370 nm. It is remarkable that the fluorescence 



5 Excimer Formation in DNA 
______________________________________________________________________________________________________ 

101

quantum yield of A2 is significantly larger than that of A1, although A2 contains only half as 

many 2-AP units. When excitation is set to 343 nm (Figure 5-5 bottom), an additional red-

shifted fluorescence band around 440 nm is observed, which is present in both systems, 

although its magnitude is almost three times larger in A1 than in A2. 
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Figure 5-5. Emission spectra of the assemblies A1 and A2 at two different excitation wavelengths of 
320 and 343 nm, normalized to the absorption maximum of the stronger signal. As clearly visible, the 
fluorescence spectra show a strong dependence on the excitation wavelengths. 
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To further investigate the fluorescence properties of A1, the excitation wavelength was varied 

from 310 to 350 nm (Figure 5-6). Two distinct peaks at 370 nm and at 440 nm could clearly 

be observed with amplitudes depending on the excitation wavelength.  
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Figure 5-6. Fluorescence emission spectra of A1 at excitation wavelengths of 310, 340, 343, and 
350 nm, normalized to the maximum intensity of each spectrum. Note that when the sample is excited 
at 350 nm the typical fluorescence of 2-AP at 370 nm almost vanishes. 

 

Finally, the fluorescence excitation spectra of both assemblies are presented in Figure 5-7. 

Recording the emission intensities at 430 and 470 nm one could expect that both systems 

follow their absorption spectra. However, two important differences need to be noted. First, 

there are additional bands at lower excitation energies (360 to 380 nm), which are not visible 

in the absorption spectra. They imply that emission, especially in the case of A1, originates 

from (at least) two electronic states which involve 2-AP. It is important to note that the 

spectral position of the low-energy bands are different for A1 and A2, indicating that the 

electronic states involved in the optical transition are of a different nature in A1 and A2. 

Furthermore, there is a small spectral shift in the second bands (around 320 nm) of the 

excitation spectra, compared to the maxima of the absorption spectra (Figure 5-4). 
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Figure 5-7. Fluorescence excitation spectra of A1 and A2 at emission wavelengths of 430 (dashed 
lines) and 470 nm (solid lines) normalized to the maximum intensity of each spectrum. Both DNA 
assemblies show two peaks, however, the low energy peaks in A1 are several times larger than in A2 
and appear at slightly higher excitation energy (~ 730 cm-1) than the peaks of A2. 

 

From the results presented here the following picture emerges (Figure 5-8). The data reveal a 

significant ground-state interaction between two adjacent 2-AP bases in duplex DNA. As a 

result, the local transition dipole moments (S0-S1) of the individual 2-AP units are strongly 

coupled and the excitation becomes delocalized. Exciton theory[270] predicts the formation of 

two exciton states (Ψ1 and Ψ2). In A1 the extinction coefficient for the transition to the 

stacked 2-AP-2-AP state (Ψ1) is so small (ε370 < 100 M-1cm-1) that it can only be observed in 

the excitation spectrum (compare Figures 5-4 and 5-7). The optical excitation of Ψ1 leads to a 

broad fluorescence band around 440 nm. 
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Figure 5-8. Model for the excited-state base alignment. Non-stacked bases are shown on the left with 
an absorption at 320 nm and fluorescence emission at 365 nm. The corresponding wavelengths for the 
stacked bases are 370 and 440 nm, respectively. For a subensemble of molecules, a single non-stacked 
and therefore uncoupled 2-AP base is excited which transfers its energy to its adjacent neighbor as 
soon as the coupling is established again. 

 

The discrepancies between excitation and absorption spectra above 340 nm can be 

rationalized by taking into account that the DNA assemblies are characterized by a certain 

degree of structural inhomogeneity. Thus there will be a subensemble of molecules where a 

single ("uncoupled") 2-AP base is excited and can subsequently transfer energy to its adjacent 

neighbor (excimer formation). Note that in this case the ground-state interaction between 

adjacent 2-AP bases (left side in Figure 5-8) is very weak or completely absent. Therefore the 

red-shifted emission of A1 (especially at 470 nm) may originate from both statically excited 

exciton states and dynamically formed excimers (right side in Figure 5-8).  

The spectroscopic properties of A2 indicate that 2-AP also interacts with other adjacent DNA 

bases. This follows from the shoulder in the fluorescence spectrum (Figure 5-5) and from the 

weak band in the excitation spectrum around 375 nm (Figure 5-7). Hence, it can be concluded 

that excitonic interaction leads to exciplex-type emission in A2. Such interaction between 2-

AP and other bases includes additional charge transfer contributions which have been 

reported in previous work on 2-AP-containing DNA assemblies.[46] However, the 
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delocalization of excitation energy is enhanced by resonance interaction and should be more 

pronounced for identical bases. It should be noted, however, that despite the formal inversion 

symmetry of the sequences A1 and A2 there is no geometrical symmetry in the base stack and 

hence, no symmetrical exciton level splitting should be expected. 

Further evidence for exciton coupling arises from the fact that the fluorescence quantum yield 

of A1 is significantly smaller than the one of A2 when excited at 320 nm (Figure 5-5), which 

suggests the presence of additional nonradiative channels from the exciton state Ψ2. 

The results presented here may also be relevant for the ongoing discussion about the short 

excited state lifetimes of the DNA bases.[62, 271-273] Georghiou et al.[100] proposed that the 

formation of excimers (or exciplexes) between adjacent bases are responsible for ultrafast 

quenching of DNA base singlet states. However, these authors exclude ground state 

interaction between bases. The results from this study, especially the fluorescence excitation 

spectra, demonstrate that there are indeed ground-state interactions which lead to partially 

delocalized excitations. Note that this information is profound regarding the base-to-base 

coupling in DNA and its dependence on structural fluctuations, expecially at room 

temperature.[274] 

 

5.3.2 Time-Resolved Transient Absorption Spectroscopy 

Femtosecond time-resolved pump-probe spectroscopy investigations addressing the dynamics 

for electronic energy migration in DNA were performed in collaboration with the group of 

Dr. T. Fiebig at the Institute for Physical Chemistry at the Technical University of Munich. 

The time-resolved transient absorption spectra of A2 in Figure 5-9 show a peak around 550 

nm representing the excited state of 2-AP (Ap*), which decreases over the time course of the 

experiment (20 ps). In other words, Ap* is formed immediately upon excitation (within the 

time-resolution of this experiment of 150 fs) and decays exponentially over 20 ps. The spectra 

of A1 show the same peak at 550 nm at the beginning of the measurement. However, this 

signal does not only decay within the experiment time, but also undergoes a dynamic spectral 

shift from 550 to 510 nm which cannot be found in A2. This shift is attributed to the 2-AP 

excimer formation. Additionally, one observes the rise of an absorption band at 360 nm, 

which cannot be found in the reference system A2, and which is assigned to the wavelength 

range of the exciton ground state of the 2-AP dimer (Figure 5-9).  
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Figure 5-9. Time-resolved transient absorption spectra of A2 and A1. Spectra with probe-pulse delays 
varying between close to 0 and 20 ps were recorded. In A2 a distinct maximum at 550 nm representing 
the excited state of 2-AP can be observed that decays over time. The same distinct maximum at 
550 nm can be observed for A1, but in addition to the decay, a shift to about 510 nm at 20 ps is 
observed, which represents excimer formation. The strongly increasing signal at 360 nm wavelength 
can be attributed to exciton formation. 

 



5 Excimer Formation in DNA 
______________________________________________________________________________________________________ 

107

To further explain the ground-state exciton formation, the change of optical density at 360 nm 

is depicted against time in Figure 5-10. It shows that the exciton absorption develops within 

5 ps and subsequently decays with a lifetime of 80 ps.  
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Figure 5-10. Temporal evolution of the transient absorption of the exciton coupled 2-AP at λ = 
360 nm. After a fast exponential increase, an exponential decay with a decay time of 80 ps can be 
observed. 

5.4 Conclusion 

In conclusion, two specifically functionalized DNA assemblies, A1 and A2, have been 

presented here, which make it possible to address the important issue of electronic energy 

migration in DNA by applying optical spectroscopic methods. The study shows that excitonic 

coupling between adjacent bases leads to a delocalized excitation between identical bases, 

even at room temperature. As a result, a new, weakly allowed emission band was observed, 

which is red shifted with respect to the typical 2-AP fluorescence. Excitonic interaction (with 

partial charge transfer character) between nonidentical bases leads to exciplex emission, 

however, this interaction is substantially weaker. The confirmation of the delocalized 

excitation energy is an important step toward the understanding of the mechanism of various 

photoreactions in DNA. In addition, it was found that the stacking and destacking of bases in 

duplex DNA occurs on the order of 5 ps. This number is of biological importance, since it 

reveals information about the stacking dynamics in DNA. 
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6 Studies of Charge Transfer in 2-Aminopurine 
Containing Dinucleotides 

 

6.1 Introduction 

The fluorescent nucleotide base analog 2-AP has been used in many studies to investigate 

macromolecular interactions and nucleic acid structure and dynamics[40, 74, 76, 200, 275, 276] as 

well as in chapters 3 and 4 of this work. It serves as a sensitive fluorescent probe by changing 

its spectral features depending on the environment. These features are usually interpreted 

phenomenologically without considering the electronic context dependence of the 2-AP 

fluorescence. On the other hand, it has been shown that 2-AP can undergo charge transfer 

reactions that can be exploited to investigate different aspects, such as the mechanism of 

DNA-mediated charge transfer. Kelley and Barton, for instance, used 2-AP to measure the 

distance dependence of charge transfer and the influence of stacking.[148] Zewail and co-

workers tried to determine distance and sequence dependence of the 2-AP induced charge 

transfer.[46] It was again the group of Barton who first realized that 2-AP can act as a dual 

reporter probing both structural dynamics and charge transfer processes in the same nucleic 

acid assemblies. It was concluded that the efficiency of charge transfer depends on the 

structural dynamics.[48, 277] 

Thus it seemed promising to look at how the base sequence influences the efficiency and the 

rate of 2-AP fluorescence quenching due to charge transfer. Dinucleotides represent the 

smallest possible units of nucleic acids for the investigation of interactions between two 

nucleobases. Therefore, in this study it was investigated how each of the natural DNA bases 

and inosine influence the fluorescence of 2-AP.  

 

6.2 Sample Design and Control Experiments 

Five dinucleotides containing 2-AP (Figure 6-1) were synthesized using standard 

phosphoramidite chemistry. 
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5’-Ap-A-3’

5’-Ap-T-3’

5’-Ap-C-3’

5’-Ap-G-3’

5’-Ap-I-3’

 

 

Figure 6-1. Dinucleotide sequences synthesized for the charge transfer studies. 

 

Absorption spectra for all five dinucleotides were recorded and are shown in Figure 6-2, 

normalized to the maximum absorption of 2-AP. They all exhibit the characteristic 2-AP 

absorption with a maximum around 305 nm, but strongly varying absorption at shorter 

wavelengths.  
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Figure 6-2. Absorption spectra of the five synthesized dinucleotides containing 2-AP bases (Ap) in 
the 5’-position.  

 

In an attempt to confirm that these dinucleotides are stacked at room temperature and in a 

right-handed helical conformation as reported by Kang et al. and Cantor et al.,[278, 279] CD 

spectra were recorded at ambient temperature for all samples. A cotton effect is observed in 

all five dinucleotides (Figure 6-3). However, the wavelength range of these cotton effects vary 

significantly between 230 and 290 nm. This result is due to the fact that the absorption 
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maxima of the five dinucleotides are different (Figure 6-2). The observed cotton effect of 

ApC and ApG is rather weak since the extinction coefficients between 230 and 290 nm of 

these two nucleotides are very low according to the absorption spectra. At longer wavelengths 

between 300 and 330 nm a weak signal can be observed for ApA, ApT, and ApC that can be 

attributed to 2-AP. Again, the signal is very faint due to the low extinction coefficient of 2-

AP.  
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Figure 6-3. CD spectra of the five dinucleotides shown in Figure 6-1. Clearly visible is the Cotton 
effect on all nucleotides at wavelengths between 230 and 290 nm for the natural bases and between 
300 and 330 nm for 2-AP.  

 

6.3 Results and Discussion 

Fluorescence emission spectra of the dinucleotides ApX show significant differences in the 

quantum yields depending on the neighboring nucleobase (Figure 6-4). Using samples with 

the same optical density at the excitation wavelength of 310 nm, the fluorescence intensities 

decrease in the following order of the neighboring DNA bases: I > C > T ~ A > G. This 

behavior cannot directly be assigned to the established trend for either the oxidation (G > A > 

I > C, T,[133, 134, 280]) or the reduction (T ~ C > A > G,[134]) potentials of the nucleotides. 

The driving force for charge transfer is determined by the difference of the reversible redox 

potentials of the donor and acceptor. Although there is no complete set of reversible potentials 
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of the DNA bases and 2-AP, some information is already available in the literature. The peak 

potential for one-electron reduction of the excited state of 2-AP (Ap*) has been determined to 

be +1.5 V (versus normal hydrogen electrode (NHE)).[148] According to this value, Ap* 

should be able to oxidize G (+1.29 V),[133] and maybe even A (+1.42 V).[133] The reverse 

process, ET from Ap* to a DNA base requires knowledge of the oxidation potential of Ap, 

which has not yet been obtained as a reversible signal in cyclic voltammetry. Shafirovich et 

al. have estimated a value of +1.34 V for E(Ap•+/Ap).[281] Given an excited-state energy for 

Ap* of E00 = 3.74 eV, it becomes apparent that Ap* can reduce any base with a reduction 

potential of about -2.5 V or higher (i. e.  a smaller absolute value). However, the error of this 

potential due to irreversible electrochemical follow-up reactions has been estimated to be 

± 300 mV.[47] Finally, there have been at least two different values reported for the oxidation 

potential of I (+1.5[148] and 1.39 V[282]) but no values for the reduction potential. Therefore, it 

is not possible to obtain accurate and conclusive ∆G values for either the reduction (ET) or 

the oxidation (HT) processes  of the nucleobases. Moreover, in the case of I it can only be 

speculated whether HT or ET operates.[47] 

Despite the uncertainties related to irreversible electrochemistry, a trend for the oxidizability 

of the nucleobases has been established: G > A >> C > T.[133, 134] This trend is supported by 

correlation of peak potentials with measured ionization potentials in the gas phase[280] and by 

high-level DFT calculations of the adiabatic ionization potentials.[283] Therefore it is 

concluded that both reaction types (HT and ET), namely reduction and oxidation of 

nucleotides by Ap*, are present in this series of dinucleotides. 

The direction of charge transfer for ApG, ApT, and ApC is the following: G is oxidized, 

whereas T and C are reduced. It is expected that A and I will be positioned somewhere in 

between these two limits, maybe even undergo both HT and ET. It is noteworthy that this 

interpretation is also supported by a recent theoretical study. Jean et al. have carried out ab 

initio calculations on the stacked complexes of 2-AP with nucleobases.[68] Although these 

calculations neglect environmental effects, such as the solvent or neighboring bases, they 

clearly revealed the existence of excited states with charge transfer character for all four DNA 

bases. In particular for ApT complexes, a distinct energetically low-lying charge transfer state 

was obtained when an electron was transferred from 2-AP to T. 
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Figure 6-4. Fluorescence emission spectra of the five dinucleotides ApX in 10 mM Na-Pi, pH 7.0 with 
an excitation wavelength of 310 nm.  

 

 

To further investigate the dynamics of the charge transfer process in the synthesized 

dinucleotides ApA, ApT, ApC, and ApG, time-resolved transient absorption spectra were 

recorded in collaboration with the group of Dr. T. Fiebig. The decay of the transient 

absorption of photoexcited 2-AP (Ap*) at 550 nm  is depicted in Figure 6-5.  
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Figure 6-5 Transient absorption decays of the four dinucleotides ApA, ApC, ApG, and ApT recorded 
at 550 nm. Each of the experiments shows a significant biexponential decay with rates τ1 and τ2. 
Relative amplitudes of the two decays are given as A1 and A2 in percent. 

 

All transients clearly exhibit a biexponential decay. This is in agreement with earlier reports 

by Fiebig et al.[47], where mixtures of all DNA nucleotides with 2-AP were observed to 

follow basically the same trends. Although superficially the curves look very similar, the rates 

obtained by the biexponential fitting are slightly different. In the work of Fiebig et al.[47] the 

slow decay components, τ2, were all longer that 1 ns and were attributed to free 

(uncomplexed) Ap*, including any dynamic quenching, and the fast rates, τ1, were between 

19 and 350 ps. The fast decay components were attributed to an excited state complex of two 

nucleotides, since they were not dependent on the concentration of the added nucleotide, 

instead only the amplitude of the fast decay rate increased with increasing concentration.[47] 

Internal conversion and energy transfer are excluded as the cause for the measured decay 

rates, whereas all results point to a charge transfer from the excited 2-AP to the complexed 



6    Charge Transfer in 2-Aminopurine Containing Dinucleotides 
______________________________________________________________________________________________________          
 

114

nucleotide, where a hole transfer takes place to G and A, and electron transfer takes place to T 

and C.[47] 

In the present work, no nanosecond component could be observed, since the two nucleotides 

here are covalently linked and there is no uncomplexed 2-AP. The slow decay components 

range here from 38 ps (ApT) to ~ 500 ps (ApA), and the fast rates are between 1.9 and 19 ps, 

which are - except for ApG - much faster than reported by Fiebig et al.[47] 

If one calculates an average decay rate 〈τ〉 according to the equation  

 

〈τ〉 = A1*τ1 + A2*τ2,                   

 

where A1 and A2 are the amplitudes of the fast and slow decay components, respectively, the 

data correspond fairly well with the fast rates from Fiebig et al.[47] (Table 6-1). 

A comparison of the fast rates τ1 obtained by Fiebig et al. and the fast rates τ1 and average 

decay rates 〈τ〉 from this study is summarized in Table 6-1. 

 

Table 6-1. Comparison of the fast components of biexponential decay of nucleoside mixtures Ap + X 
of Fiebig et al.[47] and dinucleotides ApX investigated in this study. 

X 
τ1 of nucleoside mixture 

(ps)[47]  

τ1 of dinucleotide ApX 

(ps) 

〈τ〉 of dinucleotide ApX 

(ps) 

A 350 1.9 460 

    

G 19 19 34.7 

    

C 47 4.7 33 

    

T 20 2.7 17.4 

 

 

Comparing the amplitudes of the transients of the dinucleotides with the degree of quenching 

in the steady-state fluorescence data shows that the larger the sum of amplitudes of fast and 

slow components the stronger the quenching of 2-AP fluorescence in the steady-state 

experiments. The exception is ApA, where one would have to look at the amplitude of the fast 

decay rate only to fit to the model. Preliminary results by time-resolved fluorescence 

measurements indicate an excitation energy transfer in ApA. 
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In summary, one can say that a G next to 2-AP quenches the fluorescence the most, so there 

must be a strong interaction between the two bases, and since G is the base with the lowest 

oxidation potential of the nucleobases, the quenching is probably caused by a HT from 2-AP 

to G. Inosine, however, is the base which quenches the 2-AP fluorescence the least. Hence, 

the oxidation and reduction potential of inosine must lie in a range so that the excited 2-AP 

can neither oxidize nor reduce the neighboring inosine. The bases C and T show intermediate 

effects on 2-AP. They are able to quench the fluorescence emission of 2-AP more than A, but 

not as efficiently as G. ApA seems to be a special dinucleotide in a sense that it shows 

stacking in the CD spectra, but 2-AP emission is hardly quenched in the steady-state 

fluorescence experiments, and the transient absorption spectroscopy shows a very fast and a 

very slow decay of the excited state of 2-AP that cannot be explained at this stage. Since the 

results from neither the steady-state fluorescence nor the time-resolved transient absorption 

experiments follow the established trends for the oxidizability or the reducibility of DNA 

bases, this study proves the conclusion by Fiebig et al.[47], that 2-AP can oxidize and reduce 

neighboring bases. 
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7 Reductive Electron Transfer Studied with 5-(1-

pyrenylethynyl)-2' deoxyuridine (Py-≡-dU) 
 

7.1 Introduction 

Oxidative hole transfer has been studied intensely in the past 20 years using a variety of 

methods and model systems, but not many studies have been published yet on reductive 

electron transfer using spectroscopic methods. It was intended with this work to contribute to 

the knowledge on the mechanism of reductive electron transfer in DNA. As shown in the 

previous chapter, 2-AP is suitable to photoinitiate charge transfer in DNA, but it can both 

oxidize and reduce neighboring bases. Therefore it does not seem to be particularly useful for 

systematic investigations of pure reductive ET. A more suitable candidate for an electron 

donor is pyrene when it is covalently attached to a deoxyuracil in DNA as shown by Amann et 

al.[2, 172, 174]  

5-(Pyren-1-yl)-2'-deoxyuridine (Py-dU) and 5-(Pyren-1-yl)-2'-deoxycytidine (Py-dC) were 

synthesized and used for charge transfer studies by Amann et al.[2, 172, 174] In Py-dU, the 

deoxyuracil  is attached to the pyrene group via a single C-C bond. Therefore, it cannot be 

excluded that the pyrene moiety directly interacts with bases in the DNA duplex adjacent to 

the Py-dU group. As a result, the CT process could follow this shortcut, which implies that 

experimental results might not be unambiguous. In an attempt to reduce these structural 

concerns, the aim of this study was to prepare DNA duplexes containing the nucleoside base 

analog 5-(1-pyrenylethynyl)-2'-deoxyuridine (Py-≡-dU) (Figure 2-6), which has been reported 

to be a promising new base analog that is sensitive to its environment,[83, 284] while the greater 

distance of pyrene from the base stack should allow fully controllable electron injection into 

DNA. Additionally, a new synthetic approach has the advantage that the preparation of 

pyrenylethynyl-modified oligonucleotides is not limited by the "bottleneck" of a 

phosphoramidite synthesis. Instead, a modified protocol from Khan and Grinstaff[285] was 

followed. 

 



7 Reductive Electron Transfer Studied with Py-≡-dU 
______________________________________________________________________________________________________ 

117

7.2 Sample Preparation and Control Experiments 

Using the nucleoside Py-≡-dU, a range of pyrene-modified duplexes were prepared, that 

mainly differ by the bases flanking the Py-≡-dU unit (Figure 7-1). The sequences were based 

on the ones previously used in the experiments of Amann et al.[2]  

5’- C  A  G  T  C  A  G  T   U    T  G  A  C  T  G  A  C -3’

3’- G  T  C  A  G  T  C  A  T   A  T   A  C  T  G  A  C  T  G -5’

3’- G  T  C  A  G  T  C  A  C   A  C  A  C  T  G  A  C  T  G -5’

5’- G  T  C  A  G  T  C  A    U    A  C  T  G  A  C  T  G -3’

3’- C  A  G  T  C  A  G  T  G  A  G  T  G  A  C  T  G  A  C -5’

3’- C  A  G  T  C  A  G  T  G  A   A  T  G  A  C  T  G  A  C -5’

3’- C  A  G  T  C  A  G  T  A   A  G  T  G  A  C  T  G  A  C -5’

3’- C  A  G  T  C  A  G  T  A   A  A  T  G  A  C  T  G  A  C -5’

 A A

C C

5’- C  A  G  T  C  A  G  T    U    T  G  A  C  T  G  A  C -3’

5’- G  T  C  A  G  T  C  A    U    A  C  T  G  A  C  T  G -3’

5’- G  T  C  A  G  T  C  A    U    A  C  T  G  A  C  T  G -3’

5’- G  T  C  A  G  T  C  A    U    A  C  T  G  A  C  T  G -3’
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Figure 7-1. DNA sequences of pyrenylethyne-modified strands P1 to P6 and their respective 
complementary strands C1 to C6 synthesized to investigate electron transfer to bases next to Py-≡-dU. 

 

Py-≡-dU was incorporated by a combination of standard phosphoramidite chemistry and 

Pd(0)-catalyzed Sonogashira cross coupling reactions using a protocol analogous to Khan and 

Grinstaff.[285] Figure 7-2 shows a schematic representation of the synthetic strategy: DNA is 

synthesized following standard protocols on a commercial DNA synthesizer up to the position 

of the pyrene-modified unit. The 2'-deoxy-5-iodouridine (5-I-U) is inserted without 

deprotection of the terminal 5'-OH group. Subsequently, the CPG vials are removed from the 
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synthesizer and a Sonogashira-coupling reagent containing Pd(Ph3)4, 1-ethynylpyrene and CuI 

in DMF:TEA (3.5:1.5) is added to the CPGs via syringes. After a coupling time of 3 hours at 

room temperature, the CPGs are washed and dried. After the coupling, the synthesis is 

continued in the DNA synthesizer. The standard procedures for deprotection and cleavage of 

the DNA strands from the solid phase have not been modified. 
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Figure 7-2. Schematic representation of the synthesis of pyrene-modified DNA. A DNA strand is 
synthesized and at the position of Py-≡-dU a 5-I-U is incorporated. Without deprotection of the 5'-OH 
the synthesizer is stopped, and the ethynylpyrene is coupled with a Sonogashira-type reaction off the 
synthesizer. Finally, the remaining bases of the sequence are added again using the DNA synthesizer. 
 

The pyrene group of the new compound is located outside the base stack of a DNA duplex. In 

contrast to the Py-dU system previously described, the pyrene moiety is linked covalently to 

the uracil via an acetylene bridge. Thus, the distance between the pyrene group and the bases 

next to the uracil can be expected to be too large and too rigid for direct stacking interactions. 

Furthermore, it should not significantly interfere with the structure and stability of the duplex.  

Absorption spectra were recorded for the single stranded Py-≡-dU-labeled oligonucleotides in 

buffer and in DMSO (Figure 7-3). The spectra show two absorption maxima of the Py-≡-dU 

unit that are significantly red-shifted (378 and 402 nm) compared to the absorption of pyrene 

or the Py-dU group (~ 340 nm).  

 



7 Reductive Electron Transfer Studied with Py-≡-dU 
______________________________________________________________________________________________________ 

119

     

 

Figure 7-3. Absorption spectra of the pyrene-labeled DNA sequences in DMSO, normalized to the 
absorption at 398 nm (top), and in 10 mM Na-Pi buffer, pH 7.0 normalized, to the absorption at 
402 nm (bottom).  
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DMSO is known to disrupt the secondary structure of nucleic acids.[286] Therefore UV/Vis 

spectra in DMSO were recorded to test the influence of base stacking on the Py-≡-dU 

absorption and to get an estimation of the extinction coefficient of Py-≡-dU at 260 nm to 

enable determination of DNA oligonucleotide concentration by measuring absorption at 

260 nm.[287] Remarkably, in DMSO the absorption spectra of all six oligodeoxynucleotides 

exhibit the same shape and the same absorption maxima (374 and 398 nm, Figure 7-3). This 

provides evidence that in DMSO base-stacking interactions between the Py-≡-dU group and 

the adjacent bases are indeed interrupted, since in aqueous buffer the spectra are significantly 

different (Figure 7-3). 

To find out if incorporation of the Py-≡-dU group perturbs DNA duplex structure, UV melts 

and CD spectra of the duplexes were measured. Determined melting temperatures are reported 

in Table 7-1 and compared with calculated Tm for duplexes containing T instead of the Py-≡-

dU group as a reference. In general, melting temperatures of the Py-≡-dU containing duplexes 

are slightly higher than calculated Tm of reference duplexes. This slight increase of 2 to 3 °C 

can be attributed to the stabilization of DNA by the acetylene group.[84, 85] 

 

Table 7-1. Comparison of measured melting temperatures of DNA duplexes containing Py-≡-dU 
versus calculated Tms of reference duplexes. 

DNA duplex Tm exp [°C] Tm calc [°C] 

P1/C1 52.2 50.6 

P2/C2 52.3 54.9 

P3/C3 56.4 54.9 

P4/C4 55.1 52.7 

P5/C5 56.1 52.7 

P6/C6 53.0 50.6 

 

 

CD spectra recorded for all six duplexes confirmed B-form DNA structure. No Cotton effect 

was observed in the absorption range of the Py-≡-dU unit (330 to 420 nm) (Figure 7-4), 

providing evidence that the pyrene moiety is not stacked within the duplex. 
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Figure 7-4. CD spectra of the six DNA duplexes (2.5 µM) in 10 mM NaPi buffer pH 7.0. All spectra 
are indicative for B-form DNA. 
 

In summary, it can be concluded that the stability and structure of the duplexes are not 

significantly perturbed by the incorporation of the nucleotide base analog Py-≡-dU. 

 

 

7.3 Results 

Fluorescence emission spectra were recorded on single stranded DNA samples in buffer with 

identical optical densities at the excitation wavelength of 402 nm, and in DMSO with 

identical optical densities at the excitation wavelength of 398 nm to find out how the flanking 

bases effect the quantum yield of the Py-≡-dU group in duplex DNA.  
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Figure 7-5. Fluorescence emission spectra of single stranded pyrene labeled DNA in DMSO (top) and 
10 mM Na-Pi-buffer, pH 7.0 (bottom). 

 

The emission intensities of the single strands in DMSO are virtually identical, whereas the 

fluorescence signals in buffer are significantly different (Figure 7-5), confirming again that 

stacking is interrupted in DMSO. However, there is one major exception: the DNA sequence 

P2 with two gunanines flanking the Py-≡-dU group shows a substantially quenched 
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fluorescence signal in DMSO. This observation can be explained by the reports of Saito et 

al.[288, 289] who used cyanobenzochinone-modified uridines as hole donors for the 

investigation of DNA-mediated HT. They found that a G located on the complementary 

strand one base pair away from the modified U can act as a  very efficient hole acceptor. 

Consequently, it can be assumed that a hole transfer process occurs here, too. 

 

Figure 7-6. Absorption spectra of the six DNA duplexes (2.5 µM) in 10 mM Na-Pi buffer, pH 7.0, 
recorded at room temperature, with an excitation wavelength of 402 nm. 

 

Subsequently, absorption and fluorescence emission spectra were measured for all DNA 

duplexes in buffer. Absorption spectra of duplexes with identical concentration show two 

major maxima of Py-≡-dU absorption with slightly varying peak positions and intensities 

(Figure 7-6). Fluorescence emission spectra were recorded at an excitation wavelength of 

402 nm and are shown in Figure 7-7. It is important to compare the fluorescence spectra of 

the single strands in DMSO, where base-stacking is interrupted, with the spectra of the double 

strands in buffer solution. One can clearly see that, contrary to the measurements in DMSO, 

in aqueous buffer the emission intensities of the duplexes vary significantly depending on the 

bases flanking the Py-≡-dU and decrease in the following order: P1/C1 > P4/C4 ~ P3/C3 > 

P5/C5 ~ P6/C6 > P2/C2.  
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Figure 7-7. Fluorescence emission spectra of DNA duplexes (2.5 µM) in 10 mM Na-Pi-buffer, pH 7.0, 
recorded with an excitation wavelength of 402 nm and normalized to the absorbance at 402 nm. 
 

Despite the uncertainty related to irreversible electrochemistry, the following trend for the 

reducibility of the nucleobases was established: T,U ≈ C >> A > G.[134] With respect to this 

trend, it can be expected that the U radical anion which is formed upon photoexcitation and 

subsequent intramolecular ET in the Py-≡-dU group should only be able to reduce adjacent 

pyrimidine bases, C or T (Figure 7-8). 

In fact, the quantum yields follow the trend of the reducibility of nucleobases, except for the 

strand where G is located next to the Py-≡-dU group. As discussed for the comparably low 

emission of the corresponding single strand in DMSO, it is proposed that a hole is injected 

into G in this system, as suggested by the experiments by Saito et al.[288, 290], which results in 

the lower fluorescence intensity. 

 In duplex P1/C1, an ET from the Py-≡-dU group to the adjacent A is not expected because of 

thermodynamic reasons. In contrast, a significant quenching of the emission can be observed, 

when a T or C is placed adjacent to the Py-≡-dU group, as it is the case, for example, in 

P6/C6. This observation can be attributed to a base-to-base ET from the Py-≡-dU group to 

adjacent pyrimidines (Figure 7-8). 
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Based on the presented experiments one can conclude that Py-≡-dU is a very promising tool 

to study ET through DNA. It is able to inject an electron into the base stack, while 

simultaneously acting as a spectroscopic label to enable observation of the processes. Time-

resolved experiments are currently performed in the group of Dr. T. Fiebig to study the 

dynamics of the electron injection and the base-to-base ET. 
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Figure 7-8. Reductive ET in pyrenylethynyl-modified DNA duplexes: Excitation of the Py-≡-dU 
group at 402 nm results in an ET yielding the Py•+-≡-dU•- biradical, which is in equilibrium with the 
excited Py*-≡-dU. If ET to the adjacent DNA bases occurs as an alternative pathway, quenching of the 
Py* emission is observed. 
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8 Summary 
 

In the presented thesis the fluorescent nucleoside base analogs 2-aminopurine and 5-(1-

pyrenylethynyl)-2'-deoxyuridine were used to study the structure and dynamics of nucleic 

acids, their interactions and electronic properties. 

The method of studying RNA loop-loop kissing interactions using fluorescence spectroscopy 

was validated by incorporating 2-AP into the loops of RNA hairpins taken from the intensely 

investigated ColE1 plasmid replication system. By observing changes in the 2-AP 

fluorescence it was possible to determine equilibrium binding constants as well as on- and 

off-rates for kissing complex formation and a binding constant for the auxiliary protein Rom 

binding to the kissing complex. These results are in agreement with previous studies using 

other methods, hence, the fluorescence assay is validated. An advantage of the fluorescence 

spectroscopy in comparison to other applied methods, like native gel electrophoresis and filter 

binding assays, is the real-time kinetic resolution and the native like solution conditions. 

Thus, it was possible to derive a two-step binding model for the RNA loop-loop complex 

formation of R1 and R2 from the results of the kinetic studies. Additionally, the stringent 

divalent metal ion requirement for RNA loop-loop kissing complex formation could be 

studied in detail and apparent binding constants for the metal ions to the complex could be 

determined. The observed correlation of apparent metal ion binding constants with ionic 

radius and Lewis acidity lead to the conclusion that in the RNA complex there must be a 

structurally limited though somewhat flexible binding pocket for the divalent metal ions, 

since larger, more basic cations showed a weaker apparent binding constant than smaller, 

more acidic metals. 

Transferring the experience with the now validated method to a new framework, a new RNA 

antisense system was investigated, namely the dimerization initiation site of HIV-1. With 

specifically designed heterodimeric samples the equilibrium binding constants, on- and off-

rates of the kissing complex and the conversion to the extended mature duplex with the aid of 

the nucleocapsid protein could be investigated. In contrast to the bacterial system, the DIS 

hairpins were able to form a loop-loop kissing complex in the presence of divalent and 

monovalent cations or at millimolar concentrations, whereby the latter complexes have been 

found to be metastable and capable of spontaneously converting to the mature duplex form at 

an appreciable rate over time. Most importantly, based on these results the pathway of 

extended duplex formation was unequivocally confirmed, which proceeds from kissing 
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complex to mature duplex via a strand exchange, and the role of NCp7 in this structural 

isomerization was proposed to be the temporal control of the process. 

After using changes in 2-AP fluorescence for the study of macromolecular interactions, it was 

reasonable to investigate the processes in more detail that can cause the observed fluorescence 

changes. Thus, the focus was shifted to the investigation of the electronic properties of 2-AP 

in DNA. Initially, the fate of the excitation energy of 2-AP was studied, and it was found that 

2-AP can form excimers and exciplexes. A significant ground-state interaction of 2-AP and its 

neighboring bases was detected. This result can also be transferred to the stacking interactions 

of natural nucleic acid bases. Dynamic investigations revealed that stacking and destacking in 

DNA duplexes occur on the order of 5 ps. 

Subsequently, the influence of neighboring bases on the fluorescence quenching by charge 

transfer was studied using dinucleotides composed of all natural DNA bases and inosine next 

to 2-AP. It was found that fluorescence intensities of these dinucleotides follow neither the 

trend for oxidizability nor reducibility of nucleobases and thus, photoexcited 2-AP is able to 

undergo both hole and electron transfer. It can be concluded that such charge transfer 

processes cause the quenching of the excited 2-AP within DNA or RNA. 

Oxidative hole transfer has been studied extensively in the past decades, but very little is 

known about the mechanism of reductive electron transfer in DNA. Since 2-AP shows a 

behavior too complex to utilize for systematic studies, the reductive electron transfer 

properties were investigated in model DNA duplexes using a new fluorescent nucleside 

analog, Py-≡-dU. A new and improved synthetic method combining standard automated DNA 

synthesis and a Sonogashira-type cross coupling reaction on the solid phase was developed 

for the modification of DNA with the Py-≡-dU unit. Py-≡-dU was found to be a very 

promising electron injector, and it is proposed that charge can be transferred to adjacent C and 

T bases. 

In summary, these results impressively demonstrate the wide range of questions that can be 

addressed using fluorescence spectroscopy. 
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9 Materials and Methods 

9.1 Materials 

Unless otherwise noted, all chemicals and reagents were purchased from Sigma, J. T. Baker, 

Life Technologies, ICN or Fluka, as ultra pure or ACS reagents. Distilled and deionized water 

(ddH2O) was taken from a millipore unit, and if used for solutions of pure RNA it was either 

sterilized by autoclaving or treated with 0.01 % DEPC. 

 

9.2 Frequently Used Buffers 

1xTBM: 90 mM Tris, 90 mM boric acid, 1 mM MgCl2 

1xTBCa: 90 mM Tris, 90 mM boric acid, 1 mM CaCl 

1/2xTBE: 45 mM Tris, 45 mM boric acid, 1 mM EDTA 

standard buffer for RNA: 1 mM cacodylic acid, pH 6.5, 25 mM NaCl 

standard buffer for DNA: 10 mM sodium phosphate (Na-Pi), pH 7.0 

 

9.3 General Work Procedures 

9.3.1 Denaturing Polyacrylamide Gel Electrophoresis (PAGE) 

For denaturing minigels approximately 15 ml 20 % acrylamide (19:1 acrylamide: 

bisacrylamide) with 8 M urea and 1/2xTBE was mixed with 15 µl TEMED and 150 µl 10 % 

(w/v) APS to induce polymerization. After polymerization, gels were prerun in 1/2xTBE at 

room temperature (R.T.) at 10 W in a Hoefer Minigel apparatus. Samples were prepared with 

equal volumes of RNA or DNA  solution and formamide and 1 µl of 1% (w/v) bromophenol 

blue solution, and  heated to 90 °C for 1 min before loading samples on the gel. Gels were run 

at 10 W for approximately 45 min, and nucleic acids were visualized by ethidium bromide 

staining.  

For preparative scale denaturing PAGE, 100 ml 20 % acrylamide (19:1) with 8 M urea and 

1/2x TBE was mixed with 80 µl TEMED and 800 µl 10 % (w/v) APS to induce 

polymerization. After polymerization, gels were prerun in 1/2xTBE at R.T. at 40 W for about 

15 to 30 min. Then wells were cleared from excess acrylamide and urea and samples from a 
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10 ml transcription reaction or a 1 µmole chemical synthesis was mixed with an equal volume 

of formamide and 1 µl of 10 % (w/v) bromophenol blue, denatured by heating to 90 °C for 

1 min, loaded on the gel and run at 45 W for several hours. Nucleic acids were visualized by 

UV shadowing, and appropriate bands were cut out of the gel and stored at -20 °C until 

further treatment. 

 

9.3.2 Native Polyacrylamide Gel Electrophoresis  

• on RNA: 

For native PAGE on RNA samples, per gel 15 ml of a 15 % acrylamide (75:1 

acrylamide:bisacrylamide) solution containing either 1xTBM or 1/2xTBE were mixed with 

15 µl TEMED and 150 µl 10 % (w/v) APS to cast the gels. Polymerized gels were 

preequilibrated for 30 min in the respective running buffer (1xTBM or 1/2xTBE) at 4 °C at 

10 V/cm using a submarine minigel apparatus (BioRad). Then samples were loaded and run at 

4 °C at 10 V/cm until the bromophenol blue reached the bottom of the gel. RNA was 

visualized by ethidium bromide staining. 

In general, samples were prepared with 10 µM RNA hairpin or kissing complex in the 

respective running buffer, and 5 to 10 % loading dye (15 % glycerol, 1 mg/ml bromophenol 

blue in ddH2O) was added before loading. Usually, 10 to 20 µl of the samples were loaded on 

the gels. To assay formation of complexes by R1inv and R2inv hairpins containing 2-

aminopurine, and binding of these complexes by Rom, equal amounts (10 µM final 

concentration) of the complementary hairpins were mixed and incubated in 1xTBM for 5 to 

10 min either with or without Rom in 5-fold excess. Before loading the samples on the gel, 5 

to 10 % of loading dye was added, and 50 µL of samples were loaded. Samples were 

visualized by ethidium bromide staining. 

 

• on DNA: 

For native PAGE on DNA, 15 ml of a 15 % acrylamide (75:1 acrylamide:bisacrylamide) 

solution containing either 1xTBCa or 1/2xTBE were mixed with 15 µl TEMED and 150 µl 

10 % (w/v) APS to cast the gels. The polymerized gels were preequilibrated for 15 to 30 min 

and run at room temperature at 10 V/cm in a Hoefer mini vertical electrophoresis unit. 

Samples were prepared essentially as with RNA, but at higher concentrations of DNA 

(23 µM). Samples were visualized by ethidium bromide staining or Py-≡-dU fluorescence. 
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9.3.3 High-Performance Liquid Chromatography (HPLC) 

Synthesized DNA was purified by reverse-phase high-performance liquid chromatography 

(RP-HPLC) on a Waters 1525 HPLC system using a 25 cm x 10 mm Supelcosil LC-318 

column (Supelco), preequilibrated with 100 % A (50 mM ammonium acetate buffer, pH 6.5). 

Usually DNA from a 1 µmole synthesis, dissolved in 300 µl ddH2O was injected into the 

column and eluted with a gradient 0-15 % or 0-30 % B (acetonitrile) over 45 min.  

 

9.3.4 Lyophilization 

Aqueous solutions were frozen in dry ice or liquid nitrogen and lyophilized on a Christ 

Alpha-2-4 lyophilizer. 

 

9.3.5 Annealing of RNA or DNA Duplexes 

RNA or DNA duplexes were annealed by heating a solution of a 1:1 mixture of the single 

stranded complementary oligonucleotides to 85 to 90 °C for 5 min and cooling slowly to R. T. 

over a period of two to three hours. 

 

9.3.6 Snap Cooling 

Solutions of DIS RNA oligonucleotides were heated to 90 °C for 1min and quickly cooled on 

dry ice for 20 to 30 sec to force possibly aggregated RNA into monomeric hairpins. 

 

9.3.7 MALDI-TOF Mass Spectroscopy 

High-resolution MALDI-TOF mass spectra of DNA oligonucleotides were measured on a 

Bruker Biflex III spectrometer in a matrix containing 9 parts 50 mg/ml 3-hydroxypicolinic 

acid  in ddH2O:acetonitrile (50:50) and 1 part 50 mg/ml diammonium citrate in ddH2O at a 

DNA concentration of 10 to 50 µM in linear negative mode. 

 

9.3.8 UV/Vis Spectroscopy 

Absorption spectra of RNA and DNA samples were  measured on a Cary 50, Cary 100 or 

Cary 300 spectrophotometer (Varian Instruments, Palo Alto, CA) in ddH2O, buffer or DMSO 

in 1 cm path length quartz cuvettes.  

 



9 Materials and Methods 
______________________________________________________________________________________________________ 

131

9.3.9 UV Melts 

• on RNA: 

Optical absorbance melting curves for RNA samples were measured on a Cary 300 

spectrophotometer (Varian Instruments, Palo Alto, CA). Samples were prepared in melting 

buffer (10 mM sodium cacodylate, pH 6.5, 50 mM NaCl, 0.1 mM EDTA, with or without 

5 mM MgCl2, degassed by autoclaving or sparging with nitrogen for 15 min), so that the 

initial optical density at 260 nm was approximately 0.55-0.65 in quartz cuvettes with 1 cm 

path length. Temperature was controlled by a Cary temperature control unit, and was 

increased from 10 to 90 °C at a rate of 0.25 °C/min, and absorption at 260 nm was observed 

recording data every 1 °C. At temperatures below room temperature, the sample chamber was 

flushed with nitrogen.  

Melting temperatures were determined by calculating the first derivatives of the melting 

curves and assuming the maximum in the derivative to be the melting temperature. 

 

• on DNA: 

Optical absorbance melting curves were measured on a Cary 100 (Varian). Samples were 

prepared in 10 mM sodium phosphate buffer, pH 7.0 with or without 250 mM NaCl, degassed 

by sparging with nitrogen for 15 min, with sample concentrations of 2.5 µM in 1 cm path 

length quartz cuvettes. Temperature was controlled by a Cary temperature control unit, and 

was increased from 10 to 60 or 90 °C at a heating rate of 0.25 or 1 °C/min for Py-≡-dU  or 

excimer duplexes, respectively, recording absorption at 260 nm every 1 °C. At temperatures 

below room temperature, the sample chamber was flushed with nitrogen. 

Melting temperatures were determined by calculating the first derivatives of the melting 

curves and assuming the maximum in the derivative to be the melting temperature. 

 

9.3.10 Circular Dichroism Spectroscopy (CD) 

CD spectra of DNA samples were recorded on a Jasco J-15 spectropolarimeter with a Jasco 

PTC-150J temperature control unit in a 1cm path length quartz glass cuvette. Samples were 

prepared in 10 mM Na-Pi, pH 7.0 with or without 250 mM NaCl in a total volume of 1 ml. 

Experiments were measured with a step resolution of 0.5 or 1 nm, scan speed of 500 or 

1000 nm/min, and 2 nm bandwidth. Usually five spectra were averaged, and buffer blank 

spectra recorded with the same parameters were subtracted. Sample concentrations were 

10 µM for the dinucleotides and 2.5 µM for all DNA duplexes. For dinucleotides, spectra 
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were recorded from 340 to 185 nm, for excimer samples, from 320 to 185 nm, for Py-≡-dU 

containing samples, the wavelength range was 450 to 200 nm. 

 

9.4 Protein Preparations 

9.4.1 T7 Polymerase 

Affinity-tagged T7 polymerase was expressed and purified following a protocol elaborated by 

T.E. Shrader. Escherichia coli (E. coli) strain BL21 containing the plasmid pT7-911Q were 

plated on Luria agar containing 100 µg/ml ampicillin. 5 ml Luria agar base with 100 µg/ml 

ampicillin were inoculated with a single colony from the plate and incubated at 37 °C 

overnight. Of this starter culture 2 ml were used to inoculate 2 l LB broth with 100 µg/ml 

ampicillin. Cultures were shaken at 37 °C until the absorbance at 600 nm reached 0.4 - 0.6. 

Then cultures were induced for overexpression with 100 µM IPTG (GOLD Biotechnology, 

Inc) and shaken for 3 more hours at 37 °C. Cells were harvested  by centrifugation at 

7000 rpm for 15 min, and cell pellets were stored at -75 °C. The cell pellets were thawed at 

room temperature and resuspended in 25 ml lysis buffer (50 mM Tris, pH 8.0, 100 mM NaCl, 

5 mM BME, 5 % glycerol) containing 1 mM imidazole. Cells were lysed by French pressing 

2 - 3 times at 800 psi. Cell debris was removed from the lysate by centrifugation at 18000xg 

for 30 min. The cleared lysate (25 ml) was bound to 5 ml of Ni-NTA agarose resin (Qiagen) 

(10 ml resin + buffer) by gentle rocking for 30 min at 4 °C. After gently pelleting the resin in 

a clinical centrifuge, and discarding the supernatant, the resin was washed four times with 

35 ml lysis buffer containing 1 mM imidazole, and four times with 35 ml lysis buffer 

containing 10 mM imidazole using batch method. T7 polymerase was eluted by washing the 

resin twice with 10 ml of lysis buffer containing 100 mM imidazole for 5 min at 4 °C. The 

eluted protein was concentrated in a Centriprep 30 concentrator (Millipore) to a concentration 

of approximately 6 mg/ml. Glycerol was added to a final concentration of 25 % and aliquots 

were stored at -20 °C (-75 °C for long term storage). Concentration was determined by 

measuring the absorption at 280 nm using the following relationship:  

Abs 0.1 % (=1 g/l) at 280 nm = 1.344 (assuming all Cysteine residues to be single Cysteins) 

 

9.4.2 Nucleocapsid Protein (NCp7) 

Nucleocapsid protein (NCp7) from HIV-1 was expressed and purified in principle as 

described by Lee et al.[291] E. coli strain BL21(DE3) pLysE containing plasmid pRD2 were 
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plated on ZB[292] + agar (2 g Bacto Tryptone (Difco), 1 g NaCl, 3 g Bacto Agar (Difco) in 

200 ml ddH2O) with 100 µg/ml ampicillin and 34 µg/ml chloramphenicol and incubated 

overnight at 37 °C. 20 ml ZB broth[292] (2 g Bacto Tryptone, 1 g NaCl in 200 ml ddH2O) 

containing 100 µg/ml ampicillin and 34 µg/ml chloramphenicol were inoculated with a single 

colony from the plate and incubated overnight in a shaker at 37 °C. 20 ml of this starter 

culture was used to inoculate 2 l M9ZB broth (20 g Bacto Tryptone, 10 g NaCl in 1.8 l ddH2O 

+ 200 ml M9salts: 2 g NH4Cl, 6 g KH2PO4, 12 g Na2HPO4x7H2O, 200 ml ddH2O + 2 ml 1 M 

MgSO4 + 40 ml 20 % glucose + 1 ml 0.2 M ZnCl2) containing 100 µg/ml ampicillin and 

34 µg/ml chloramphenicol, which was grown to an absorbance at 600 nm of 0.5 - 0.6, before 

it was induced with 1 mM IPTG. After three hours cells were harvested by centrifugation at 

8000 rpm for 15 min. Cell pellet was resuspended in 30 ml lysis buffer (50 mM Tris, pH 8.0, 

10 %  (v/v) glycerol,  0.1 M NaCl,  0.1 mM ZnCl2,  5 mM DTT,  2 mM EDTA) and stored at 

–70 °C. For lysis cells were thawed in ice-water, and 172 µl of 10 mM PMSF, 30 µl of 

1 mg/ml pepstatin A, and 2.1 ml of 1 % (w/v) sodium deoxycholate were added, and cells 

were sonicated with 5 bursts of 20 seconds to reduce viscosity. Nucleic acids were 

precipitated by adding 4 % PEI, pH 7.9 dropwise to a final concentration of 0.4 %, and stirred 

for 15 min. The precipitate was pelleted by centrifugation at 23000xg for 30 min at 4 °C. The 

supernatant was collected, filtered (0.45 µm) and loaded at 1 ml/min onto a 20 ml Q-

Sepharose and a 20 ml SP-Sepharose column connected in series and previously equilibrated 

with 200 ml of buffer A (50 mM Tris, pH 8.0, 10 % glycerol, 0.1 M NaCl, 0.1 mM ZnCl2, 

10 mM BME). The columns were washed with 60 ml buffer A, then the Q-Sepharose column 

was detached, and the SP-Sepharose column was washed with another 1.5 column volumes of 

buffer A. The protein was eluted with a ten column volume linear gradient from 40 % to 50 % 

buffer B (50 mM Tris, pH 8.0, 10 % glycerol, 1 M NaCl, 0.1 mM ZnCl2, 10 mM BME). Then 

the protein was loaded (2 ml at a time, 11 shots) at a flow rate of 6 ml/min on a 60 cm x 

21.5 mm TSK-GEL sizing column (Toso Haas), previously preequilibrated with two column 

volumes of buffer C (50 mM Tris, pH 7.0, 10 % glycerol, 0.1 M NaCl, 0.1 mM ZnCl2, 10 mM 

BME). Collected protein fractions (about 160 ml) were concentrated using the SP-Sepharose 

column: the protein was loaded at 1 ml/min onto the column, which had previously been 

equilibrated with buffer C, and eluted with 50 % buffer B. The eluted protein (about 35 ml) 

was further concentrated down to 2-3 ml using centriprep 3 concentrators (Amicon), and was 

then dialyzed with a microdialysis chamber (Pierce Microsystems, Rockford, IL) into the 

storage buffer (25 mM sodium acetate, pH 6.5, 25 mM NaCl, 0.1 mM ZnCl2, 0.1 mM BME, 

deoxygenated by sparging with nitrogen for 15 min), and stored at 4 °C. Concentration was 
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determined by measuring absorption using an extinction coefficient of 6.41 mM-1cm-1 at 

280 nm. 

 

9.5 Oligonucleotide Preparations 

9.5.1 RNA Transcription and Purification 

All unlabeled RNA hairpins (except DIS junction mutants) were synthesized by in vitro T7 

polymerase run-off transcription using synthetic DNA oligonucleotide templates according to 

the method of Milligan and Uhlenbeck,[192, 293] after optimizing the reaction conditions, 

especially Mg2+ concentrations, in mini test reactions. DNA templates for R1inv and R2inv 

were purchased from Integrated DNA Technologies (Coralville, IA). All other DNA 

templates and primers were synthesized chemically on an Applied Biosystems 390 

synthesizer (Perkin-Elmer, Forest City, CA) using standard phosphoramidite chemistry, and 

purified by preparative-scale denaturing PAGE. Nucleoside phophoramidites and controlled 

pore glass (CPG) columns were purchased from Glen Research (Sterling, VA). 

In short, usually 10  ml transcription reactions were performed with reaction conditions as 

follows: 40 mM Tris, pH 8.3, 5 mM DTT, 0.01 % Triton X-100, 1 mM spermidine, 5 % (w/v) 

PEG-8000, 25 - 35 mM MgCl2 (optimized for each template), 200 nM annealed template 

(primer and bottom strand), 4 mM each NTP (Pharmacia), 0.1 mg/ml T7 polymerase. The 

reaction mixture was incubated at 37 °C for at least 8 h or overnight. The reaction was 

stopped by adding the same concentration of EDTA, pH 8.0 as was Mg2+ in the reaction. 

RNA was precipitated with 1/10 volume 3 M sodium acetate, pH 5.5 and 3 volumes ethanol 

(200 proof) at -20 °C for at least 8 h or overnight. Precipitate was pelleted by centrifugation 

and supernatant discarded. Pellet was dried in vacuo, resuspended in ddH2O and desalted by 

dialysis. 

2-aminopurine 2’-O-methyl riboside containing RNA oligonucleotides (R1inv-9ap, R2inv-

8ap, R2inv-3ap, DIS24GA-12ap, DIS24GA-4ap, DIS24GA(A9C)-12ap, DIS24GA(A9C)-

4ap, DIS24GA(G10C)-12ap, DIS24GA(G10C)-4ap) and unlabeled DIS junction mutants 

were synthesized on an Applied Biosystems 390 synthesizer (Perkin-Elmer, Forest City, CA) 

using standard phosphoramidite chemistry.[294, 295]  Nucleoside phosphoramidites and CPG 

columns were purchased from Glen Research (Sterling, VA).  Post-synthesis base 

deprotection of the RNA oligonucleotides was carried out for 3 hours at 55 °C using a 3:1 

mixture (v/v) of ammonia:methanol. The RNA oligonucleotides were then dried under 
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nitrogen, resuspended in 1 M solution TBAF in THF and stirred for 24 hours at room 

temperature for desilylation. Then, THF was evaporated under nitrogen, and the remaining 

solution desalted by dialysis. 

All RNA oligonucleotides were purified using preparative-scale denaturing PAGE and 

recovered by electrophoretic elution using an electrophoresis chamber from Schleicher and 

Schuell.  Eluted RNA was lyophilized to dryness, resuspended in 200 µl DEPC treated ddH2O 

and desalted and exchanged into standard buffer (1 mM cacodylate [pH=6.5], 25 mM NaCl) 

by dialysis using a microdialysis system (Pierce Instruments, Rockford, IL). RNA 

concentrations were determined by measuring the absorption at 260 nm using extinction 

coefficients calculated by the biopolymer calculator of the Schepartz Laboratory at Yale 

University (URL: http://paris.chem.yale.edu/extinct.html). 

 

9.5.2 DNA Synthesis and Purification 

Unlabeled and 2-AP containing DNA oligonucleotides were synthesized on an Applied 

Biosystems Expedite 8909 synthesizer using standard solid phase protocols and deprotecting 

the 5'-OH. Phosphoramidites and CPG columns (1 µmol, 500 or 1000 Å) were purchased 

from ABI or Glen Research, synthesizer chemicals and reagents from ABI. CPG beads were 

transfered to eppendorff caps, and oligonucleotides were deprotected and cleaved off the CPG 

by treatment with 700 µl 25 % NH3 at 60 °C for 10 h. DNA was dried, resuspended in 300 µl 

ddH2O and purified by RP-HPLC using a gradient of 0-15 % acetonitrile over 45 min. Eluted 

DNA was lyophilized to dryness and resuspended in 100 µl ddH2O.  

Concentration of oligodeoxynucleotides was determined by measuring their absorption at 

260 nm for unlabeled oligonucleotides, A1 and A2 and at 305 nm for 2-AP containing 

dinucleotides using extinction coefficients as follows: 

A1: ε260 = 119.86 mM-1cm-1  

A2: ε260 = 119.86 mM-1cm-1  

C1: ε260 = 185.2 mM-1cm-1  

C2: ε260 = 182.5 mM-1cm-1  

C3: ε260 = 190.4 mM-1cm-1  

C4: ε260 = 193.8 mM-1cm-1  

C5: ε260 = 193.8 mM-1cm-1 

C6: ε260 = 197.1 mM-1cm-1  
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dinucleotides ApX (with X = A, T, C, G, or I): ε305 = 7.2 mM-1cm-1[45]. Extinction coefficients 

for A1, A2, and C1 through C6 were calculated using pairwise extinction coefficients as 

described in Puglisi and Tinoco.[296] 

 

9.5.3 5-(1-pyrenylethynyl)-2'-deoxyuridine Containing DNA: Synthesis 
and Purification 

DNA oligonucleotides containing 5-(1-pyrenylethynyl)-2'-deoxyuridine (Py-≡-dU) were 

synthesized analogous to the protocol of Khan and Grinstaff,[285] where the ethynylpyrene 

moiety is attached off the synthesizer to a 2'-deoxy-5-iodouridine (5-I-dU), incorporated into 

a chemically synthesized DNA oligonucleotide, by a Pd(0) Sonogashira cross-coupling 

reaction.  

All solid-phase syntheses were performed on a commercial ABI Expedite 8909 synthesizer 

using standard automated DNA synthesis protocols (1 µmol). Phosphoramidites and CPGs 

were purchased from Glen Research, all other synthesizer chemicals from ABI. In detail, 

solid-phase synthesis was performed in such a manner that the sequence was stopped after the 

incorporation of 5'-DMT-3'-cyanoethyl-N,N'-diisopropyl phosphoramidite-2'-deoxy-5-

iodouridine (5-I-dU), without deprotecting the 5'-hydroxyl or cleaving the oligonucleotide 

from the resin. The column was subsequently removed from the synthesizer and dried in 

vacuo. Then the column was attached to a syringe and the reaction solution consisting of 

60 µmol ethynylpyrene, 30 µmol Pd(Ph3P)4 and 30 µmol CuI in 0.5 ml dry DMF:TEA 

(3.5:1.5) was injected into the column and into another syringe, attached to the other end of 

the column. The reaction solution was moved back and forth between the two syringes 

through the column several times to ensure even distribution of reaction solution. After a 

coupling time of three hours at R. T., the reaction solution was discarded, the column washed 

with 10 ml DMF:TEA (9:1) and 40 ml dry acetonitrile, dried in vacuo, and reinstalled on the 

synthesizer. Solid-phase synthesis was resumed, and additional DNA bases were added. 

Deprotection, cleavage from resin and purification by HPLC was performed as described 

above, but the gradient for HPLC purification was run from 0-30 % acetonitrile in 45 min. 

Concentrations of oligodeoxynucleotides containing Py-≡-dU were determined by measuring 

their absorption at 260 nm using the following extinction coefficients: 

P1: ε260 = 219.3 mM-1cm-1    

P2: ε260 = 212.6 mM-1cm-1 

P3: ε260 = 204.7 mM-1cm-1 
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P4: ε260 = 206.0 mM-1cm-1 

P5: ε260 = 206.0 mM-1cm-1 

P6: ε260 = 207.4 mM-1cm-1 

Extinction coefficients were determined by measuring absorption of P1 through P6 at 260 nm 

and 392 nm in DMSO to interrupt base stacking[286] and therefore allow estimation of the 

extinction coefficient of Py-≡-dU at 260 nm, which was calculated according to the following 

equation:[287] 

 

ε260(Py-≡-dU) = ε392(Py-≡-dU) * A260(Pn) / A392 (Pn) - ε260(DNAn)                      (9.1) 

 

where ε260(Py-≡-dU) is the extinction coefficient of Py-≡-dU at 260 nm, ε392(Py-≡-dU) is the 

extinction coefficient of Py-≡-dU at 392 nm, A260(Pn) is the absorbance at 260 nm of a 

pyrenylethynyl-modified DNA strand Pn (n = 1 - 6), A392 (Pn) is the absorbance at 392 nm of 

the same pyrenylethynyl-modified DNA strand Pn (n = 1 - 6), and ε260(DNAn) is the extinction 

coefficient of the unmodified DNAn. With an ε392(Py-≡-dU) = 42 mM-1cm-1[284] the resulting 

ε260(Py-≡-dU) was calculated to be 40 mM-1cm-1, which could then be used to calculate the 

ε260(Pn). 

Masses of DNA strands P1 to P6 were determined by MALDI-TOF mass spectroscopy to 

confirm correct sequence and incorporation of Py-≡-dU. Results are shown in Table 9-1. 

 

Table 9-1. Calculated and experimentally determined masses of pyrenyethynyl-modified DNA strands 
P1 to P6. 

DNA strand calculated mass measured mass 

P1 6022 6025 

P2 6054 6054 

P3 5974 5976 

P4 5989 5989 

P5 5989 5989 

P6 6004 6004 
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9.6 Fluorescence Experiments 

9.6.1 Fluorescence Experiments on RNA 

• ColE1 samples R1inv and R2inv 

Steady State Fluorescence Measurements of RNA Loop-Loop Complex Formation and Rom 

Binding.  The fluorescence of RNA oligonucleotide samples selectively labeled with 2-

aminopurine was measured at 25 °C on a SPEX Fluoromax-2 spectrofluorometer (Instruments 

SA, Edison, NJ) using a 0.3 cm square cuvette in 150 µl of standard buffer solution (25 mM 

NaCl and 1 mM cacodylate [pH 6.5]) with 5 mM MgCl2 added. Emission spectra were 

recorded over the wavelength range of 330 to 450 nm with an excitation wavelength of 

310 nm. The spectral band pass was 5 nm for spectra collected at 100 nM RNA 

concentrations and 7 nm for spectra collected at 25 nM RNA concentration.   

The equilibrium dissociation constant for RNA loop-loop kissing formation was determined 

by following the decrease in fluorescence (F) at 371 nm as a fixed concentration (25 or 

100 nM) of the fluorescent RNA hairpin was titrated with increasing amounts of its unlabeled 

complement. Approximately 10 points were recorded for every titration experiment in a range 

from zero to twice the starting concentration of the labeled hairpin. The RNA-RNA binding in 

each case was fitted using a single site equilibrium binding equation:  

            

(9.2)                                      F   } )ap]-[R4[R](b-}{bap]-[R * }/2F{{FF 0tottot
2

totf0 +−−−=  

             b = Kd + [R]tot + [R-ap]tot 

 

where Fo and Ff are the initial and final fluorescence intensities, respectively, [R-ap]tot is the 

total concentration of the 2-AP labeled RNA hairpin, and [R]tot is the total concentration of 

the unlabeled complementary RNA hairpin. 

To determine apparent binding constants for divalent metal ions binding to the RNA inverted 

loop-loop complex the decrease in fluorescence at 371 nm was monitored as a fixed 

concentration of R1inv-9ap and R2inv, mixed in 1:1 stoichiometry in standard buffer, was 

titrated with increasing amounts of the divalent metal ion. Metal binding, which induces RNA 

complex formation, was monitored indirectly by measuring 2-AP quenching associated with 

RNA loop-loop complex formation and fit using equation 9.3, which describes a single class 

of metal binding site(s). 
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(9.3)                   F   } )9ap]-[R1inv]4[M(b-}{b9ap]-[R1inv*}/2F{F{F 0tottot
22

totf0 +−−−= +

 

b = Kapp + [M2+]tot + [R1inv-9ap]tot 

 

where Fo and Ff are the initial and final fluorescence intensities, respectively, [R1inv-9ap]tot is 

the total R1inv-9ap concentration, which represents the total RNA complex concentration, 

and [M2+]tot is the total concentration of divalent metal ion. 

 

The dissociation of the loop-loop complex was measured at 25 and 35 °C by following the 

increase in 2-AP fluorescence of either R2inv-8ap • R1inv or R1inv-9ap• R2inv as the RNA 

complex dissociates. The reaction was carried out in standard buffer solution with 5 mM 

MgCl2 and made irreversible by trapping either the free R1inv or R2inv, respectively, with a 

20-fold excess of unlabeled complementary RNA hairpin added manually, thereby preventing 

rebinding of the dissociated hairpin to the 2-AP labeled complement.  The time course was 

fitted using first order rate, Ft = F1[1-exp(–k1 t)] + C, where k1 is the observed off-rate for the 

complex. 

The equilibrium dissociation constant KD for Rom binding to the R1inv•R2inv loop-loop 

complex was determined by following the decrease in fluorescence at 371 nm as a fixed 

concentration of R1inv-9ap and R2inv, mixed in 1:1 stoichiometry in standard buffer 

containing 30 mM SrCl2, was titrated with Rom. At this concentration of SrCl2, 100 % RNA 

loop-loop complex was observed so that the binding data could be fitted using a single-site 

binding mode for Rom according to equation 9.4: 

 

(9.4)              F  } )9ap]-R1[R24[Rom](b-}{b9ap]-R1[R2*}/2F{F{F 0tottot
2

totf0 +•−•−−=
 

b = Kd + [Rom]tot + [R2• R1-9ap]tot 

 

where Fo and Ff are the initial and final fluorescence intensities, respectively, [R2• R1-9ap]tot 

is the total R2inv• R1inv-9ap concentration, and [Rom]tot is the total concentration of Rom 

protein.   

Rom contains no tryptophan residues, therefore no correction had to be applied to remove a 

fluorescence contribution from the protein.   
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All emission spectra were corrected for Raman signals from buffer blanks. 

 

Stopped-flow Measurement of Binding Kinetics.  To determine the association rates of RNA 

loop-loop complex formation, stopped-flow fluorescence experiments were performed at 

25 °C in standard buffer solution with 5 mM MgCl2 using a Stopped-Flow device from 

Applied Photophysics (Surray, UK) in the two-syringe mode (dead time = 1.1 ms). In these 

experiments, the 2-AP containing RNA was excited at 310 nm, and the fluorescence was 

monitored using a 335 nm cut-off filter.   

The kinetics of RNA complex formation was followed using pseudo-first order conditions, 

where the unlabeled hairpin was present at concentrations 20-fold greater than the labeled 

one. The time course of the decrease in 2-AP fluorescence (Ft) as a result of loop-loop 

complex formation showed two kinetic phases which suggests a two-step binding mechanism, 

and was fit to the double exponential expression, Ft = F1 exp –k1 t + F2 exp –k2 t + C where 

F1, F2 and k1, k2 are the amplitudes and rate constants for the first and second kinetic phases, 

respectively, and C is a constant offset.   

In experiments using R1inv-9ap as the labeled hairpin and R2inv in concentrations ranging 

from 5- to 25-fold R1inv-9ap concentration, one kinetic phase is found to be linearly 

dependent on complementary unlabeled RNA hairpin concentration, while a second phase 

follows approximately a hyperbolic dependence on unlabeled RNA hairpin concentration.  

The concentration dependence of the observed rates of binding was fit using the simple two-

step binding mechanism of equation 9.5:                      

 

      

 
R1inv  +  R2inv               R1inv•R2inv                 R1inv•R2inv*                          (9.5)

k 1 

k -1 

k2

k-2  
 

The concentration dependent rates of the reaction, showing linear and hyperbolic dependent 

curves, were fitted using the program KaleidaGraph (Synergy Software). The linearly 

dependent rate was fit to the equation kobs = k1[R2inv] + (k-1 + k2 + k-2),  with the slope 

defining the second order rate constant and the intercept giving an estimate of the overall 

dissociation rates, k-1 + k2 + k-2.  The maximal rate (kmax = k2 + k-2) was estimated from the 

maximum of the hyperbolic dependent rate.  Since (k-1 + k-2 ) << k2, k2 was estimated by 

assuming k-1 and k-2 were equal to zero in these equations.  Due to the extremely slow rates 

(estimated to be less than 10-2 s-1), k-1 and k-2 could not be determined explicitly from fitting 

the curves. However, using the measured koff, the product k-2k-1 could be determined from the 
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simplified equation (k-2k-1)/k2 and the equilibrium constant KD
calc was calculated using k2, k1 

and k-2k-1.    

 

• HIV-1 DIS samples 

Steady State Fluorescence Measurements of DIS Kissing Dimer Formation and Binding by 

NCp7.  The fluorescence emission spectra of RNA oligonucleotide samples (100 nM) 

selectively labeled with 2-AP were measured at 25 °C on a SPEX Fluoromax-2 

spectrofluorometer (Instruments SA, Edison, NJ) using a 0.3 cm square cuvette in 150 µl of 

standard buffer solution with 5 mM MgCl2. Emission spectra were recorded over the 

wavelength range of 330 to 450 nm with an excitation wavelength of 310 nm and a spectral 

band pass of 5 nm.  

The equilibrium binding constant (KD) for DIS loop-loop kissing dimer formation was 

determined by following the decrease in fluorescence at 371 nm as a fixed concentration of 

the fluorescent DIS24(GA)-12ap was titrated with increasing amounts of either the 

DIS24(UC) or DIS23(HxUC) complement. The RNA-RNA binding in each case was fit using 

the single site equilibrium binding equation. 

0tottot
2

totf0 F   } )[DIS(GA)]4[DIS(UC)](b-}{b[DIS(GA)]*}/2F{{FF +−−−=               (9.6) 

b = Kd + [ DIS(UC)]tot + [ DIS(GA)]tot 

where Fo and Ff are the initial and final fluorescence intensities, respectively, [DIS(GA)]tot is 

the total DIS24(GA)-12ap concentration, and [DIS(UC)]tot is the total concentration of 

DIS24(UC) or DIS24(HxUC).  

The KDs of the junction mutant samples (Figure 4-15) were measured and fit accordingly.  

The dissociation kinetics of the DIS loop-loop kissing dimer was measured by following the 

increase in 2-AP fluorescence of DIS24(GA)-12ap as the DIS24(GA)-12ap•DIS23(HxUC) 

complex dissociates. The reaction was carried out at 35 °C using a DIS kissing dimer 

concentration of 100 nM, in standard buffer solution with 5 mM MgCl2 and made irreversible 

by trapping the free DIS23(HxUC) with a 20-fold excess of unlabeled DIS24(GA) stem-loop 

added manually. For dissociation experiments carried out in the presence of NCp7, the 

DIS24(GA)-12ap•DIS23(HxUC) kissing dimer was preincubated with 500 nM protein.  The 

time course of the dissociation of the DIS kissing dimer was fit using first order rate, Ft = 

F1[1-exp(–k1 t)] + C, where F1 and k1 is the observed amplitude and off-rate, respectively, for 

the complex, and C is a constant offset.   
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The kinetics of RNA-RNA association was followed at 25 °C in standard buffer solution with 

5 mM MgCl2 using pseudo-first order conditions, where DIS23(HxUC) was present at 

concentrations of 20-fold greater than the DIS24(GA)-12ap. A DIS24(GA)-12ap 

concentration of 100 nM was used.  For association experiments carried out in the presence of 

NCp7, the DIS23(HxUC) was preincubated with 500 nM protein and the two macromolecules 

were mixed simultaneously with DIS24(GA)-12ap. The time course of the decrease in 2-AP 

fluorescence (Ft) as a result of loop-loop complex formation was fit using an exponential 

expression, Ft = F1 exp(–k1 t) + C where F1 and k1 are the amplitude and apparent on-rate, 

respectively, for the complex and C is a constant offset.   

To determine apparent binding constants for several mono- and divalent metal ions binding to 

the RNA inverted loop-loop complex the decrease in fluorescence at 371 nm was monitored 

as a fixed concentration of DIS24GA-12ap and DIS23HxUC, mixed in 1:1 stoichiometry in 

standard buffer, was titrated with increasing amounts of the mono- or divalent metal ions. 

Metal binding, which induces RNA complex formation, was monitored indirectly by 

measuring 2-AP quenching associated with RNA loop-loop complex formation and fit using 

equation 9.7, which describes a single class of metal binding site(s). 

 

(9.7)              F   } )12ap]-[DIS244[Me](b-}{b12ap]-[DISGA*}/2F{F{F 0tottot
2

totf0 +−−−=  

 

b = Kapp + [Me]tot + [DIS24-12ap]tot 

 

where Fo and Ff are the initial and final fluorescence intensities, respectively, [DIS24-12ap]tot 

is the total DIS24GA-12ap concentration, which represents the total RNA complex 

concentration, and [Me]tot is the total concentration of mono- or divalent metal ion. 

Binding of NCp7 to the DIS kissing dimer was followed by monitoring the quenching of 

tryptophan (Trp) fluorescence emission as a fixed concentration (250 or 500 nM) of NCp7 

was titrated with increasing amounts of DIS kissing dimers, preformed in standard buffer with 

5 mM MgCl2. Trp fluorescence was measured at 25 °C on the SPEX Fluromax-2 using a 

0.3 cm square cuvette in 150 µl standard buffer with 5 mM MgCl2 and 0.4 % (w/v) freshly 

prepared PEG-20,000 added. Emission spectra were recorded over the wavelength range of 

310 to 450 nm with an excitation wavelength of 295 nm and a spectral band pass of 5 nm. 

NCp7 binding was fit using equation 9.8, assuming two equivalent sites for NCp7 on the DIS 

kissing dimer as follows: 



9 Materials and Methods 
______________________________________________________________________________________________________ 

143

(9.8)              F  } )Kiss] DIS*[2] 4[NCp7(b-}{bKiss] DIS*[2*}/2F{F{F 0tottot
2

totf0 +−−−=
 

b = Kd + [NCp7]tot + [2* Kiss) DIS ]tot 

where Fo and Ff are the initial and final fluorescence intensities, respectively, [DIS Kiss]tot is 

the total DIS(AG)•DIS(UC) complex concentration, and [NCp7]tot is the total concentration of 

NCp7 protein.   

All emission spectra were corrected for Raman signals from buffer blanks. 

 

Kinetic Measurement of NCp7 Catalyzed Structural Isomerization of the DIS dimer.  

Structural isomerization of DIS dimers was measured at 25 or 35 °C using the SPEX 

Fluoromax-2 spectrofluorometer by following the decrease in 2-AP fluorescence emission as 

a 1:1 mixture of DIS24(GA)-4ap and DIS24(UC) in standard buffer or a preformed 

DIS24(GA)-4ap•DIS24(UC) kissing complex in standard buffer containing 5 mM MgCl2 is 

converted to the extended duplex by adding different concentrations of NCp7 or other 

'conversion agents' like NaCl, denatured NCp7, or Rev peptide. To measure the conversion 

rates in the presence of short antisense oligodeoxynucleotides, 100 nM DIS24(GA)-4ap were 

mixed with 1 µM DNA oligo nucleotide in standard buffer with 5 mM MgCl2. After adding a 

mixture of 100 nM DIS24(UC) and 250 nM NCp7 in standard buffer with 5 mM MgCl2, the 

decrease in fluorescence was monitored. Conversion of junction mutants was measured by 

adding 250 nM NCp7 to a preformed kissing complex between a stem-labeled RNA hairpin 

with either the (A1C) or (G2C) mutation and complemenraty unlabeled hairpins with the 

corresponding mutations. The time course of the fluorescence decrease (Ft) as a result of 

extended duplex formation was fit using an exponential expression, Ft = F1 exp(–k1 t) + C 

where F1 and k1 are the amplitude and conversion rate, respectively, for the complex and C is 

a constant offset.  

 

All emission spectra were corrected for Raman signals from buffer blanks. 

 

Error Analysis.  The reported errors are the standard uncertainties of the data from the best-fit 

theoretical curves. This method assumes that the standard uncertainty of the measurement is 

approximated by the standard deviation of the points from the fitted curve.[297] 
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9.6.2 Fluorescence Experiments on DNA 

The fluorescence of DNA oligonucleotide samples was measured at 25 °C on a SPEX 

Fluoromax-3 spectrofluorometer (Instruments SA, Edison, NJ) using a 1 cm path length 

quartz cuvette in 1 or 2 ml of standard buffer solution (10 mM Na-Pi, pH 7.0) with or without 

250 mM NaCl added.   

Emission spectra of excimer samples labeled with 2-AP were measured in 1 ml standard 

buffer at a duplex concentration of 12.5 µM with excitation wavelengths varying from 310 to 

350 nm recording emission over wavelength ranges varying from 330 to 600 nm to 360 to 

600 nm accordingly. The spectral band pass was 2 nm. Excitation spectra were recorded on 

the same samples with emission wavelengths varying from 330 to 470 nm and excitation 

wavelength ranges varying from 250 to 320 nm to 250 to 440 nm, accordingly. 

For dinucleotide samples containing 2-AP emission spectra were recorded in 2 ml standard 

buffer at a DNA concentration of 10 µM over the wavelength range of 330 to 500 nm with an 

excitation wavelength of 310 or 320 nm with a spectral bandpass of 2 nm. Excitation spectra 

on the same samples were recorded with an emission wavelength of 370 nm and an excitation 

wavelength range of 220 to 350 nm. 

The fluorescence of single stranded DNA oligonucleotide samples containing Py-≡-dU was 

measured on the Fluoromax-3 spectrofluorometer in standard buffer using samples with the 

same optical density of approximately 0.02 at the excitation wavelength 402 nm, recording 

emission from 420 to 700 nm, and in DMSO using samples with the same optical density of 

0.04 at the excitation wavelength of 398 nm, recording emission from 415 to 500 nm. The 

spectral bandpass in all experiments was 2 nm. Fluorescence of 2.5 µM duplex DNA was 

measured in 10 mM Na-Pi, pH 7.0 with an excitation wavelength of 378 or 402 nm and an 

emission wavelength range of 400 to 700 nm or 420 to 700 nm, respectively, with a spectral 

band pass of 2 nm.  

All excitation spectra were corrected for the excitation correction file included in the 

instrument software to correct for lamp fluctuations. 

All emission spectra were corrected for Raman signals of buffer blanks. 
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