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ABSTRACT Safety guarantees and regulatory approval for autonomous vehicles remain an ongoing chal-
lenge. In particular, software that is frequently adapted or contains complex, non-transparent components,
such as artificial intelligence, is exceeding the limits of safety standards. This paper presents a detailed
implementation of an online verification module – the Supervisor – that copes with these challenges.
The presented implementation focuses on autonomous race vehicles without loss of generality. Following
an identified holistic list of safety-relevant requirements for a trajectory, metrics are developed to mon-
itor whether the trajectory can safely be executed. To evaluate safety with respect to dynamic objects
in a semi-structured and highly dynamic racing environment, rule-based reachable sets are presented.
As a result, the pure reachable set is further constrained by applicable regulations. Real-time capability
and effectiveness are demonstrated in fault-injected scenario-based tests and on real-world run data. The
implemented Supervisor will be publicly available on GitHub.

INDEX TERMS Autonomous vehicles, formal verification, runtime environment, software safety, vehicle
safety.

I. INTRODUCTION

EVERY year, road traffic accidents claim approximately
1.35 million lives around the world, according to the

World Health Organization (WHO) [1]. Passive safety mech-
anisms and the market introduction of advanced driver
assistance systems (ADAS) have led to a reduction in traffic
deaths [2]. Highly automated driving aims to reduce the traffic
death rate even further, if not guarantee absolute safety.
Since the beginning of this century, the field of

autonomous driving has experienced an increase in interest.
Accordingly, a large number of methods and approaches
has been developed and evaluated [3]. The field of tra-
jectory planning alone includes numerous search-based,
optimization-based and even artificial intelligence (AI)-based
approaches [4], [5], [6]. However, more complex software
(SW) always goes hand in hand with increasing difficulties in
safeguarding and approval. Existing safeguarding procedures
and standards cannot yet map such complex systems,
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especially when online learning methods are involved. As a
consequence, new approval and safeguarding strategies have
to be developed [7], [8]. One promising concept, making it
possible to cope with complex and AI-based algorithms, is
online verification (OV) [8], [9].
In this paper, we present a holistic OV framework for

trajectories of autonomous vehicles (AVs) (Fig. 1). The
implementation focuses on safety guarantees in a semi-
structured environment – i.e., a race track without lane
markings – and high dynamic capabilities of the agents in the
scene. The OV framework is independent of the underlying
trajectory planner and can therefore be used to safeguard
various planning approaches, ranging from classic to AI-
based algorithms. The contributions of this work can be
summarized as follows:

• Structured and holistic (targeting all aspects) OV frame-
work for trajectory planning modules.

• Approach capable of handling a semi-structured envi-
ronment (e.g., wide track with no lane allocation) by
introduction of rule-based reachable sets.
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FIGURE 1. Illustrative sketch. A gray vehicle with its reachable set and a blue
vehicle with three trajectory candidates. Unsafe trajectories (red) are rejected by the
proposed OV framework.

• Method does not build upon moderate dynamics and is
validated with accelerations up to 12m s−2.

• Structured validation including fault-injected simulative
and real-world autonomous race vehicle runs.

We provide an OV framework that can be used to tackle
approval issues when facing complex, frequently changing or
AI-based algorithms. Furthermore, the method can be used to
pinpoint safety issues during the development of a trajectory
planner. Compared to related work, the presented framework
aims – as introduced in [9] – for OV of a holistic list of
properties essential for a safe execution. Besides apparent
aspects of a safe trajectory, such as no collisions with track
boundaries or other traffic participants, the dynamic proper-
ties or safe end states must also be examined. Other than in
related work, the list of monitored entities is elaborated in
a structured way, reducing the risk of neglecting individual
aspects.
Without loss of generality, we show an illustrative imple-

mentation for autonomous race vehicles. These are partic-
ularly suitable because they can be evaluated in a closed
environment without putting humans at risk, and at the same
time be tested at dynamic limits of handling and high speeds.
Existing OV approaches often rely heavily on a structured
environment. For example, public roads are divided into lanes
and allow assumptions to be made about other vehicles, such
as that they will not leave their lanes or will change to
the adjacent lane only (and not beyond). In this work, we
present an approach that copes with a semi-structured envi-
ronment, i.e., a race-track. Here, the agents can choose their
path freely and do not have to adhere to lanes. Furthermore,
vehicles with high acceleration capabilities result in large
reachable sets within a short period of time. By integrating
applicable regulations in reachable sets for each agent, we
obtain rule-based reachable sets. In doing so, we do allow for
interactive situations in semi-structured environments, even
at high acceleration capabilities. The presented framework
is evaluated in simulative scenarios as well as on real-world
race vehicle runs. Adapting the rules allows the approach to
be adapted to road traffic – especially for highways due to
their similar structure.

The remainder of this paper is structured as follows.
Section II covers related work in the field. Preliminaries
on reachable sets and the underlying OV concept are out-
lined in Section III. The developed OV method with all
its subcomponents is outlined in Section IV, details on
the assessment metrics are given in Section V. Section VI
presents evaluation results from simulation and real-world
runs. A discussion and concluding remarks are provided in
Section VII.

II. RELATED WORK
In this section, first of all, relevant standards for safeguard-
ing and release of commercial AVs are outlined and their
limitations highlighted (Section II-A). Subsequently, relevant
work in the field of online monitoring is presented and the
research gap is pointed out (Section II-B).

A. STANDARDS
Since the introduction of electrical and/or electronic (E/E)
systems in commercial vehicles, safeguarding and approval
have become more challenging because of the vulnerable
nature of these systems. In order to guarantee a minimum
level of safety, a homologation – a set of legal requirements
to be verified in tests – must be passed before new vehicles
are introduced to the market. However, since these tests can
only provide spot checks, a comprehensive safety assessment
must be carried out by the original equipment manufacturer
(OEM) within the scope of product liability. This task is
also the key concern of this work, in comparison to the more
political undertaking of homologation. In the automotive
industry, standards have been established to guarantee safe
development and validation. Safety is often interpreted as
three separate fields, each of which is covered by a ded-
icated standard1: Safety of the Intended Functionality
(SOTIF) (ISO/WD PAS 21448 [10]), Functional
Safety (FuSa) (ISO 26262 [11]) and (Cyber)Security
(ISO/SAE AWI 21434 [12]).
In this paper, the focus is on the software aspect within

FuSa and SOTIF. The basics of each of the standards are
summarized in the next two paragraphs, followed by lim-
itations regarding the latest development in the domain of
AVs.
The ISO 26262 (FuSa) is designed in line with the

V-model development principle [13], and therefore supports
the whole development phase including market release and
operation in the light of FuSa. A core principle of the stan-
dard is the principle of defining the risk of a system. The
automotive safety integrity level (ASIL) – ranging from
A to D – serves as risk label for a system component,
deduced from system risk and identified failure modes. Each
level comes with specified safety requirements to be fulfilled
during development.
The ISO 21448 (SOTIF) strives to prove that a target func-

tion is sufficiently safe. This process is not only defined for

1. The listed standards are most common in European countries, other
countries may focus more on other standards, e.g., the UL 4600.
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the final product, but also targets the specification, develop-
ment, verification and validation phase. In order prove this,
the key idea of the standard is an interplay of the four fol-
lowing fields: known safe scenarios (to be maximized during
development), known uncertain scenarios (to be mastered),
unknown safe scenarios (no further measures), and unknown
uncertain scenarios (to be uncovered and moved to any of
the other classes).
With autonomous driving functions becoming more com-

plex and harder to explain by human experts [14] – especially
when building upon AI-based algorithms – the current stan-
dards reach their limits [15], [16], [17], [18]. Two exemplary
issues when the ISO 26262 (FuSa) is applied to projects
including such algorithms are:

• Function Specification not Possible for Training-Based
Algorithms: The behavior of a learning-based method
cannot be specified by the algorithm alone, since
it is substantially shaped by the provided training
data. This data inevitably hosts gaps and it is not
possible to provide a proof of dependable failure
prevention [8], [15].

• Modular and Transparent Properties are Lost: The
ISO 26262 requests a modular, manageable and trans-
parent SW structure. AI-based functions soon become
impossible for human experts to explain and leave the
frame of the standard [8], [19], [20].

Currently, the ISO/WD PAS 21448 (SOTIF) is rather vague
in contrast to ISO 26262, not least due to its relatively
young age and ongoing development, and does not provide
detailed instructions. However, it can already be considered
for AVs (with possibly additional required measures). Thus,
the standard is hard to implement due to a lack of details,
but does not present any explicit problems in its application.
In conclusion, the ISO 26262 reaches it limits when facing

complex or non-transparent SW stacks. As a consequence,
new safeguarding techniques have to be developed. Related
work proposes several approaches to tackle safeguarding
or approval of AV SW. While offline methods (e.g., for-
mal offline approval) cannot cope with continuing learning
during runtime, online monitoring methods are considered
a promising approach [8], [21]. Parallel online monitoring
(also known as doer/checker principle) goes well with the
principles of ASIL-decomposition in the current version of
the ISO 26262 [11], [22]. The following section reviews
existing work in the field of online monitoring.

B. ONLINE MONITORING
Within the domain of online monitoring, we identified two
clusters of approaches. One cluster focuses on online risk
assessment, primarily with stochastic methods, while the
other performs OV with formal methods. The following para-
graphs present exemplary publications in each field and close
with findings as well as gaps in research.
Online risk assessment methods commonly aim to calcu-

late a collision probability. Various approaches have been

evolved. One approach is to determine the most proba-
ble maneuver and set it into relation with the planned
motion of the ego-vehicle [23], [24], [25]. Another group of
authors uses Monte Carlo simulation [26], [27] or Markov
Chains [28], in order to evaluate not only a single most prob-
able motion. However, all approaches in this cluster have
in common that they do rely on stochastic techniques that
hinder approval, in line with safety standards introduced in
Section II-A. Due to this fact, the cluster of OV – elaborated
in the following – seems more promising.
In the cluster of OV, there are a number of approaches

verifying processes with modal logics online. Xu et al. [29]
use spatial logic in order to safeguard motion primitives
at a roundabout. Also, traffic rules have been transcribed
in temporal logics and evaluated online. In this regard,
Esterle et al. [30] applied Linear Temporal Logic (LTL) and
Maierhofer et al. [31] used Metric Temporal Logic (MTL).
This group of methods focuses mainly on the verification of
state transitions and traffic rules, but lacks a holistic view.
Consequently, safety approval does not fall within the scope
of these approaches.
Pek et al. [32] developed a drivability checker that verifies

trajectories within moderate calculation times. However, the
main target is the verification of trajectories with perfect
knowledge about the motion of other vehicles.
Shalev-Shwartz et al. [33] use a formal description of

worst-case maneuvers in lateral and longitudinal directions
to detect unsafe behavior. In order to do so, the ego-vehicle
must at least keep a distance from other vehicles great
enough to cope with sudden brake/steer maneuvers while
incorporating the ego-vehicle’s acceleration potential and
reaction time (calculating a “proper response”). While this
comprehensive approach covers several situations in regular
traffic, the calculated response is not guaranteed to be fea-
sible for every road geometry. Furthermore, this approach
focuses on dynamic collision mitigation and misses the
holistic view required for approval.
A similar underlying idea is used by reachable sets,

which calculate sets of states that a vehicle can reach
in a certain time interval. Several authors [34], [35], [36],
[37], [38], [39] use this approach to formally state whether
planned actions of the ego-vehicle are collision-free. In doing
so, the points in time of the planned ego movement are
checked for overlaps with a corresponding time interval
in the reachable set of other objects. While most of the
approaches focus only on the aspect of dynamic collisions,
missing the holistic view required for safety approval, the
concept of reachable sets seems promising for a formal
safety approval. Basic principles of the concept are revised
in Section III. Individual approaches, and here Pek et al. [37]
should be emphasized, cover further aspects such as dynamic
and kinematic restrictions of the vehicle. Nevertheless, all
of the approaches are missing a structured elaboration of a
holistic list of features needed for safety. Furthermore, the
basic reachable sets shown in the approach strongly limit the
ego-vehicle’s operating range – especially when targeting a
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racing application with a semi-structured environment and
high acceleration capabilities.
The OV approach presented in this paper builds on for-

mal methods – including some of those presented in this
section. In contrast to related work, we combine both, a
detailed implementation of the approach and the considera-
tion of the suitability for approval in the lights of applicable
standards. Existing approaches are extended to cope with
semi-structured environments and a high acceleration range.
In this regard, applicable regulations are represented in the
reachable sets. The presented approach is evaluated on crit-
ical simulative scenarios and real-world runs of a full-scale
race AV.

III. PRELIMINARIES
Following the notation of Pek et al. [32], we define the state
space X ⊂ R

n as the set of possible states ξ and U ⊂ R
m as

the set of admissible control inputs u for the ego-vehicle. The
motion of a vehicle is described by the differential equation

ξ̇ (t) = f (ξ(t), u(t)), (1)

with u([t0, th]) describing an input trajectory covering the
time interval [t0, th], t0 < th and t0 being the initial time.
The solution of (1) at time t ∈ [t0, th] with initial state
ξ(t0) = ξ0 and input trajectory u([t0, th]) is denoted by
χ(t, ξ(t0), u([t0, th])). In line with Pek et al. [32], we
assume that state trajectories ξ([t0, th]) of the ego-vehicle
are provided to our OV module.
The race track is defined by a left Bl and right boundary

Br, each represented by a polyline. Every point p on the
track can be either described by a Cartesian coordinate 〈x, y〉
or within the Frenet-frame 〈s, n〉 – a lane-based coordinate
system in which s describes the arc length along the reference
line of the track and n describes the lateral offset at that point
of the reference line along the normal vector. The track
coordinate for a given state ξ is expressed with the notation
·(ξ), e.g., n(ξ) for the lateral coordinate. Furthermore, we
denote the lateral offset of the left and right boundary to
the reference line at a coordinate s with nBl(s) and nBr(s),
respectively.
The set of states X occupied by a vehicle at a certain state

ξ is indicated by the operator E(ξ) : X → P(R2), where
P(R2) denotes the power set of R

2. The occupation operator
for a set X is defined as E(X ) := {E(ξ)|ξ ∈ X }.
Following Althoff et al. [40], the set of states a vehicle

can reach is called reachable set R ⊆ X . Starting from an
initial set of states R0, the reachable set Re is defined as the
set of states that can be reached by executing any possible
action,

u(t) = [
u1(t) u2(t)

]T
,∀t : u(t) ∈ U ,

where for an AV, u1 describes normalized steering and u2
normalized acceleration:

Re(tf , ξ0,U
)

:= {
χ

(
tf , ξ0, u(·)

)|ξ0 ∈ R0,

∀τ ∈ [
0, tf

]
: u(τ ) ∈ U}

.

Since it is not possible to determine the exact reachable set
Re [41], a spatial over-approximation is commonly used:

R(
tf , ξ0,U

) ⊇ Re(tf , ξ0,U
)
.

All points occupied by the reachable states can be
accessed with the previously defined occupation opera-
tor E(Re(tf , ξ0,U)). Althoff and Magdici [42] provide
a computation-efficient method for the over-approximated
occupation of the reachable set E(R(tf , ξ0,U)), which is,
for convenience, referenced as RE (tf , ξ0,U) in the course
of this work.
In order to establish relations between two sets X1 and

X2, the following set operations are used: X1 ∪ X2 describes
the union of the sets, X1 ∩ X2 denotes the intersection, and
X1 \ X2 := {ξ ∈ X1 : ξ /∈ X2} the set difference.

Temporal relations are formulated in past time linear tem-
poral logic (ptLTL) introduced by Havelund and Roşu [43].
Besides standard propositional operators like ¬ (negation),
∨ (disjunction), and ∧ (conjunction), further operators are
defined2:

⊙
(previously), and Ss (strong since). The seman-

tics of ptLTL specific operators are given in the following. If
t = s1s2 . . . sm is a finite sequence of abstract states si then
ti denotes the trace s1s2 . . . si for each 1 ≤ i ≤ m. Given
F, being a boolean value, variable or an arbitrary number
of atomic propositions, then the semantics of the introduced
operators are:

t |= �F ⇐⇒ t′ |= F, with t′ =
{
tm−1, if m > 1
t, if m = 1

,

t |= F1SsF2 ⇐⇒ (∃j ∈ [1 . .m] tj |= F2
)

∧(∀i ∈ [j . .m] ti |= F1).

IV. METHOD
Given a trajectory planner, which cannot be approved by
conventional methods due to complexity, frequent updates
or online learning, the goal is to develop new methods that
enable approval. In previous work [9], we present a detailed
concept targeting OV of SW components used in AV. In the
following subsections, we briefly revisit the key development
steps (Fig. 2) for a trajectory planner OV module – called
the Supervisor – and give details of selected steps in the
course of this section. Each of the following subsections
covers one of the four (1-4) stages within the Supervisor
(S) framework. Further details on all the individual steps
and additional information can be found in the referenced
publication.

A. REQUIREMENTS (S-1)
In the first stage, requirements for a safe trajectory, as well
as requirements posed on the OV module itself, have to be
defined, based on the superordinate safety goal. Since it is
not possible to avoid all collisions [33], the goal is to avoid
any collision caused by the ego-vehicle in a environment

2. List limited to the operators used in this paper, further operations in
the ptLTL can be found in the referenced source.
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FIGURE 2. Generic method for the development of an OV module. The method is structured into four stages (1-4 – indexed from left to right), each comprising up to three
steps (A, B, C – indexed from top to bottom) [9].

TABLE 1. Identified list of criteria that must hold for a safe trajectory – keys holding
the identifiers for Supervisor (S), first stage (1), step (A) and an incrementing number
(1 - 6) [9].

FIGURE 3. Supervisor architecture for a trajectory OV. The planning module is
assumed to be not approvable by standard methods (not ASIL-capable), but with
insertion of the Supervisor, the overall system can be approved.

governed by rules. To this end, a structured approach should
be pursued to identify a holistic list of criteria for a safe
trajectory. In the aforementioned paper [9], we introduced
one possible approach based on interfaces between SW mod-
ules. Resulting key criteria derived in the referenced work
are listed in Table 1.

B. IMPLEMENTATION (S-2)
The second stage addresses the implementation. First, the
architecture of the OV is defined, then assessment metrics
for the previously specified criteria are developed and merged
with a classification function. The architecture of the OV fol-
lows previous findings [9]. Accordingly, the OV runs in series
to the planning module (Fig. 3) and receives environmental
data (including environment map M and object list O(t)),

FIGURE 4. Framework of the proposed OV module. The Supervisor takes a map,
object-list, performance trajectory and emergency trajectory as input. The input data
is processed in Supervisor modules (SupMod) and then classified as either safe or
unsafe. A safe trajectory is forwarded to the controller.

a planned performance trajectory ξperf([t0, th]), and an emer-
gency trajectory ξem([t0, th]) as input. The safety rating of
these trajectories is the output, which in turn regulates the
routing of only safe trajectories to the controller. The interfaces
as well as the key internal components and steps are visual-
ized in Fig. 4. A core element of the Supervisor is a set of
Supervisor modules (SupMods)�, that each evaluate a certain
aspect of the safety criteria (Table 1). Each of the trajectories
(performance and emergency) is passed to a dedicated set of
SupMods �perf ⊂ � and �em ⊂ �. Each SupMod ψi ∈ �
is provided with inputs and returns a boolean safety rating
si = ψi(M,O(t0), ξ([t0, th])). Details on the safety assess-
ment metrics in the SupMods are given in Section V. For each
of the trajectories (performance and emergency – in the fol-
lowing formulated for the performance trajectory) the boolean
safety ratings sperf,i of the Nperf SupMods are fused with a
conjunction over all ratings sperf = sperf,1∧sperf,2∧· · ·∧sNperf .
Based on the overall rating of both trajectories, the latest safe
trajectory is forwarded to the controller (Fig. 5). It is noted
that in order to switch to an emergency trajectory from a
past time step, performance and emergency trajectory must
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FIGURE 5. Decision metric for the selection of a safe trajectory.

be congruent for a certain time period (safety factor times
average update rate).

C. INTEGRATION AND TEST (S-3)
The third stage of the development addresses the integration
and verification tests against the requirements. This proce-
dure is state of the art, and structured recommendations are
given in ISO 26262-4:2018, 7 [11]. This paper only briefly
addresses aspects of this procedure in Section VI.

D. VALIDATION (S-4)
The fourth stage tackles the validation of the established
Supervisor module. The goal of this process is to reveal pos-
sible design and implementation flaws affecting the safety
goal in the overall framework. To this end, a scenario-
based and a field-test validation is recommended. Section VI
provides further details on this.

V. SAFETY ASSESSMENT METRICS
In this section, the required safety metrics are derived and
elaborated in the following subsections. In order to attest
safe behavior, the criteria for a safe trajectory (Table 1)
have to be checked with suitable metrics. In the following,
we allocate measures taken for each of the criteria listed:

• S-1-A-1 (Perception of Objects): No further actions
taken, safeguarding targets planning module, correct
perception data is assumed (assured by V2X commu-
nication).

• S-1-A-2 (Physical Interactions With Objects): This
requirement can be divided into two sub-aspects. On
the one hand the trajectories have to be checked against
static objects (on a race track especially track limita-
tions, Section V-A), on the other hand against dynamic
objects (implemented here with rule-based reachability,

Section V-B). In addition, the emergency trajectory must
be certified as valid for an infinite time horizon (e.g.,
if no new valid trajectory is found), therefore the tra-
jectory is checked to ensure that it results in a safe end
state (Section V-C).

• S-1-A-3 (Localization Must be Correct): No further
actions taken, as correct perception data is assumed
(S-1-A-1).

• S-1-A-4 (Friction Limits Must be Respected): The actual
friction limit is assumed to be provided via the percep-
tion module, the acceleration limits given the friction
potential are checked with a tire model, detailed in
Section V-D.

• S-1-A-5 (Kinematic and dynamic properties): Tracked
with straightforward checks along the trajectory,
presented in Section V-E.

• S-1-A-6 (Rules of Conduct): Tackled in Section V-F and
partially included in Section V-B, but not the main scope
of this paper. Detailed approaches targeting this aspect
can be found in related work [31].

All referenced metrics are implemented as a SupMod within
the Supervisor framework, each detailed in the following.

A. TRACK BOUNDARY COLLISION CHECKS
The ego-vehicle must stay within the track boundaries Bl
and Br at any time. With the assumption of each trajectory
ξ([t0, th]) hosting at least one point on the track, trajectories
not colliding with the boundaries are formally stated as

∀t ∈ [t0, th],∀Bi ∈ {Bl,Br} : E(ξ(t)) ∩ Bi = ∅. (2)

In order to properly assess the stated property, one has to
examine every pose of the trajectory for stated intersections.
Maierhofer et al. [31] pursued similar approaches within
their road-compliance checks. However, since their proce-
dure is computationally demanding, we pursue a simplified
approach building on the trajectory alone and rejecting
orientation information of the individual poses along the
trajectory.
In this regard, the curve formed by the sequence of

positions hosted by a trajectory ξ([t0, th]) is inflated by a
specified distance dinfl. The inflation I(X ) : X → P(R2)

hosts all points in the R
2 domain that fall within the

Euclidean distance dinfl to any point in the given set X .
An efficient implementation of this operation is given with
the ‘buffer’ method of the python library ‘shapely’. In order
to assure absolute safety, the distance parameter dinfl chosen
must be larger or equal to half of the vehicle’s footprint
diagonal.
The overall Boolean safety rating ψstat(·) w.r.t. to the static

environment (i.e., the track boundaries) calculated by this
SupMod is formalized as follows:

ψstat(M, ξ([t0, th]))

=
{

1, if ∀Bi ∈ {Bl,Br} : I(ξ([t0, th])) ∩ Bi = ∅
0, otherwise.

(3)
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In order to achieve a gap-free detection of this property,
the discrete trajectory states are represented by contin-
uous lines in the ‘shapely’ library and then checked
for intersections with the boundaries using the library’s
methods.
The underlying approach can be replaced by any other

approach assuring safety. It should be noted that within
the Supervisor framework only the planned trajectory is
approved. Control errors are not considered in this step.
However, a safety margin can be added to the dis-
tance parameter – i.e., guarantee safety within a broader
corridor – and the controller choses a strategy to stay
within this given tube (e.g., learning tube model predictive
control).

B. DYNAMIC COLLISION CHECKS
The ego-vehicle must not collide with any object o associated
with a dedicated state ξo(t) in the object-list O(t) at any
time. Within our application, the entries in the object list are
restricted to other race vehicles, but the method holds for any
entity including static obstacles. Trajectories not colliding
with objects on the track are formally stated as

∀t ∈ [t0, th],∀o ∈ O(t) : E(ξ(t)) ∩ E(ξo(t)) = ∅. (4)

Since the future (t > t0) behavior and, therefore, occu-
pation E(ξo(t)) of other objects in the scene is unknown,
an OV concept must assume any viable behavior of other
entities. A regular prediction approach is unsuitable in this
case, since other objects can move differently at any time.
As deduced in Section II-B, we rely on reachable sets for
the reasons given.
Reachable sets – especially in the domain of race vehicles,

which holds large acceleration potentials and high speeds –
grow to a large occupation area in a short time. Without fur-
ther measures or structural limitations such as lanes, vehicles
cannot meet or even overtake each other without these sets
intersecting the planned trajectories. Therefore, we propose
reducing the sets to only rule-conform reachable sets. This
extension limits the possible states of other vehicles and at
the same time supports the overall safety goal – prevention
of accidents caused by the ego-vehicle. In order to do this,
the standard occupation set of reachable sets RE is further
reduced based on the set of applicable rules K,3 i.e., race
regulations in this case. Each rule k ∈ K is composed of
a ptLTL triggering condition ck and an associated mathe-
matical formulation of a reduction set Qk ∈ P(R2). The
occupation of rule-conform reachable sets RE

K is formally
described as follows:

RE
K(th, ξ0,U) = RE (th, ξ0,U) \

⋃

k∈Kc

Qk,

with Kc = {k ∈ K|ck}. (5)

3. Applicable rules in this sense mean rules that constrain the motion of
other vehicles in certain situations. Other rules, such as rules only affecting
the ego-vehicle, are addressed in Section V-F.

It should be noted that, for the sake of simplicity, the for-
mula is limited to a single time interval [t0, th], where the
actual implementation builds on this formulation for each
individual subinterval, enclosed in [t0, th]. Furthermore, the
rules are evaluated for the considered situation and projected
forward in time for computational reasons. A detailed anal-
ysis would require an evaluation along the evolution of the
reachable sets.
The set of triggering conditions ck evaluates the interaction

of the ego-vehicle with surrounding vehicles and the envi-
ronment. ptLTL can be used to evaluate past and present
relationships. In order to do so, all entities holding the time
t as an argument ·(t) can be understood as a discretized
series of states, starting at the launch of the vehicle or
scenario up to the current time instance. For the sake of
convenience, the mathematical formulation is mostly defined
in the lane based coordinate system. In this paper, we show-
case the implementation of rules and regulations within
the Roborace Season Alpha, as well as current Formula 1
regulations [45], [46]. Table 2 holds the rule description, the
mathematical description of the trigger condition ck and the
mathematical description of the reduction set Qk, each in a
separate column. This approach could be applied to regular
road traffic when formalizing the applicable traffic rules –
especially for highways by their similar nature. Imprecise
and soft rules can be challenging to formalize, thus past
court decisions are included in related work [31].
The overall Boolean safety rating ψdyn(·) w.r.t. to the

dynamic environment (i.e., the movable objects on the track)
calculated by this SupMod is formalized as follows:

ψdyn(M,O(t0), ξ([t0, th]))

=
⎧
⎨

⎩

1, if ∀t ∈ [t0, th],∀o ∈ O(t0) :
E(ξ(t)) ∩ RE

K,o(t, ξ0,U) = ∅
0, otherwise.

(6)

In this setting RE
K,o(t, ξ0,U) indicates the occupation of

the rule-based reachable set for the object o, for a given
time stamp t. Within a temporally discretized reachable set,
consisting of consecutive time intervals within the range
[t0, th], t should be interpreted to use the reachable set with
the matching interval. It is important to note that the temporal
resolution of the reachable set poses a trade off between
calculation time and false positive alarms – the coarser the
temporal resolution, the more likely false alarms will occur.
Static objects on the track can be considered by providing
a static reachable set hosting a single time step.

C. SAFE END STATE
Since the emergency trajectory hosts the backup strategy
until a new valid set of trajectories is found (Fig. 5), the
trajectory must be safe for an infinite time horizon. In order
to ensure this, the emergency trajectory must host a safe end
state ξ(th) in addition to all other criteria. For the context of
our application, a stationary vehicle on the track is defined
as sufficiently safe. More stringent requirements can also be
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TABLE 2. List of three exemplary reduction sets Qk and their respective trigger condition ck . For every object o in the scene, the active reduction sets are subtracted from the

unconstrained reachable set in order to obtain a rule-based reachable set.

imposed here, as they are developed in various works [47].
A trajectory ξ([t0, th]) holding a sufficiently safe end state
is formally stated as

∀t ≥ th : vx(ξ(t)) = 0 ⇐⇒ vx(ξ(th)) = 0, (7)

where vx(ξ(t)) denotes the associated longitudinal velocity
of state ξ(t).
The Boolean safety rating ψses(·) w.r.t. to a safe end state

generated by this SupMod is formalized as follows:

ψses(ξ([t0, th])) =
{

1, if vx(ξ(th)) = 0
0, otherwise.

(8)

D. ACCELERATION LIMITS
The requested acceleration of a trajectory must stay within
the road-tire friction potential at all times. The actual friction

limit is assumed to be provided by the perception module.4

A trajectory ξ([t0, th]) respecting the acceleration limits is
formally stated as

∀t ∈ [t0, th] : Fa(ξ(t)) ≤ Fa,max(ξ(t)), (9)

where Fa(ξ(t)) denotes the requested force and Fa,max(ξ(t))
the maximum possible force at state ξ(t).

The force requested by a trajectory ξ([t0, th]) at state ξ(t)
depends on the longitudinal acceleration ax(ξ(t)) and lateral
acceleration ay(ξ(t)). These quantities can be determined
based on the velocity v(ξ(t)), the longitudinal acceleration
ax,traj(ξ(t)) and the curvature κ(ξ(t)) associated with state
ξ(t). All listed variables can be determined via the change

4. A convenient way to guarantee safety is to underestimate the actual
friction potential.
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of successive states. It should be noted that the longitudinal
component must be offset against the drag, since only the
portion carried by the tire is of interest. Given a vehicle
with mass m, the combined force Fa to be transmitted by
the tire is given by applying a simple tire model,5 the circle
of forces:

Fa(ξ(t)) = m
√
ax(ξ(t))2 + ay(ξ(t))2 (10)

= m

√(
ax,traj(ξ(t))+ vx(ξ(t))2cd,ext

)2

+(vx(ξ(t))2κ(ξ(t)))2 , (11)

with the extended drag coefficient cd,ext = cdρA
2m being a

vehicle-specific value considering reference area A, mass
density of the air ρ, and the pure drag coefficient cd.
The maximum allowed force Fa,max(ξ(t)) is determined

based on the friction coefficient μ(ξ(t)) and the normal
force FN,

Fa,max(ξ(t)) = μ(ξ(t))FN(ξ(t)). (12)

For the sake of brevity, the friction coefficient is assumed
to be constant across the track (no state dependence).
As the aero-induced downforce is not included in the
normal force, a constant maximum allowed force is
deduced.
The overall Boolean safety rating ψacc(·) w.r.t. to the accel-

eration limits calculated by this SupMod is formalized as
follows:

ψacc(ξ([t0, th])) =
⎧
⎨

⎩

1, if ∀t ∈ [t0, th] :
Fa(ξ(t)) ≤ Fa,max

0, otherwise.
(13)

Although simplified measures have been taken with the
basic tire model and the aero-induced downforce, it should
be noted that all these measures have been chosen to keep
the overall behavior on the conservative (safe) side.

E. KINEMATIC AND DYNAMIC FEASIBILITY
In order to assure drivability and thereby validity of the
other safety checks (e.g., collision with other vehicles), the
trajectory ξ([t0, th]) must be inherently valid and respect
a set of hardware-related limitations L, which is formally
stated as

∀t ∈ [t0, th],∀l ∈ L : l(ξ(t)), (14)

where l(ξ(t)) holds for a limitation l that is respected in
state ξ(t) of the trajectory.

The limitations considered in this paper are the turn radius
rturn and motor acceleration limits alim(v). The curvature κ
of the trajectory ξ([t0, th]) is necessarily the result of the
sequence of states ξ(t) and must not violate the turn radius
rturn of the vehicle at any time, ∀t ∈ [t0, th] : κ(ξ(t)) ≤ 1

rturn
.

While a vehicle’s brakes are usually designed in such a
way that tire friction is the limiting factor during negative
acceleration, the engine is the limiting factor during positive

5. Of course, this can be replaced by any more sophisticated tire model.

acceleration and must be considered explicitly. The requested
acceleration must not exceed the velocity-dependent accel-
eration limits, ∀t ∈ [t0, th] : a(ξ(t)) ≤ alim(v(ξ(t))).

The Boolean safety rating ψkd(·) w.r.t. to stated limits
generated by this SupMod is formalized as follows:

ψkd(ξ([t0, th])) =
⎧
⎨

⎩

1, if ∀t ∈ [t0, th] : κ(ξ(t)) ≤ 1
rturn∧ a(ξ(t)) ≤ alim(v(ξ(t)))

0, otherwise.
(15)

F. RULES
In order to fulfill the stated safety goal of not causing a
collision, the ego-vehicle must adhere to a set of applicable
rules Z , formally stated as:

∀z ∈ Z : z(ξ([t0, th])), (16)

where z(ξ(t)) holds for a rule z that is respected in state ξ(t)
of the trajectory. In order to evaluate whether rules hold, the
rules have to be formalized with a temporal logic. Since this
is itself a comprehensive field of research, this paper limits
itself to a single exemplary rule in the sense of its illustrative
character. Further progress in the area of rule formalization
can be found in related work [31].
The rule considered here is simple in nature but no less

important. In races, the race control defines a maximum
speed vmax that must be adhered to. The corresponding
formalized rule can be described as follows:

zvmax(·) =
{

1, if ∀t ∈ [t0, th] : v(ξ(t)) ≤ vmax
0, otherwise.

(17)

The Boolean safety rating ψrule(·) w.r.t. to a set of rules
generated by this SupMod is formalized as follows:

ψrule(ξ([t0, th])) =
{

1, if ∀z ∈ Z : z(ξ([t0, th]))
0, otherwise.

(18)

VI. EVALUATION
The developed Supervisor has to be validated systematically
to guarantee a sufficiently safe behavior. ISO 26262-
4:2018, 8.4.3.4 [11] proposes a selection of measures for
validation. In this course, field tests are employed, which rep-
resent a typical exposure. However, since critical situations
are underrepresented in these cases, additional scenario-
based tests are used, which deliberately test the limits
of the Supervisor with fault injection, for instance. First
(Section VI-A), fault-injected scenarios, targeting domains of
individual SupMods are elaborated in hand with the general
scenario-based testing strategy [48]. Second (Section VI-B),
an exemplary real-world field test is presented. Finally
(Section VI-C), we provide insights in implementation
details. It should be noted that while the measures shown
may be sufficient for a proof of concept in the con-
text of this work, the testing effort would need to be
significantly increased for actual approval. Related work
deals with the required test coverage for AV function
validation [49].
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FIGURE 6. Passive Supervisor ratings for the 42 scenarios implemented (T1-T42)
paired with their expected outcome. Regions where no expected outcome is stated
can take any Supervisor rating, as only regions with an unambiguous outcome are
labeled with expected ratings. This view is cropped to a duration of 18.0 s for better
readability.

A. SCENARIO-BASED EVALUATION – NUMERICAL
EXAMPLES
For the scenario-based evaluation, we showcase 42 scenarios
with up to three vehicles, generated from scratch as well as
based on real race tracks [50]. The scenarios are each of
different durations and host various types of injected faults
(e.g., collision with other vehicles). For each scenario, we
define time intervals in which the rating of the Supervisor
is expected to be safe, as well as regions where the rating
is expected to be unsafe. Since it is not possible to state
the proper rating for every point in time (e.g., only crit-
ical situation in some constellations), intervals hosting no

FIGURE 7. The planned trajectory of the ego-vehicle (orange line) at time-stamp
1.0 s in scenario T33 colliding with the track boundaries (black lines) is flagged as
unsafe by the Supervisor. The intersection points are indicated with red crosses.

expected outcome (any rating by the Supervisor is allowed)
were included during labeling. The labeling followed fixed
rules, e.g., ‘unsafe’ whenever a collision is unavoidable and
‘safe’ when no issues within a static environment are present
and appropriate distance to other vehicles is kept. The ground
truth regarding other vehicles was objectively generated via
the Difference of Space distance and Stopping distance
(DSS) [51]. Values above 10m must be evaluated as safe,
values below 0m as unsafe. Regions with no expected rating
should – in tendency – receive more safe ratings for a high
availability. However, by nature these regions must also hold
unsafe ratings when approaching expected unsafe regions, in
order to prevent possible collisions. The implemented sce-
narios with their expected ratings and the actual ratings by
the passive (i.e., rating, but not intervening) Supervisor are
depicted in Fig. 6.
The passive Supervisor ratings for all scenarios fall within

the expected ratings. In the following, snapshots of selected
scenarios are elaborated in more detail in order to demon-
strate the underlying evaluation metric of the implemented
SupMods. Furthermore, the Supervisor is able to avoid a
collision in all of the scenarios, when used in the active
pipeline (i.e., Supervisor rates and intervenes). An exam-
ple demonstrating this behavior is given at the end of this
subsection.
In scenario T33 (Fig. 7) the ego-trajectory is planned too

close to the boundaries, meaning that the vehicle footprint
would collide. The Supervisor successfully detects this inci-
dent. The calculated intersection points are highlighted with
red crosses.
Collisions with dynamic objects are primarily checked

by rule-based reachable sets (Section V-B). In scenario T16
(Fig. 8) none of the rule-based reductions is active, since the
object vehicle (blue) is in front of the ego-vehicle (orange)
and on the racing line. As a consequence, the occupation of
the ego-vehicle’s emergency trajectory is rated against the
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FIGURE 8. Planned emergency trajectory of the ego-vehicle (orange line) and
reachable set of the object vehicle (green) at 3.2 s into scenario T16. Future vehicle
poses are drawn at 1.0 s increments, while every second instance i is denoted by
tveh1
i and tveh2

i for the ego and object vehicle, respectively.

FIGURE 9. Planned emergency trajectory of the ego-vehicle (orange) and rule-based
reachable set of the object vehicle (green) at 0.5 s into scenario T19. Future vehicle
poses are drawn at 1.0 s increments, while every second instance i is denoted by
tveh1
i and tveh2

i for the ego and object vehicle, respectively.

pure reachable set (green) of the object vehicle. For every
planning-step, the reachable set is calculated in slices of
0.2 s interval. The occupation of every state in the trajec-
tory is then checked for intersection with the corresponding
reachable set interval. In this case, the ego-vehicle is moving
too fast on the inside of the curve to properly handle the
situation, in the case of the object vehicle deciding to imme-
diately shear to the right. Thus, the resulting rating for the
given time stamp is ‘unsafe’.
In scenario T19 (Fig. 9) the ‘racing alongside’ rule is

active, since the footprint of the two vehicles overlaps in
a longitudinal direction. As a consequence, the object vehi-
cle (blue) must not push the ego-vehicle towards the track
boundaries. Correspondingly, the reachable set of the object
vehicle is reduced by a corresponding spatial representation.
The emergency trajectory of the ego-vehicle does not inter-
sect the rule-based reachable set at any state. The resulting
rating for the given planning step is ‘safe’.

FIGURE 10. The planned emergency trajectory of the ego-vehicle (orange line) at
1.0 s into scenario T33 does not host a safe end state. The end state violating the
condition is marked with a red cross.

Not only does the scenario T33 discussed previously
(Fig. 7) cause a collision of the performance trajectory with
the track limits, but also the emergency trajectory does not
host a safe end state (Fig. 10). The emergency trajectory
provided causes the vehicle to brake down, but not to a
standstill. Reasons for this phenomenon in a real situation
could be a vehicle’s high entry speed at the corner paired
with too short a planning horizon, when only a moderate
potential for longitudinal acceleration is left. The Supervisor
rates the trajectory as ‘unsafe’.
In scenario T28 (Fig. 11) the planned performance tra-

jectory exceeds the allowed acceleration limit (blue line in
Fig. 11(b)). The trajectory shown decelerates from about
35m s−1 to about 25m s−1 on the straight segment, but then
does not apply any deceleration, since the lateral acceler-
ation resulting from the curvature of the path requests the
full available friction potential. The Supervisor results in an
‘unsafe’ rating.
All scenarios were also simulated with an active

Supervisor. In this case, as soon as one of the trajectories
is evaluated as unsafe, the last valid emergency trajectory
is executed (Fig. 5) until a new trajectory is considered
safe again. One example of an active intervention is shown
in Fig. 12. Therefore, scenario T16, which was presented
before with a passive Supervisor (Fig. 8), is simulated with
an active Supervisor. Here, it is clear that at the same plot-
ted time step, the ego-vehicle has been slowed down by the
Supervisor to such an extent that no collision can occur at
the visualized time. Furthermore, there is no collision in the
corner itself, which can be seen by comparing the future
vehicle positions.

B. FIELD-TEST EVALUATION – REAL-WORLD EXAMPLE
In addition to scenario-based tests with deliberate fault injec-
tion, long runs in a real environment are essential to verify
a low false alarm rate. In this course, we used the data
of a trajectory planner [44] in autonomous races to eval-
uate the Supervisor. As an example, we elaborate a race
with 10 laps and two cars on a racetrack in Modena, Italy
(Fig. 13). The two vehicles were operated autonomously
following Roborace regulations (Table 2) with speeds up
to 160 kmh−1. Several overtaking maneuvers took place in
compliance with regulations during the race, and no unsafe
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FIGURE 11. Planned performance trajectory of the ego-vehicle at 0.4 s into
scenario T28.

situations occurred. The Supervisor did not show any false
positives (‘unsafe’ rating) during the entire race.

C. IMPLEMENTATION DETAILS
While the safety-compliant final version is to be implemented
in a C-based language, the prototype Supervisor presented
in this paper is implemented in Python 3.7 for development
convenience. The average calculation time for one iteration
of the Supervisor (safety evaluation of the performance
and emergency trajectory) is 50.93ms. However, it should
be noted that the calculation time depends greatly on the
proximity to other vehicles and active regulations. Thus,
a distribution of the calculation time for the real-world run
presented previously is shown in Fig. 14. The code was exe-
cuted on an Intel Xeon E3-1245 3.3GHz and key parameters
influencing the performance are listed in Table 3. The com-
putation time can be drastically reduced if shorter or more
coarsely discretized trajectories are provided.

FIGURE 12. Planned emergency trajectory of the ego-vehicle (orange line) and
reachable set of the object vehicle (green) at the 3.2 s time stamp in scenario T16 with
an active Supervisor, i.e., whenever a trajectory is rated unsafe, the last valid
emergency trajectory is executed. Future vehicle poses are drawn in 1.0 s increments,
while every second instance i is denoted by tveh1

i and tveh2
i for the ego and object

vehicle respectively.

FIGURE 13. Real-world runs with the Roborace Devbot 2 on the racetrack in
Modena, Italy.

In addition, it should be noted that the approach is compli-
ant with applicable standards. In particular, the critical points
presented in Section II-A, such as functional specification,
modularity and transparency, can be achieved without any
problems.
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FIGURE 14. Distribution of required calculation time per iteration (rating of both,
performance and emergency trajectory).

TABLE 3. Key parameters influencing performance.

VII. CONCLUSION
We have introduced an OV - the Supervisor - that makes it
possible to safeguard a planning module of arbitrary com-
plexity (including online learning AI) during runtime. Based
on an identified list of features for a safe trajectory, we
developed safety metrics. One of the core components is
the safety evaluation in the environment of other road users.
Here, the rule-based reachable sets presented have proven
to be effective. Compared to previous work, it is thus also
possible to operate in semi-structured environments such as
a race setting. The implemented prototype works in real
time and was convincing both in error-injected scenario-
based tests and on real-world run data. The Supervisor
prototype meets the requirements of existing safety-related
standards introduced in Section II-A. Future work includes
the integration of further regulations, tests in a larger set
of scenarios, and the realization of a C-based implemen-
tation. While the implementation for a racing environment
was demonstrated, the generic method is transferable to road
vehicles if the applicable regulations are adapted. The imple-
mented Supervisor will be publicly available on GitHub
(github.com/TUMFTM/TrajectorySupervisor).
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