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Abstract: As we look towards the future of healthcare, integrating Care Robots (CRs) into health
systems is a practical approach to address challenges such as an ageing population and caregiver
shortages. However, ethical discussions about the impact of CRs on patients, caregivers, healthcare
systems, and society are crucial. This normative research seeks to define an integrative and compre-
hensive ethical framework for CRs, encompassing a wide range of AI-related issues in healthcare.
To build the framework, we combine principles of beneficence, non-maleficence, autonomy, justice,
and explainability by integrating the AI4People framework for a Good AI Society and the traditional
bioethics perspective. Using the integrated framework, we conduct an ethical assessment of CRs.
Next, we identify three key ethical trade-offs and propose remediation strategies for the technology.
Finally, we offer design recommendations for responsible development and usage of CRs. In conclu-
sion, our research highlights the critical need for sector-specific ethical discussions in healthcare to
fully grasp the potential implications of integrating AI technology.

Keywords: care robots; bioethics; AI ethics; healthcare

1. Introduction

Social robots (SRs) are defined by Fox and Gambino [1] as human-made artificial
intelligence (AI) technologies, presented in a digital or physical form, with some degree
of human or animal-like attributes. According to a recent review study, there are five
main areas where SR technology could potentially be adopted: companionship, healthcare,
education, social definition, and social impact [2]. The authors detail that the expected
qualities of SRs lie in their abilities to make decisions, have conversations, and react to
social cues. Interestingly, when it comes to decision-making, SRs do not seem expected
to be moral, but to make the most efficient decision regardless of social implications [3].
Currently, the research surrounding SRs as reported by Lambert et al. [2], focuses mainly
on personalisation and social awareness of the tool with the aim to create adaptable social
agents with abilities to recognise social cues and mimic emotions.

With the advancement of AI, built using techniques such as machine learning (ML),
robots are increasingly being adopted in the healthcare sector [4]. While their main use
is reported to be in surgery and rehabilitation units, other areas of deployment includes
assistive care with dementia patients [5]. This type of SR application is called care robots
(CRs). CRs exhibit conventional communication skills in their abilities to comprehend
natural language, display emotions, as well as mimic conversation and understanding social
cues [2]. In healthcare, CRs aim to monitor patients’ well-being, assist with difficult tasks
and proactively avert potential health deterioration [6]. In their work, Lambert et al. [2]
highlight the main areas of applications to be in assisted living, monitoring of physical and
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mental well-being, and enhancer for social learning experience for patients with autistic
spectrum disorders [2]. While CRs refer to all types of assistive care robotics, in the context
of study we use the term “care robots” to refer to a specific type of SR created to assist or, in
certain cases, replace human caregivers when providing care to vulnerable populations [7].
This type of SR is also referred to as a “socially assistive robot” in the literature [8]. CRs
are believed to have the potential to benefit the health care systems around the world by
helping to fulfil an increasing care demand and improving the quality of care services
provided [9]. While this type of technology comes with potential positive improvements
for prospective patients and carers, it also sparks ethical concerns when considering the
patients’ best interests [10,11]. For instance, patients presenting with physical, cognitive, or
emotional impairments due to their condition are considered as a vulnerable population
and could see benefits from using CRs in their activities of daily living (e.g., grooming,
feeding, moving). On the other hand, discussions have to be had when considering their
rights, and understanding of the implications in regards to, e.g., privacy and autonomy
when adopting such technology. The most common ethical considerations discussed in
the literature to date relate to deception, independence, and informed consent as it relates
to data governance and privacy, as well as autonomy [8,10,12–14]. Furthermore, current
frameworks do not explicitly integrate both perspectives of AI and bioethics for practical
implementation for CRs [15–17].

To facilitate the actionability of ethics for AI in healthcare, and especially for CRs, we
propose to bridge this gap. This normative research thus aims to define an integrative and
comprehensive ethical framework for CRs, to enable an ethical analysis that encompasses a
wide range of issues relevant to AI in health care, and, based on the framework, to present
guidelines for the development and use of CRs.

2. Methodology

Recognising the unique nature of the medical sector and its strong tradition of ethics
centred on human values, the integration proposed aims to comprehensively address the
ethical implications of technology in healthcare, to finally reach comprehensive guidelines
for the precise case of CRs [8]. The normative approach taken is defined as “A theoretical,
prescriptive approach (...) that has the aim of appraising or establishing the values and
norms that best fit the overall needs and expectations of society” [18]. Moreover, we build
on past work such as Van de Ven’s [19], Edgett’s [20], and others [21–24] to build ethical
frameworks and recommendations based on inductive conceptual discussions supported
by empirical arguments present in the literature.

2.1. Reconciling Both Perspectives

The study advocates for integrating the perspectives of bioethics and AI ethics to
propose a sector-specific approach to ethical discussions in the healthcare domain. This
reconciliation will be carried out by conceptually discussing the integration of both AI and
bioethics principles from Jones’ [25] framework, and the AI4People framework for a Good
AI Society [26].

This choice of initial material is motivated by the AI4People framework’s similarity
in terminology to the field of bioethics [26], considering the bioethics field is the area of
applied ethics most resembling digital ethics through its ecosystem approach of patients,
agents, and environment. For bioethics itself, the normative framework we build on is
the one presented by Jones, which integrates different views to reach a consensus on the
principles for the ethics of the field [25]. The integration of both frameworks encompasses
five principles: beneficence, non-maleficence, autonomy, justice, and explainability. These
principles provide a foundation for ethical guidelines and are derived from both bioethical
and AI ethical perspectives.
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2.2. Ethical Assessment of CRs

We will then propose a “proof of concept” application of the framework for the use
case of CRs through the discussion of an ethical assessment principle by principle. This
proof of concept is necessary in the case of normative approach to ensure the relevance of
our recommendations, and legitimise our approach such as suggested by Väyrynen [27]. As
per Edgett’s [20] methodology, we will support our arguments with the existing literature to
provide a sufficient background from which we will then be able to draw recommendations,
or guidelines, for an ethical development and deployment of CRs.

2.3. Trade-Offs Deliberation

Further, we will discuss three ethical deliberations ensuing from the use of CRs in
the general population through the lance of our proposed integrated framework, and,
once again, in presenting arguments proposed in the literature. The purpose is to justify
the relevance and applicability of the proposed integrated framework by analysing the
ethical implications and providing insights on ethical decision-making. The three proposed
trade-offs discussions relate to patient centricity versus profit centricity, autonomy versus
dependence, and data privacy versus efficiency.

2.4. Practical Recommendations for the Integration of Ethics in CRs Lifecycle

The final part of the paper focuses on delivering practical recommendations for the
integration of ethics in the lifecycle of CRs. These recommendations are derived from our
conceptual and practical discussions regarding CRs building on the literature presented in
our arguments, the ethical assessment and analysis of three trade-offs. They aim to guide
the ethical development, implementation, and use of CRs in healthcare settings.

3. Integrating Bio- and AI Ethics

In the next section, we take a brief look at what the two areas of literature say on the
ethical implications of using technologies and care methods in health.

3.1. AI Ethics

The discussion surrounding the ethics of AI has been focusing on the ethical con-
sequences of the technology, particularly with regards to normative principles such as
human autonomy, human rights, non-discrimination, and privacy, as AI could have sig-
nificant impacts on these concepts [28,29]. One key concern originates in the black box
nature of some AI algorithms, rendering it difficult to understand how these algorithms
make decisions, due to the complexity of the model, for example, deep learning-based
models [30]. Furthermore, the literature has pointed out that AI solutions might amplify
existent patterns of discrimination, owing to the standardising effect AI solutions unfold
when put onto the market.

The Western approaches used to gauge the ethical effects of AI are based on consid-
erations pertaining to virtue ethics, deontology, and utilitarianism [31]. The utilitarian
approach considers an act as moral if, compared to possible alternatives, it provides a better
outcome to a greater number of persons. It can thus be understood as consequential. On
the other hand, the deontological theory judges actions over consequences. Thus, no matter
how morally good or bad the implications of a behaviour, or of a decision, some choices
are morally forbidden. Based on the insights of this discourse, scholars and policymakers
have articulated ethical frameworks [26], applications of existing normative frames such
as Human Rights [32], soft laws [33], sector-specific standards and legal approaches such
as the “European Union Proposal for a Regulation of the European Parliament and of the
Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence
Act) and Amending Certain Union Legislative Acts” [34] to mitigate risks posed by the
under-, over-, and misuse of the nascent technology.

Most of these frameworks have been addressing rather abstract features of AI. Owing
to the plethora of AI use cases in human resources, finance, and health, and their different



Robotics 2023, 12, 110 4 of 25

normative implications, breaking down general moral implications of developing and
deploying AI presents a key challenge within the field of AI ethics. Meanwhile, this
research gap has been partly addressed by more recent scholarly contributions [35,36].
In particular, autonomous driving has been discussed intensively, particularly due to
dilemmas occurring in unavoidable crash situations [37]. Furthermore, the literature has
examined AI used in human resources, facial recognition technologies and finance [38,39].
However, one quintessential sector needs to be studied further as its integration of AI
technology grows, namely AI in the healthcare sector and its ethical limitations. A recent
paper proposed relational ethics to rethink and ground AI ethics in healthcare [40]. The
paper further highlighted “the need for non-Western ethical approaches to be utilised in AI
ethics more broadly”.

3.2. Bioethics

The health sector is dominated by a specific moral tradition dating back to antiquity,
such as depicted in the well-known Hippocratic oath (400 B.C.). The founding document
of the discipline of bioethics is the oath of Hippocrates that calls on practitioners in health
to “help patients” (beneficence), to “do no harm” (non maleficence), and practice medical
confidentiality [41]. The notion of patient centricity seeks to secure that treatment methods
and clinical practices are in the interest of the patient, especially in situations characterised
by conflicts of interest between the best of the patient and the personal interests of the
practitioner [42]. Patient autonomy constitutes another key value of medicine, implying
that the will of the patients is decisive for the course of action adopted by practitioners [43].
Furthermore, the notion of justice suggests not discriminating between patients due to
personal and individual characteristics [44,45]. These values has been encapsulated in
the bioethics principles: beneficence, non-maleficence, autonomy, and justice [25]. These
four principles are action-guiding for the clinical treatment of patients and aim to prevent
breaches of ethical standards or acts of omission [46]. Nevertheless, there are still situations
where the normative implications arising from this set of principles remain unclear. In
dilemmatic situations, practitioners might have to decide between different pillars of
bioethics, for example in triage situations or in situations when the will of the patient
remains unclear.

3.3. The Quest for Reconciling Both Perspectives

In this paper, we reconcile both ethical approaches using CRs as a use case. The
discourse surrounding SRs, including CRs, goes beyond the realm of traditional bioethics
and is embedded within a broader academic, technological, and legal discourse concerning
the advancement and implementation of artificial intelligence in our societies [47,48]. The
use of CRs constitutes one of the applied cases in which AI and bioethics have to meet
to consider fully important morals arising from the use of the technology. We thus argue
the need for a framework that integrates and reconciles both perspectives, as has been
conducted in other applications of AI in health [49].

The medical sector, which deals with personal and essential human issues such as
survival, health, and well-being, has a long tradition of ethics that reflects its human-centric
nature. We thus argue that to fully comprehend the ethical implications of integrating AI
into the medical sector, it is necessary to respect and integrate the traditional vision of
bioethics into technological ethics discussions. This approach enables a comprehensive
understanding of the implications and ensures that the view fits the context. On the
other hand, the AI ethics perspective looks into the societal and systemic impacts of AI
implementations. This integration thus allows for a necessary multi-level view, from micro
to macro, of the possible impacts of AI integration in the healthcare sector [8].

The AI4People framework for a good AI society [26] is an example of a framework
that builds on bioethics terminology to address problematic AI ethics issues: beneficence,
non-maleficence, justice, and autonomy. The framework has been developed based on
four bioethics principles terms, while acknowledging the difference in interpretation as it
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pertains to the bioethics perspective. We here propose a short introduction to each of the
four common terminologies as defined by both perspectives, as well as a reconciliation of
their interpretation to create an integrative framework [26,50].

3.3.1. Beneficence

The bioethics principle of beneficence encompasses the obligation to contribute to a
person’s welfare, entailing the responsibility to take actions that promote the well-being of
others [25]. When designing interventions and provisions, the primary goal should be to
directly benefit the patient. This approach emphasises actively engaging in activities that
positively impact another individual’s welfare, rather than simply refraining from causing
harm. It necessitates proactive measures aimed at providing assistance and support.

On the other hand, the AI ethics perspective defines the principle as the need for
creating AI prominently benefiting the well-being of people and the planet though positive
economical impact, sustainability promotion, and safeguarding, as well as the empower-
ment of populations [26].

By acknowledging the common goal of promoting well-being and considering the
specific contexts of bioethics and AI ethics, a reconciliation can be achieved. This entails
designing interventions and provisions that actively contribute to the welfare of individuals
while ensuring AI technologies have a positive impact on society, the environment, and
human empowerment.

3.3.2. Non-Maleficence

Non-maleficence is defined in bioethics as the obligation not to inflict harm on other
persons, referring to the responsibility of individuals to refrain from causing injury or nega-
tive consequences to others [25]. It emphasises the importance of avoiding or minimising
harm to the best of one’s ability. This principle serves as a foundational belief in the mission
statements of medical professionals, often exemplified by the Hippocratic Oath.

On the other hand, the AI ethics perspective offers non-maleficence as a principle that
highlights the importance of avoiding harm or negative consequences when developing
and utilising AI technologies [26]. While the goal is to create AI systems that have positive
impacts, it is crucial to be cautious about potential risks and misuse, such as issues related
to personal privacy, security, and accountability.

The reconciliation of perspectives on non-maleficence involves a shared commitment
to avoiding harm and negative consequences. In bioethics, it pertains to the responsibility
of individuals, particularly medical professionals, to minimise harm and injury to others. In
AI ethics, it extends to the development and use of AI technologies, emphasising the need
to prevent harm and ensure positive impacts. By recognising this common commitment
and applying the principle in both contexts, a reconciliation can be achieved, prioritising
the minimisation of harm in healthcare and responsible AI development and deployment.

3.3.3. Autonomy

In bioethics, autonomy is defined as the respect for persons, entailing the recognition
of the inherent worth and dignity of individuals, emphasising that humans should be
treated as ends in themselves rather than mere instruments or tools [25]. This principle
encompasses the fundamental right to autonomy, including the freedom to make decisions
about one’s own body and personal choices.

The AI ethics perspective understands autonomy as finding a balance between the
decision-making power retained by individuals and that which is delegated to artificial
agents [26].

The reconciliation of perspectives on autonomy involves recognising the common
foundation of respecting individuals as ends in themselves. In bioethics, autonomy em-
phasises the inherent worth and dignity of humans, acknowledging their right to make
decisions about their own bodies and personal choices. From the AI ethics perspective,
autonomy involves striking a balance between individual decision-making and delegation
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to artificial agents. By acknowledging the importance of individual agency and finding a
harmonious equilibrium between human and machine decision-making, a reconciliation
can be achieved, honouring both the principles of respect for persons and the dynamic
relationship between humans and AI.

3.3.4. Justice

In bioethics, justice refers to the fair and equitable distribution of both health outcomes
and health care services. It necessitates the careful consideration of prioritisation and
rationing [25]. Allocating resources in a just manner does not have a single universal
approach, as different systems employ multiple prioritisation strategies in combination to
strive for a fair distribution.

In AI ethics, justice encompasses the fair and equitable distribution of AI’s decision-
making power and its consequences, considering the societal disparities in autonomy. It
emphasises the promotion of equity, elimination of discrimination, shared benefit, shared
prosperity, and equal access to AI’s good doings [26]. Justice also addresses concerns related
to biased data sets, defending solidarity in systems like social insurance and healthcare,
and rectifying past wrongs through AI, such as eliminating unfair discrimination and
promoting diversity.

The reconciliation of both definitions lies in the shared value of fair distribution,
whether in health outcomes and healthcare services or AI’s decision-making power. Both
emphasise equitable distribution, considering societal disparities, avoiding discrimination,
and employing various strategies for fairness. They strive for equity, equal access to benefits,
and address issues of bias and solidarity. By recognising this common thread, adapting
principles to specific contexts, and upholding fairness and equity, reconciliation is possible.

3.3.5. Explainability

In addition, the AI ethics framework expands to include the dimension of explainabil-
ity, which addresses the black box character of AI solutions [26]. If chosen to be followed,
the principle of explainability requires developers of AI solutions to, as an example, explain
the general rationale and methodology behind an AI solution, the data used to train the
model, and the data governance decisions and actions surrounding them. This principle
is particularly relevant in the healthcare setting, where patients have a legitimate reason
to know how AI has detected a specific illness and on what factors a health-relevant
recommendation has been based [51].

3.3.6. The Reconciliation

In conclusion, reconciling the perspectives of bioethics and AI ethics requires recog-
nising the common goals and values shared by both approaches. The integration of these
perspectives becomes crucial when considering specific use cases such as CRs and the
broader deployment of artificial intelligence in society. By combining the traditional vision
of bioethics, which focuses on individual well-being and human-centric ethics, with the
systemic and societal considerations of AI ethics, a comprehensive understanding of the
ethical implications can be achieved. We argue this approach to be forceful proposition for
future ethical consideration of AI in the medical sector.

4. Ethical Assessment

In the following, we develop a non-comprehensive ethical assessment for CRs based
on the proposed integrative framework.

4.1. Beneficence

Beneficence implies that a technology or treatment method is conducive to conditions
or situations perceived as desirable such as the promotion of well-being, economic gains
or considerations relating to environmental sustainability [26]. However, when looking
closer at the matter, bioethics and AI ethics offer different perspectives on the principle
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of beneficence, or at least tend to emphasise different aspects. From the perspective of
AI ethics, beneficence is often interpreted in the sense of wider gains for humankind
and associated with frameworks such as the United Nations Sustainable Development
Goals (UN SDGs), sustainability or human rights [32]. On the other hand, the bioethical
interpretation of beneficence revolves around the patient in terms of the reduction of
physical pain, higher life satisfaction, or the general improvement of the physical or mental
condition of the patient [52,53]. Thus, the implementation of CRs should here be understood
as needing to be beneficent for the patient ecosystem, and society as a whole (AI ethics
perspective), but also with a strong enhancement of care offered to the individual patients
(bioethics perspective).

A major concern as it relates to the future of care is the ageing of society. Indeed, as
life expectancy increases and fertility rates fall worldwide, aged care services are under
increasing strain. Globally, the number of older people 60 years and older is expected
to double to 2.1 billion by 2050. In the same period, the number of people older than
80 years or older is expected to triple to 426 million [54]. This point is not just a concern
for the individual patient, but also for the economic system and other stakeholders in
the health sector such as caregivers. As it happens in parallel to the expectation of a
workforce crisis linked to the global shortage, ageing, and burnout among physicians, and
to the coming increasing demand for chronic care, the implementation of technological
solutions is required to face the incoming crisis healthcare systems will soon face [55]. This
situation can lead to a change in the way people are cared for and increase the demand for
CRs [56]. Such solutions could be deployed to help with the high demand for care, ensuring
that patients are timely attended to, reducing the pressure on healthcare facilities and
services [57]. Moreover, without quick and implementable solutions to reduce the pressure
on health systems and practitioners, the cost of healthcare will increase. This will require a
paradigm shift in how care is delivered. Thus, the implementation of CRs fulfilling tasks in
a similar way to, or supporting human carers by, saving scarce resources such as time and
allowing for a better arrangement of the labour force in care, while increasing productivity,
and quality of service for the well-being of all [4].

On the patient side, a successful and beneficial example of CRs can be found in
the implementation of Paro [58] and NAO [59]. In this sense, patient centricity suggests
streamlining the development and deployment of CRs to improve access to individualised
care. Nevertheless, the precondition is here that CRs present an improvement of the status
quo from the perspective of the individual patient.

The quintessential challenge of CRs lies therefore in the following. Owing to the
immense pressure to adapt traditional caregiving to ageing societies, the deployment
of CRs needs to prioritise patients over other stakeholders. This is suggested by the
traditional interpretation of bioethics with its focus on patient centricity. Gains in other
areas such as working conditions for caregivers are relevant too and are likely to enhance the
treatment of patients. Nevertheless, improvements for other stakeholders or the realisation
of other considerations such as economic or financial ones through the introduction of CRs
must not lead to a deterioration of patient care. In other words, beneficence understood
from the wider AI ethics perspective must not hollow out the established principle of
patient centricity.

4.2. Non-Maleficence

Non-maleficence implies that a course of action or technology deployed should not
create harm or risks for human beings [26]. Again, we can observe that bioethics and AI
ethics create different implications here for the deployment of technology.

Bioethics specifies non-maleficence as the prevention of risks and harms to patients.
This definition covers not only physical harm but also traumatic experiences that might
be created by a specific treatment method or therapy. In the context of CRs, negative
impacts or primarily are discussed in the context of psychological effects created by the
loss of human interaction. Moreover, malfunctioning CRs might unfold adverse effects
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on vulnerable groups. One example would be individuals with dementia that are more
likely to be affected by deception [60]. While this argument has been discussed widely in
traditional care, earlier studies have shown that the elderly in specific are often subject
to cyber criminality [61], a phenomenon that could be exacerbated by the increased use
of CRs.

The AI ethics discourse also highlights the relevance of the personal data of patients.
AI4People has mainly defined non-maleficence in the AI context as data privacy con-
cerns [26]. This is relevant especially when considering the relevance of health data, but
also the close communication between CRs and patients. According to this argument,
people might not be aware of the volume of data that robots are collecting, where that
data is uploaded, or how it will be used. This lack of awareness would inhibit giving
informed permission [62]. While laws like the European General Data Security Regulation
(GDPR) [63] provide a few layers of protection in the European environment, these types
of laws and regulations have their limitations. The novelty of social machines is in their
ability to sense, process, and record the entirety of a patient’s environment, as well as their
augmentation of daily medical or non-medical routines [62,64]. When thinking of having
a home CRs, the main goals could be to ensure that a patient takes their prescriptions
on time, while constantly monitoring the patient’s position in space to inform emergency
assistance in case of a fall. The patient may comprehend what the robot performs, but it
does not mean they are aware of the continual data collecting required for the robot to
function well. Therefore, it is necessary to specify how data from CRs will be gathered and
processed, how much of these data should be retained or uploaded to the cloud, how to
obtain consent for doing so, and how to stop unauthorised external actors from obtaining
personal specific information. The development of specific regulations must be taken into
consideration as a result of new technology advancements that enable robots to acquire
more data about their surroundings than ever before. In Europe, the GDPR [63] could
be expanded, taking into account the characteristics of ML algorithms needed in social
privacy [65]. However, the specific use case of CRs will remain problematic owing to the
amount of data collected. Developers and deployers of AI solutions will therefore need to
take care of the management and governance of data.

The AI ethics perspective uses a wider definition of non-maleficence, which also in-
cludes other stakeholder interests. As we consider possible harm to society, the replacement
of carers by robots comes as a strong concern in the literature [66], bringing scepticism
towards robots and their deployment. If we not prepared for a change in the ecosystem,
consequences such as unemployment, and thus a possible decrease in the quality of life
for the target population, are potential negative second and third order effects of CRs
adoption. But a major point to consider is the political impact such deployment could have
on societies and globalisation. It is thought that robots replacing the low-skilled workforce
could strengthen populism and anti-immigration sentiments [67].

Thus, the “right way” to implement CRs in healthcare systems have to be considered
on a global scale, but also on an individual scale to prevent foreseeable harm to individual
and societies. Solutions might involve strong strategies in the re-orientation of other tasks
for persons seeing their work done by robots, but also the education and monitoring of
populations on cybersecurity, data collection, and artificial intelligence, as well as the
requirement for stronger regulations around data governance and reliability of CRs abilities
and cybersecurity architecture.

4.3. Autonomy

The third principle of autonomy calls for the consideration of individuals’ right to
make enlightened decisions [26]. In bioethics, this concept focuses on the right to make
informed decisions for one’s medical care. When considering this definition alone, the
black box issues for complex AI systems seem to be a strong case against the use of AI
in healthcare as a whole and will be discussed in the explainability part of this paper. In
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AI ethics, autonomy focuses on the right to decide what decision power to give to the
AI system.

In the case of vulnerable populations, it may happen that the patient is not in a
condition to decide on their own care settings, for example, if no physicians are available
due to a shortage of time and practitioners and the only time-sensitive solution is the use
of CR to support the needed care [55]. In this context, the willingness of the patient’s care
ecosystem to delegate decision-making tasks to AI systems for the purpose of efficiency
could go against the principle of autonomy. A balance needs to be achieved to protect the
individual choice of the patient to delegate care tasks concerning their own health and
well-being to AI systems. The human should always have the possibility of reversing, not
implementing, stopping, and starting all decisions made by the CR.

A long-term consideration concerns the potential creation of functional emotional
dependency on CRs over time for the patients [13]. Considering that CRs here are a specific
type of SRs, their main features and goals are to build, develop, and maintain relationships
over time with people. Through physical behaviours or spoken communication, an SR
can express social and emotional cues. These queues may cause attachment to develop
towards such machines [68,69]. Furthermore, Boch et al. [70] argue that, the more a robot is
perceived by the users as autonomous and emotional, the more their attachment towards it
seems to grow [71–73]. Interestingly, attachment towards CRs does not always happen. If
it is present at a high level though, it stays consistant throughout time [74]. The ensuing
feelings developing towards the CRs might lead to the creation of a relationship perceived
as structured, real, and evolving throughout time between the user and the CRs. This
relationship is a unidirectional one, defined in other areas of science as para-social rela-
tionships [75,76]. Such relationships, experienced as genuine, might raise opportunities
for better care, by, for example, enhancing users’ will to listen to the robots care instruc-
tions [77,78] and possible risks regarding emotional distress if CRs are taken away [79]. It
is to be considered that in this context, patients with mental health and ability impairments,
as well as children, are to be seen as more vulnerable than other populations to this pos-
sibility, but all populations can develop this type of relationship [58,59]. The creation of
a para-social relationship can also be linked to the notion of emotional trust [70,80]. This
irrational sense of trust poses a risk when issues of responsibility arise [62]. Indeed, the
consequences of such a relationship could be simple enjoyment of CRs’s company and go
as far as an emotional dependency. In this case, the autonomy of the patient could be at
risk, as its decision-making process could be impacted by its affection for the robot, and
thus create a situation in which the human loses part of its freedom of choice, especially as
it relates to the robot itself. For example, as a consequence of attachment, patients could
refuse to part from the CR, regardless of the beneficence it brings to their health, or the
threat it can be to their privacy.

Following up on this first worry, the European Parliament expressed its concern in
2017 that robots deployed in care settings may dehumanise the action of providing care by
limiting human–human interaction [81]. In order to determine whether a care service is
successful and can be categorised as “preserving the meaning”, key social characteristics
that relate to it, including friendliness, should be thoroughly defined [82]. On the other
hand, the use of CRs for specific tasks could support carers in reducing their workload and
allowing them to spend more time on the human side of their relationship with patients,
counterbalancing this concern and reducing the stress put on such workers [83]. As a
counterpoint to this argument, the implementation of CRs could support caregivers in
taking over some of the laborious work, thus giving them back some autonomy; a frequent
issue when carers attempt to prioritise their daily activities [84].

Finally, the use of CRs in everyday life can help compensate for functional losses
and promote everyday skills, supporting or restoring the independence—in this context
understood as the ability to achieve tasks without the need for help from another human—
of individuals [85]. If this point is short, it is a major one as it pertains to the daily autonomy
of a human. The implications on an individual’s life can thus be incomparable in allowing
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them to, e.g., live at home for a longer time and avoid the crowding of nursing homes for
an elderly population requiring only support and monitoring.

Thus, CRs bring possible threats to patients’ autonomy, and concerns can be raised
in regard to their use on an everyday basis, but their implementation could be highly
beneficial for individuals’ independence and bring strong support to healthcare workers. In
detail, trade-offs need to be considered on a case-by-case strategy to bring more beneficence
to patients and systems.

4.4. Justice

Justice, as a bioethics principle, relates widely to resource allocation, including the
availability of novel and experimental therapies, the highest possible treatment quality, and
ordinary healthcare [44]. In the case of CRs, it could translate into their availability and
accessibility to the global population, as well as their adptability to different cultures and
needs. Adding layers to this definition, AI ethics calls for the avoidance of discrimination
by AI systems based on individual and personal characteristics (e.g., gender, age, ethnicity),
and the creation of shared benefits on a global and individual level, while preventing the
creation of new harm, or the enhancement of existing ones [26].

Starting with the bioethics perspective, it can be stated that equal access to CRs
technology is unlikely to be met on a worldwide scale as SRs are entering different societies
at various rates. As presented in Boch et al. [70], the fastest growing markets for SRs in the
coming years (between 2021 and 2026) will be led by economically developed countries;
the USA and countries in Oceania and East Asia project the highest, with Europe and
Canada projecting a medium growth rate [86]. This leaves a big part of the world out
of the equation; South America, the Middle East, and Africa, are all predicted to have a
low rate of growth as it relates to robotic technologies and the costs associated with the
development and thus use of the technology [86]. Significant disparities and inequalities
can be observed in terms of regional inclusion and participation in discussions surrounding
the development, design, and implementation of CRs [70]. These considerations gain
importance when acknowledging the existing divide between the Global North and Global
South, which already influences the development of numerous AI-driven technologies
available in today’s market, as discussed in the literature but also brought to light in
the 2023 World Economic Forum annual meeting [87,88]. A specific example of such
bias impact on accessibility is facial recognition features. Algorithms allowing for such
technology allow, in CRs, for a higher level of human–machine interactions. In the case
of vulnerable minorities, already facing structural bias in society, the error rate in those
systems disproportionately affects them [89].

Growing this argument into the AI ethics perspective of justice, the risk of entrenching
existing inequalities due to the lack of geographical and other background diversity in
the creation and development team could participate in enhancing bias towards specific
populations and thus generate additional issues in the case of deployment in countries
or regions that are initially non-targeted [90]. Moreover, when looking at the specific
implementation of AI systems in the healthcare sector during the pandemic, screaming
examples of the accentuation of discrimination against specific groups have been noted even
in geographical target populations [91,92]. As it relates to CRs, those concerns are highly
relevant; if a CR makes health related decisions for patients towards whom algorithmic
bias plays, the well-being and even the life of the patient could be at risk.

Thus, the accessibility to the beneficence of CRs technology on a global scale is not
a given, and neither is its equality in performance with every type of target population.
When narrowing down the scope to the individual level, the reduction of algorithmic bias
against interpersonal characteristics of vulnerable populations has to be a paramount point
of concern for the developers, and care ecosystem of patients to avoid harm at all costs.
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4.5. Explainability

Explainability is the one principle pertaining to only AI ethics, enabling other prin-
ciples to co-exist, and allowing for accountability [26]. It is a complex but foundational
requirement in all AI-enabled healthcare technology [93].

The challenge of explainability exists at two separate but interconnected levels when
discussing AI-enabled robotics. At one level there exists technical explainability, the
ability to explain and understand the mathematical weighting and prioritisation that the
underpinning advanced statistical models used to create the AI [94]. As an example, the
visual system of a SR may take in and process a 360-degree field around it but may only
make decisions using a small subset of this visual information. In an environment where
decisions may need to be audited or reviewed, then what exact information is used in the
decision-making process needs to be clearly explainable. The feasibility of this type of
explainability depends on the type of statistical model and the technical decisions made
during the development of AI-enabled robotics.

This challenge is further confounded when considering the types of explainability
available. Some models are “White-box”, where the exact approach is identifiable and
clear and all of the reasoning involved can be reviewed [95]. In situations like this, an
auditor would be able to give a deterministic and affirmative explanation as to why the
robot did what it did. This sits in contrast to “Black-box” models where, if the decision can
be explained at all, it is intuited via a set of external analysis tools [96]. In this situation, an
auditor may only be able to give a probable, non-deterministic answer as to why a decision
was made.

Which level of explainability required in a healthcare environment has not yet been
regulated explicitly but adjacent laws such as GDPR [63] expect data processing to be
handled in a transparent and explainable manner [97]. As CRs begin to see adoption there,
the expected level of explainability will need to be planned for in advance and needs to be
part of the requirements at the earliest stage of conception.

At the next level, there exists socio-technical explainability, the need to understand
the context in which the systems are used and on which levels they affect our everyday
life [98,99].

Going back to the bioethics perspective on autonomy, patients (when cognitively and
physically able) have the right to make their own decisions regarding their medical care with
all the information presented to them. In the current state of AI, the use of SR in healthcare
cannot ensure full transparency in the decision making process of complex systems such as
CRs. A strong need for “White Box” implementation and an understandable explanation for
the patients’ abilities should be at the heart of CR development to allow for full autonomy
of the patient in understanding all technical aspects pertaining to using such tools in their
medical routine.

On the other hand, users should be informed in a transparent way about the benefits
and harms that might emerge from the interactions with CRs [70]. When considering
accountability as a necessary point of ethical technology, explainability of the tool and
processes around it are at the centre [100]. Providing a comprehensive view of potential
adverse outcomes, including physical and psychological harm that may arise from the
utilisation and engagement with CRs, is of the utmost importance. This necessitates a
clear delineation of the circumstances in which problems might occur. For instance, the
consequences of establishing a para-social relationship between users and CRs are currently
uncertain. This highlights the importance of conducting further empirical research and
establishing accountability mechanisms before the widespread adoption of social robots in
personal care contexts. Some argue that genuine friendships can develop between humans
and robots, and thus CRs [101], while others point out the issue of deception inherent
in such a connection [34,102]. Thus, the potential for para-social relationships to bloom
between the patient and the CRs is real and comes with both positive and negative possible
consequences. For instance, users may unknowingly trust and confide in CRs based on
their evolving relationship, thereby sharing more personal information and data [103].
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This highlights the need to provide understandable explanations regarding the actual
functioning and data usage of CRs, and enabling users to understand the implications of
their exchange with CRs regardless of their perceived relationship.

In addition, when considering the context of elderly care, trade-offs may arise as the
efficacy or beneficence of CRs may affect users’ autonomy. Striking a balance between a
more autonomous social robot and cultural considerations is thus crucial [104]. Indeed,
users’ cultural environments might moderate their comfort levels in delegating tasks to CRs.
Therefore, different societal contexts may require specific sets of values to be embedded
in their robotic systems, and the set of values needs to be presented clearly to the patient
prior for their understanding and approval of the use of the CRs.

Thus, from a technical and socio-technical perspective, explainability is of paramount
importance for CRs implementation. Their use for healthcare purposes in addition to their
social purpose creates a particularly challenging context when it comes to the need for
transparency and understandability.

5. Ethical Trade-Offs Deliberations

In this section, we will now discuss the three main ethical trade-offs arising from the
use of CRs in healthcare through the scope of our integrative framework. We will first
consider patient centricity as an ethics of care requirement, versus profit centricity, which is
a business requirement. We will then discuss patients’ autonomy versus dependency, and
how to balance the risks. Finally, the question of data privacy rights versus efficiency of the
robot will be addressed.

5.1. Patient Centricity vs. Profit Centricity

The use of CRs in healthcare presents a complex ethical trade-off between patient cen-
tricity and profit centricity. Patient centricity stems primarily from the bioethics perspective
of beneficence, while profit centricity can be argued as belonging to the economical “do
good” vision of the principle through the AI ethics lens.

Patient centricity is considered to be more than just an ethical requirement but a social
responsibility in the healthcare sector globally. Russo’s [105] work on the topic partly builds
on Werhane’s [106] theory emphasising the importance of maximising the treatment and
well-being of designated populations while also respecting the rules of the game, such
as operating within a free market. However, informative asymmetries may prevent the
optimal situation in which all patients involved are satisfied, highlighting the need for reg-
ulatory agencies to put a frame on the market. Borgonovi’s theory [107], on the other hand,
focuses on the healthcare organisation’s ability to carry out its function in the best way
possible, which requires efficiency, shared definition of health strategies, and environmental
protection. Finally, Emanuel and Emanuel [23] propose a theory based on ‘New Contractu-
alism’, which emphasises the equality of fundamental rights of all parties involved and is
based on a concept of justification rooted in a social contract between stakeholders. This
theory attempts to balance the economic interests of shareholders, the social impact of
meeting patient needs, and the expectations of healthcare organisations, while ensuring
accountability. Russo [105] thus identifies three main dimensions that are important for the
social responsibility of healthcare organisations: maximising the treatment and well-being
of designated populations, carrying out the healthcare organisation’s function in the best
way possible, and providing a justification and being held responsible for actions by an-
other party. Finding the trade-off between all parties to obtain to a balance between profit
and patient centricity is thus an ongoing discussion in the healthcare sector at the global
level. Interestingly, Collins [108] found that healthcare managers tend to prioritise patient
care over profit maximisation. However, the pressure healthcare managers face to produce
higher results with fewer resources may inadvertently test their moral fortitude and social
consciousness. Future healthcare managers may strongly focus on patient care but may
still require guidance to ensure ethical and socially responsible decision-making. Thus,
providing the best care for patients is at the centre of current behaviours and objectives
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from a personal and organisational social responsibility perspective in healthcare, with
a layer of accountability that healthcare providers have to answer to, while considering
the profit of an organisation. These principles align with the principle of patient centricity
requirements while integrating the profit an organisation needs to ensure survival. Those
issues can be translated to the product level, such as for CRs.

CRs can promote patient centricity by providing personalised care and support that
meets the unique needs and preferences of each individual, while improving the effective-
ness of care [109]. Their use enhances the patient experience, improves health outcomes,
and empowers patients to take an active role in their care [110]. However, the overuse of
such technologies could lead to the deficiency in individualised care by humans, which
might in turn reduce the quality of care received [110]. From a personal perspective, CRs
can also prioritise the economic interests of the patient and of the healthcare system through
the reduction of costs and increasing efficiency of care. Indeed, providing personalised care
that meets the unique needs of each individual can reduce the likelihood of adverse events,
hospital readmissions, and unnecessary procedures, all of which can result in significant
economic costs [111]. From a group perspective, CRs can reduce the cost of care for entire
systems by increasing efficiency and reducing the need for human labour. For example,
robot-based systems for telemedicine have economic value and can potentially provide
proper and timely medical care to patients in medically underdeveloped regions [112].

However, it is argued that the deployment of robotics technology in the field of care
is increasingly focused on standardisation and selection into economic and marketable
care measures, which can unintentionally produce CRs that rely less on traditional, care-
intrinsic knowledge [111]. For instance, referred to as the “Silver Economy” by the European
Commission [113], increasing numbers of elderly people will create a new “silver” market
of consumers, and are being targeted as a new consumer group for assistive technologies.

In summary, the use of CRs in healthcare presents a complex ethical trade-off between
patient centricity and profit orientation. Healthcare organisations have a social responsibil-
ity to maximise the treatment and well-being of designated populations, carry out their
functions in the best way possible, and be held accountable for their actions by stakeholders.
When looking at the specific technology of CRs, it is recognisable that they can promote
patient centricity by providing personalised care and support, improving the patient ex-
perience, and reducing economic costs. However, the overuse of CRs and their focus on
standardisation and marketability could result in the deficiency of care-intrinsic knowledge
and compromise the safety and well-being of individuals. Hence, the deployment of CRs
must be guided by ethical and socially responsible decision-making to balance patient
needs, economic interests, and social expectations.

5.2. Autonomy vs. Dependence

Here, we deep dive into the trade-off CRs present between promoting autonomy and
dependence to the tool. This trade-off pertains to the Autonomy principle as seen by both
ethics as it relates to the autonomy of an individual, and their use of a technology.

We here define autonomy as the independent living ability of an individual [114],
and the capabilities related to everyday life regardless of the physical impairment or
ageing faced by a patient, hoping for the technology to reduce avoidable hospitalisation or
institutionalised care [111]. Autonomy is moreover viewed as the individual’s right to make
informed decisions, based on the cultural ideal that agents are independent, rational, and
self-interested. In order to be autonomous, people must be able to freely make decisions
that are not influenced by coercion and that reflect their own thought processes [115].
Finally, we argue that the care ethics perspective of keeping the patient at the centre of all
concerns also enhances the need for available and adequate care-giving services to fulfil
patients’ everyday care autonomy.

Taking into account the definition of autonomy that we have presented, the implemen-
tation of CRs may potentially enhance patients’ autonomy by satisfying their requirements
in three key areas: (1) the continuous demand for care, which surpasses the capacity of
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human caregivers; (2) the prevalence of patient abuse in the care of others, leading to
diminished autonomy and dignity; and (3) the inadequacy of current practices to meet
the expected level of care, resulting in patients’ compromised autonomy, dignity, and
health [116]. Moreover, CRs have the potential to promote autonomy by enabling individ-
uals to maintain their independence, agency, and control over their healthcare decisions,
also due to the availability of options in regards to services, which can lead to improved
quality of life and better health outcomes [117].

On the other hand, the efficacy and resilience of CRs in fulfilling its intended duties
are likely to evoke heightened levels of trust from patients [118]. Trust can thus support
the use of such technology, but in some cases, result in overuse of and over reliance on the
CRs, which might end up creating dependency. In this case, patients would tend towards
dependence on the robot rather than independence thanks to the robot, leading to a loss of
agency and possible social isolation.

An instance in which individuals may experience a reduction in their ability to self-
govern may arise when they follow the recommendations made by robots. Studies have
indicated that people tend to be more compliant when instructed by robots, as compared to
when given instructions by other humans [119]. While this feature may be advantageous in
aiding patients with autism or those undergoing challenging behavioural modifications,
there is a valid concern that people may be unduly influenced or coerced into carrying out
actions that they would not otherwise, due to the novelty of the technology or the absence
of companions to discuss alternate courses of action with [12]. In this case, social isolation
is thus a risk and a factor. Furthermore, the literature suggests that there is a concern
regarding the adoption of CRs for elderly patients, as it may exacerbate their sense of
loneliness. It is vital for healthcare providers to acknowledge the dignity and independence
of older adults, as well as their right to participate in social and cultural activities when
introducing new technologies into their care [120].

Thus, a trade-off needs to be found, and might have to be case by case. In regards
to care ethics, we understand that agency and autonomy of the patients go hand in hand
when considering decisions of care services they want and agree to access.

Thus, when considering the use of CRs, the patient’s consent—or that of their family if
the patient is not able to give enlightened consent—is necessary. The use of CRs should also
be stoppable and retractable without any conflict at any point [121]. Moreover, this entails
that detailed information regarding the use of CRs are to be given to the patient to allow
for a full understanding of the limitations and risks of the technology before making their
decisions. Interestingly, in some cases, patients might be open to limitations in their own
autonomy if it is necessary to ensure their safety in the long term [122]. Thus, prioritising
the robot’s role in promoting safety for patients seems the better road to reach an agreement
and keeping the patients’ interests at the centre. Therefore, the terms of robot use should be
discussed and agreed upon in advance between all the involved stakeholders [122]. Finally,
the most important point is to use CRs in a transparent manner to allow for the patient’s
autonomy to be intact. To ensure that patient autonomy is respected, guidance should be
developed on how to implement applications, including when and how consent should
be obtained, and how to handle matters related to vulnerability, manipulation, coercion,
and privacy. Building on the Clinical Trial Regulations on informed consent proposed
by the European Patient Forum [123], we emphasise here the need for detailed and clear
discussions with the patient regarding their right to privacy, an adapted presentation of
the limitations and risks associated with the proposed CRs solution with confirmation of
understanding on the patient’s part through questions or tests, but also the integration
of a dynamic consent process through which the patient can access the information they
require ongoingly regarding the tool. The capacity of the patient to receive and understand
such information is moderated by but is not limited to their cognitive abilities, their spoken
language, and other diversity characteristics to take into consideration.

In summary, the use of CRs presents a trade-off between promoting autonomy and
dependence on the tool. CRs have the potential to enhance patient autonomy by providing
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continuous care, preventing abuse, and offering options for improved quality of life and
better health outcomes. However, over-reliance on CRs may result in dependency and
loss of agency, leading to social isolation and a reduction in the ability to self-govern. To
ensure patient autonomy, stakeholders need to find a balance that prioritises the patient’s
safety while respecting their right to make informed decisions. In other words, the use of
CRs should be transparent, involve patient consent, and be accompanied by guidelines
that address issues related to specific situations. Ultimately, the goal should be to keep
the patient at the centre of all concerns and to provide adequate and available caregiving
services that fulfil patients’ everyday care autonomy.

5.3. Data Privacy vs. Efficiency

One of the major ethical concerns that arises with the use of CRs is the trade-off
between data privacy and the efficiency of CRs in their tasks. This trade-off belongs to the
principle of non-maleficence as perceived by both perspectives when it comes to ensuring
the privacy of a user, but also touches on the principle of beneficence when it comes to
“do good” and efficiency. Efficiency in this context refers to maximising CRs’ accuracy
and effectiveness in delivering care reliably. The collection and analysis of large amounts
of patient data are crucial for training machine learning algorithms that can adapt to the
specific needs of individual patients. Moreover, to interact naturally with humans, social
robots rely on sophisticated algorithms and collect large amounts of data both about users
and their environment [124]. For example, current generations of SR are equipped with
sensors such as cameras, and GPS sensors [125]. Additionally, CRs have the ability to
establish internet connections and transmit data collected by their integrated cameras and
microphones to remote servers [121]. The collection of personal data enabled by the variety
of sensors on CRs is necessary for their proper functioning. However, the use of sensors
such as cameras and microphones can infringe on the privacy of patients. Similarly, the
transmission of personal data via the internet risk potential exposure of personal data
through hacking and cyber attack. Here, data privacy should be discussed to understand
the acceptable balance between data privacy and the efficiency of the robot.

Data privacy is a fundamental right guaranteed by Article 8 of the European Con-
vention on Human Rights and the Universal Declaration of Human Rights [126]. Privacy
concerns have been raised by users, patients, and caregivers when considering the use of
CRs [127,128]. Lutz et al. [124] define privacy in social robots, which is thus applicable
to CRs as defined in this paper, in four categories: (1) informational privacy: quantity
and confidentiality of data, potential security breaches, the ability for third-party access,
connectivity to cloud services, the opaqueness of data collection processes, and a lack
of understanding on the part of users; (2) psychological privacy: psychological depen-
dence, diminished self-reflection and human autonomy, chilling effects as a result of feeling
surveilled, and specific concerns for vulnerable user groups such as children; (3) social
privacy: the social connection established between the robot and the user, accompanied by
feelings of fondness and trust, which may result in the disclosure of confidential informa-
tion; (4) physical privacy: capacity to access areas that are private, or that users may not be
able to access, and the discomfort of being too close.

Thus, social robots, and thus CRs, present unique privacy risks aligned with their
collecting of sensitive information. Moreover, the possibility for users to create emotional
bonds with their robots and interact with them in more open and intimate ways leads to
increased privacy risks. Finally, owners tend to forget that data collection is ongoing while
interacting with their robots [121]. Informed consent is therefore crucial for users as they
are at risk of not being (made) aware of the variety of data collected while using CRs.

To address privacy risks, Lutz et al. [124] recommend the use of privacy by design
and privacy as contextual integrity frameworks. Interestingly, a small amount of training
data seems to be necessary for the high accuracy of the system in similar cases [129], and
human-generated feedback could facilitate personalisation [130]. Moreover, the reuse of
existing data sets seems to be a valid solution for re-collection of data in specific situations
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to learn end-to-end skills [131], meaning that the collection of large amounts of data from
the patient might not be necessary for every situation. The concept of data minimisation is
here relevant to implement, understanding which type of data are needed for efficiency,
and making sure to focus collection on those information solely. Signalling data collection
could be a viable alternative, building on the concept of explainability [124]. In this case,
the users might also receive an explanation and thus understand more clearly which types
of data is being collected, and be in control of what they are willing to share or not, and
with whom. In the context of CRs, the questions also relate to sharing medical information
with family and care staff, in addition to providers and third parties. Having an honest
map of which data will be used by the system to provide better care is also of paramount
importance as the trade-off with efficiency is clear. The patients should thus know what will
or will not help their tool better its services. In addition, ensuring the understanding of all
stakeholders involved in the CRs ecosystem (e.g., patients and their direct family ecosystem,
doctors and nurses) regarding the robot’s data collection and governance is crucial. In this
context, finding the proper balance with transparency also means understanding the target
population and adapting the discourse to the patient’s abilities. Only by doing so can the
full consent of using the tool given.

Another potential solution to privacy is federated learning, a privacy-preserving ML
technique that involves sharing the model instead of the data [132]. This implies that a base
model will be sent to CRs, learn from data, and make inferences locally without sending
user data to a central server. While this approach addresses concerns about data sharing,
it introduces new technical limitations related to the accuracy, transparency, and security
of models developed using federated learning. Therefore, caution should be exercised
when considering the adoption of solutions from domains where federated learning is not
a standard practice into the healthcare field, as such solutions may not be feasible within a
federated environment.

In conclusion, the use of CRs presents ethical concerns related to data privacy and
the efficiency of CRs in delivering reliable care. While the collection and analysis of
large amounts of patient data are crucial for training machine learning algorithms and
improving CRs’ accuracy and effectiveness, it also raises concerns about data privacy.
The collection of (personal) data allowed by the variety of sensors present on CRs is
quite important and necessary for their proper functioning. However, issues regarding
data privacy need to be discussed to understand the acceptable balance between data
privacy and the efficiency of the robot. To address privacy risks, CRs must be designed
and implemented in a way that complies with data protection regulations such as the
General Data Protection Regulation (GDPR) to protect patient privacy. Technological
solutions such as anonymisation, encryption, and design that signals data collection are
also recommended [124]. In addition, finding the proper balance in regards to transparency
and explainability means understanding the target population and adapting the discourse
in regards to data governance to the patient’s abilities [133].

6. Discussion

In this paper, we reconcile the theoretical frameworks of bioethics and AI ethics to cre-
ate an integrated ethical framework to guide the design, deployment and use of CRs. As a
proof of concept, we explored ethical trade-offs accounting for multiple ethical perspectives.
Furthermore, we provide practical resolution and recommendations, including finding
the adequate discourse for each patient and stakeholders to understand the technology
they are using and what it entails, the establishment of regulations and standards, and
prioritising the patients’ interests.

In the past decade, there has been significant growth in research on the ethics of
robotics, especially in the field of healthcare. For instance, Stahl and Coeckelbergh [134]
argued that in addition to ethical analysis, traditional technology assessment, and philo-
sophical speculation, it is crucial to incorporate forms of reflection, dialogue, and experi-
mentation that closely align with innovation practices and real-world contexts of the use of
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robotics in healthcare. However, there are few studies that are focused on ethics of CRs.
Bradwell et al. [135] surveyed 64 adults after they have had interactions with companion
robots. Their study, demonstrated disparities between ethical concerns discussed in philo-
sophical literature and the considerations that influence the decision-making process of
purchasing a companion robot. These discrepancies, observed between philosophers and
end-users involved in the care of older individuals, as well as differences in the methods
used to gather information, highlight the need for additional empirical research and discus-
sion. Another study outlines the ethical challenges associated with robotic care assistants
and proposes potential strategies for addressing them through their design and use [136].
Finally, a series of frameworks and recommendations have been proposed [15–17]. Those
bring a lot to the conversation, but do not comprehensively review the AI ethics and
bioethics approach. Rather, they give pointers to methodologies on how to integrate ethics
in general in AI in healthcare, and who should be responsible for it. Moreover, existing
frameworks are not tailored for the use case of CRs. Our approach is to bridge the existing
gap by integrating both AI and bioethics in an ethical framework for CRs, ensuing in the
proposition of practical design recommendations.

6.1. Practical Design Constraints for CRs

In terms of implementation, developers of CRs should ensure that the system adheres
to AI ethical principles such as beneficence, non-maleficence, autonomy, justice, and ex-
plainability as understood in the integration of both AI and bioethics perspectives. This
can be achieved by prioritising the well-being and safety of users at the same time as
averting potential harm, ensuring users are not coerced into decisions, promoting fairness
and equity in healthcare, being transparent and establishing the means to hold developers
accountable for the decision processes of SR. It is necessary to collaborate with healthcare
providers, users, and AI ethicists to develop a well-rounded robot that prioritises patients’
autonomy and well-being.

To ensure the involvement of relevant parties in the early stage of CR development,
multiple methodologies can be implemented. First, focus groups can provide a platform
for different groups to come together and share perspectives, experiences, and expectations
regarding the given technology [137]. This methodology, nevertheless, might come with
its own set of challenges when facing vulnerable populations, which might be the case
in the context of CRs for autism, or CRs for dementia patients [138]. A second possi-
ble methodology to involve different target populations opinions and ideas is to deploy
user surveys, interviews, and observation [139]. This set of data collection allows a more
personalised understanding of the target users to be obtained. Finally, public consulta-
tions or meetings can facilitate a broader engagement with the community at large. This
methodology provides open dialogue, and a platform for knowledge sharing, as well as the
opportunity to understand a community’s values [140]. By employing these approaches,
we can establish a collaborative and inclusive environment where stakeholders are actively
involved in shaping the development of CRs in healthcare. Their input and insights can
guide decision-making, address ethical considerations, and ensure the development of CRs
that align with societal needs and values.

From a methodological point of view, developers should adopt ethics by the design
approach, which ensures that ethical principles are not just an afterthought but human
values are considered from the offset and maintained throughout the AI pipeline. Practically,
developers of SR should consider the following:

1. Beneficence: CRs should be designed to promote the well-being and safety of
the users. This could involve incorporating features that encourage healthy behaviour or
providing personalised medical advice based on the user’s health data. It is also important
to ensure that the robot does not inadvertently cause harm, such as by providing incorrect
medical advice or failing to respond appropriately in an emergency.

2. Non-Maleficence: CRs should be designed to avoid causing harm to the users.
This requires careful consideration of the potential risks and benefits of the robot’s actions.
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For example, if the robot is providing medical advice, it should be based on accurate and
up-to-date information and should be tailored to the individual needs of the user. The robot
should also be programmed to recognise and respond appropriately to potentially harmful
situations, such as detecting physical or mental signs of distress in the user, but also be able
to understand a negative feedback from the patient. In other words, CRs should be able to
understand the limits of the patient by taking explicit feedback, spoken or perceived.

3. Autonomy: CRs should be designed to respect the autonomy of the users. This
means that the robot should not coerce or manipulate the users into making decisions that
they do not want to make. Instead, the robot should provide information and support that
enables the user to make informed decisions about their health and well-being.

4. Justice: CRs should be designed to promote fairness and equity in healthcare. This
could involve incorporating features that address healthcare disparities or providing access
to healthcare resources to under-served communities. It is also important to ensure that the
robot does not perpetuate or reinforce biases or discrimination in healthcare.

5. Explainability: CRs should be designed to be transparent and accountable in their
decision-making processes. This requires that the robot’s algorithms and data sources
are open and explainable to the users and healthcare providers. The robot should also
be programmed to provide clear and understandable explanations for its actions and
recommendations.

As acknowledged at the start of this section, there will be specific ethical requirements
within the sub-field. This will be domain-, culture-, and potentially user-specific. However,
the discussed practical design constraints will need to be conceptual design goals that must
be considered as part of the foundational stage for robotics in healthcare. Further ethical
considerations will need to build on or augment these constraints.

6.2. Limitations and Outlook

Our study is not without challenges. First, we take a normative approach to address
a problem that could be understood as technical. We recognise that our contribution, if
not highly technical, is still of importance in the decision making of using, designing, and
implementing technologies such as CRs.

Second, this study was not conducted systematically.
Finally, our proposition rests on one case study and thus might not be generalised as is.

To overcome this issue, we would offer a few pointers for the adaptation of our framework
to different healthcare use cases and contexts. First, cultural sensitivity, through the
understanding of cultural diversity and existing normative frameworks is paramount [40].
Second, we would encourage strong stakeholder engagement from diverse backgrounds
in the definition and further deliberations attached to the framework application and
its use case [141]. Thirdly, an iterative approach to the adaptation of the framework is
recommended. This entails ongoing evaluation and refinement of the guidelines based
on feedback, empirical evidence, and real-wold implementation. This will allow for its
ongoing improvement and adaptation to the specific context [142]. It is important to note
that while we provide these general strategies, the precise method of adaptation may vary
depending on the specific healthcare context and cultural considerations. Therefore, further
research and collaboration with stakeholders will be essential to develop and refine the
adaptation process in each unique setting.

Nevertheless, we believe this paper to be a strong contribution to the conversation,
and a necessary one to build towards a sector-specific understanding of ethics for the
integration of AI systems. We thus believe that future research should first reproduce our
integrative approach for different use cases of healthcare, integrating both bio- and AI
ethics to evaluate different AI applications and their frame of use.

Second, we would encourage the creation of quantifiable characteristics to evaluate
the adherence to ethical principles for the integration of AI in healthcare, building on our
proposed integration of perspectives.
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We also encourage work towards the standardisation of social AI systems, building on
psychology and other human sciences knowledge, depending on the specific context and
sector of use. The current frame regarding regulation and standardisation for technology
is rapidly evolving, with, amongst other regulatory efforts, the upcoming “Regulation of
the European parliament and of the council laying down harmonised rules on artificial
intelligence (AI Act) and amending certain union legislative act” [123]. This proposed
regulation calls for a fundamental rights assessment, and brings with it the possibility of the
creation of an EU AI Office to provide guidance and coordination in the implementation of
the Act from a legal perspective [143]. On the other hand, regulation is not the only way to
go when it comes to ethics. Certifications and standards developed both by governmental
and non-governmental organisations can contribute to the accountability mechanisms by
introducing specific technical and tangible criteria to reach ethical standards with design
technologies. The ongoing work of ISO in developing standards is a notable example, or
the existing work of IEEE regarding standardisation on this topic [33,144]. Finally, internal
auditing and guidelines can also establish a proactive approach to ensure ethical and
legal compliance. Google, for instance, has developed an end-to-end internal auditing
framework that offers guidance for responsible implementation [145]. By incorporating
these strategies, we can establish robust mechanisms to monitor and ensure compliance
with regulations and standards for the ethical use of CRs in healthcare, if adequate standards
and regulations are adopted and developed for this specific context. These approaches
can promote transparency, accountability, and responsible innovation while safeguarding
patient well-being and societal trust. We believe in the need to clearly understand the
context (e.g., culture and frame of use) to build and use appropriate technologies.

7. Conclusions

The implementation of CRs in the healthcare sector is seen as a plausible solution
to address the impending demographic and workforce challenges. The adoption of CRs,
however, gives rise to various ethical concerns and opportunities, which require a holistic
analysis from both the AI ethics and bioethics perspectives. Integrating both approaches
allows for a multi-level analysis of the situation, where bioethics focuses primarily on the
patient care practice, while AI ethics examines the implications of technology for groups
and society. By taking this approach, we can ensure that ethical and technical trade-offs
are adequately defined to meet performance expectations while safeguarding patients and
the healthcare ecosystem they belong to. In discussing those trade-offs, some major points
for the reduction of risks are put forth: (1) finding the adequate discourse for each patient
and stakeholders to understand the technology they are using and what it entails; (2) the
creation of guidance through regulations and standards on the state of the art to follow,
accompanied by a clear accountability system for developers, providers, and users; and
(3) always keeping the patient’s interests at the centre of all deliberations. In addition to
ethical considerations, practical design constraints for social robots in healthcare must be
taken into account. Developers should adhere to ethical principles such as beneficence,
non-maleficence, autonomy, justice, and explainability. Incorporating these principles
into the design process and adopting an ethics-by-design approach can help prioritise the
well-being and safety of users, avoid harm, respect users’ autonomy, promote fairness
and equity in healthcare, and ensure transparency and accountability in decision-making
processes. It is important to acknowledge that specific ethical requirements may vary
depending on the domain, culture, and users involved. However, the discussed practical
design constraints serve as foundational goals that must be considered in the development
of robotics in healthcare. Further ethical considerations should build upon and augment
these constraints, taking into account the specific context and needs of CRs in providing
care. Finally, we conclude that a sector-specific approach to ethical discussions is indeed
needed to provide a complete understanding of the potential implications of integrating AI
technology into healthcare systems.
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