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Abstract 
In this thesis, PTB7:PCBM blend films, an important model system for active layers 

in organic solar cells, are investigated. Special focus is directed on the internal 
dynamics of the polymer side chains and the film stability in dependence of fabrication 
procedure and the use of solvent additives. The first quasielastic neutron scattering 
experiment for the material system is realized to examine dynamic processes on 
different timescales within the films. The influence of blending the polymer PTB7 with 
the fullerene derivate PCBM as well as different measures for the improvement of 
power conversion efficiencies of resulting devices is studied. Beyond this, the removal 
of residual solvent additive molecules from the dried films is tracked with time resolved 
QENS. On this basis, the stability of PTB7:PCBM films produced by different drying 
protocols with and without solvent additives is investigated at ambient atmosphere 
under illumination. The response of chemical and physical properties of the films is 
followed by XRD, UV-vis-, FTIR- and Raman spectroscopy. The results are set into 
context with literature and the performance of respective solar cells in order to extend 
the knowledge base of the present system and aid future developments in the field of 
organic photovoltaics. 

 

Zusammenfassung 
In dieser Arbeit wird die Untersuchung von PTB7:PCBM Filmen, einem wichtigen 

Modellsystem für aktive Schichten in organischen Solarzellen, präsentiert. Besonderer 
Fokus liegt dabei auf der internen Dynamik der Polymer Seitenketten sowie der 
Stabilität der Filme in Abhängigkeit von Herstellungsparametern und der Nutzung von 
Lösungsmittelzusätzen. Für dieses System wurde das erste Experiment mit 
quasielastischer Neutronenstreuung durchgeführt um dynamische Prozesse in den 
Filmen auf verschiedenen Zeitskalen zu beobachten. Es wird der Einfluss der 
Mischung des Polymers PTB7 mit dem Fulleren PCBM und verschiedenen Methoden, 
die der Erhöhung des Wirkungsgrads von entsprechenden Modulen dienen, 
untersucht. Darüber hinaus wird mit zeitaufgelöstem QENS verfolgt wie verbliebene 
Moleküle des Lösungsmittelzusatzes den getrockneten Film verlassen. Darauf 
aufbauend wird die Stabilität der PTB7:PCBM Filme unter regulären atmosphärischen 
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Bedingungen bei Beleuchtung untersucht. Das Hauptaugenmerk liegt dabei auf dem 
Einfluss von verschiedenen Trocknungsbedingungen sowie der Nutzung von 
Lösungsmittelzusätzen. Die Reaktion von chemischen und physikalischen Parametern 
der Filme wird mit XRD, UV-vis-, FTIR- und Raman Spektroskopie verfolgt. Die 
Ergebnisse werden in Kontext mit vorhandener Literatur und der Funktion von 
entsprechenden Solarzellen gesetzt, um die Wissensbasis dieses Modellsystems zu 
erweitern und zu zukünftigen Entwicklungen im Bereich der organischen Solarzellen 
beizutragen.
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Abbreviations 

A   acceptor 

B+   positive bipolaron 

B-   negative bipolaron 

BDT   benzodithiophene (-unit in PTB7) 

BHJ   bulk heterojunction 

BR   bacteriorhodopsin 

BS   backscattering 

BTP-2F2Cl  2,2'-((2Z,2'Z)-((12,13-bis(2-ethylhexyl)-3,9-diundecyl-12,13-dihydro-[1,2,5] 
thiadiazolo[3,4-e]thieno[2",3’':4’,5']thieno[2',3':4,5]pyrrolo[3,2-g]thieno[2',3':4,5] 
thieno[3,2-b]indole-2,10-diyl)bis(methanylylidene))bis(5,6-dichloro-3-oxo-2,3-
dihydro-1H-indene-2,1-diylidene))dimalononitrile 

CB   chlorobenzene 

CCD   charge coupled device 

CFRP   carbon fiber reinforced plastic 

D   diffusion coefficient 

D18 Poly[(2,6-(4,8-bis(5-(2-ethylhexyl-3-fluoro)thiophen-2-yl)-benzo[1,2-b:4,5-
b’]dithiophene))-alt-5,5'-(5,8-bis(4-(2-butyloctyl)thiophen-2-yl)dithieno 
[3',2':3,4;2'',3'':5,6]benzo[1,2-c][1,2,5]thiadiazole)] 

DERHD7T 5Z,5′Z)-5,5′-((3,3′′′′,3′′′′′,3′′′′′′,4′,4″-hexaoctyl-[2,2′:5′,2″:5″,2′′′:5′′′,2′′′′:5′′′′,2′′′′′:5′′′′′, 
2′′′′′′-sepithiophene]-5,5′′′′′′-diyl)bis(methanylylidene))bis(3-ethyl-2-
thioxothiazolidin-4-one) 

DIO   1,8-diiodooctane 

DOS   density of states 

DPE   diphenyl ether 

DPPEZnP-TEH 5,15-Bis(2,5-bis-(2-ethyl-hexyl)-3,6-di-thienyl-2-yl-2,5-dihydro-pyrrolo[3,4-c] 
pyrrole-1,4-dione-5'-yl-ethynyl)-10,20-bis(5-(2-ethylhexyl)-thienyl)-porphyrin-
zinc 

EBL   electron blocking layer 

EF   Fermi energy 

Eg   band gap 

EISF   elastic incoherent structure factor 

ETL   electron transport layer 

FOC   frame overlap chopper 

FRET   fluorescent/Förster resonant energy transfer 

FRM II   Forschungsreaktor München 2 
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FTIR   Fourier-transform-infrared (spectroscopy) 

HBL   hole blocking layer 

HOMO   highest occupied molecular orbital 

HORC   higher order removal chopper 

HTL   hole transport layer 

HWHM   half width at half maximum 

I(Q, t)   intermediate scattering function 

IC60BA 1′,1′′,4′,4′′-Tetrahydro-di[1,4]methanonaphthaleno[1,2:2′,3′,56,60:2′′,3′′]-
[5,6]fullerene-C60 

IC70BA 1′,1′′,4′,4′′-Tetrahydro-di[1,4]methanonaphthaleno[1,2:2′,3′,56,60:2′′,3′′]-
[5,6]fullerene-C70 

IDIC 2,2'-((2Z,2'Z)-((4,4,9,9-tetrahexyl-4,9-dihydro-s-indaceno[1,2-b:5,6-
b']dithiophene-2,7-diyl)bis(methanylylidene))bis(3-oxo-2,3-dihydro-1H-indene-
2,1-diylidene))dimalononitrile 

IT-4F 3,9-bis(2-methylene-((3-(1,1-dicyanomethylene)-6,7-difluoro)-indanone))-
5,5,11,11-tetrakis(4-hexylphenyl)-dithieno[2,3-d:2’,3’-d’]-s-indaceno[1,2-b:5,6-
b’]dithiophene 

ITIC 3,9-bis(2-methylene-(3-(1,1-dicyanomethylene)-indanone))-5,5,11,11-tetrakis 
(4-hexylphenyl)-dithieno[2,3-d:2’,3’-d’]-s-indaceno[1,2-b:5,6-b’]dithiophene 

ITO   indium tin oxide 

KWW   Kohlrausch-Williams-Watt 

L8-BO 2,2'-((2Z,2'Z)-((12,13-bis(2-ethylhexyl)-3,9-(2-butyloctyl)-12,13-dihydro-[1,2,5] 
thiadiazolo[3,4-e]thieno[2",3’':4’,5']thieno[2',3':4,5]pyrrolo[3,2-g]thieno[2',3':4,5] 
thieno[3,2-b]indole-2,10-diyl)bis(methanylylidene))bis(5,6-difluoro-3-oxo-2,3-
dihydro-1H-indene-2,1-diylidene))dimalononitrile 

LCAO   linear combination of atomic orbitals 

LiF   lithium flouride 

LUMO   lowest unoccupied molecular orbital 

MCRC   monochromating counter-rotating chopper 

MEH-PPV  Poly-[2-methoxy-5-(2-ethylhexyloxy)-1,4-phenylenvinylen] 

MLZ   Heinz Meier-Leibnitz Zentrum 

MoO3   molybdenum oxide 

MoS2   molybdenum sulfide 

NSE   neutron spin-echo 

OPV   organic photovoltaic 

OSC   organic solar cell 

P+   positive polaron 

P-   negative polaron 

P3HT   Poly-(3-hexylthiophen-2,5-diyl) 

PA   polyacetylene  
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PC61BM  [6,6]-Phenyl-C61-buttersäure-methylester 

PC71BM  [6,6]-Phenyl-C71-buttersäure-methylester 

PCE   power conversion efficiency 

PCE12 Poly[(5,6-difluoro-2,1,3-benzothiadiazol-4,7-diyl)-alt-(3,3’’’-di(2-nonyltridecyl)-
2,2’;5’,2’’;5’’,2’’’-quaterthiophen-5,5’’’-diyl)] 

PCRC   pulsing counter-rotating chopper 

PEO   polyethylene oxide 

PEDOT   Poly-3,4-ethylendioxythiophen 

PM6 Poly[(2,6-(4,8-bis(5-(2-ethylhexyl-3-fluoro)thiophen-2-yl)-benzo[1,2-b:4,5-b’] 
dithiophene))-alt-(5,5-(1’,3’-di-2-thienyl-5’,7’-bis(2-ethylhexyl)benzo[1’,2’-
c:4’,5’-c’]dithiophene-4,8-dione)] 

PSS   polystyrene sulfonate 

PTB7 Poly [[4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b']dithiophene-2,6-diyl][3-
fluoro-2-[(2-ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl ]] 

PTB7-Th Poly[4,8-bis(5-(2-ethylhexyl)thiophen-2-yl)benzo[1,2-b;4,5-b']dithiophene-2,6-
diyl-alt-(4-(2-ethylhexyl)-3-fluorothieno[3,4-b]thiophene-)-2-carboxylate-2-6-
diyl)] 

PT   polythiophene 

PTQ10   Poly [[6,7-difluoro[(2-hexyldecyl)oxy]-5,8-quinoxalinediyl]-2,5-thiophenediyl ]] 

PV   photovoltaic 

QENS   quasielastic neutron scattering 

S+   positive soliton 

S-   negative soliton 

S0   neutral soliton 

S(Q, ω)   scattering function 

SERS   surface enhanced Raman spectroscopy 

TiOx   titanium oxide 

TOF   time-of-flight 

TOFTOF  name of the cold-neutron TOF spectrometer at MLZ 

TPTI   thieno[20,30:5,6]pyrido[3,4-g]thieno[3,2-c]-isoquinoline-5,11(4H,10H)-dione 

TT   thienothiophene (-unit in PTB7) 

UV-vis   ultraviolet-visible (spectroscopy) 

V2O5   vanadium oxide 

Wp   Watt peak 

XRD   X-ray diffraction 

Y6 2,2'-((2Z,2'Z)-((12,13-bis(2-ethylhexyl)-3,9-diundecyl-12,13-dihydro-[1,2,5] 
thiadiazolo[3,4-e]thieno[2",3’':4’,5']thieno[2',3':4,5]pyrrolo[3,2-g]thieno[2',3':4,5] 
thieno[3,2-b]indole-2,10-diyl)bis(methanylylidene))bis(5,6-difluoro-3-oxo-2,3-
dihydro-1H-indene-2,1-diylidene))dimalononitrile 

ZnO   zinc oxide 
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1 Introduction 

 

With the increasing world population and the legitimate striving for prosperity and 
well-being of all nations, the global demand for energy is constantly increasing. This 
increase exceeded 60 % within the past 20 years.[1] Fossil sources such as oil, gas 
and coal are very convenient primary energy sources due to their high energy density 
and good transportability. Thus, large scale infrastructure for their production, transport 
and processing has developed. This infrastructure is the economic basis for large parts 
of world industry and even whole countries. Nonetheless, fossil fuels bring a major 
drawback, the release of greenhouse gases, mainly CO2, upon their combustion. This 
CO2 dramatically drives the well-known change of the composition of our earth´s 
atmosphere and the concomitant climate change.[2] Since the combustion of oil, gas 
and coal follows stoichiometric equations and the reaction products are generally not 
stored but escape into the atmosphere, the amount of emitted climate gases is 
proportional to the amount of energy that is produced from fossil sources.[3] To avoid 
a further uncontrolled and irreversible carbonization of the atmosphere and the oceans, 
the choice of primary energy sources is a critical factor. The substitution of fossil 
sources by renewables like solar, wind and water power reduces the emission of 
greenhouse gases and offers a sustainable way of energy provision without consuming 
limited resources.  

The example of Germany shows that a significant shift in the primary energy 
sources is possible within reasonable time. In 2012, around 23 % of the electrical 
power originated from renewable sources. Only ten years later the fraction has doubled 
to 46 % in 2022.[4], [5] Photovoltaic power generation showed an overproportionally 
large increase within this time interval of approximately 160 %, showing the great 
potential of this technology to lead the transition to green energy production. Thus, 
solar energy plays an important role in the German federal energy strategy, which 
plans to extend the present (2022) installed photovoltaic (PV) power of 66.5 GWp 
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(peak power) to about 400 GWp until 2040.[4], [5] This could be sufficient to reach the 
goals of climate neutrality, if other sectors reach their goals as well.  

In order to accomplish such ambitious goals, much effort is put into research in the 
field of photovoltaic technology to improve the performance and availability of solar 
cells, not only in Germany, but all over the world. The rise of thin film technology in the 
field of photovoltaics in the 1990´s provided comparably low-cost solar cells. Even 
though at the cost of tendentially lower efficiencies this second generation of solar cells 
shows high economic potential and increase their market share constantly.[6] The 
latest step in the development of photovoltaics is the introduction of the third generation 
of solar cells, which aims to further increase cost efficiency by the use of simple 
manufacturing processes and abundant materials.[7], [8] This third generation includes 
approaches of e.g. fully organic, perovskite, dye sensitized, quantum dot or multi 
junction solar cells. These emerging PV technologies are based on a stack of thin 
layers that brings several advantages compared to conventional bulk crystalline silicon 
solar cells, which have dominated the market for 3 decades. The solution based 
fabrication of the thin layers consumes far less energy than the melting of silicon to 
produce monocrystalline (also polycrystalline Si solar cells are used) doped silicon 
wafers and thus reduces the energy payback times significantly.[9] Beyond this, the 
thin film approach offers the possibility for the production of light weight, flexible 
devices, if flexible substrates like plastic foil are used.[10], [11] Flexible, lightweight 
solar cells reduce transportation costs of the modules and offer new fields of 
applications, for example as part of architecture in facades of buildings, artificial trees, 
etc.[12], [13], [14] Perhaps the most important advantage of the novel PV technologies, 
especially organic solar cells, is the fact that they can be produced from abundant 
materials and do not rely on pure silicon or other inorganic material as base material. 
Roll to roll processing with e.g. spray coating or printing fosters the transition from lab 
scale to the economically relevant large scale production.[15], [16] Being based on 
polymers or/and organic molecules, they further offer the possibility of molecular 
engineering in the organic photovoltaic (OPV) stack. Optical and electrical properties 
can be fine-tuned according to the desired application and the potential to increase the 
solar cell performance by the modification/choice of the used organic materials is 
immense.[17], [18] 

Besides the very promising advantages of organic solar cells, also this technology 
brings some challenges for its profitable large-scale application and the big economic 
breakthrough. Degradation of OPV modules has been found to be a major challenge 
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in the field.[19] It results in decreased device performance and solar cells that are 
practically unusable after a very short time. This prevents both, an economically 
profitable and ecologically sustainable way for providing electrical energy. The origins 
of the degradation of OPVs are diverse. Examples are the loss of contact between 
individual layers due to delamination [20] or the alteration of the chemical structure of 
organic materials due to e.g. photo-oxidation.[21], [22] Also the physical 
microstructure, which is critical for the function of organic solar cells, can be affected 
by e.g. temperature induced aging. For example, bulk heterojunctions are generally 
achieved by frustrating the demixing process of different materials when the desired 
morphology is reached. This thermodynamically metastable state may undergo 
changes if respective external stimuli are present.[23], [24] A successful way of 
preventing or delaying degradation, especially caused by the presence of oxygen, has 
been found in the encapsulation of OPV devices.[25] Nonetheless, a more elegant and 
desirable way to achieve stable organic solar cells is to develop material systems with 
sufficient intrinsic stability at ambient conditions. 

 

Figure 1: Number of published articles in the field of organic photovoltaics as 
function of publication year from 2000 until 2022. The height of the green columns 
indicates the number of publications that mention “organic photovoltaics” and the 

violet part of the columns represents the fraction of the published articles, that also 
mention the word “degradation”. Data are obtained by the number of results 

provided by a Google Scholar search for the respective keywords, anywhere within 
the publication. 

Due to these wide-spread possibilities for the variation and improvement of the used 
materials and the design of devices, much scientific effort has been put into this field, 
recently.  
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Figure 1 shows the development of the number of published research articles 
related to organic photovoltaics since the beginning of the century. Alongside the 
absolute number of publications in the field (green bars), the fraction of studies with 
reference to OPV degradation is indicated (violet area). 

Figure 1 shows constantly increasing numbers for both, studies in the general field 
of OPV and related to the degradation of organic solar cell in particular. After a slow 
initial increase from 2000 until 2006, a rapid increase in the number of OPV related 
publications is observed until 2015. From 2016 on the increase slows down, but is 
generally still continuing until 2021. The slight dips for the years 2020 and 2022 might 
be explained by the forced reduction of research activity due to the Covid19 pandemic 
and yet incomplete recent statistics. This underlines the great scientific relevance of 
the field of OPV and shows that the need for further research is not decreasing, yet. 
The awareness of OPV degradation and the importance of research in this field is 
shown by the increase of the fraction of the violet bars from around 30 % in the early 
years up to around 50 % recently. 

The main goal of the present thesis is the fundamental investigation of the 
degradation behavior of PTB7:PCBM bulk heterojunction films that can be used as 
active layers in organic solar cells. This system was chosen because it is a basic model 
system in the development of organic solar cells, introducing PTB7 as low band gap 
electron donor polymer. Thus, new insights are of great relevance and fit into a 
fundamental knowledge context. In chapters 5 and 6 the PTB7 polymer dynamics on 
molecular level are studied in detail with quasielastic neutron scattering (QENS). 
These QENS experiments represent the first ever reported studies in the system 
PTB7:PCBM. Chapter 7 focuses on the chemical and physical degradation processes 
that occur in the PTB7:PCBM bulk heterojunction when exposed to light irradiation and 
ambient atmosphere. Therefore, X-ray diffraction (XRD) as well as time resolved UV-
visible (UV-vis), Fourier-transform-infrared (FTIR) and Raman spectroscopy were 
used. The investigations are not limited to simple PTB7:PCBM blend films, but also 
include the influence of the addition of the solvent additives 1,8-diiodooctane and 
diphenyl ether (DIO and DPE) in the production process and the effect of different 
drying procedures on the physicochemical stability of the resulting films. 

After the introduction of the fundamental aspects of the layout and working principle 
of organic solar cells, including the materials used in this study, and a description of 
the used characterization techniques in chapter 2, chapter 3 describes the practical 
aspects of sample preparation for the different experiments. In chapter 4, the actual 
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setups for the applied characterization techniques are presented, including the in situ 
illumination realization, if applied. The following three chapters provide the obtained 
results, ordered by the respective article in which they were published. Chapter 5 
summarizes the publication “Investigation of Molecular Dynamics of a PTB7:PCBM 
Polymer Blend with Quasi-Elastic Neutron Scattering”[26] that comprises the QENS 
study of PTB7 and its blend with PCBM. Chapter 6 further deepens the QENS study 
of molecular dynamics in the system PTB7:PCBM by the extension of the sample 
range with additional blend ratios and the application of the solvent additive DIO. The 
content of this section was published in “The Influence of the Blend Ratio, Solvent 
Additive, and Post-Production Treatment on the Polymer Dynamics in PTB7:PCBM 
Blend Films”.[27] In Chapter 7, the influence of solvent additive and drying procedure 
on the light and oxygen mediated degradation of PTB7:PCBM bulk heterojunction films 
are studied with UV-vis, FTIR and Raman spectroscopy. These findings were 
published in “In Situ Study of Degradation in PTB7 : PCBM Films Prepared with the 
Binary Solvent Additive DPE : DIO”.[28] A summary of the key findings and a short 
outlook to future perspectives in the field is given in chapter 8. 
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2 Background 

2.1 Organic Photovoltaics 
The focus of this thesis is the investigation of PTB7:PCBM blend films, as used in 

photovoltaic applications. This section will briefly set the theoretical background of 
organic photovoltaics and the working principle of organic solar cells. From organic 
semiconductors over the working principle of solar cells, typically used materials for 
the individual functional layers to the construction of actual OPV devices and 
performance limiting factor in their application, basic principles are explained to set the 
investigated material system into a wider context. 

2.1.1 Organic semiconductors 

The scope of the present thesis is the investigation of active layers for organic solar 
cells. The name already implies that for the construction of such devices, 
predominantly organic materials are used as active materials, which have to fulfill 
certain requirements.  

The concepts, presented in the following section describe organic semiconductors 
and are theoretically valid for both categories, polymers and small organic molecules. 
In the following, explanations are given for polymers since they offer the required 
features in a more descriptive way. 

Since their discovery and first use in the early 20th century, polymers have attracted 
significant attention from science and industry due to their very versatile and tunable 
properties. This is mainly based on the large variety of organic building blocks, or 
monomers, and practically infinite possibilities for their combination. Many of the 
advantages of conventional polymers can also be utilized for conductive polymers, 
which were first described in 1977 with the example of polyacetylene (PA) that 
increased its electric conductivity significantly upon exposure to iodine vapor.[29], [30] 
Thus, the first organic semiconductor including a suitable doping procedure was 
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discovered. First reports of electrical conductivity in organic systems have been 
published already in the 1950´s, though.[31] Since that time, significant progress in 
terms of development and discovery of novel organic semiconductor materials has 
been made, but the simple structure of PA can be used as a model to describe the 
theory of organic semiconductors.[32] 

Conjugated backbone, band structure and charge 
carriers in organic molecules 

The basic requirement for a polymer to be electrically conductive is the presence of 
an extended system of alternating C-C single and double bonds along its backbone, 
as schematically shown in Figure 2 for the polyacetylene polymeric backbone. The two 
depicted mesomers are chemically identical and represent edge structures of the 
respective molecules. The actual bond structure of the molecule can transform from 
mesomer 1 to mesomere 2 and backwards. For elongated polymer chains the actual 
structure is most likely somewhere in between the two extreme structures, which are 
depicted in Figure 2. 

 

Figure 2: Two mesomeric ground states of polyacetylene, caused by the 
delocalization of C=C double bonds. 

 

The actual band structure of polymeric semiconductors can be described by the 
theory of linear combination of atomic orbitals (LCAO). Therefore, it is important to 
understand the bonding situation of the carbon atoms in the conjugated backbone. 
Two of the valence electrons are taken by the 2s orbital, the other two are statistically 
equally distributed into the tree px,y,z orbitals. Due to energetic reasons the s orbital 
hybridizes with two of the p orbitals, leaving the pz orbital unhybridized. The overlap of 



2 Background 

8 
 

different types of orbitals leads to the formation of different types of bonds: σ-bonds 
(overlapping hybrid orbitals), which are characterized by a high degree of electron 
localization, and π-bonds (overlapping pz orbitals) that are less localized and thus are 
the mobile constituents of the π-conjugated network, as discussed before.  

The electrons forming the π-bond, thus called π-electrons, are delocalized within 
this so-called conjugated network. They are represented as the additional lines of the 
double bonds or black dots in Figure 2 and Figure 5. 

Since only “opposite” orbitals can overlap to form π bonds, in the sp2-hybridized 
system, LCAO theory assumes that every π-bond contains one binding π-orbital (π) 
and one antibinding π-orbital (π*).[33] In its ground state, the π orbital is energetically 
lower and thus occupied, whereas the π* orbital remains unoccupied, denoted as the 
highest occupied atomic orbital(s) and lowest unoccupied atomic orbital(s) in Figure 3. 
As depicted in Figure 3, one single π-bond yields discrete energy levels of π and π* 
orbitals. The number of available states increases with increasing polymer chain length 
(and size of the conjugated system). For a large number of monomers, the discrete 
levels become indistinct and fuse into energy bands, commonly referred to as highest 
occupied molecular orbitals (HOMO), representing the π-states, and lowest 
unoccupied molecular orbital (LUMO), representing the π*-states. HOMO and LUMO 
levels are not overlapping and separated by the band gap Eg. In analogy to classical 
inorganic semiconductors, the statistical electron occupation probability follows the 
Fermi-Dirac distribution which leads to an incomplete occupation of both, highest 
occupied and lowest unoccupied molecular orbitals. 

An overlap of the π-orbitals of neighboring conjugated chains enables a charge 
transport between the different chains and is called π-π-stacking. Therefore, the 
structure and in particular the interchain distance of the π-π-stacking is an important 
characteristic for the electrical conductivity of organic semiconductors. 

 



2.1.1 Organic semiconductors 

9 

 

Figure 3: Formation of HOMO and LUMO energy bands according to the LCAO 
theory. According band gap Eg, ionization energy Ei and electron affinity Ea as well 

es Fermi level EF and vacuum energy Ev are indicated. 

 

Figure 4a depicts the dispersion of allowed energy states of a regular 1-dimensional 
chain with constant spacing a between the individual sites. This would be the case for 
a chain of carbon atoms where one freely moving electron is positioned at each of 
them. The availability of one free electron per site is caused by the sp2 hybridization. 
Because it is energetically more favorable to build pairs instead of occurring solitary, a 
super lattice with exactly the double spacing 2a is formed (still each C atom contributes 
one electron to the delocalized system). The C=C double bonds statistically also 
appear in regular distances. According to the Peierl´s instability theorem, this regular 
1-dimensional lattice is unstable and subject to distortions.[34] The Peirl´s theorem 
describes the deformation of a lattice, caused by electron waves, characterized by the 

electron vector �⃗� . The lattice distortion and the effective doubling of the unit cell a yields 

to the opening of a band gap at �⃗� = 𝜋
2𝑎

 . This detachment of the wave functions around 

the Fermi energy, which leads to the formation of the band gap, is depicted in Figure 
4b. The Fermi level can not be accessed by the electron distribution function in this 
case. The size of the band gap is determined by the degree of instability that can be 
induced by the mobile electron charge density waves against the lattice energy. 
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Figure 4: Schematic drawing of lattice and polymeric bands according to Peierl´s 
instability theorem: a) Case for a simple 1-dimensional lattice, b) band structure in 
the case with a superstructure introducing a second lattice constant. This leads to 
the detachment of wave functions at �⃗�  and −�⃗� , respectively and the creation of a 

band gap Eg. 

 

The Su-Schriefer-Heeger theory describes the charge carrier transport in polymers 
in the form of quasiparticles, namely solitons, polarons and bipolarons, rather than the 
more simple concept of the transport of free electrons or holes, respectively.[35], [36] 
In the picture of the electron distribution along the polymer chain as depicted in Figure 
2, solitons, polarons and bipolarons are schematically drawn in Figure 5. Due to the 
delocalization of electrons, not only one mesomeric state exists within a polymer chain, 
but different states are in contact with each other, which leads to lattice distortions. 
This can be enforced by doping of the polymer chain, i.e. the introduction of additional 
positive (p-type) or negative (n-type) charges. At the interface between two opposite 
mesomeric states, a defect, called soliton is formed.  

Three kinds of solitons can be differentiated according to their charge, positively 
charged (S+), neutral (S0) and negatively charged (S-). The soliton charge is 
determined by the number of π-electrons bound to the C-atom at the mesomeric 
interface. An uneven number of π-electons (1 in the case of a S0 soliton) leads to a 
spin of the soliton of 0.5. The different types of solitons are depicted for the example 
of the linear PA chain in Figure 5.  
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Figure 5: Schematic representation of the tree different kinds of solitons S-, S0 and 
S+, polarons P+ and P- as well as bipolarons B+ and B- on the example of a 

polyacetylene polymer chain. Black points represent π-electrons at the respective 
C-atoms. 

 

In the case of multiple solitons within a single polymer chain, they can interact with 
each other. If a charged soliton meets a neutral one, the result is a polaron. A polaron 
represents a charged state, either +1 for P+ or -1 for P- polarons, in combination with 
an effective spin (0.5 for both kinds of polarons). Polarons as well as bipolarons 
(described in the following) are lattice distortions since the lattice (in this case the 
polymer chain) is matching before and after the (bi-)polaron (compare Figure 5). 

If two identically charged solitons or polarons are combined, the result is called 
bipolaron. Thus, bipolarons yield no spin but double elemental charge, either +2 for B+ 
bipolarons or -2 for B- bipolarons, respectively. Solitons and especially polarons are 
considered to be the dominant mechanisms for charge transport in π-conjugated 
organic systems. The occurrence of Solitons can also be favored by appropriate 
doping. The possibility for these quasiparticles to occur and their energy distribution 
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depend on the chemical structure, the resulting electronic band structure of the material 
and the presence and sort of dopants. 

Band-like conduction within a single conjugated chain/network is very efficient and 
yields low resistance. For charge transport on a macroscopic level, which is required 
for the use of polymers in e.g. organic photovoltaics, though, charge carriers must be 
able to transfer from one molecule to another. This transition is realized by the process 
of tunneling of charge carriers through the barrier, that is caused by the interruption of 
the conjugated network and dependent on the π-π stacking structure described before. 
This process is also called hopping transport, since the charge carrier must hop from 
molecule to molecule in order to reach the destination (e.g. an electrode in an actual 
device). Each molecule can be simplified as one energetic and spatial state. The 
probability for charge carrier tunneling from molecule i to molecule j can be described 
by a hopping rate rh,ij estimated according to Equation (1):[37], [38] 

 

 
𝑟ℎ,𝑖𝑗 = 𝑟0 𝑒𝑥𝑝(−2𝛾𝑅𝑖𝑗) {𝑒𝑥𝑝 (−

∆𝐸𝑗𝑖

𝑘𝐵𝑇
)

1
            𝑓𝑜𝑟: 𝐸𝑗 > 𝐸𝑖

𝑓𝑜𝑟: 𝐸𝑗 ≤ 𝐸𝑗

 (1) 

 

 

With a prefactor r0, the inverse localization radius γ, the tunneling distance R and 
the respective energy levels Ei,j. The first exponential expression in Equation (1) 
describes the probability for tunneling between sites, based on the charge carrier 
mobility and the distance between the sites. In the case of (energetically) downward or 
lateral jumps, this term is not further modified, whereas for upward jumps an additional 
Boltzmann term has to be considered, taking into account the energy barrier and the 
available thermal energy. To translate these quantum mechanical probabilities into a 
useful description of the macroscopic charge transport in unordered polymer systems, 
the Monte-Carlo based Bässler model is used frequently.[39], [40] It assumes a 
Gaussian energy distribution (with width σ) of the available states and yield the 
phenomenological field dependent charge carrier mobility µ according to Equation (2): 
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𝜇 = 𝜇∞𝑒𝑥𝑝 {− (

2𝜎
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)
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+ 𝐶 [(
𝜎
𝑘𝑇

)
2
− 𝛴] 𝐹0.5} (2) 

 

 

Here µ∞ and C are model dependent parameters, Σ a spatial disorder parameter 
and F a measure for the present electric field. Thus, the charge carrier mobility is 
dependent on both, F0.5

 and 1/T2. A graphical illustration of this principle can be found 
in Figure 9 in Chapter 2.1.2.  

 

In the case of organic active layers for solar cell applications, as studied in the 
present thesis, the key property of an eligible material is its ability of conducting charge 
carriers and their semiconductor behavior as described above. The system 
PTB7:PCBM, which is studied here, consists of two different kinds of organic 
semiconductors: 

- PTB7 is a (homo-)polymer, consisting of elongated chains, built from identical 
monomer units. It shows p-type semiconductor properties. 

- PCBM is a fullerene molecule, consisting of a cage of carbon atoms, arranged 
in pentagons and hexagons, respectively. It shows n-type semiconductor 
properties. 

More detailed information about all used materials can be found in Chapter 3.1.  

After the introduction of the basic properties of organic semiconductors, in the 
following section specific processes therein will be explained. The focus will be 
specifically on those processes, which are essential for the function of solar cells. 

2.1.2 Working principle of organic solar cells 

In the past years significant research effort has been put into the development and 
improvement of organic photovoltaic devices. This family of photovoltaic devices is 
based on the functionality of organic materials, mainly polymers with semiconductor 
properties. The use of such materials brings several advantages compared to the 
traditional inorganic solar cell technology where mainly silicon is used as the active 
material. Most prominently organic solar cells can be designed as thin film devices and 
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processed from solutions. This offers new areas of application due to e.g. flexibility and 
semitransparency of solar cell devices and an energy and resource efficient production 
process. 

For any solar cell, the photoelectric effect in semiconductors is the basic underlying 
physical principle. It was discovered already in the 19th century and thereafter 
investigated by many well-known scientists. Not least Heinrich Hertz, Wilhelm 
Hallwachs, Albert Einstein, who received the Nobel prize for this work in 1922 and 
Robert A. Millikan dedicated their research to this very important physical 
phenomenon.[41], [42], [43], [44], [45] The photoelectric effect describes the 
mechanism that certain materials emit charged particles if they are exposed to 
electromagnetic radiation.  

From a quantum mechanical point of view in a solid, electrons are bound in certain 
energy levels, so called bands. It is differentiated between allowed bands where 
electrons can be located and forbidden bands (band gaps) where electrons cannot 
reside. That describes the allowed states in the solid. Schematically spoken, these 
bands are filled from the lowest to the higher electronic states, as depicted in Figure 6. 

 

 

Figure 6: Schematic representation of the electronic band structure in relation to 
the Fermi level EF. The greyscale indicates the occupation probability according to 

the Fermi-Dirac distribution. 

 

In the case of electric conductors such as metals, there exists at least one band 
that is only partially filled with electrons. These electrons are mobile inside the 
respective band due to their ability to move to vacant positions. In this case, the Fermi 
level EF is located within this electronic band. The Fermi level describes the energy 
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that is needed to add an electron to the system and is thus located at a position where 
the theoretical occupation probability is 50 %. This occupation probability is given by 
the Fermi-Dirac distribution.  

Insulators are characterized by one completely filled band, which is called valence 
band, whereas the next higher band, the conduction band is completely empty. Thus, 
EF is located in between two different bands. The band gap Eg around EF is so large 
that thermal energies are insufficient to facilitate electron jumps between the bands, 
thus no mobility of electrons is given. In semiconductors the band gap between valence 
and conduction band is smaller and the Fermi level lies in the vicinity of a band edge. 
This allows for partially filled bands because the temperature dependent broadening 
of the Fermi-Dirac distribution around the Fermi level predicts the presence of holes in 
the valence band or the presence of electrons in the conduction band, respectively. 

Equation (3) describes the electron occupation probability f(Ε) in dependence of 
temperature T and the Fermi energy µ according the Fermi-Dirac statistics: 

 

 
𝑓(𝐸) =

1
𝑒(𝐸−𝜇) 𝑘𝐵𝑇⁄ + 1

 (3) 

 

Doping of semiconductors can shift its band structure relative to the Fermi level. 
This leads to the introduction of electrons into the conduction band (n-type) or of holes 
into the valence band (p-type).  

In solar cells, generally the absorption of photons by semiconducting materials is a 
key mechanism and the first step in the process of the generation of free charges. If 
the energy of an incoming photon is now sufficient to move electrons from the valence 
into the conduction band of a semiconductor, the generated excitations are relatively 
mobile and the conductivity of the material can be significantly increased. This effect 
is also referred to as photoconductivity. As explained in Chapter 2.1.1, in the case of 
organic semiconductors, the concept of fixed bands is not applicable. Because the 
material is not an infinitely (on molecular scale) periodic solid, instead of valence band 
and conduction band, the terms highest occupied molecular orbital (HOMO) and the 
lowest unoccupied molecular orbital (LUMO) of the molecular chain are introduced. 
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In solar cells the so-called photovoltaic effect is used, which is based on the 
photoelectric effect. In short, the photovoltaic effect describes the ability of a material 
(-system) to generate a voltage by the absorption of light. Thus, the goal of a solar cell 
is to separate the generated charges, produced by the absorption of the photons. This 
is realized by a so-called p-n junction, which is the combination of different 
semiconducting materials, one of them is rather p-type, the other rather n-type doped. 
Upon the light-induced generation of mobile electrons and holes in the two different 
materials, a voltage arises across the junction. Organic photovoltaic devices utilizing 
the conjunction of two (or more) materials are called heterojunction solar cells.[46] This 
is the technically and economically most relevant and promising species since the 
power conversion efficiency (PCE) of single material OSCs, which do not have a p-n 
junction, in the range 0.01 % cannot compete with heterojunction devices, which 
reached PCE values of around 1 % already in the earliest stages of their 
development.[47] 

To create free charges at the p-n junction, several steps are needed. Figure 7 
illustrates the processes that occur at the n-p junction upon absorption of a photon. 
The initial step is the absorption of a photon in the so-called electron donor material, 
which is generally the p-type doped semiconductor and provides the transport for 
positive charge carriers. By the absorption of a photon, an electron reaches an excited 
state to create an exciton, which is a bound pair of negative and positive charge 
carriers, as depicted in steps (1) and (2). 

 

Figure 7: Steps from absorption of a photon to the extraction of free charges. (1): a 
photon is absorbed and an exciton (2) created; this can also happen in the e- 

acceptor material. (3): the exciton diffuses to the interface. (4): the negative and 
positive charge carriers are separated from each other at the interface via a charge 
transfer state and subsequently conducted to the respective electrodes where they 
can be extracted (5). Steps (1) to (5) happen consecutively and in in the respective 

sequence. 
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Subsequently, the exciton has to reach the interface with the acceptor material, 
which is n-type doped and conducts electrons, via diffusion within its lifetime (step (3)). 
In organic photovoltaics, Frenkel excitons are the dominant species due to the 
material´s relatively low dielectric constant and weak Van-der-Waals forces that 
facilitate the formation of this spatially restricted excited state.[48], [49] Frenkel 
excitons have binding energies of 0.1 eV – 1 eV, a lifetime of below 1 ps and diffusion 
lengths on the order of 20 nm.[50] This already shows the importance of thin films or 
small interconnected structures. If the exciton reaches the donor-acceptor interface 
within its lifetime, it can be split into free charges, as indicated in step (4). Finally, in 
step (5) the free negative charge carriers and holes are conducted in the respectively 
doped materials to the electrodes, through which they are fed into the external circuit. 
In the following the individual steps that are visualized in Figure 7 are described in 
more detail. 

 

Absorption of light and exciton generation 

In order to be absorbed in the photoactive layer of a solar cell, the energy of a 
photon has to be equal or higher than the band gap energy Eg according to Equation 
(4): 

 
𝐸𝑝ℎ𝑜𝑡𝑜𝑛 = ℎ𝑣 =

ℎ𝑐
𝜆

≥ 𝐸𝑔 = 𝐸𝐿𝑈𝑀𝑂 − 𝐸𝐻𝑂𝑀𝑂 (4) 

 

The energy provided by the photon has to be sufficient to lift one electron from the 
highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular orbital 
(LUMO) (similarly from valence to conduction band in the case of inorganic 
semiconductors). This indicates the advantageousness of low band gap polymers in 
OSCs as their band gap matches the solar spectrum better than polymers with a large 
band gap and thus allow for a larger number of photons to be absorbed. Upon the 
absorption of a photon, an electron is excited from its ground state in the HOMO into 
the LUMO level. The created hole, that is the vacancy in the HOMO, is subsequently 
bound to the electron that is now in the LUMO via coulombic attraction. Since the spin 
of the photon is zero, the created exciton must be a singlet due to spin conservation. 
In contrast to Wannier-Mott excitons, found in inorganic semiconductors, the Frenkel 
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excitons present in organic semiconductors are characterized by much a smaller 
distance between electron and hole and higher resulting Coulombic binding energies 
that cannot be overcome by thermal energies at ambient conditions of around 25 
meV.[33], [51] Thus, the exciton is stable against dissociation and at room temperature 
and its separation requires an additional driving force. The process of exciton 
generation can occur in both, donor and acceptor material. In polymer:fullerene blend 
systems (like e.g. PTB7:PCBM) the specific absorbance in the relevant spectral range 
is typically much higher for the polymer compared to the fullerene due to the better 
matching of the polymer band gap. Thus, the polymer contributes significantly more to 
the exciton generation than the fullerene. The absorption of photons and the transition 
of electrons between coupled electronic and vibrational states can be described 
according to the Franck-Condon principle, which is explained in Chapter 2.2.2.[52], 
[53], [54], [55], [56] 

 

Diffusion of the exciton 

After its generation, the exciton has to diffuse through the respective material to the 
interface between donor and acceptor in order to be split into free charges.[57], [58] 
This is a statistical process and the probability to reach this interface is mainly 
determined by the exciton lifetime (τE) and the exciton diffusion length lE, which is given 
in Equation (5): 

 
𝑙𝐸 = √𝑑𝐷𝐸𝜏𝐸 (5) 

 

Here, d is the dimensionality of the diffusion medium taking values of 1, 2 or 3 (for 
1-, 2- or 3-dimensional systems) and DE the effective exciton diffusion coefficient, also 
dependent on the diffusion medium (and on the nature of the exciton). Improving this 
exciton diffusion length is one critical approach to improve the performance of organic 
photovoltaics.[59] The effective exciton diffusion length lE is generally shorter than the 
total travelled distance because the diffusion path is not a straight line but can be 
described by a random walk approximation. This yields a Gaussian distribution for the 
effectively travelled distance within a given time. In addition, the distribution of exciton 
lifetimes τE is also Gaussian. As a consequence, lE yields a Gaussian distribution, 
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actually the convolution of the two Gaussian distributions of specific effective travel 
velocity and exciton lifetime. This diffusion process must not be misunderstood as the 
movement of a particle (in this case an exciton) through a matrix, but rather as a 
radiation mediated propagation of the charge separation potential. In addition to this 
diffusion-like process, the exciton can reach the donor-acceptor interface also by 
fluorescent resonance energy transfer (FRET) that is one form of Förster resonance 
energy transfer (also often referred to as FRET).[60] This nonradiative transmission of 
energy is based on dipole-dipole coupling of a fluorescent donor-acceptor pair that 
show sufficient fluorescence properties. Further prerequisite for this kind of energy 
transfer are overlapping emission- and absorption spectra of donor and acceptor as 
well as similar vibrational excitation levels. The spatial range of FRET interaction 
reaches up to approximately 10 nm. If the use of this effect is desired, the choice of 
matching donor and acceptor materials is essential.[61], [62], [63] 

Dissociation of the exciton 

The binding energies of excitons in organic semiconductors, in the range of 0.1 eV 
to 1 eV, are far beyond thermal energies at operating conditions of solar cells. Thus, 
the driving force that is required for exciton splitting is provided by the electric field that 
is present at the electron-donor:electron-acceptor interface in the active layer.[64] The 
exciton reaches the material interface where it can be seen as a coulombically bound 
stationary charge transfer complex. The negative charge carrier is located in the 
acceptor material and the positive charge carrier in a neighboring molecule of the donor 
material (see Figure 7). The binding energy Eb is described by Equation (6): 

 

 
𝐸𝑏 =

𝑒2

4𝜋𝜀0𝜀𝑝𝑟
 (6) 

 

with e being the charge of the respective charge carrier, ε0 the permittivity of 
vacuum and εp the materials dielectric constant (εp   ̴ 2-4 for organic semiconductors). 
[65], [66] The difference in energy levels between HOMO and LUMO between donor 
and acceptor materials enables the separation of the charge carriers that are not 
further than   ̴1 nm apart in their bound state. If the electron reaches the LUMO of the 
acceptor material and the hole the HOMO of the donor material, respectively, in the 
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electronic state, their distance increases also in space. Thus, the probability for the 
distance between negative and positive charge to exceed the capture radius for the 
Coulombic force, rC, increases. rC describes the minimum distance between two 
oppositely charged particles where complete charge separation is possible and the 
charge carriers can be considered to be “free”, given by Equation (7). 

 

 
𝑟𝐶 =

𝑒2

4𝜋𝜀0𝜀𝑝𝑘𝐵𝑇𝑒𝑞
 (7) 

 

where Teq is the temperature where thermal energy is equal to the Coulombic 
binding energy between negative and positive charge. The splitting process of the 
exciton due to energetically favorable arrangement of HOMO and LUMO levels of 
donor and acceptor is illustrated in Figure 8. 

 

Figure 8: Schematic energy diagram of the donor-acceptor interface. An exciton 
diffuses to the interface and is split into a free negative and positive charges. The 

negative charge carrier is transferred into the LUMO of the acceptor and the 
positive charge carrier into the HOMO of the donor material. The generated free 

charges can be extracted by electrodes. 

 

The process of exciton splitting at the D-A interface can occur irrespective if the 
exciton was created in the donor or the acceptor domain.  
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Extraction of free charges 

In order to use the generated charges, they have to be transported from the donor-
acceptor interface through the active layer material to the respective electrodes. This 
can be supported by an applied electric field to guide the charges, a so-called bias 
voltage. The process is rather simple and efficient in inorganic conductors due to the 
presence and arrangement of their valence and conduction bands where charge 
carrier transport is hindered only by e.g. phonons, crystalline defects or impurities.[67] 
These causes for increasing resistance get more probable with increasing temperature 
and thus conductivity generally decreases in inorganic systems at higher 
temperatures. Organic semiconductors are more disordered and charge transport 
follows different processes. Depending on the degree of crystallinity and thus disorder, 
the orbitals of neighboring molecules may overlap only weakly. This degree of overlap 
determines the probability of charge carrier tunneling from one state to another. The 
distribution of these available electronic states can be described by the so-called 
Gaussian disorder model and it is characteristic for any organic semiconductor 
material.[68], [69], [51] The effective transport energy Et is given by Equation (8): 

 

 
𝐸𝑡 = 𝐸0, 𝑚𝑎𝑥 𝐷𝑂𝑆 −

𝜎2

𝑘𝐵𝑇
 (8) 

 

The disorder parameter σ describes the width of the Gaussian energy distribution 
of the density of states (DOS). The level of Et is dependent on the temperature as 
higher thermal energies increase the probability of upward jumps, consequently 
increasing the energy level of the effective charge transport. Charge carriers that are 
generated above Et relax over several steps towards Et where they are conducted 
along this quasi-equilibrium between gradient of density of states and thermal 
activation. This mechanism has been theoretically introduced in Chapter 2.1.1 and is 
sketched in Figure 9. 
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Figure 9: Schematic energy diagram describing charge carrier transport by 
hopping. As described by the graph on the right, the localized energy states have a 
Gaussian distribution with HWHM σ. At T = 0 K, charge carriers can only perform 

downward jumps in terms of energy and relax until they get trapped when no lower 
energy state is within hopping range, as indicated by blue arrows. For T > 0 K, 

thermal energy is available to perform upward jumps, as indicated by red arrows. 
After an initial relaxation from a possibly higher level of creation of the free charge 

carrier, the transport takes place around the transport energy Et. Graphics 
reproduced from [69]. 

 

In the case of T = 0 K no thermally activated upwards hopping is possible and the 
charges relax until they reach the lowest energy state. From there, no further hopping 
is possible and charge carriers are trapped. The hopping process in organic 
semiconductors such as polymers is favored by higher temperatures because the 
thermal energy facilitates also upward jumps, which increases the number of available 
travel paths for the charge carriers. As the structure of a polymer can theoretically 
range from purely amorphous to fully crystalline, the shape of the Gaussian disorder 
of available states can vary strongly and thus the material´s conduction properties. 
Generally, it can be stated that the narrower distribution and higher density of states in 
more ordered or even crystalline domains favor the hopping transport, which has to be 
considered in the production of active layers. After transport, the charge carriers are 
fed into the external circuit via anode (positive charge carriers) and cathode (negative 
charge carriers). 
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2.1.3 Materials 

Organic solar cells consist of various materials in order to fulfill different functions 
and requirements. As established before, scope of this thesis is the investigation of 
active layer materials by spectroscopic methods with regard to degradation processes, 
however it is important to present all components of OSCs. Therefore, a complete 
overview of the used materials is essential as they must match in many characteristics 
and obviously exhibit functional internal interfaces. 

In the following, materials are differentiated according to their function in the organic 
solar cell: active layer, blocking layers and electrodes. This section is a general 
overview of the development and state of science for each category. The specific 
materials that were used in the research for this thesis can be found in Chapter 3.1. 
For better readability, all materials that are mentioned in this section are given in their 
abbreviated form, e.g. P3HT for poly-(3-hexylthiophen-2,5-diyl). A full list of the 
abbreviations is given in the beginning of this thesis. 

Active layer 

In the active layer, photons are absorbed leading to the creation of excitons, which 
are transported and split. Finally, the free charges are drained to the electrodes, as 
described in the previous chapter.  

Active layers of pure single organic semiconductor materials were used in the 
beginning of the development of organic photovoltaics.[47] Due to their comparably 
bad photovoltaic performances, especially in terms of exciton splitting and conductivity, 
multi-component systems have become prevalent and large efforts have been made 
to discover and develop novel materials to improve solar cell performances.[70] The 
first organic active layer in bilayer geometry was reported in 1986 using a p-n-junction, 
with the p-type material acting as electron donor and the n-type material as electron 
acceptor. In the early 2000s polymers like P3HT (Eg ≈ 2 eV) and MEH-PPV were used 
as electron donor materials and blended with fullerene derivates such as PC61BM in 
first bulk heterojunction devices. P3HT:PC61BM became a famous model system for 
organic photovoltaics made from homopolymers and fullerene acceptors with 
efficiencies reaching up to 4 %.[71], [72], [73], [74] 
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The next step was made with the introduction of low band gap donor-acceptor 
polymers or even acceptor-donor-acceptor molecules, which yield properties of both, 
electron donor and electron acceptor at the same time. Different engineerable parts of 
these molecules show either electron donating or accepting properties. These kinds of 
polymers/molecules offer an improved intramolecular charge transfer and a higher 
light-harvesting potential due to the possibility achieve smaller band gaps by molecular 
engineering. 

The variety of applied low band gap donor polymers is very large and contains 
further candidates like PTB7-Th, PThTPTI, PCE12, DERHD7T, DPPEZnP-TEH and 
corresponding acceptors IC60BA, IC70BA and e-PPMF. The important model system 
from this era is PTB7 blended with the larger fullerene derivate PC71BM.[75], [76] Due 
to improved internal charge transport properties and optimized light harvesting spectra, 
this generation of organic solar cells reached PCE values of up to 9 – 12 %.[77], [78], 
[79] 

In the following step of the development, the fullerene molecules were exchanged 
by small molecule (non-fullerene) acceptors like ITIC, IDIC, IT-4F or Y6.[80], [81], [82], 
[83] This addresses the problem that the fullerene domains in the active layer are 
hardly contributing to the light absorption and the provision of excitons. These non-
fullerene acceptors can be molecularly engineered and helped to improve the PCEs 
for organic photovoltaic up to over 13 %.[84] 

By the introduction of a third component or the combination of several material 
systems in tandem-cells, PCEs of over 17 % were reached.[85] 

The intrinsic absorption of novel non-fullerene acceptors offers new possibilities for 
donor materials. In order to achieve complementary absorption spectra of acceptor 
and donor, wide band gap donor materials became attractive again. With the use of 
wide band gap polymer donors like PM6, PTQ10, D16 or D18 in combination with 
nonfullerene acceptors, PCEs of over 18 % were reached.[85], [86], [87], [88] The 
current cutting edge single junction OSCs use the system PM1:L8-BO:BTP-2F2Cl and 
are reported with a PCE of 19.17 %.[89], [90] 
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Blocking layers 

Blocking layers are located between the active layer and the electrodes. They are 
used to avoid recombination of negative and positive charges in the conducting 
electrodes.[91] While an electron blocking layer (EBL) is introduced between active 
layer and anode and does not allow electrons to pass, a hole blocking layer (HBL) 
between the active layer and the cathode is impermeable to holes. By instance, also 
the terms hole transporting layer (HTL) and electron transporting layer (ETL) are used 
in some literature. Besides the already discussed blocking function, such interlayers 
can significantly improve the performance of organic solar cells also by increasing the 
photocurrent through the reduction of the potential steps between the active layer 
material and the electrodes. In principle it would be sufficient to add a continuous layer 
of the donor material at the anode and an equivalent layer of the acceptor material at 
the cathode, but research has given rise to further improved systems. This would 
address the problem that due to the generally statistical material distribution in a bulk 
heterojunction as explained in Chapter 2.1.4 both, donor and acceptor material are in 
contact with the electrode, leading to tremendous recombination of charge carriers in 
the electrodes. An ideal hole/electron transport layers material is characterized by a 
high hole/electron mobility, chemical inertness, the ability to form good contacts with 
the neighboring layers and stability in ambient conditions, especially temperature, 
humidity and light. Concerning the use in commercial products additional factors like 
costs and processability play an important role. Many materials, organic as well as 
inorganic, have been used as blocking layers, Table 1 gives an overview.[92], [93], 
[94], [95] 

 

electron blocking layer hole blocking layer 

p-type semiconductors n-type semiconductors 

PEDOT:PSS [96], [97], [98], [99] ZnO [98] 

Graphene oxide [100] TiOx [100] 

V2O5 [96] PEO[101] 

MoO3 [96] LiF [102] 

MoS2 [103] Ca [99] 

Table 1: Examples of common materials for electron blocking layers (left column) 
and hole blocking layers (right column) as used in organic solar cells. Literature 

references are only examples for successful application of the respective material 
and not a full bibliography. 
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In early stages of organic photovoltaic research mainly p-type inorganic 
semiconductors like transition metal sulfides and oxides were used as anode coating 
due to their very good hole mobility, optical transparency and stability. In following 
years, organic EBLs were discovered and especially PDOT:PSS emerged as 
promising candidate, but many other conjugated polymer have been used.[94] A 
similar development of the transition from the use of inorganic materials towards the 
development of innovative organic compounds can be seen for the development of 
cathode coatings. 

Electrodes 

Electrodes are the contact point between the solar cell device and the external 
circuit. They should have high electric conductivity to not compromise the solar cell 
efficiency by limiting the generated photocurrent. Additionally, electrodes should 
exhibit a good stability as they are often the outmost layer and therefore have a large 
interface area with ambient conditions. Regarding the cathode material´s work 
function, it is important to match the acceptor´s LUMO, while the anode´s work function 
should match the donor HOMO level.[64], [95], [104], [105] In addition at least one of 
the electrodes has to be transparent to not shield the solar cell from the incident light. 
There is a large variety of used materials used as contact materials. Thin transparent 
layers of e.g. indium tin oxide (ITO), zinc oxide (ZNO) or nanostructured carbon, like 
carbon nanotubes,[106], [107], [108] or metals, such as silver nanoparticles,[109] are 
often used at the cathode side. Depending on the architecture of the cell, anode 
materials often consist of opaque metals like gold, silver, aluminum or copper.[110], 
[111], [112] 

2.1.4 Bulk heterojunction 

As already described in Chapter 2.1.3, the active layer in organic solar cells is 
generally composed of different materials. The splitting of exciton requires the potential 
of a donor-acceptor interface and as the effective exciton diffusion length is limited to 
approximately 20 nm in organic materials, a high interface area / volume ratio is 
desirable. Regarding the transport of the free charges through the active layer towards 
the electrodes, a well interconnected network of the respective domains is needed. 
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Thus, the arrangement of these materials is a critical point to fully use the materials´ 
potential.  

 

Figure 10: Different structures of OSC active layers composed of two materials, 
electron donor (blue) and electron acceptor (red), including the electrodes (black). 

The four presented structures are: a) solid solution, b) layered system, c) ideal bulk 
heterojunction and d) realistic bulk heterojunction from solution processing. 

 

Figure 10 shows possible structures that can be formed by a blend of different 
materials. A homogeneous blend, or solid solution (Figure 10a) of donor and acceptor 
molecules are not desired since both, sharp material interfaces and pure domains, are 
needed for exciton splitting and charge carrier transport. 

A simple layered structure as depicted in Figure 10b) fulfills all requirements to be 
used in a working solar cell. In fact, early organic photovoltaic research used such 
bilayer structures reaching power conversion efficiencies of  ̴ 1 %.[46] Nevertheless, 
the performance of layered devices is strongly limited by the low exciton splitting rate 
due to the relatively small interfacial area between donor and acceptor material and 
the large average distances from the bulk to the donor-acceptor (D-A) interface. Since 
the lifetime and diffusion length of excitons are limited, this simple layered structure 
does not allow most excitons to efficiently reach the interface. 

This limitation is addressed by the introduction of so-called bulk heterojunction 
(BHJ) structures for active layers in organic solar cells. Due to their higher specific D-
A interface area they offer more efficient exciton splitting leading to a higher 
photovoltaic performance. BJH structures are achieved by solation of donor and 
acceptor precursor materials in one solution simultaneously and coated together. First 
successful BHJ solar cells have been reported already in 1995.[71], [113], [114] The 
ideal configuration of a BHJ is shown in Figure 10c) where the lamella distance is in 
the range of the effective exciton diffusion length of around 10 nm and percolating 
pathways from every D-A interface towards both electrodes are available.[115] Such 
close to ideal structures as shown in Figure 10c can be realized with expensive and 
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time-consuming lithography techniques.[116], [117] In reality, solution processed bulk 
heterojunctions are less regular and can be imagined as depicted in Figure 10d).  

Efforts have been made to improve the blend microstructure in bulk heterojunctions 
in order to achieve more efficient organic solar cells. Due to the complex requirements 
of the active layers, numerous factors such as degree of phase separation, domain 
sizes, domain interconnectivity, degree of crystallization and orientation of crystalline 
structures, especially the important π-π stacking of the conjugated system have to be 
considered. One way to tailor the blend microstructure is the control over 
thermodynamic processes during sample fabrication. This involves material miscibility 
according to Flory Higgins theory [118] and crystallization properties. Both can be 
influenced by adjusting the chemical structure of the materials and with post-production 
treatments of active layers by e.g. thermal or vapor treatments. Another approach is to 
control the dynamics of the solvent evaporation and film formation. One critical point 
in this approach is the choice of solvent(s) and solvent additives. By varying the 
solvents boiling point or/and the selective solubility of solvent components/additives, 
one can influence the state and sequence at which the structures inside the thin film 
solidify and thus realize thermodynamically metastable states to a certain degree.[90] 

2.1.5 OSC devices 

In order to exhaust their full ecologic and economic potential, organic photovoltaics 
must be produced in high quantity at a price as low as possible. Since the previous 
chapters are restricted to theoretical aspects, this section introduces the actual layout 
of OPV modules followed by a discussion of challenges that still retard the large-scale 
break-through of this emerging technology. 

Architecture & layout 

While Chapter 2.1.2 describes all processes that are necessary to convert 
electromagnetic radiation into usable electric energy in more detail, Figure 11 presents 
the full energetic diagram of the involved materials and an exemplary stack of the 
respective layers.  
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Figure 11: a) schematic energy diagram of an exemplary organic solar cell with 
anode, electron blocking layer (EBL), electron donor, electron acceptor, hole 

blocking layer (HBL) and cathode (from left to right). The shaded area between the 
black lines (upper line: LUMO, lower line: HOMO) indicate the band gaps of 

semiconducting materials. b) Exemplary material stack of an organic solar cell. 
Illumination comes from below (yellow arrows) and the external circuit is indicated 

by thick black lines. 

 

According to the stack sequence of the layers with special focus on the electrodes, 
organic solar cell geometries can be divided into conventional and inverted geometries. 
In the conventional architecture, as presented in Figure 11b), a high work function 
transparent electrode, often a thin e.g. indium tin oxide (ITO) coated on a glass 
substrate, is utilized as anode, whereas the low work function metal electrode (e.g. 
aluminum) acts as cathode. In order to improve primarily different stability issues that 
come with the use of the conventional geometry the so-called inverted geometry was 
introduced.[119] In this alternative approach, the role of the electrodes is switched by 
tuning the work functions by the use of suitable electrode coating materials (commonly 
metal- and transition metal oxides). In this way the ITO layer acts as cathode in the 
present example and the opposite metal layer as the anode. Besides a more beneficial 
material layout of the inverted geometry in terms of stability, it has also been shown 
that the power conversion efficiency of OSC devices can be improved by the use of 
this configuration. [78], [120], [121] For the construction of larger OPV modules, several 
cells have to be connected since the size of single cells that can be produced at good 
quality with reasonable cost is limited and the voltage that can be generated by single 
cells is not sufficient for usual applications. Therefore, the cathode of one cell has to 
be connected in series to the anode of the next one. The series can be extended over 
multiple cells, as shown in Figure 12. 
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Figure 12: Exemplary connection of single organic solar cells to build up a 
functioning module. Typical thicknesses of the substrate and the OSC stack are 

indicated. 

 

In this way the generated photovoltage adds up and as the desired voltage is 
reached, several cell sequences with the respective number of cells can be connected 
in parallel to increase the current.[122], [123]  

Please note that Figure 11, like most typical schematic sketches of organic solar 
cells, features distorted length scales since the substrate is thicker by two to three 
orders of magnitude compared to the functional OSC stack. If e.g. ITO coated glass is 
used, the substrate thickness ranges around 100 µm to 1 mm. In contrast typical layer 
thicknesses within the OSC functional stack are 50 nm to 200 nm and thus very small 
compared to the substrate thickness. For the lateral dimensions, common sizes for 
individual cells are in the range of some cm2, separated by some tens to hundreds 
µm.[20]  

Usual challenges for the use of OPVs are the loss of energy between the available 
solar irradiation and the final extracted electrical power, which is the power conversion 
efficiency, and degradation of the used materials, which leads to impaired 
performance. Mechanisms and approaches to meet them are discussed in the 
following sections. 

Loss mechanisms 

Organic solar cells are designed to convert the energy of electromagnetic radiation 
into free charges, which can be used to power devices or charge e.g. batteries. Not all 
of the generated charges can reach the electrodes to be used, but are lost on the way, 
though. These losses can occur during every step that is described in Chapter 2.1.2. 
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In order to achieve the highest possible photocurrent and thus good solar cell 
efficiencies, loss mechanisms have to be understood and inhibited as much as 
possible.[69], [91], [124]  

In the process of light absorption itself, the largest portion of theoretically available 
energy is lost already. Photons with energies lower than the band gap(s) of the 
material(s) used in the active layer cannot cause an electronic transition and are thus 
not absorbed. Photons, whose energies exceed the respective band gap energy do 
also contribute only partially to the charge generation because the excess energy is 
lost in non-radiative thermalization processes. More precisely, the difference between 
band gap and photon energy, is lost and not usable. Thus, the selection of materials 
with band gaps matching the incident solar spectrum (Figure 13) is a key factor in the 
design process of organic solar cells. The theoretical upper limit of a single junction 
solar cell, dependent on its band gap, is described by the Shockley-Queisser limit, 
which considers not only the spectral losses, but also recombination losses.[125], [126]  

 

Figure 13: Solar irradiation spectra (according to ASTM G173-03) outside the 
earth’s atmosphere (green), direct normal irradiation on the earth surface (blue) 
and direct plus scattered irradiation (red). In black the radiation of an ideal black 
body with surface temperature of 6000 K is indicated. The dashed line indicates 
the theoretically ideal band gap energy of 1.34 eV (925 nm). Adapted from [126]. 

 

In the concept of Shockley and Queisser, an incident spectrum is assumed and the 
theoretical maximum PCE for a homojunction (i.e. one material provides photon 
absorption) solar cell with specific band gap is calculated, considering only 
thermodynamic factors and the principles of the so-called detailed balance, which 
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includes processes like radiative recombination as a function of charge carrier 
concentration. As an example, for the theoretically ideal band gap of around 1.34 eV 
indicated in Figure 13, a maximum PCE of 33.16 % is predicted. This band gap energy 
is ideal as it offers the best compromise between absorbing as many photons from the 
available solar spectrum (see Figure 13) and not cutting off too much energy from the 
higher energy photons. 

After the absorption of photons and the creation of excitons, recombinational loss 
is another efficiency limiting factor in organic solar cells. It occurs inside the functional 
materials and can be divided into geminate and nongeminate recombination 
mechanisms.[124], [127], [128] 

Geminate recombination describes a process in which the positive and the negative 
charge that originate from the same photon-absorption process, are annihilated by 
each other. Thus, predominantly excitons and charge transfer complexes are subject 
to geminate recombination. The probability for geminate recombination thus increases 
with increasing distance between the point of exciton generation and the location 
where dissociation is possible. 

Solitary charge carriers, not stemming from the same exciton, are subject to so-
called nongeminate recombination. Consequently, this type of charge carrier loss can 
happen from the moment of charge carrier separation at the donor-acceptor interface 
until the extraction at the electrodes (and theoretically also during further conduction). 
Not only photogenerated charges can contribute to nongeminate recombination but 
also externally injected charges, e.g. in the form of a cell bias. There are three main 
non-geminate recombination mechanisms that play a role in organic semiconductors. 
Nongeminate recombination between bound charge carriers is unlikely under regular 
conditions and thus not considered here. 

Band-to-band recombination of free negative and positive charge carriers is called 
bimolecular recombination.[129] The recombination rate is limited by charge carrier 
diffusion and the probability for such a meeting event and thus proportional to the 
modified Langevin recombination strength kL given by Equation (9):[130], [131] 

 

 𝑘𝐿 =
16𝜋
9

𝐽𝑝𝐽𝑛
(𝐽𝐷)2 − (𝐽𝑝 + 𝐽𝑛)

2
𝑒
𝜀
(𝜇𝑝 + 𝜇𝑛) (9) 
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with Jp,n,D being p and negative and double carrier current, µp,n the respective 
charge carrier mobilities, e the elementary charge and ε the material´s permittivity. 

In trap-assisted recombination, one charge carrier is trapped and localized within 
an energetic minimum. If the opposite charge carrier diffuses into close enough vicinity 
to the filled localized trap, the recombination process can take place. A frequently 
applied model in organic photovoltaics is the Shockley Read-Hall recombination, which 
predicts the rate of trap-mediated nongeminate recombination rRSH according to 
Equation (10).[128], [132], [133] 

 

 
𝑟𝑅𝑆𝐻 = 𝑟𝑒𝑐 − 𝑟𝑒𝑒 − 𝑟𝑝𝑐 + 𝑟𝑝𝑒 (10) 

 

where rec, pc are trapping rates for free charge carriers and ree, pe are the rates at 
which positive or negative charge carriers escape their traps and transition back to the 
respective free population. All components of Equation (10) and thus the 
recombination rate itself strongly depend on the average depth of the traps. 

The third pathway for nongeminate recombination is Auger recombination, which 
involves three entities.[134] While an electron from the LUMO is recombined with a 
hole in the HOMO, the released energy is transferred to another electron that is excited 
to a higher state by this process. Since this process requires a strong driving force in 
the form of high charge carrier density, it is not as prominent in organic systems as the 
two mechanisms discussed before.  

In order to avoid such losses of charge carriers, the full-scale structure, including 
crystallinity, microstructure, morphology and quality of the applied layers, is critical. 
Especially the presence of defects and impurities in the structure as well as isolated 
domains without connection to the respective electrode have to be avoided as far as 
possible, since they can hinder the diffusion of excitons, charge carriers, build spatial 
traps and thus increase the probability for charge recombination. 
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Degradation mechanisms 

While the improvement of power conversion efficiencies develops towards 
marketable values of around 20 %, another critical factor in the development of organic 
solar cells is the long-term stability. Practically all layers of the typical OSC stack are 
subject to different mechanisms of degradation.[20], [69], [119], [128] Their relatively 
small thickness of several tens to hundreds of nm induces additional susceptibility to 
degradation. Electrodes can suffer from oxidation as well as chemical reactions with 
e.g. polymers from neighboring layers.[135] Electron and hole blocking layers undergo 
slow degradation pathways, depending on the respective materials, e.g. PDOT:PSS 
appears to be sensitive to high temperature, moisture and oxygen.[136], [137] One 
topic of this thesis, tough, is connected to the degradation of the active layer at the 
example of PTB7:PCBM BHJs, that can be divided into chemical and physical 
degradation. 

Chemical degradation describes the process of reactions of the active layer 
materials with the result of an altered chemical structure that can lead to a decrease of 
solar cell performance. 

For chemical degradation the major concern is the photooxidation of the active 
materials under illumination that can be induced by the infiltration of reactive species 
such as H2O or O2 into the layer.[138], [139] The introduction of radicals can 
detrimentally influence parameters such as interface potential, electrical conductivity 
and optical absorption capability.[139], [140] These processes are mediated and 
accelerated by light irradiation, thus photooxidation. Further possible pathways for 
chemical degradation are e.g. temporary p-doping with O2, a shift of the material´s 
HOMO and LUMO levels and thus a change of the band gap, formation of secondary 
reaction products that hinder the transport of charge carriers [141] or the fragmentation 
of donor and acceptor materials.[21] A more direct way for light induced degradation 
is the breakup of organic bonds by ultraviolet light with photon energies exceeding 3.5 
eV. Beyond these extrinsic causes for chemical degradation, which can be partly 
reduced by e.g. cell encapsulation, there are also intrinsic reactions like 
oligomerization of fullerene molecules.[142] 

Also, physical degradation mainly concerning the microstructure can be caused by 
both, intrinsic material properties and external causes. Physical degradation of an OSC 
device is generally accompanied by the modification of the blend microstructure of the 
active layer. A coarsening of donor and acceptor domains leads to an increased 
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recombination rate due to higher statistical mean interface distances, whereas a 
stronger intermixing of the components can negatively influence the generated 
photocurrent by the formation of unconnected domains, so-called trap islands, and a 
general reduction of conductivity by a reduction of the effective degree of percolation. 
Due to the fact that metastable structures yield the best performance and are thus 
desired, the degradation mechanisms in organic solar cells are thermodynamically 
controlled and promoted by increasing temperature. As for the initial formation of the 
blend microstructure, the structural impact of physical degradation in organic systems 
can be described by the general model of Ostwald ripening, which assumes a reaction 
nucleus and an incorporation or attachment of neighboring domains. The coarsening 
alteration then propagates outwards from the starting nucleus as long as it is kinetically 
favored.[143], [144], [145] The respective degradation rate that describes the 
propagation rate of the reaction front shows Arrhenius behavior and is thus higher at 
increased temperatures. 

Additionally to microstructural alteration, also macroscopic physical degradation 
can reduce OSC lifetime or performance. For example mechanical and thermal stress 
can induce delamination or breaking of parts of the OSC stack resulting in a reduction 
of conductivity right up to complete device failure.[146]  

In order to improve the resistance of OSC devices to physical and chemical 
degradation, material engineering is the central approach. For example, non-fullerene 
acceptor systems,[147], [148] cross linkable [149] polymers and more stable block-
copolymer structures [150] have shown their potential for this purpose. 

Since most of the discussed degradation mechanisms depend strongly on chemical 
and physical properties of the used materials, their understanding is of particular 
interest for the development of commercially usable organic photovoltaics. In Chapters 
6 & 7 of this thesis, the degradation mechanisms in the system PTB7:PCBM are 
studied in particular. Therefore, spectroscopic methods like quasielastic neutron 
scattering, optical, FTIR and Raman spectroscopy are used, supplemented by 
structural investigation methods. With these methods, internal molecular dynamics as 
well as physical and chemical structures are investigated in PTB7:PCBM films. Further 
variations, induced by the use of solvent additives and different drying protocols, are 
studied. 



2 Background 

36 
 

2.2 Fundamentals of characterization 
techniques 

In the present thesis polymer:fullerene blend films for the application as active layer 
in organic photovoltaics are studied. Therefore, different characterization techniques 
were used. For the determination of basic film properties like thickness and roughness, 
profilometry was used. In the context of the application as active layer in solar cells, 
optical absorption properties are of particular interest. They were investigated with UV-
visible (UV-vis) absorption spectroscopy. Microstructural aspects were studied with X-
ray diffraction (XRD). To follow the degradation and possible changes in the chemical 
structure of the samples, Raman and Fourier-transform-infrared (FTIR) spectroscopy 
were used. The major focus of this work is the investigation of dynamics on a molecular 
level. Time-of-flight (TOF) quasielastic neutron spectroscopy (QENS), using the 
TOFTOF spectrometer (FRM II, Garching, Germany) was used to study the diffusive 
motions of hydrogen atoms in the polymer side chains. For the analysis that is 
presented in Chapter 7, some techniques were used under illumination of the sample 
in situ. The practical implementation of the illumination for in situ experiments is 
described in Chapter 4.  

The following part briefly introduces the background and technical aspects of the 
applied characterization methods. 

2.2.1 Profilometry 

For the determination of film thicknesses and profiles of the samples surface, 
profilometry was used.[151], [152] With thicknesses in the range of micrometers to tens 
of micrometers, the samples studied in this thesis are relatively thick (compared to the 
classical meaning of “thin films” with thicknesses of up to ~500 nm), thus profilometry 
is a fast and simple method to sufficiently measure the film dimensions. More 
sophisticated, but also more expensive methods like atomic force microscopy or X-
ray/neutron reflectometry were not applied. A Dektak XT stylus profilometer (Bruker, 
USA) was used. Its working principle is described in the following. The sample is placed 
on an X-Y stage, which is moved by software controllable motors and an additional 
actuator that ensures smooth and precise lateral motion during measurements. To 
determine the sample profile a reference is needed, usually in the form of the substrate 
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surface. Therefore, the scan length is chosen in a way that the bare substrate on both 
sides of the film area is covered. If this is not practical, there is also the possibility to 
scratch away parts of the sample and uncover the underlying substrate at any position 
of interest. The normal force which presses the tip (radius: 2 µm) onto the surface is 
kept constant at around 10-5 N and controlled by an actuator, so the measured vertical 
dilatation is directly proportional to the sample height at the respective position. By 
moving the sample stage laterally underneath the sample at a certain speed, a one-
dimensional profile is recorded. This principle is depicted in Figure 14. 

 

Figure 14: Schematic drawing of the profilometry measurement. The substrate 
(grey) with the sample film (violet) is moved laterally while the tip (green) is kept in 
contact with the surface with constant normal force, controlled by a force-sensitive 

actuator (green). The inset shows the resulting profile. 

 

System control, data acquisition and primary treatment is performed with the 
software Vision 64 (Bruker), which also offers possibilities for calculation of e.g. 
average step heights, surface roughness, or the acquisition of topographic maps by 
joining several parallel profiles together.  

The technique can be destructive to the sample due to the possible need to scratch 
away sample material in order to measure the substrate surface reference. The applied 
vertical force might also be sufficient to push the sharp tip of the probe into soft sample 
materials such as polymers or leave scratches on more brittle materials. In addition, 
the tip could be contaminated from earlier measurements or pick up debris particles 
from the sample or the substrate that can fall off and be deposited at other locations 
on the sample. Thus, profilometry measurements were only performed on especially 
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produced reference samples or on actual samples after all other techniques have been 
completed. 

2.2.2 UV-visible absorption spectroscopy 

UV-vis absorption spectroscopy is used to determine the light absorption of a 
sample in the wavelength range between 350 nm and 1000 nm. The measurements 
were performed with a Lambda 35 UV-vis spectrometer (Perkin Elmer, USA). For the 
studied wavelength range, the installed halogen lamp (wavelength range 330 – 1100 
nm) was sufficient and a switch to the deuterium lamp (wavelength range 190 – 330 
nm), also available in the instrument, was not necessary. From the optical properties, 
one can draw conclusions about the electronic structure of the sample. The technique 
is well suited for both, liquid samples, usually prepared as solutions in cuvettes and 
solid samples, prepared as thin films on transparent substrates such as (coated) glass, 
crystals or plastics. A polychromatic light source with sufficient intensity in the desired 
wavelength range is used. The light is focused on an adjustable monochromator that 
unfolds the spectrum and only allows a narrow band to pass through a slit towards the 
sample. 

The linewidth of the monochromator determines the spectral resolution of the UV-
vis measurement. A higher resolution is typically accompanied with lower usable 
intensity and increased measurement time. Acquiring a UV-vis absorption spectrum 
requires a stepwise readjustment of the monochromator in order to scan the chosen 
wavelength range.  

In a regular transmission geometry, the beam passes through the sample and the 
light intensity is measured after the sample. This principle is illustrated in Figure 15. 

 

Figure 15: Schematic layout of a double beam UV-vis spectrometer. The 
unattenuated beam intensity is termed I0, the sample attenuated beam IS and the 

beam, attenuated by the reference sample IR 
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The depicted spectrometer uses a second beam path to determine the 
substrate/cuvette and sample absorption simultaneously. The absorbance is 
calculated according to Equation (11) on basis of the Lambert-Beer law describing the 
attenuation of radiation traveling through a medium of thickness l with wavelength 
dependent extinction coefficient ελ and concentration c.[153], [154] 

 

 
𝐴𝜆 = [−𝑙𝑜𝑔10 (

𝐼𝑆
𝐼0

)] − [−𝑙𝑜𝑔10 (
𝐼𝑅
𝐼0

)] = 𝑙𝑜𝑔10 (
𝐼𝑅
𝐼𝑆

) = 𝜀𝜆𝑐𝑙 (11) 

 

According to Figure 15, I0 is the unattenuated light intensity, which is measured 
without sample or reference inside the beam, while IR and IS are the reference and 
actual sample absorption, respectively. The inverse quantity “transmittance” T can be 
calculated from the absorbance with Equation (12). 

 

 
 𝐴𝜆 = log10

1
𝑇𝜆

   →     𝑇𝜆 =  10−𝐴𝜆 (12) 

 

Deviations from the Lambert-Beer Law, which describes a linear relation between 
concentration and absorbance, can be both, negative as well as positive, but such 
deviations are not expected for the thin film samples of the present study. Thus, for 
this thesis, a transmission geometry is used for the thin film samples of polymer blends, 
coated on flat and cleaned glass substrates.  

For semiconductors, the UV-vis absorption spectrum can be used to determine the 
band gap via the Tauc plot, where the specific absorbance is plotted against the photon 
energy. A straight line is fitted to the inflection point of the initial absorbance rise and 
the intersect of this line with the x-axis gives the value for the optical band gap energy 
(Eg), as described by the Tauc equation (Equation (13)):[155] 

 

 
(𝛼ℎ𝜈)

1
𝑛 = 𝐴 (ℎ𝜈 − 𝐸𝑔) (13) 
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with A being a proportional constant and  the absorption coefficient: 

 

 
𝛼 =  −

ln 𝑇
𝑙

 (14) 

 

The relation between wavelength λ, frequency ν and energy E for electromagnetic 
radiation is given by the Planck-Einstein relation, which is described in Equation (22). 

The exponent n in Equation (13) describes the nature of the observed band gap. A 
value of 0.5 represents an allowed transition in a direct band gap, whereas a value of 
2 is used for indirect band gaps. The application of this method in the Tauc plot is 
illustrated in Figure 16, where the inflection point of the slope of the absorption edge 
of the 0-0 transition (see Franck-Condon Principle, explained in the following), is a fit 
with a straight line for a PTB7:PCBM blend film. 

 

Figure 16: Exemplary UV-vis absorbance spectrum of a PTB7:PCBM blend thin 
film. The red line is a fit according to a Tauc plot and the optical band gap is 

determined to be 1.67  0.03 eV. 

 

Originally, this method was developed for the interpretation of the optical absorption 
spectrum of amorphous germanium, but is well established for the determination of 
optical band gaps in disordered and amorphous semiconductors. 

For the interpretation of UV-vis absorbance spectra, the Franck-Condon Principle 
is essential.[52], [156], [157] It describes the transition probability of molecules from 
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certain electronic and vibrational states to others, which is principally determined by 
the overlap of the wave functions that represent the electrons´ probability of presence. 
The energy landscape of the sample consists of different electronic states, each of 
which containing multiple vibrational substates, as sketched in Figure 17. The position 
of the respective atom can be changed by absorption of a photon, which is indicated 
as lateral shift of the electronic states in Figure 17. 

 

Figure 17: Schematic energy diagram, visualizing the Franck-Condon principle. A 
molecule in its ground state (S1,  = 0) is excited by the absorption of a photon into 
a higher electronic state (S2,  = 0) and possibly also higher vibronic states ( = 1, 

2, …).  

 

The energy landscape for each state at internuclear distance (r0), and thus a certain 
displacement of the atoms from their equilibrium distance, in this simplification is 
described with unharmonic oscillators (black lines in Figure 17). The individual vibronic 
levels ( = 0, 1, 2, …) at characteristic energies are occupied by wave functions, which 
describe the probability to find an electron at the respective position. Upon absorption 
of a photon, sufficient energy presumed, the molecule transitions into an electronically 
(S2) and possibly vibrationally (ν ≥ 0) excited state. The blue absorption arrows in 
Figure 17 thus represent transitions from the electronic ground state S1 to an 
electronically excited state S2. From left to right, the 0-2, 0-1 and 0-0 transitions are 
shown which represent different vibronic end states that are reached by the absorption 
of the photon. The probability of a certain transition is determined by the overlap of the 
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individual wave functions.[158] Since absorption happens practically instantaneously, 
occurring on a femtosecond time scale, no lateral shift during the absorption process 
is expected. This can be different for slower emission processes like fluorescence or 
phosphorescence. 

In the analysis of an absorption spectrum plotted against photon energy. The 
characteristic transitions appear as multiple peaks starting at the low energy absorption 
edge and continuing towards higher energies.[159], [160] The 0-0 transition at the 
lowest specific energy, followed by 0-1, 0-2 and so forth. This is indicated in Figure 18. 
Assuming harmonically oscillating systems, which is in approximation feasible for the 
first few transitions, the peaks yield the same width and distance to their respective 
neighbor peaks. Thus, they are fitted with Gaussian peaks with equal width and 
constant distance to their neighbors. If the sample shows inhomogeneity, e.g. by the 
combination of multiple compounds or in their intrinsic electronic structure, additional 
sets of equally wide equidistant Gaussian peaks are introduced and a precise 
allocation can be difficult. 

 

 

Figure 18: Determination of electronic transitions of PTB7 in a PTB7:PCBM blend 
film. Gaussian functions for PTB7 are indicated in red (PCBM in blue). The sum of 

all peaks (black curve) gives the overall absorbance of the sample (thick green 
curve). 
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2.2.3 X-ray diffraction 

For crystalline and partly crystalline samples, X-ray diffraction (XRD) can be used 
to study properties such as crystal structure, crystallinity, and crystallite sizes. In the 
present work XRD was primarily used to determine stacking parameters of the π-π-
conjugated network in the PTB7:PCBM blend films under investigation. 

Constructive interference of X-ray radiation, scattered from the probed material, is 
analyzed in reciprocal space to determine structural properties as stated above. For 
this purpose, a X-ray beam is generated and hits the crystal, which is characterized by 
lattice planes with their distance dhkl. Most laboratory instruments use characteristic X-
rays that are emitted from a metal anode upon the impact of electrons. A commonly 
used electron transition is the dropping of L-shell (2s & 2p) electrons into vacant K-
shell positions in copper which generates characteristic lines at 1.5406 Å (8047.8 eV) 
and 1.5444 Å (8027.9 eV). Compared to single emission lines, this double peak 
naturally leads to a peak broadening in the measurement, but considering the vicinity 
of the two lines this is acceptable for most purposes and definitely for the investigation 
of the polymer samples for this thesis. For the present study, an Advance D8 
diffractometer (Bruker, USA) is used with a copper X-ray tube yielding an effective X-
ray wavelength of 1.5418 Å. The applied Bragg-Brentano geometry with symmetrically 
moving source- and detector arms is schematically depicted in Figure 19.[161] 

 

Figure 19: Schematic drawing of the used setup for X-ray diffraction 
measurements. X-rays are generated in a X-ray tube, the beam is shaped by a set 

of absorbers and slits and hits the sample at an angle of θ. In the coupled θ - 2θ 
geometry, the detector simultaneously measures the scattered intensity, also at an 

angle of θ. The sample stage is stationary during the measurement. 
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In a θ - 2θ setup, the X-ray source and the detector are mobile and move 
symmetrically on a vertically oriented semicircle around the sample in the center and 
always stay directed towards it. The initial X-ray beam can be shaped by slits and 
attenuated by absorber plates, which both can be inserted at various positions along 
the beam path, also on the detector arm, e.g. to improve signal quality by the use of 
detector slits. Göbel mirror and Soller slits are used to ensure a parallel (non-divergent) 
X-ray beam. A knife edge can be lowered towards the sample in order to reduce the 
sampling footprint, especially at shallow incidence. The desired 2θ range is scanned 
in a selectable number of steps and the intensity at each 2θ configuration is measured 
for a certain time. In the resulting X-ray diffractogram the background can be 
subtracted and peaks are fitted with Voigt-like functions. The use of a Voigt function, 
i.e. the convolution of a Gaussian and a Lorentzian peak, to fit XRD peaks has the 
advantage to account for both, sample related broadening of the peak and the finite 
instrumental resolution at the same time.[162] 

Elastically scattered beams interfere constructively at certain scattering angles θ, 
dependent on the lattice plane distances dhkl of the sample that are given by Bragg´s 
law: 

 

 
sin 𝜃 =

𝑛𝜆
2𝑑ℎ𝑘𝑙

 (15) 

 

where n is an integer (order of reflex) and λ the X-ray wavelength. In the case of 
amorphous polymeric samples, no distinct reflexes are present in the diffractogram 
since the long-range order is very limited compared to fully crystalline samples. 
Nevertheless, the frequently observed broad peaks of partly amorphous or 
semicrystalline samples yield information about average crystallinity, stacking 
structures and distances of polymer chains.[68], [163], [164] 

Detectors can only measure the intensity from which one can infer the conditions 
of constructive or destructive interference, but any phase information that would yield 
information about the distribution of electron density in the structure is lost. The 
measured intensity of any reflex is proportional to the square of the structure factor 
Fhkl, which is the sum of all waves that are scattered by the electrons and thus depends 
on the atomic form factor fj (see Equation (18)). The atomic form factor describes the 
angular scattering power of the electron cloud around the respective atom as described 
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by Equation (17). It is thus a Fourier transform that translates the electron density 
distribution in real space into a scattering intensity in reciprocal space. 

 

 
𝐼ℎ𝑘𝑙 ∝ |𝐹ℎ𝑘𝑙|2 (16) 

 

 
𝑓𝑗(𝑞 ) = ∫ 𝜌(𝑟 )𝑒𝑥𝑝[2𝜋𝑖(𝑞 ∙ 𝑟 )]

𝑉

0
𝑑𝑉 (17) 

 

 
𝐹ℎ𝑘𝑙 = ∑𝑓𝑗𝑒𝑥𝑝[2𝜋𝑖(ℎ𝑥𝑗 + 𝑘𝑦𝑗 + 𝑙𝑧𝑗)]

𝑛

𝑗

 (18) 

 

x, y, z are coordinates of the unit cell and h, k, l the Laue-indices of the lattice 
planes, which are also used to describe the respective set of parallel lattice planes in 
the Bragg equation (Equation (15)). The structure factor Fhkl is the sum over all n atoms 
in the sample. The condition for constructive interference according to Bragg´s law and 
thus a reflex of certain intensity is fulfilled (Laue condition) at the scattering vector 𝑞  
for the reciprocal lattice vectors a*, b* and c*: 

 

 
𝑞 ≡ ℎ𝑎∗ + 𝑘𝑏∗ + 𝑙𝑐∗ (19) 

 

Since the phase information is lost by measuring the reflex intensity only, the direct 
determination of the real crystalline structure is not possible, but different methods for 
structure refinement exist. Since the samples in this thesis are not crystalline and only 
π-π stacking distances are determined, these refinements were not applied. 
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2.2.4 Fourier-transform-infrared spectroscopy 

Fourier-transform-infrared (FTIR) spectroscopy is a technique for the investigation 
of the chemical structure and the presence of certain functional groups in a sample. In 
infrared spectroscopy a sample is exposed to IR radiation and the transmitted, 
scattered or reflected light is analyzed. The comparison of incident and measured light 
reveals the material´s absorption features that are characteristic for certain bonds or 
functional groups. These absorption bands in the infrared region originate from 
transitions of the respective molecule between discrete vibrational excitation levels 
within the eigenstates. The number of such normal vibrational eigenstates nν is defined 
by the number of atoms n in the molecule, which can move in 3 dimensions, and can 
be calculated with Equation (20). 

 

 
𝑛𝜈 = 3𝑛 − 6 (20) 

 

3 purely translational and 3 purely rotational modes are subtracted as they exclude 
changes of bond vibrations per definition. The potential energy of the vibrational states 
in dependence of the displacement from the equilibrium positions is given by an 
inharmonic Morse oscillator, as sketched in Figure 20. While for a symmetric harmonic 
oscillator, the vibronic energy levels occur at regular distances, their density increases 
towards the dissociation energy in the Morse oscillator. 

The characteristic vibration frequency of a bond depends on the bond strength and 
the connected masses. The IR absorbance spectrum of a compound, a molecule or a 
functional group is characteristic for all IR-active vibrational transitions of the bonds 
therein. Only bond vibrations, that involve a change in dipole moment are IR active. 
This significantly reduces the number of IR absorption features compared to the total 
number of normal modes (Equation (20)). 
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Figure 20: Graphical representation of the Morse potential (blue) and comparison 
with a symmetric (harmonic) oscillator model (green). Energy levels ( = 0,  = 1, 

...) and the dissociation energy are indicated. Graphics created by Mark 
Somoza.[165] 

 

In traditional dispersive instruments the geometry is arranged similar to the one 
shown for UV-vis spectroscopy (Chapter 2.2.2). A dispersive element spreads the light 
of the polychromatic IR source and the absorbance of the sample is measured for 
every wavelength individually one after another. This brings the disadvantage of a 
comparably slow measurement process, low intensity and inaccuracies due to the 
need for multiple moving mechanical parts along the beam path. In comparison, FTIR 
uses the entire source spectrum at once and reduces the number of moving 
components. The typical setup of a FTIR spectrometer is sketched in Figure 21. 

 

Figure 21: Schematic representation of the working principle of a FTIR 
spectrometer. Indicated are the components IR source, Michelson interferometer 
which consists of a beamsplitter, a fixed and a moving mirror, sample position and 

the light detector. 
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 A Michelson interferometer is used to encode the light spectrum with one stationary 
and one moving mirror. The initial IR beam is split into two parts in a beam splitter, 
reflected at the two mirrors and recombined in the beam splitter again. From there, the 
recombined light beams continue to the sample position and the transmitted part 
further to the detector. Depending on the position of the moving mirror, a certain 
wavelength fulfills constructive interference in the recombined beam. This wavelength 
is tuned by changing the position of the moving mirror and thus the path difference. 
The transmitted intensity Itrans(d) is measured as a function of the path difference. The 
measurement, which contains information of all wavelength, is called interferogram 
and is described by Equation (21): 

 

 
𝐼𝑡𝑟𝑎𝑛𝑠(𝑑) = ∫ 𝐼𝑡𝑟𝑎𝑛𝑠(𝜈) cos(𝜋𝑓𝑑) 𝑑𝜈 (21) 

 

with d being the path difference between the two light paths that is determined by 
the mirror position and ν the frequency of the IR radiation, which is the inverse of the 

wavelength and proportional to the energy E and the respective wave number 𝜈 of a 

photon: 

 

 
𝐸 = ℎ𝜈 = ℎ

𝑐
𝜆

= ℎ𝑐𝜈 (22) 

 

To get from the measured distance domain into frequency a fast Fourier back-
transformation is performed as shown in Equation (21). The IR transmission is 
calculated with the measured reference (I0) and sample intensity (IS) (Equation (23)) 
and can be transformed into the absorbance (Equation (24)). 

 

 
𝑇(𝜈) =

𝐼𝑆(𝜈)
𝐼0(𝜈)

 (23) 
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𝐴(𝜈) = 𝑙𝑜𝑔10

1
𝑇(𝜈)

 (24) 

 

In case IR active materials like H2O, CO2 from ambient atmosphere or the substrate 
itself are in the beam path, a reference measurement can be performed and the sample 
results are corrected for the respective bands. 

In summary, the technique of FTIR spectroscopy brings several advantages such 
as increased speed, higher sensitivity and signal to noise ratio, mechanical simplicity 
due to only one moving part (the interferometer mirror) and the automatic self-
calibration of the instruments using a reference laser with known wavelength. 

For this thesis, a Bruker Equinox 55 laboratory FTIR spectrometer was used to 
acquire IR absorbance spectra in the frequency range from 4000 cm-1 to 400 cm-1 with 
a spectral resolution of 2 cm-1. Baseline correction and atmospheric compensation was 
performed with the software OPUS (Bruker). 

 

2.2.5 Raman spectroscopy 

Raman spectroscopy is the spectroscopic investigation of light that was scattered 
at solids or molecules.[166], [167], [168] The underlying principle of characteristic 
inelastic scattering of light was discovered by the Indian physicist C.V. Raman in 1928. 
He was awarded with the Nobel prize for this discovery in 1930. The principle of Raman 
scattering is the inelastic scattering of photons upon interaction with molecules or parts 
of molecules. More precisely, individual bond and small atom assembly (e.g. functional 
groups) vibrations have the ability to interact with photons. A requirement for Raman 
scattering is the ability of the respective vibration to change the polarizability of the 
molecule via the induction of a dipole moment. The molecular polarizability α of a bond 
is defined as the ratio of the dipole moment pd to the electric field E that induces pd 
(Equation (25)). The variation of the polarizability by the displacement of an atom along 
the vibronic normal coordinate 𝑟  over time t is given by Equation (26). The time 
dependence of the dipole moment pd(t) induced by a photon is then given by Equation 
(27). 
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𝛼 =

𝑝𝑑

𝐸
 (25) 

 

 
𝛼(𝑞) = 𝛼0 + (

𝜕𝛼
𝜕𝑞

)
0
𝑟 ,     𝛼(𝑡) = 𝛼0 + 𝛼1 cos(2𝜋𝜈𝑚𝑡) (26) 

 

 𝑝𝑑(𝑡) = 𝛼0𝐸0 cos(𝜈0𝑡) +
1
2
𝛼1𝐸0 cos[(𝜈0 − 𝜈𝑚)𝑡]

+
1
2
𝛼1𝐸0 cos[(𝜈0 + 𝜈𝑚)𝑡] 

(27) 

 

ν0 represents the frequency of the incident photon and νm the frequency of the 
molecular vibration. Detailed derivation of the equations can be found in 
literature.[167], [168] 

Equation (27) consists of three terms, each describing light scattering phenomena 
with different energy transfer processes. In the first term the photon frequency remains 
unchanged, thus the photon scattering process is elastic. This interaction is referred to 
as Rayleigh scattering. In the second and third term the frequency changes due to 
atomic interactions and the photon is thus scattered inelastically. If the scattering 
process involves a decrease of the photon frequency and thus an increase of λ, it is 
called Stokes Raman scattering. A scattering process with an increase of the photon 
frequency and a decrease of λ, is called anti-Stokes Raman scattering. The difference 
in terms of energy between the Rayleigh line and the two Stokes lines (that belong to 
the same virbonic transition) is identical. Due to the fact that α0, responsible for 
Rayleigh scattering, is far larger than α1, responsible for Raman scattering, the usable 
Raman intensity is very low compared to the overall scattering intensity. The ratio 
between Stokes (νphoton, final < νphoton, initial) and anti-Stokes (νphoton, final > νphoton, initial) is 
proportional to the occupation probability of vibronic states given by the Boltzmann 
factor and thus are temperature dependent: 
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 𝐼𝑆𝑡𝑜𝑘𝑒𝑠

𝐼𝑎𝑛𝑡𝑖−𝑆𝑡𝑜𝑘𝑒𝑠
 ∝  𝑒𝑥𝑝 (

−ℎ𝜈
𝑘𝐵𝑇

) (28) 

 

At room temperature, the Stokes-lines are usually significantly more intense and 
thus commonly considered in Raman spectroscopy. 

The energy scheme for Raman scattering is shown in the Jablonski diagram in 
Figure 22. If an interaction between the incident light and the molecules in the sample 
occurs, the induced dipole moment of the vibrations of the chemical bonds is visualized 
by the occupation of a virtual state. Subsequently the molecule relaxes back to its initial 
state. Since the initial and final state can differ in terms of their vibrational energy, the 
energy of the “emitted” or scattered photon is also not necessarily identical with the 
energy of the incident photon. This was introduced before as Stokes and anti-Stokes 
scattering. This energy difference is the Raman shift and can be both, an energy gain 
or energy loss. The case of an interaction, where no energy shift is involved, i.e., the 
molecule relaxes back into the ground state, is called Rayleigh scattering, as described 
before. It should be noted that this short-lived occupation of virtual states is not 
dependent on resonance matching between photon and actual energy states of the 
system like e.g. fluorescence. The fraction of Raman scattering compared with 
Rayleigh scattering is very low (in the range of 10-4) and even lower compared to the 
total incident intensity (down to 10-9 – 10-10). For meaningful use in scientific 
instruments, thus both is required, a high intensity laser source and sophisticated 
optics to analyze the low intensity Raman scattering in the presence of a very bright 
laser beam. 

Raman shifts are characteristic for each bond type and vibration mode, thus any 
Raman active compound, functional group or individual bond has its specific Raman 
fingerprint and can be detected with the technique. Since the process of Raman 
scattering requires a molecule deformation which changes the polarizability of the 
system, not all types of vibrations are detectable with Raman spectroscopy. Here the 
rule of mutual exclusion with FTIR spectroscopy, explained in the previous chapter, 
applies. It states, that if a molecule possesses a center of symmetry, there is no normal 
mode that is both, Raman and IR active. In molecules without center of symmetry, 
modes can be Raman active as well as IR active. 
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Figure 22: Schematic representation of the origin of Raman scattering on basis of a 
Jablonski energy diagram. The vibrational ground state is indicated as thick solid 
line and excited vibrational states as thinner lines. The characteristic molecular 
vibration frequency νm is the vertical distance between ground state and ν = 1. 
Upon absorption of a photon, the system can be excited to a virtual state, that 

subsequently relaxes with the emission of another photon. If the two photons have 
the same energy (elastic scattering) the process is called Rayleigh scattering. If the 

scattered photon has less or more energy than the incident (inelastic scattering) 
the process is called Stokes or anti-Stokes scattering, respectively. The respective 

Raman shift for Stokes and anti-Stokes scattering is indicated as hνm. 

 

Further developments to increase the Raman signal like surface enhanced Raman 
(SERS), resonance Raman or stimulated Raman are applied frequently. It is also 
possible to perform a polarization analysis of the Raman signal, which allows to study 
aspects such as crystallinity, crystal orientation and strain.  

For this thesis, Raman spectroscopy was used to investigate the change of the 
chemical bond structure in PTB7:PCBM thin films during illumination. For this purpose, 
a modular Raman system from Horiba-Yobin (Japan) was used that was designed for 
the use in the TOFTOF spectrometer at FRM II (MLZ, Garching) to enable 
simultaneous QENS and Raman measurements. A sketch of the optical path system 
of the setup is shown in Figure 23. 
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Figure 23: Schematic drawing of the optical system of the Raman system as used 
in the TOFTOF neutron spectrometer. 

 

The superhead defines the heart of the system, since it merges the different light 
paths. The pump laser has a wavelength of 785 nm and a power of 100 mW. It can be 
attenuated by the use of optical grey filters. The laser light is guided through fibers into 
the superhead which is then guided towards the sample position. Adjustable optics 
after the superhead focus the laser beam onto the sample position. The superhead 
also collects the scattered light and removes the Rayleigh line with an interference 
filter. Here the light paths are divided and the (back)scattered light is guided into 
another fiber which leads to the spectrometer where it is analyzed. The spectrometer 
shapes the beam with an entrance slit and unfolds the spectrum of the scattered light 
with an optical grid (600, 1200 and 1800 lines per mm are available). The unfolded 
spectrum is measured with a charge-coupled device (CCD) camera (1025 x 256 pixels 
á 26 µm x 26 µm). The use of flexible fibers instead of a rigid geometry makes the 
setup extremely versatile and adaptable to many spatial conditions. 

2.2.6 Neutron scattering  

Quasielastic neutron scattering is one major technique, used in this thesis. There 
is a large variety of possibilities to use neutrons for the investigation of materials. The 
asset of the use of neutrons as a probe is their sensitivity also for light elements and 
different isotopes of the same element due to their interaction with the atomic nuclei. 
The use of respective materials as e.g. solvents or matrices yields the possibility for 
masking or highlighting certain parts of the sample. This is not given for e.g. X-ray 
scattering, which probes the electron clouds around the nuclei. Additionally, it is 
possible to use polarized neutrons for the investigation of various material properties.  
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In contrast to electromagnetic radiation, neutrons are particles, that can be 
described by classical Newtonian physics in extreme cases, but in general they obey 
both, properties of particles and waves. Key parameters like De Broglie wavelength 

(DB), mass and velocity (mn, vn) are connected by the De Broglie relation:[169] 

 

 
𝜆𝐷𝐵 =

ℎ
𝑝𝑛

=
ℎ

𝑚𝑛𝑣𝑛
 (29) 

 

For the kinetic energy of a neutron (En) follows: 

 

 
𝐸𝑛[𝑚𝑒𝑉] =

𝑝𝑛
2

2𝑚𝑛
=

ℎ2

2𝑚𝑛𝜆𝑛
2 =

81.82
𝜆𝑛

2[Å2]
 (30) 

 

where the energy is given in meV and the wavelength in Ångstrom. 

With the Planck-Einstein relation, the kinetic energy of e.g. a neutron can be 
translated into a wave frequency ω: 

 

 𝐸
ℏ

= 𝜔 (31) 

 

The intrinsic properties of a neutron are listed in Table 2: 

Mass 1.675 x 10-27 kg 

Charge 0 

Spin ½ 

Magnetic moment -1.913 n 

Lifetime T1/2 = 820 s 

Gyromagnetic ratio -2.92 x 107 Hz T-1 
 

Table 2: Properties of the neutron 
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Neutrons have a magnetic moment, 1/2 spin but zero charge, which offers a big 
range of opportunities such as the use of polarized neutron beams and the 
investigation of magnetic structures. 

The use of neutrons as a probe is always based on some kind of interaction 
between the neutrons and the studied sample. Different kinds of scattering events can 
be distinguished: 

• Absorption is used in neutron imaging and tomography. 

• Coherent neutron scattering is frequently applied to study structure, whereas 
incoherent scattering yield information about individual scatterers. 

• The ratio between elastic and inelastic neutron scattering and the possible 
energy shift is used for the investigation of different kinds of dynamics. 
 

The detailed definitions for these kinds of scattering is given later in this chapter. 

Principles of neutron scattering 

In a neutron scattering experiment, the sample is hit by neutrons of certain velocity 

and direction, defined by �̅�𝑖, as depicted in Figure 24: 

 

 

Figure 24: Schematic representation of a scattering event expressed by initial and 
final wave vectors �̅�𝑖 & �̅�𝑓 and the scattering vector �⃗� . 

 

An incident neutron with defined momentum and direction �̅�𝑖 is scattered at the 
sample. The momentum (velocity and direction) of the neutron after the scattering 

event is described by the vector �̅�𝑓. The scattering vector �⃗�  is the difference between 

the initial and the final neutron momentum vectors as given in Equation (32): 
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�⃗� = 𝑘𝑓 − 𝑘𝑖  (32) 

 

This scattering event can be of varying nature. It is differentiated between coherent 
and incoherent as well as between elastic and inelastic scattering events. It is worth to 
note that any scattering event is always a combination of both factors, 
incoherent/coherent and inelastic/elastic. In the following sections the basic principles 
of scattering cross section, coherent/incoherent and elastic/inelastic neutron scattering 
are introduced. 

Neutron scattering cross section 

As depicted in Figure 24, in a neutron scattering event incident neutrons are 
scattered into various directions in space. In addition, the energy of the neutron is 
subject to a possible change, which induces a change of momentum. The double 
differential cross section describes the number of neutrons that are scattered into a 
given solid angle and energy interval. The double differential cross section for a system 
with sufficient distance between the point of the scattering event and the detector is 
given by Equation (33).[170] Here, sufficient distance means that it significantly 
exceeds the dimensions of the detector and the scattering system, respectively. 

 

 𝑑2𝜎
𝑑Ω𝑑𝐸

=
𝑛

Φ𝑖𝑑Ω𝑑𝐸
 (33) 

 

dΩ and dE are the considered solid angle, defined by the angles θ and φ as shown 
in Figure 25, and the energy interval around E0 (𝐸 = 𝐸0 + 𝑑𝐸), respectively and Φi is 
the incident neutron flux. n in Equation (33) denotes the number of neutrons that are 
scattered into dΩ with dE. The visualization of the solid angle element dΩ and the 
angles θ and Φ is given in Figure 25. 
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Figure 25: Geometry of a neutron scattering experiment with incident beam �̅�𝑖 and 
scattered beam �̅�𝑓. The solid angle element dΩ, defined by the non-parallel angles 

θ and Φ, is indicated on the imagined circle, centered at the position of the 
scattered event. Image adapted from [171]. 

 

The total scattering cross section σ can be calculated by integration over all 
energies and directions: 

 

 
𝜎 = ∫ ∫

𝑑2𝜎
𝑑Ω𝑑𝐸

∞

0

𝑑𝐸𝑑Ω
4𝜋

0

 (34) 

 

In order to connect the isotope specific, direction-independent scattering length b 
to the total cross section σ that was described before, a wave-like probability approach 
can be used. As the scattering length b describes the radius of an interaction circle 
around the center of the nucleus, the respective cross section σ represents the 
probability that this interaction takes place. Thus, for a plane wave impinging on an 
unit area, the cross section tells the likelihood of an interaction. The scattered and the 
incident wave functions ψsc & ψi are differing in the amplitude modulating parameter b 
and a geometric expansion, as described by Equations (35) & (36): 

 

 
𝜓𝑖 = 𝑒𝑥𝑝(𝑖𝑘𝑧) (35) 
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𝜓𝑠𝑐 =

−𝑏
𝑟

𝑒𝑥𝑝(𝑖𝑘𝑟) (36) 

 

The total scattering cross section σ (in barn, 1 barn ≙ 100 fm2 ≙ 10-28 m2) is related 
to the scattering length b (in fm) as given in Equation (37): 

 

 
𝜎 = 4𝜋𝑏2 (37) 

 

All considerations presented to this point are for single scatterers. For an ensemble 
of scatterers, which represents the reality in scattering experiments, the interference 
between the outgoing spherical waves needs to be considered.  

In the presence of multiple scatterers, Equation (37) can be extended and adapted 
to yield the coherent double differential cross section:[172] 

 

 
(

𝑑2𝜎
𝑑Ω𝑑𝐸)

𝑐𝑜ℎ
=

𝑘𝑓

𝑘𝑖

𝜎𝑐𝑜ℎ

4𝜋
1

2𝜋ℏ∑ ∫ [𝑒𝑥𝑝 (−𝑖�⃗� �⃗� 𝑗′(0))𝑒𝑥𝑝 (−𝑖�⃗� �⃗� 𝑗(𝑡))]
∞

−∞𝑗𝑗′

𝑒𝑥𝑝(−𝑖𝜔𝑡)𝑑𝑡 (38) 

 

as well as the incoherent double differential cross section: 

 

 
(

𝑑2𝜎
𝑑Ω𝑑𝐸)

𝑖𝑛𝑐
=

𝑘𝑓

𝑘𝑖

𝜎𝑖𝑛𝑐

4𝜋
1

2𝜋ℏ∑ ∫ [𝑒𝑥𝑝(−𝑖�⃗� �⃗� 𝑗(0))𝑒𝑥𝑝 (−𝑖�⃗� �⃗� 𝑗(𝑡))]
∞

−∞𝑗

𝑒𝑥𝑝(−𝑖𝜔𝑡)𝑑𝑡 (39) 

 

where �⃗� 𝑗 denotes the position of the jth scatterer (j = 1, 2, …, n) and the sum goes 

over all atoms j in the sample. 
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Coherent/incoherent neutron scattering 

The total scattering cross section can be divided into a coherent and an incoherent 
scattering cross section. Physical reasons for that and experimental consequences will 
be discussed in the following section.  

Different instruments use different kinds of scattered neutrons and are technically 
optimized for their specific purpose. While incoherent scattering contains information 
about individual scatterers only and is uniform in all directions, coherent scattering is 
an interference effect between the scattering of different objects, dependent on the 
scattering vector Q, thus enables the investigation of the relative positions of the 
scatterers to each other. In other words, in coherent scattering, the scattered neutrons 
are phase correlated due to well aligned scattering lengths of the different nuclei in the 
system. This order can be impaired by e.g. nuclear spin disorder or the presence of 
isotopes of varying b. Thus, most systems show very different amplitudes and ratios of 
coherent and incoherent scattering. The total cross section σtot is composed not only 
from the coherent and incoherent scattering cross sections, but also includes an 
absorption contribution, arising from nuclear reactions of the incident neutron with the 
nucleus that lead to the absorption of the neutron, according to Equation (40): 

 

 
𝜎𝑡𝑜𝑡 = 𝜎𝑎𝑏𝑠 + 𝜎𝑐𝑜ℎ + 𝜎𝑖𝑛𝑐 (40) 

 

Values for the respective cross sections can be determined experimentally and 
examples for elements that are relevant for this thesis are given in Table 3, presented 
later in this chapter.[173] 

 

For an ensemble of scatterers, the coherent cross section is determined by the 
square of the average scattering length 〈𝑏〉 over all participating scatterers: 

 

 
𝜎𝑐𝑜ℎ = 4𝜋〈𝑏〉2 (41) 
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whereas the incoherent cross section arises from a disorder of the respective 
scattering lengths:  

 

 
𝜎𝑖𝑛𝑐 = 4𝜋(〈𝑏2〉 − 〈𝑏〉2) (42) 

 

The small (but important) differences in Equations (38) & (39), indicate that 
coherent scattering yields information about the relations of different scatterers and 
incoherent scattering statistical representation of individual nuclei´s properties, this will 
be further discussed with the correlation functions at a later point. 

Elastic and inelastic neutron scattering 

As already mentioned before, a scattering event of a neutron at a nucleus might not 
only change the direction of the neutron´s motion but potentially also its kinetic energy, 
as described by the double differential cross section, shown in Equation (34). In an 
elastic scattering event, the scattered neutron possesses the same kinetic energy, 
thus, the respective wave vectors have the same length: 

 

 
|𝑘𝑖| = |𝑘𝑓| (43) 

 

Considering the scattering triangle, as shown in Figure 24, the momentum transfer 
for elastically scattered neutrons is given by: 

 

 
|�⃗� 𝑒𝑙| =

4𝜋
𝜆𝑛

𝑠𝑖𝑛(𝜃) (44) 

 

with θ being the angle between �̅�𝑖 and �̅�𝑓. 
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An inelastic scattering event on the other side is accompanied by an energy transfer 
between the nucleus and the neutron, thus the length of the scattering vector is 
changed: 

 
|𝑘𝑖| ≠ |𝑘𝑓| (45) 

 

The resulting momentum transfer of inelastically scattered neutrons, thus also 
includes this energy transfer, which can be positive as well as negative: 

 

 
|�⃗� 𝑖𝑛𝑒𝑙| = 𝑘𝑓 − 𝑘𝑖 = (

1
2𝑚ℏ2 {2𝐸𝑖 + ℏ𝜔 − 2[𝐸𝑖(𝐸𝑖 + ℏ𝜔)]0.5𝑐𝑜𝑠(𝜃)})

0.5

 (46) 

 

The energy transfer between neutron and nucleus generally originates from 
collisions of the two, thus the energy change of the neutron is representative for the 
motion of the nuclei in the sample. This effect is used by the technique of quasielastic 
neutron scattering (QENS) in this thesis. Inelastic scattering can also be coherent and 
have large energy transfers (e.g. scattering at phonons, magnons, lattice vibrations, 
etc. as indicated in Figure 26). The quasielastic regime generally covers energy 
transfers of up to ±1 meV.  

 

  

 

Figure 26: Schematic representation of dynamic structure factor S(�⃗� , ω) over the 
energy (transfer) range that can be probed by inelastic neutron scattering. The 

quasielastic regime is found at low energies around the elastic peak. Adapted from 
[174]. 
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Correlation functions for neutron scattering 

The use of correlation functions allows the determination of the movement and 
structure of scatterers. Therefore, the relevant parts of the respective cross sections 
are related to time dependent positions and distances. The measured quantity, the 
total double differential cross section, is composed of the respective coherent and 
incoherent part, as explained by Equations (38) & (39), and with the introduction of the 

scattering functions 𝑆(�⃗� , 𝜔) can be written as: 

 

 𝑑2𝜎
𝑑Ω𝑑𝐸

=
𝑘𝑓

𝑘𝑖

𝑛
4𝜋

(𝜎𝑐𝑜ℎ𝑆𝑐𝑜ℎ(�⃗� , 𝜔) + 𝜎𝑖𝑛𝑐𝑆𝑖𝑛𝑐(�⃗� , 𝜔)) (47) 

 

According to Equations (38) & (39), the respective scattering functions (or dynamic 
structure factors can be expressed in the following way: 

 

 
𝑆𝑐𝑜ℎ(�⃗� , 𝜔) =

1
2𝜋ℏ𝑛 ∑ ∫ [𝑒𝑥𝑝 (−𝑖�⃗� �⃗� 𝑗′(0)) 𝑒𝑥𝑝 (−𝑖�⃗� �⃗� 𝑗(𝑡))]

∞

−∞𝑗𝑗′

𝑒𝑥𝑝(−𝑖𝜔𝑡)𝑑𝑡 (48) 

 

 
𝑆𝑖𝑛𝑐(�⃗� , 𝜔) =

1
2𝜋ℏ𝑛 ∑ ∫ [𝑒𝑥𝑝 (−𝑖�⃗� �⃗� 𝑗(0)) 𝑒𝑥𝑝 (−𝑖�⃗� �⃗� 𝑗(𝑡))]

∞

−∞𝑗

𝑒𝑥𝑝(−𝑖𝜔𝑡)𝑑𝑡 (49) 

 

with j and j´ being the sites where the respective nuclei reside. 𝑆(�⃗� , 𝜔) represents 

the Fourier transform of the intermediate scattering function 𝐼(�⃗� , 𝑡) in time, as 

described by Equation (50): 

 

 
𝑆(�⃗� , 𝜔) =

1
2𝜋ℏ

∫𝐼(�⃗� , 𝑡) exp (−iωt) 𝑑𝑡 (50) 

 

A further Fourier transform of 𝐼(�⃗� , 𝑡) in space brings the problem from reciprocal 

into real space and yields the so-called Van Hove correlation functions:[175], [176] 
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𝐺𝑝𝑎𝑖𝑟(𝑟 , 𝑡) =

ℏ
(2𝜋)3 ∬𝑆𝑐𝑜ℎ(�⃗� , 𝜔)𝑒𝑥𝑝 (−𝑖(�⃗� 𝑟 − 𝜔𝑡)) 𝑑�⃗� 𝑑𝜔 (51) 

 

 
𝐺𝑠𝑒𝑙𝑓(𝑟 , 𝑡) =

ℏ
(2𝜋)3 ∬𝑆𝑖𝑛𝑐(�⃗� , 𝜔)𝑒𝑥𝑝 (−𝑖(�⃗� 𝑟 − 𝜔𝑡)) 𝑑�⃗� 𝑑𝜔 (52) 

 

Equations (51) & (52) demonstrate that with coherent scattering, e.g. structure or 
correlated motion can be determined and with incoherent scattering, single nucleus 
properties such as statistical diffusive and localized motions can be probed.  

According to the Fourier inversion theorem, all of these transformations can be 
performed in either direction without the loss of information.[177] 

 

Figure 27: Reproduction of the commonly used sketch to describe pair- and self-
correlation. a) the pair correlation function describes the probability that a scatterer 

j is found at position r’2 at time t2 when scatterer i was at position r1 at time t1. b) 
The self-correlation function describes the probability that a scatterer i is found at 

position r2 at time t2 when it was at position r1 at time t1. Solid black arrows indicate 
possible diffusion paths of the particles and dashed grey arrows the observation of 

the respective correlation functions. 

 

As shown in Equation (51), the coherent structure factor 𝑆𝑐𝑜ℎ(�⃗� , 𝜔) is related to the 

space and time Fourier transformation of the pair-correlation function𝐺𝑝𝑎𝑖𝑟(𝑟 , 𝑡) which 

describes the probability to find a particle j at time t at position r if another particle i was 
at r = 0 at t = 0. 
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According to Equation (52), the incoherent structure factor 𝑆𝑖𝑛𝑐(�⃗� , 𝜔) is related to 

the space and time Fourier transformation of the self-correlation function 𝐺𝑠𝑒𝑙𝑓(𝑟 , 𝑡) 

which describes the probability to find the same particle at time t at position r if this 
exact particle was at r = 0 at t = 0. 

 

Implications for the practical application of these correlation functions are illustrated 
in Figure 27. In order to extract the information about position as well as motion of the 

scatterers, encoded in 𝑆(�⃗� , 𝜔), the double Fourier transform in both, space and time 

domain, has to be applied, leading to the respective Van Hove correlation functions. 

Quasielastic neutron scattering 

The term quasielastic neutron scattering (QENS) describes a broadened intensity 

distribution of 𝑆(�⃗� , 𝜔) around zero energy transfer (ℏω = 0) as depicted in Figure 26 

(shown earlier in this chapter). The energy transfer scale of Figure 26 spans from 0 at 
the elastic line to several tens and hundreds of meV for phonon and molecular vibration 
scattering, respectively, and could be extended into the eV range for e.g. electronic 
scattering.[174] 

While QENS is defined by energetic aspects, typically in the range of |ΔE| ≤ 1 meV, 
it consists of a coherent and an incoherent part. The coherent part contains information 
about collective dynamics. The incoherent part on the other hand yields information 
about the motion of individual scatterers, which is not quantized and thus shows a 
broad peak around zero energy transfer. At |ΔE| = 0, a sharp peak, the elastic line is 
located, which represents elastically scattered neutrons. Diffusive motions are 
manifested by a Lorentzian broadening of the elastic line. Its width is related to the 
characteristic time scale of the probed motion.[174] Generally, several Lorentzians can 
be present in a QENS spectrum and each one represents a characteristic timescale of 
the observed motion(s). While a pure Lorentzian shape indicates either discrete 

localized rotations or simple Fick diffusion, other shapes are possible for 𝑆(�⃗� , 𝜔), 

especially in the case of partially obstructed diffusive motions. 
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The elastic incoherent structure factor 

For the evaluation of QENS data, the so-called elastic incoherent structure factor 
(EISF) is an important parameter, which can yield information about the nature and 
geometry of the probed motions. Figure 28 shows exemplary spectra for freely 
diffusional (dashed lines) and localized (solid lines) processes. The self-part of the van 
Hove correlation function forms the connection between scattering intensity and the 
respective self-correlation function as mentioned before. Thus, the intermediate 

scattering function I(�⃗� , t) decays to zero for classical free diffusion, it approaches a 
finite value for the case of localized motions (Figure 28a). The respective time-Fourier 

transformed curves of 𝑆(�⃗� , 𝜔) are shown in Figure 28b, yielding a purely Lorentzian 

shape for long range diffusion. For localized motions, an additional delta peak is 
present. The shape of this elastic peak is determined by the instrumental’s resolution 
function. It is surrounded by a Lorentzian distribution for the localized process, whereas 
the elastic peak is absent for long range diffusion.[178] This is valid for a single 

exponential decay of I(�⃗� ,t), only. 

 

Figure 28: a) Self-part of the intermediate scattering functions and b) 
corresponding incoherent structure factors for localized (solid line) and long-range 

(dashed line) movements of the scatterers. Adapted from[178] 

 

The EISF is defined simply as the fraction of the elastic intensity of the total 
scattering intensity in the quasielastic region, as given by Equation (53). 

 

 
𝐸𝐼𝑆𝐹(�⃗� ) =

𝐼(�⃗� , 𝜔 = 0)
𝐼(�⃗� , 𝜔 = 0) + 𝐼(�⃗� , 𝜔 ≠ 0)

 (53) 
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where I denotes the intensity of the scattering function 𝑆(�⃗� , 𝜔). 

The EISF contains information about all motions of individual scatterers and has 
established as one of the most frequently applied methods to determine the type of 
motion probed with QENS since it can be evaluated without model assumptions.[179], 
[180], [181], [182], [183] 

In the following section, the background for the evaluation of QENS data in respect 
to different kinds of dynamics is explained briefly and some exemplary models for the 
description of molecular motions are presented. 

Localized vibrations 

The simplest case of localized motion can be considered to be a random vibration 
of an atom within a restricted volume around its equilibrium position. These, usually 
thermally activated fluctuations, can be described with the so-called Debye-Waller 
factor (DWF). It can be found in the general representation of the incoherent scattering 
cross section: 

 

 
(

𝑑𝜎
𝑑Ω𝑑𝐸

)
𝑖𝑛𝑐

=
𝑘𝑓

𝑘𝑖

𝑛𝜎
𝑚8𝜋

�⃗� 2exp (−2𝑊(�⃗� ))
𝑍(𝜔)
𝜔

(
1

𝑒𝑥𝑝 ( ℏ𝜔
𝑘𝐵𝑇) − 1

+ 1) (54) 

 

where Z is the normalized density of states and 𝑊(�⃗� ) the actual DWF. The value 

in the exponent describes the expected fraction of the mean square displacement u 

along �⃗� : 

 

 
𝑒𝑥𝑝 (−2𝑊(�⃗� )) = 〈[�⃗� �⃗� (𝑙)]

2
〉 (55) 

 

Averaging over all available directions of the vibration sphere gives the following 
expression for the DWF: 
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𝑊(�⃗� ) =

1
6
�⃗� 2〈𝑢2〉 (56) 

 

Translational diffusive motions 

While quantized inelastic scattering from e.g. Phonons or molecular vibrations 
happen on characteristic timescales of 10-12 s to 10-15 s (compare Figure 26 & Figure 
30), diffusive motions as studied in this thesis usually happen on longer timescale in 
the ps- to ns-range. In the case of free unobstructed diffusion (comparable to Brownian 
motion of suspended particles) Fick’s second law is applicable for the self-correlation 
function 𝐺𝑠𝑒𝑙𝑓(𝑟, 𝑡), which yields a partial differential equation: 

 

 𝜕
𝜕𝑡

𝐺𝑠𝑒𝑙𝑓(𝑟, 𝑡) = 𝐷∆𝐺𝑠𝑒𝑙𝑓(𝑟, 𝑡) (57) 

 

with the starting condition: 

 

 
𝐺𝑠𝑒𝑙𝑓(𝑟, 0) = 𝛿(𝑟) (58) 

 

and D being the effective diffusion coefficient. It can be solved to get: 

 

 
𝐺𝑠𝑒𝑙𝑓(𝑟, 𝑡) = [4𝜋𝐷|𝑡|]−

3
2 𝑒𝑥𝑝 (−

𝑟2

4𝐷𝑡
) (59) 

 

A Fourier transform from real to reciprocal space yields the corresponding self-part 
of the intermediate scattering function:  
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𝐼𝑠𝑒𝑙𝑓(�⃗� , 𝑡) = exp (−�⃗� 2𝐷𝑡) (60) 

 

and a further Fourier transform from time to frequency the incoherent part of the 
scattering function: 

 

 
𝑆𝑖𝑛𝑐(�⃗� , 𝜔) =

1
𝜋

𝐷�⃗� 

(𝐷�⃗� 2)
2
+ 𝜔2

 (61) 

 

which represents a Lorentzian function with the half width at half maximum (HWHM) 
Γ. For ideal free diffusion, Γ increases quadratically with increasing momentum 
transfer. Thus, the general model for Fickian diffusion is described by: 

 

 
𝛤(�⃗� ) = ℏ𝐷�⃗� 2 (62) 

 

This relation allows a direct determination of the self-diffusion coefficient by 
analyzing the slope of Γ, plotted against Q2. 

Since atoms and molecules move in an energy landscape and are more or less 
restricted to energetically favorable discrete positions, jump diffusion models have 
been developed to describe jump-like motions. These models assume the introduction 
of a specific residence time τ and a mean jump length r. Models presented exemplarily 
in the following section are all for isotropic diffusion. The common model for jump 
diffusion with fixed jump lengths, i.e. distances between residence positions was 

proposed by Chudley and Elliott and yields the �⃗� -dependence of the HWHM (ΓCE) 
of:[184] 

 

 
Γ𝐶𝐸(�⃗� ) =

ℏ
𝜏
(1 −

sin(�⃗� 𝑟)
�⃗� 𝑟

) (63) 
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The model, developed by Hall and Ross assumes a Gaussian distribution of jump 
length, following:[185] 

 

 
𝜌𝐻𝑅(𝑟) =

2𝑟2

𝑟03√2𝜋
 𝑒𝑥𝑝 (

−𝑟2

2𝑟02
) (64) 

 

Which leads to the following �⃗� -dependent behavior of the corresponding Lorentzian 
half width ΓHR: 

 

 
𝛤𝐻𝑅(�⃗� ) =

ℏ
𝜏
[1 − 𝑒𝑥𝑝 (

−�⃗� 2𝑟02

6
)] (65) 

 

The third jump diffusion model which is presented at this point was proposed by 
Singwi and Sjölander and is based on an exponential distribution of jump lengths, 
described by:[186] 

 

 
𝜌𝑆𝑆(𝑟) =

𝑟
𝑟02

𝑒𝑥𝑝 (
−𝑟
𝑟0

) (66) 

 

This leads to a �⃗� -dependence of ΓSS of: 

 

 
𝛤𝑆𝑆(�⃗� ) =

ℏ
𝜏
 

�⃗� 2𝑟02

1 + �⃗� 2𝑟02
 (67) 

 

A graphical impression about the distribution of jump lengths and the corresponding 

�⃗� -dependence of the Lorentzian HWHM according to Equations (63) - (67) is given in 
Figure 29: 
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Figure 29: a) Jump lengt distributions for the diffusion modesl of Chudley-Elliott 
(dashed, discrete), Hall-Ross (dotted, Gaussian) and Singwi-Sjölander (solid, 

exponential) for r0 = 0.5 Å. The vertical lines indicate the mean jump length for the 
respective distribution. b) Corresponding behavior of ΓCE, ΓHR and ΓSS for r0 = 1 Å, τ 

= 3 ps. Adapted from [178] 
 

The general �⃗� 2-like dependence of the models depicted in Figure 29b at small �⃗�  
indicates almost free motion of the scatterers in the on the respective length scale. The 

leveling off at large �⃗�  shows the influence of neighbors on the diffusive mobility. 

Localized diffusional motions 

Between vibrations of atoms around an equilibrium, described by the Debye-Waller 
factor, and translational diffusion, there exist many kinds of localized motions that are 
of diffusive nature. Examples are e.g. rotational dynamics or reorientations of certain 
parts of the molecules, such as alkyl side chains. Such motions can be also described 
by QENS data models if correct and sufficient assumptions are taken as a basis. The 
EISF can be helpful in this context to determine the kind of motion and the geometry. 
Since e.g. rotations of atoms on a sphere or reorientational jumps between alternating 
sites are not the scope of this thesis, description of the underlying models are not 
discussed in detail here, but can be found elsewhere.[183], [187], [188] 
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Stretched exponential approach 

For some sample systems, a consistent fit of 𝑆(�⃗� , 𝜔) with discrete Lorentzians is 

not possible due to a statistical distribution of diffusive modes. Examples for such 
systems are glass forming liquids, condensed polymers or highly concentrated proteins 
since the motion of single atoms/parts of the molecules can be spatially more or less 
obstructed by neighboring structures, which leads to a distribution of local 
environments. Expressed in a more simple way, this means that different scatterers, 
sitting on different positions with different environments in the system, yield different 
diffusive properties. This behavior can be described by modelling the intermediate 

scattering function 𝐼(�⃗� , 𝑡) with a phenomenological stretched exponential decay 

function, well known as the Kohlrausch-Williams-Watts function:[189], [190], [191], 
[192] 

 

 
𝐼(�⃗� , 𝑡) = 𝐴 𝑒𝑥𝑝 [− (

𝑡
𝜏
)
𝛽
] (68) 

 

with A being a (�⃗� -dependent) amplitude scaling factor and β the so-called stretching 
exponent, a measure for the dynamic disorder in the system. The relaxation time τ that 
is determined by Equation (68) is indirectly proportional to the HWHM of a Lorentzian 

in 𝑆(�⃗� , 𝜔): 

 

 
𝛤 ∝

1
𝜏

 (69) 

 

In the physical sense, the decay of 𝐼(�⃗� , 𝑡) represents a distribution of structural 

relaxation of the system, according to its timescale, thus 𝜏 in Equation (68) stands for 
a characteristic relaxation time. An average relaxation time 〈𝜏〉 can be derived 
according to: 

 



2 Background 

72 
 

 
〈𝜏〉 =

𝜏 𝛤(𝛽)
𝛽2  (70) 

 

With Γ being the actual gamma function of the object within the brackets and must 
not be confused with the HWHM of Lorentzian fits, also abbreviated with Γ before. 
Same as τ, this average relaxation time is inversely proportional to the Lorentzian 

HWHM in 𝑆(�⃗� , 𝜔) and can thus be described with the diffusion models, as discussed 

before. For the research in this thesis, a spatially obstructed jump diffusion model, 
based on the one from Chudley and Elliott was used to describe the diffusional motions 
of polymer side chains in a solid PTB7:PCBM blend. For the determination of diffusion 
coefficients, Equation (71) was used: 

 

 
〈𝜏〉−1(�⃗� ) =

𝐷𝑒𝑓𝑓�⃗� 2

1 + 𝐷𝑒𝑓𝑓 �⃗� 2 𝜏0
 (71) 

 

Since, due to the dynamic disorder, the derived diffusion coefficient can not be seen 
as such in the classical sense, Equation (71) derives an effective diffusion coefficient 
that is representative for all hydrogen motions in the sample. 

Practical aspects for QENS measurements 

Each isotope has an individual coherent scattering, incoherent scattering and 
absorption length specific for neutrons of certain energy, which is, in contrast to X-ray 
scattering lengths, not directly correlated with the atomic number, i.e. the number of 
electrons, but rather a function of nuclear strong force and magnetic interaction. Table 
3 lists some scattering/absorption cross sections σ of relevant isotopes, which can be 
derived from the scattering/absorption length b according to Equation (37).  
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isotope σcoh σinc σabs 

1H 1.76 80.27 0.33 
2H 5.59 2.05 0.00 
10B 0.14 3.00 3835 
12C 5.56 0 0.00 
13Al 1.50 0.01 0.23 
16O 4.23 0.00 0.00 
51V 0.02 5.07 4.90 

113Cd 12.10 0.30 20600 
 

Table 3: Neutron scattering and absorption cross sections of isotopes relevant for 
neutron instrumentation and the topic of the present thesis. Values are taken from 

[193], [194]. Cross sections are given in barn. 1 barn ≜ 100 fm2 = 10-24 cm2 

 

Values for b can be positive as well as negative. The respective algebraic sign 
describes if a phase shift of the neutron wave function is involved in the scattering 
process with a neutron or not. A negative scattering length indicates an attractive 
interaction potential between nucleus and neutron, whereas a positive sign means 
repulsive interaction. Table 3 shows neutron scattering and absorption cross sections 
which are relevant in the neutron scattering part of this thesis. Of particular interest is 
the difference between 1H and 2H, the extremely high incoherent scattering cross 
section of 1H, the very high absorption of 10B and 113Cd, the overall low cross sections 
of aluminum and the purely incoherent scattering of vanadium.  

The high incoherent scattering cross section of 1H which exceeds all the other 
incoherent cross sections by at least one order of magnitude and the fact that hydrogen 
is extremely abundant in organic or soft matter makes it the very prominent isotope in 
quasielastic neutron scattering. Taking into account the correlation between scattering 
cross section and scattering function, in many cases it is fair to say that QENS probes 
hydrogen motions and neglect contributions from other components.  

The difference to the chemically similar isotope 2H enables highlighting or masking 
parts of the sample system, alternatively.  

Boron and cadmium are frequently used as shielding, former mainly as additive in 
glass, concrete, ceramics, etc. and the latter also as pure metal foil.  
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Aluminum is almost transparent to neutrons and structurally rather solid which 
makes it suitable for e.g. sample containers and windows for neutron experiments.  

In the typical quasielastic region, Vanadium is a purely elastic, incoherent scatterer, 
i.e. neutrons are isotropically scattered in all directions without change in energy. Thus, 
it is extremely useful as material for detector calibration, time-of-flight normalization 
and the determination of the spectrometer’s energy resolution function. 

While inelastic neutron scattering ranges up to several eV covering many vibrational 
modes and transitions, QENS instruments are sensitive to energy transfer ranging from 
neV up to the meV range, as shown in Figure 30. Large quasielastic scattering intensity 
around the elastic line are an indication for highly diffusive samples such as solutions 
or classical melts, whereas low energy transfer in the order of neV are measured for 
very slow dynamics like the motion of macromolecules or domain walls. This indicates 
the broad applicability of QENS for the investigation of dynamics on molecular scale. 
It is frequently applied in scientific fields like material science, soft matter, metallurgy, 
biology, etc.  

In short, QENS uses neutrons of a known energy which interact with the sample of 
interest. If the sample shows dynamics on an energy range that is compatible to the 
neutron energy, the neutrons interact with the atoms in the sample. During this 
scattering process, the neutrons can either gain or lose energy. If the used instrument 
is characterized by a sufficient energy resolution (ΔE), this change in neutron energy 
is represented in a broadening on both, positive and negative side of the elastic line, 
which usually still contains most of the intensity.  

A better energy resolution is in general compromised by the narrowing of the 
dynamic range, which describes the range of measurable energy transfer. Neutrons 
yielding an energy transfer smaller than the instrumental resolution function (slow 
processes) fall into the elastic line and are conceived as elastically scattered. On the 
other side, a small dynamic range that cuts of QENS features may exclude faster 

processes (broader Lorentzians in 𝑆(�⃗� , 𝜔)) from the analysis. Thus, the choice of a 

QENS instrument with characteristics, matching to the sample of interest is essential 
and the use of multiple instruments or settings may be necessary to study the complete 
range of dynamics in the sample. 
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Three big families of QENS instruments can be distinguished:  

• time-of-flight (TOF) spectrometers 

• backscattering (BS) crystal analyzers 

• neutron spin-echo (NSE) instruments 
 

They are ordered from low (large ΔE) to high (low ΔE) energy resolution. As 
mentioned before, a better energy resolution has generally the consequence of a 
restricted dynamic range, i.e. the energy transfer range that can be observed with the 
respective instrument. For completeness, in the following the working principle of the 
three kinds of spectrometers are briefly explained.  

TOF spectrometers use short pulses of monochromatic neutrons and measure the 
time that the scattered neutrons need from the sample position to the time sensitive 
detectors. This distance and the respective pulse length has to be precisely defined 
and well known to ensure a good spectrometer resolution. As QENS experiments for 
this thesis have been performed at the time-of-flight spectrometer TOFTOF (MLZ, 
Garching, Germany), this technique is explained in more detail in the following section. 

Backscattering spectrometers use specific crystal reflections for monochromating 
the incoming neutrons as well as for the determination of the energy of scattered 
neutrons. 

The potential energy resolution from a crystal analyzer is mainly determined by the 
length of the neutron flight path and crystal quality and can be estimated from the 
differentiated Bragg equation: 

 

 𝛥𝜆
𝜆

=
𝛥𝑑
𝑑

 
𝛥𝜃

𝑡𝑎𝑛(𝜃) (72) 

 

Equation (72) shows that low angular beam divergence (low Δθ) and a high quality 
crystal (low Δd) is critical for good energy resolution. The challenge of providing 
variable neutrons energies, still in backscattering geometry, can be met by a 
translational movement of the crystal using a doppler drive or in some cases a thermal 
variation of the crystal´s lattice plane distances by either cooling or heating.[195], [196], 
[197], [198] 
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Neutron spin-echo spectroscopy offers the best energy resolution and thus allows 
to study comparably slow motions. The technique was discovered in 1972 by the 
Hungarian physicist Ferenc Mezei.[199], [200] Spin-polarized neutrons are guided 
through precession coils where the magnetic field induces Larmor precession, which 
encodes the neutron velocity as coil length and magnetic field properties are known, 
or to be precise attuned to the second magnetic field after the sample position that 
decodes the neutron velocity by a reverse precession process. A change in neutron 
energy due to an inelastic scattering event results in a change of precession angle and 
thus a decrease of the final neutron beam polarization after passing the decoder coil(s). 
The change (and backchange) of neutron beam polarization Φ due to Larmor 
precession in a perpendicular (to the neutron´s magnetic moment) magnetic field of 
strength B is described by: 

 

 
𝜙 = 𝛾𝐵

𝑙
𝑣

 (73) 

 

with the Larmor frequency 

 

 
𝜔𝐿 = 𝛾𝐵 (74) 

 

γ is the gyromagnetic ratio of the neutron, v the velocity and l the path length inside 
the field. Beyond the classical NSE setup there exist modifications, such as the 
resonant NSE, which employs resonant spin flippers.[201], [202] 

It has to be noted that in contrast to TOF and BS, NSE is operating in time space 

and thus directly determines the intermediate scattering function 𝐼(�⃗� , 𝑡). Since NSE is 

still a rather young technique and offers powerful possibilities in various aspects of 
QENS, the development of new concepts and instruments is advancing particularly 
rapid.[198], [203], [204]  
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Characteristic energy transfer and dynamic working ranges for the three kinds of 
QENS spectrometer and the comparison to complementary/alternative techniques as 
well as corresponding probed time- and length scales are indicated in Figure 30. 

 

 

Figure 30: Characteristic time- and length scales studied with TOF and crystal 
spectrometers, backscattering and neutron spin-echo spectrometers including 
fields of application (top row) and examples of investigable processes (right 

column). Alternative and complementary techniques are indicated at the respective 
position in the size – time landscape. The figure is taken from [174]. 

 

In the present thesis the time-of-flight spectrometer TOFTOF, which is situated at 
the FRM II (Heinz Meier-Leibnitz Zentrum, Garching), is used for the QENS 
experiments. The in situ Raman and light excitation setup, which were newly 
developed within the framework of this thesis, are also specifically designed for this 
instrument. TOFTOF is a disc chopper spectrometer employed in direct geometry. In 
the following part the time-of-flight technique for quasielastic neutron scattering is 
discussed in more detail, followed by the presentation of the TOFTOF instrument. 
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Time-of-flight neutron scattering 

TOF spectroscopy requires a monochromatic neutron pulse. The technical 
realization in the chopper spectrometer TOFTOF and possible sources of 
uncertainties, which define the instrumental resolution function, are discussed in the 
following sections. 

TOFTOF instrument 

TOFTOF is a cold neutron direct geometry time-of-flight chopper spectrometer at 
FRM II (Forschungs-Neutronenquelle Heinz Meier-Leibnitz, Garching, Germany). 
[205], [206] Neutrons are provided by the cold source of FRM II. They pass through a 
s-shaped double bended (radius = 2000 m) neutron guide to remove residual thermal 
neutrons as well as γ-radiation. The neutron beam is shaped to the desired dimensions 
of approximately 23 mm x 47 mm (width x height) by a focusing guide section in the 
chopper cascade. The spectral flux that reaches the sample position of TOFTOF is 
given by Figure 31. 

 

Figure 31: Differential neutron flux that is available at the sample position during 
regular reactor operation of FRM II at 20 MW. Graphics adapted from [205]. 

 

The general instrument layout is sketched in Figure 32. Pulsing counter rotating 
choppers (PCRC) and monochromating counter rotating choppers (MCRC) consist of 
two oppositely rotating chopper disks. 
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Figure 32: Schematic representation of the TOFTOF instrument. Indicated are the 
neutron guide, which narrows towards the sample, 7 chopper discs, separated in 2 

pulsing counter rotating choppers (PCRC), 2 higher order removal choppers, 1 
frame overlap chopper (FOC) and 2 monochromating counter rotating choppers 
(MCRC), sample position and the position of the  ̴1000 detector tubes. [206] The 

top row defines the distances from pulsing to monochromator choppers (LPM), 
monochromator choppers to sample position (LMS) and sample position to the 

detectors (LSD). 

 

The chopper system is used to transform the continuous white neutron beam that 
is delivered by the neutron guide into monochromatic short pulses. This is achieved 
with the two chopper pairs PRCR and MCRC. Higher order neutron wavelengths, 
which also fulfill transmission criteria for the PCRC and MCRC pairs, are removed by 
additional chopper discs, the higher order removal choppers (HORC). An overlap of 
the data of two consecutive pulses, i.e. the slowest neutrons of one pulse are overtaken 
by the fastest neutrons of the consecutive pulse, may occur due to the inelastic 
scattering events. Since the detectors are not energy sensitive, the individual pulses 
can not be distinguished in this case. In order to avoid this, a frame overlap chopper 
(FOC) is used to block a certain fraction of the neutron pulses. 

To avoid multiple scattering a neutron transmission rate of the sample of 90-95 % 
is desired. These unscattered neutrons as well as neutrons that are nonetheless 
multiply scattered in extended samples or parts of the instrumentation and thus have 
an undesired angle that impairs their correct time-of-flight measurement are caught in 
a beam stop or the radial collimator, respectively. All other scattered neutrons travel 
through the argon-filled flight tank to the  1̴000 3He filled detector tubes which are 
located in a distance of 4 meters from the sample position. The exact time from the 
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scattering event until the neutron reaches the detector is measured for all detected 
neutrons. This is the data basis for all QENS studies. In the following the instrument 
characteristics of TOFTOF are explained in short: 

The chopper system of TOFTOF, also called the primary spectrometer ensures the 
correct conditioning of the neutrons before interacting with the sample. It comprises 
seven chopper discs with a diameter of 60 cm and a mass of 5.9 kg each. They consist 
of carbon fiber reinforced plastic (CFRP) and rotate with frequencies of up to 22,000 
rpm, mounted in and controlled by a magnetic bearing system. All choppers rotate at 
the same speed νch, except the frame overlap chopper (#5 in Figure 32), whose rotation 
frequency νFOC yields the following relation to νch for the respective chopper ratio n 
under the condition that an overlap of neutron pulses occurs only for neutrons with final 
wavelength 1.5 times larger than the initial neutron wavelength λi:[205] 

 

 𝜈𝐹𝑂𝐶 = 𝑓𝑐ℎ
𝑛 − 1

𝑛
 

(75) 

 
  

 𝜈𝑐ℎ[𝑟𝑝𝑚] = 1.978 ∗ 104 𝑛
𝜆𝑖[Å]

 (76) 

   
 

 

Figure 33: Determination of the frame overlap ratio n for the TOFTOF instrument 
(FRM II, Garching, Germany). Recommended values for n are located in the 

respective field, determined by chopper speed vch and incident neutron wavelength 
λi. Taken from [205] 
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With Equation (76), the lines in Figure 33 are calculated, which give a practical 
suggestion for the correct frame overlap ratio, located the respective field according to 
the instrumental settings. 

A frame overlap ratio of n means, that only every nth pulse is allowed to pass the 
frame overlap chopper. For n = 1, the FOC rotates with the same frequency as the 
other choppers, whereas for higher frame overlap ratios, the frequency deviates and it 
has to be considered that FOC and PCRC have two openings, each. The values for 
the incident neutron wavelength and the frequency of the other choppers, that 
determine n according to Figure 33, have to be chosen appropriately to the respective 
experimental requirements in terms of energy resolution and dynamic measurement 
range. Therefore, the graphs in Figure 34, as available on the Instrument homepage, 
can be very helpful for the determination of suitable instrument settings: 

 

Figure 34: a) TOFTOF resolution of the elastic line for selected chopper rotation 
frequencies. b) available dynamic range of TOFTOF for selected incident neutron 
wavelengths. The insert in b) shows a zoom-in into the low Q, low ΔE range with 

the detachment of the measurement range from the x-axis (�⃗�  = 0) for lower 
wavelengths. Adapted from [207] 

 

In general, Figure 34 yields following consequences for the practical operation of 
TOFTOF: 

• increasing the chopper speed increases the elastic energy resolution 

• higher wavelength neutrons increase the elastic energy resolution 

• higher wavelength neutrons narrow the dynamic range in �⃗� -ΔE-space but 

allow resolving very small �⃗� -values 
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Between chopper system and sample position the beam intensity is controlled and 
compared to the detector signal by a 235U monitor. Neutrons trigger detectible fission 
processes with a specific efficiency of around 10-5. 

The sample environment of TOFTOF offers a large range of possible experimental 
conditions. Temperatures from 0.5 K up to 2100 K and magnetic fields can be realized. 
Also electromagnetic/-static sample levitation and pressure cells (GPa) can be applied. 
In situ Raman and optical excitation parallel to neutron experiments have been 
developed in the framework of this thesis and are presented in the thesis annex. 

After scattering at the sample and passing the radial collimator, which is built from 
absorbing Gd2O3 sheets, the neutrons enter the argon filled flight chamber. The argon 
gas reduces air scattering due to its relatively low scattering cross sections, compared 
to the components of the ambient atmosphere, especially 1H from e.g. humidity. 

The ~1000 3He detectors are located in a distance of 4 m from the sample center. 
They are arranged vertically in 4 banks, stacked on top of each other, tangentially to 
intersection lines of sample-centered Debye-Scherer-cones. Every detector consists 
of a squashed 1-inch Aluminum tube with elongated shape. The active area is 40 cm 
x 3 cm and the average thickness is 1.45 cm. The detector tube is filled with a gas 
mixture of 3He and a stopping gas (CF4) at a pressure of 10 bar. Incoming neutrons 
trigger the following reaction: 

 

 
𝑛 + 𝐻𝑒3 →  𝐻 + 𝐻 + 0.764 𝑀𝑒𝑉13  (77) 

 

Between an anode, which is a wire along the long axis, in the center of the detector 
and the outer cylinder, a voltage of 1,500 V is applied that accelerates and ionizes the 
reaction products. This ionization can then transfer to the anode where it is measured 
in the form of an electric signal. 

The exact geometry of the entire TOFTOF system from cold source to the detector 
bank can be found in [205]. The most important instrument characteristics of TOFTOF 
are summarized in Table 4. 
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time resolution (detector) 50 ns (typically, time bins are larger) 

detector area 
12 m2 (0.75 sr) 
vertical: -7 ° to 15 ° 
horizontal: -7 to 140 ° 

chopper frequency 400 rpm – 22,000 rpm 

dimension of neutron beam 10 x 10 mm2 up to 23 x 47 mm2 

wavelength range 1.4 Å – 12 Å 

energy resolution 10 µeV – 3 meV 

dynamic range -30 meV – 50 meV 
 

 

Table 4: Characteristics of the TOFTOF neutron spectrometer during regular 
operation of FRM II.[207] 

Sources of uncertainties in TOF spectroscopy 

The general working principle TOF spectrometers and the TOFTOF at FRM II 
(Garching, Germany) in particular has been introduced in the previous sections. In this 
technique, there are several possible sources for uncertainties that influence the 
energy resolution, which are discussed in the following section: 

• the energy distribution of the neutrons that hit the sample 

• a finite pulse length that is larger than 0 (in both, time and space) 

• an uncertain flight path through the extended sample, due to multiple 
scattering and the extended detector before the detection reaction 

 

Figure 35 explains the working principle of a direct geometry time-of-flight 
spectrometer graphically: 
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Figure 35: Schematic time-distance-diagram visualizing the working principle of a 
TOF chopper-spectrometer. The dashed horizontal lines (blue) represent the 

chopper positions. Following the x-axis, breaks in the lines represent the opening 
condition of the respective chopper, i.e. neutrons are able to pass. A schematic 

𝑆(�⃗� , 𝜔) spectrum (with fixed �⃗� ) on top of the detector line indicates the measured 
QENS spectrum. The width and different colors of the spectra indicate time and 

energy uncertainty. 

 

While the vertical axis represents the neutron`s travel distance and the horizontal 
axis the time, faster neutrons are described by a larger slope and slower neutrons by 
a shallower slope. As the white spectrum, provided by the neutron source (yielding a 
Maxwellian distribution), hits the transmission window of the first chopper, the pulse 
shaping chopper, a polychromatic pulse is proceeding to the next chopper 
(monochromator chopper). Over the flight path between the choppers, the pulse 
spreads due to the wavelength distribution of the white beam. Assuming an infinitely 
short opening of the PCRC (which is not the case in reality), the time spread ΔtTOF can 
be calculated using the time that a neutron of wavelength λ needs to travel the distance 
l: 

 
𝑡𝑇𝑂𝐹 = 𝑙 𝜆 ∗  252.77 ∗ 10−10 𝜇𝑠

𝑚2 (78) 

 

like: 
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Δ𝑡𝑇𝑂𝐹[𝜇𝑠] = 𝑙[𝑚] Δ𝜆[𝑚] ∗  252.77 ∗ 10−10 𝜇𝑠

𝑚2 (79) 

 

The transmission window of the MCR-chopper now cuts out a “monochromatic” 
piece of the pulse. The wavelength spread of the final pulse is determined by the 
opening time of MCRC t2 given by the rearrangement of Equation (79) under the 
assumption of an infinitely short opening time of the PCRC: 

 

 Δ𝜆 =
𝑡2

𝑙 ∗ 252.77 ∗ 10−10 𝜇𝑠
𝑚2

 (80) 

 

This pulse hits the sample and is inelastically scattered, indicated by the further 
wavelength spread between sample and detector position in Figure 35. Figure 35 
underlines the importance of the geometric accuracy and the beneficial influence of 
increased instrument dimensions on energy resolution. The different contributions to 
the inaccuracy in the measurement of the time-of-flight and ΔtTOF, respectively, 
indicated in Figure 35 can be seen as independent and the total inaccuracy can thus 
be determined as the root of the square´s sum. Also taking into account the possible 
path length difference Δl, this yields Equation (81) for the overall time uncertainty ΔtTOF 
at the detector, which determines the energy resolution of the instrument ΔE:[208] 

 

 

 
Δ𝑡 =

1
𝐿𝑃𝑀

√(
𝑚𝑛

ℎ 𝐿𝑃𝑀𝜆𝑓Δ𝑙)
2
+ 𝑡𝑃2 (𝐿𝑀𝑆 +

𝜆𝑓
3

𝜆𝑖
3 𝐿𝑆𝐷)

2

+ 𝑡𝑀2 (𝐿𝑃𝑀 + 𝐿𝑀𝑆 +
𝜆𝑓
3

𝜆𝑖
3 𝐿𝑆𝐷)

2

 

 

=
1
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(81) 

 
 

Δ𝐸 =
h3

𝑒 𝑚𝑛
2 𝜆𝑓

3𝐿𝑃𝑀𝐿𝑆𝐷
∗ √𝐴2 + 𝐵2 + 𝐶2 (82) 
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with LPM, MS, SD standing for the distance from pulse to monochromator chopper, 
monochromator chopper to sample position and sample position to detector, 
respectively (like indicated in Figure 32 for the example of TOFTOF), A, B, C for the 
quadratic terms from Equation (81), the subscript i for neutrons of the incoming central 
wavelength and f for neutrons of the final wavelength after the scattering event. This 
shows that following characteristics are in general beneficial for a high resolution (low 
ΔE) spectrometer: 

• high distance between pulse and monochromator choppers LPM to improve 
the spectral accuracy of the primary spectrometer 

• small distance between monochromator chopper and sample position LMS 
to reduce the time spread at the sample position 

• the use of higher incident neutron wavelength due to the λ-3- dependence 
of ΔE 

• short opening periods of the choppers to reduce both, time and energy 
spread 

• high LSD distance → smaller λ uncertainty of the respective time-channel 

 

While the first two points may be conflicted by available space or sample 
environment requirements, the latter two are accompanied with a loss in neutron flux 
(depending on available neutron spectrum) and thus statistics. 

In order to avoid undesired temporal interference of neutrons from different pulses 
at the detector or the passing of higher order neutron wavelengths of λi/2, λi/3,… so-
called frame overlap and higher order removal coppers are usually installed between 
the pulse and the monochromator choppers, as indicated in Figure 36: 
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Figure 36: Visualization of the working principle of frame overlap (brown) and 
higher order (green) removal choppers. Flight paths in time and space are 

simplified compared to Figure 35 with simple black lines and only the scattering 
from the sample is indicated. Areas of frame overlap at the detectors are indicated 
by the !. Theoretical time-distance curves of frame overlapping pulses and higher 

harmonic wavelength neutrons are indicated as dashed lines and more transparent 
spectra. 

 

As mentioned before, for the arrival of pulses at the sample with high frequency, a 
frame overlap at the detector (as depicted in Figure 36) can occur. This can be 
prevented by a frame overlap chopper (orange), which ensures sufficient distance 
between the individual pulses by allowing only every nth pulse to pass. Neutrons with 
higher order wavelength may also fulfil the condition to pass all choppers, discussed 
so far, and disturb the measurement. Thus, the higher order removal chopper (green) 
is introduced to remove higher harmonic neutrons. 
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3 Sample preparation 

In this chapter the used materials and preparation methods are described. First, 
polymer and fullerene derivates as well as all used solvents and solvent additives 
which are used for the production of the bulk-heterojunction active layer samples. 
Since every employed characterization technique imposes unique requirements on the 
sample, different preparation techniques are applied. They are presented in the second 
part of this chapter. 

3.1 Used materials 
The focus of this thesis is the investigation of PTB7:PCBM bulk-heterojunction 

materials as used in organic solar cells. Thus, no complete solar cells are built and the 
used materials are restricted to the polymer PTB7, the fullerene PCBM, the used 
solvents and solvent additives as well as cleaning agents. 

Polymer PTB7 

As already presented in Chapter 2.1, the conducting polymer poly({4,8-bis[(2-
ethylhexyl)oxy]benzo[1,2-b:4,5-b′]dithiophene-2,6-diyl}{3-fluoro-2-[(2-
ethylhexyl)carbonyl] thieno[3,4-b]thiophenediyl}), commonly abbreviated with PTB7 in 
this thesis, is one of the key model conductive polymers responsible for the progress 
in the development of organic solar cells. Due to its weak polarity, PTB7 is well soluble 
in organic solvents like chlorobenzene, dichlorobenzene or chloroform. Figure 37 
depicts the chemical structure of PTB7, also revealing the presence of the two building 
units, namely the thienothiophene (TT) and the benzodithiophene (BDT) entities. 
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Figure 37: Chemical structure of PTB7. Thienothiophene (TT) and 
benzodithiophene (BDT) units are indicated. 

 

 

PTB7 yields good properties for the use in organic solar cells due to its extended 
conjugated π-π system along the backbone and the ability to act as electron donor in 
combination with e.g. fullerene derivates.  

PTB7 was received from 1-Material (Canada) and used for sample preparation as 
received without further treatment. Fabrication key figures as well as important material 
characteristics are presented in Table 5. 

 

 

molecular weight 80,000 – 120,000 Da 

polydispersity index 2.6 

purity > 99.9 % 

HOMO energy -5.15 eV 

LUMO energy -3.31 eV 

band gap 1.84 eV 

Table 5: Key figures of PTB7. Lines 1-3 contain data, provided by the manufacturer 
1-Material (Canada) for the respective batch. Lines 4-6 are literature values taken 

from [84]. 
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Fullerene derivate PCBM 

PCBM is a hypernym for a family of fullerene derivates which differ in the size of 
their bucky ball (from Buckminster-fullerene) conjugated carbon cage and an attached 
tail/functional group. In the early stages of organic photovoltaic research, mainly [6,6]-
phenyl C61 butyric acid methyl ester (PC60BM) was used in combination with 
homopolymers. In a further step in the development of OPVs, the larger fullerene [6,6]-
phenyl C71 butyric acid methyl ester (PC70BM) is used, blended with low band gap 
polymers, where it acts as electron acceptor. This derivate is used for the preparation 
of the active layer samples for this thesis, and thus generally abbreviated with the 
simple term “PCBM”. The full chemical formula is given by 3′H-cyclopropa[8,25] 
[5,6]fullerene-C70-D5h(6)-3′butanoic acid, 3′Phenyl-3′H-cyclopropa[8,25] [5,6]fullerene-
C70-D5h(6)-3′butanoic acid, methyl ester and is visualized in Figure 38. 

 

Figure 38: Chemical structure of PC70BM. The number of carbon atoms within the 
cage is indicated by the number in the central pentagon. 

 

 

Analogously to PTB7, PCBM shows good solubility in most organic solvents, which 
makes this material combination suitable for easy single solution processing. PCBM 
was purchased from Solenne BV (Netherlands) in a purity of >99 % and also used 
without further treatment. In the application in active layers of organic solar cells the n-
type semiconductor properties of PCBM are utilized. In literature energy values for the 
HOMO level of 6.0 eV and 3.9 eV for the LUMO level can be found in [76], which gives 
rise to a band gap of around 2.1 eV. 
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Chlorobenzene 

Chlorobenzene (CB) is a common organic solvent, frequently used for solution 
processing of organic semiconductors. It offers good solubility for both, PTB7 and 
PCBM and is thus chosen as the bulk solvent for the production of polymer:fullerene 
blend samples. CB yields a boiling point of 132 °C and a gravimetric density of 1.11 
g/cm3. The chemical structure consisting of a benzene ring chlorinated with one 
chlorine atom is shown in Figure 39a. The used chlorobenzene was purchased from 
Sigma Aldrich (Merck, Germany) in anhydrous form and a purity of >99.8 %. 

 

Methanol 

In Chapter 6.4, the influence of a methanol (CH3OH) post-treatment on the 
molecular dynamics of the PTB7:PCBM blend is investigated. Therefore, methanol is 
used as a washing solvent to remove residual primary solvent and solvent additive 
molecules more effectively. The used anhydrous methanol was purchased from Sigma 
Aldrich (Merck, Germany) in a purity of >99.8 %. The chemical structure of methanol 
is depicted in Figure 39b. Methanol yields a boiling point of 98 °C and a gravimetric 
density of 0.79 g/cm3. 

 

  

 

Figure 39: Chemical structures of a) chlorobenzene, b) methanol, c) 1,8-
diiodooctane (DIO) and d) diphenyl ether (DPE). 
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DIO 

1,8-diiodooctane (DIO, I(CH2)8I) is used as solvent additive in the solution-based 
production of PTB7:PCBM layers. Its function in the blend solution is that of a selective 
solvent for the fullerene molecules. The use of DIO can improve the blend 
microstructure and thus resulting solar cell performance parameters. The chemical 
structure of DIO can be found in Figure 39c. DIO was purchased from Sigma Aldrich 
(Merck, Germany) with a purity of 98 %, where the remaining 2 vol % are taken by 
metallic copper as stabilizer (Cu grains are leftover in the vial upon removal of DIO). 
Besides, the used DIO features a high boiling point (BP ≈ 168 °C) and high density 
(ρDIO ≈ 1.85 g/cm3). 

 

DPE 

Diphenyl ether (DPE, (C6H5)2O) is also used as solvent additive for the production 
of PTB7:PCBM blend films. Due to its selective solubility to the polymer PTB7, it can 
be used in combination with DIO as so-called binary solvent additive, which can further 
improve microstructural aspects of the blend. The chemical structure of DPE consists 
of two aromatic rings, connected by one oxygen atom as shown in Figure 39d. DPE 
(BPDPE ≈ 256 °C, ρDPE ≈ 1.07 g/cm3) was purchased in Selectophore® quality from 
Sigma Aldrich (Merck, Germany) with a purity of ≥99.9 %. 

 

Substrates  

Samples were prepared on different kinds of substrates, namely glass slides, 
pieces of silicon wafers and aluminum foil. Glass microscopy slides were purchased 
from Carl Roth (Germany) and were used in the supplied dimensions of 25 mm x 75 
mm and a thickness of 1 mm.  

To ensure sufficient transmittance for infrared radiation (FTIR spectroscopy was 
performed in transmission mode) boron doped silicon wafers (resistivity: 20 – 50 Ω/cm) 
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from Silicon Materials (USA) were used. The thickness was given by the company with 
525 ± 25 µm and the wafers (diameter: 100 mm) were cut down to approximately 25 
mm x 25 mm pieces for the individual samples. 

Due to the good neutron transparency of aluminum, QENS samples were drop cast 
on pieces of aluminum foil. Unstructured aluminum foil was purchased from Carl Roth 
(Germany) in laboratory quality (purity ≥ 99 %) with a thickness of 30 µm. 

Cleaning agents 

In order to remove any kind of stain from the surfaces of the substrates, both, an 
acid and an ultrasonic cleaning in organic solvents was performed for glass and silicon. 
The used acid bath consisted of deionized water, sulfuric acid (H2SO4) and hydrogen 
peroxide (H2O2). The ultrasonic cleaning was performed sequentially with the solvents 
Alconox®, deionized water, acetone and isopropanol. The more fragile aluminum foils 
that were used as substrates for QENS experiments were cleaned with isopropanol 
and deionized water to remove any traces of fat and dust particles. All of these 
chemicals were purchased from Carl Roth (Germany) in regular laboratory quality, with 
the exception of Alconox® that was supplied by Sigma Aldrich (Merck, Germany) and 
dissolved in deionized water with 16 g/l. Deionized water was produced with a 
PURELAB® Chorus 1 water purifying system from Veolia (France) with a final 
resistance of < 10 MΩ cm. 

 

3.2 Preparation of samples for QENS 
experiments 

The conduction of quasielastic neutron scattering (QENS) experiments imposes 
special requirements to the sample. First of all, QENS is measured at large scale 
neutron sources, where beamtime is scarce and precious. Since generally, counting 
statistics is the limiting factor for the quality of the resulting data, the sample has to be 
designed in way that uses the available neutrons in the most efficient way possible, i.e. 
ensure sufficient scattering. In the case of TOFTOF, this statistics issue is getting even 
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more severe if better elastic resolution is needed due to the non-constant neutron flux 
over the wavelength spectrum (see Figure 31 in chapter 2.2.6). For optimal results, the 
maximum scattering power is desired as long as multiple scattering inside the sample 
can still be assumed to be neglectable. A transmittance of 90 % to 95 % has proven to 
be viable in this respect. Usually, this requires much more sample material in the beam 
compared to other thin film characterization techniques like (grazing incidence) small 
angle neutron scattering ((GI)SANS), neutron reflectometry (NR), X-ray and real space 
techniques and thus thicker sample films. 

Further, the substrate or sample holder material, which is neither contributing to the 
scattering pattern, nor is activated by the neutron irradiation, is preferred. Aluminum 
offers very good neutron transmission (compare Table 3 in Chapter 2.2.6) and is thus 
well suitable as substrate, sample holder or for any construction that has to reside in 
the vicinity of the neutron beam.  

Obviously, the sample has to be uniform in thickness and composition and cover 
the whole area of the neutron beam, which is approximately 20 mm x 50 mm in the 
present study. 

Calculation of sample mass 

As described in the previous section, the QENS sample should yield a neutron 
transmittance of 90 % - 95 %. As the chemical composition of the sample is known, 
the needed amount of material to achieve the desired transmittance value can be 
calculated. Table 6 shows the calculation steps that were applied to obtain the needed 
amount of material for the pure PTB7 and PCBM samples, as well as the 1:1 and 1:1.5 
wt. blends. For the calculation a natural isotope distribution is assumed and 
absorbance is not taken into account since it doesn’t contribute to multiple scattering. 
Values for neutron scattering cross sections can be found in respective publications 
and online data bases.[193], [194] 
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 mol. Weight 
[g/mol] 

scattering cross 
section per 
molecule 

[barn/unit] 

scattering 
cross 

section 
per gram 
[barn/g] 

scattering 
cross 

section 
per gram 
[cm2/g] 

sample 
mass 

[g] 

Total film 
thickness 

[µm] 

       

PTB7       

C41H53FO4S4 757.121 4599.701 3.66E+24 3.659 0.109 100 
       

PCBM       

C81H14O2 1018.999 1606.375 9.49E+23 0.949 0.421 330 
       

blend 1:1 wt. 1776.120 6206.076 2.10E+24 2.104 0.190 180 
       

blend 1:1.5 wt. 2285.619 7009.264 1.85E+24 1.847 0.217 200 
       

Table 6: Calculation of sample masses for QENS experiments in order to fulfill a 
transmittance of 95 %. The calculation is performed for the individual samples from 

left to right, using the conditions and constants that are given below. Final results for 
the required sample masses and thicknesses are marked in green and orange, 

respectively. Following constants/conditions were used: Avogadro number: 
6.022*1023 molecules/mol, 1 cm2 = 1024 barn, desired film area: 8 cm2, desired 

transmittance: 95 % → scattering cross section per sample: 0.4 cm2 

 

All used conditions and constants are given in the caption of Table 6, while the 
actual calculation is performed from left to right parallel for all samples in the upper 
part: 

The molecular weight of the respective compounds is calculated from the chemical 
formulae. For the blend samples the molecular weights of the pure materials are simply 
added in the respective ratio.  

In the next column the scattering cross section of one molecule/monomer/blend unit 
is calculated in barn. Barn is a commonly used unit for scattering cross section and 1 
barn equals an area of 10-24 cm2. 

In the fourth column the gravimetric scattering cross section is calculated by 
multiplying the previous column with the Avogadro number and dividing by the 
respective weight. The following column shows the normalized scattering cross section 
per gram that is obtained by diving by the barn to cm2 conversion factor. 
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The final sample mass can then be calculated by dividing the weight-normalized 
scattering cross section by the desired total scattering cross section, which itself is 
obtained by multiplying the covered sample area with the desired scattering 
percentage. The calculated optimal sample masses are displayed in the last column in 
Table 6 and highlighted in green. 

From these sample masses, the approximate average film thicknesses with the 
gravimetric densities of around 1.2 g cm-3 for PTB7, 1.6 g cm-3 for PCBM and 1.3 g cm-

3 for the blends,[209], [210] respectively, are calculated. For the pure PTB7 films, this 
yields a total sample thickness of 100 µm, for pure PCBM 330 µm, for the 1:1 blend 
180 µm and for the 1:1.5 blend 200 µm. These values refer to the total sample 
thickness and have to be divided by 8 for information about individual films. The use 
of 8 stacked films is needed due to the required high amount of sample material in the 
beam and as explained in more detail at a later point. When using 8 films, the total film 
area of the samples ranges around 80 cm2 (8 aluminum foils x ~10 cm2 film per foil). 

Drop casting of QENS samples 

Due to the instability of PTB7 and its blend with PCBM at ambient conditions, the 
production of the samples was performed in the inert N2 atmosphere of a glovebox. 
When the samples were ready to be measured in TOFTOF, they were packed in boxes, 
sealed with Parafilm® and directly transferred to FRM II (< 5 min foot walk from the 
glovebox lab of “TUM School of Natural Sciences, Chair for Functional Materials” to 
the TOFTOF end station). 

Two main solutions were prepared: 

• PTB7 in chlorobenzene, 20 mg/ml 

• PCBM in chlorobenzene, 20 mg/ml 

The solutions were magnetically stirred in closed brown vials at 70 °C for at least 
12 hours to ensure complete solvation. 

Subsequently, solutions were mixed in the respective ratio (here, volumetric ratio 
of the solutions equals gravimetric ratio of the resulting films) and stirred again at 70° C 
for at least 12 hours.  
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If solvent additives were used, they were added to the freshly mixed solutions in the 
respective volumetric fraction: 

• 3 vol % for DIO as single solvent additive 

• 3 vol % DIO plus 2 vol % DPE for binary solvent additive samples 

 

The value for the desired film thickness that was derived in the previous section of 
tens of µm is a very large number in the context of thin film research.[211] Due to this, 
in combination with the fact that a possibly thin aluminum substrate is preferable, the 
choice for drop casting of the sample films was made. Other classical lab casting 
methods like spin or spray coating have been tested extensively but did not provide 
sufficient results. Even for drop casting, the upper thickness limit for solid film has been 
determined to be around some tens of µm in preliminary experiments. In order to 
maintain a reasonable counting time for the QENS experiment, 8 pieces of aluminum 
foil were drop cast, each with the respective volume (0.68 ml up to 2.63 ml) solution 
(to reach the calculated sample masses as shown in Table 6), resulting in film 
thicknesses of 12 µm up to 40 µm, depending on the respective sample. 

The drop casting process was performed on a heating plate at 100 °C and left to 
dry for 20 minutes (unless stated differently in the sample description). The aluminum 
foil was attached to a clean, flat glass substrate by the attractive capillary force of a 
thin chlorobenzene film to ensure a flat and level surface of the aluminum foil for drop 
casting. After the liquid was apparently evaporated, the samples were transferred to 
another hot plate without the potentially insulating glass slide to complete the 20 
minutes drying process. 

If a methanol post-treatment was performed, the final dried films were rinsed with 
methanol for around 20 seconds, comparable to procedures applied previously.[212] 
An example of an aluminum slide with the used sample container is sown in Figure 40.  
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Figure 40: Flat aluminum cell and aluminum substrate as used for the QENS 
experiments at TOFTOF. Background: regular square paper (1 square ≙ 5 mm x 5 

mm) 

 

Subsequently, 8 coated aluminum slides were carefully stacked on top of each 
other and places into the aluminum sample holder, which is shown in Figure 40. The 
sample holder consists out of a bottom plate with a cavity where the samples are 
placed and a lid, which is fixed with 14 screws to close the sample holder. Between 
the two aluminum elements an indium or aluminum thread is fitted into a groove around 
the cavity and is compressed by tightening the screws to seal the cell. 

Calculation of scattering contributions 

For the analysis of QENS data, it is essential to know the fraction of incoherent 
scattering intensity. For the present samples the chemical composition varies 
according to the respective blend ratio between PTB7 and PCBM. Table 7 shows 
scattering and absorption cross sections, normalized to sample mass and the 
corresponding fraction of incoherent scattering. All samples are dominated by 
incoherent scattering cross section, mainly arising from the high hydrogen content of 
the organic compounds (compare Table 8). 

  



3.2 Preparation of samples for QENS experiments 

99 

 
coherent scattering 

cross section 
[cm2/g] 

incoherent 
scattering cross 
section [cm2/g] 

absorption cross 

section [cm2/g] 

contribution of 
incoherent 
scattering 

PTB7 0.00275 0.03384 0.00016 92.1 % 

PCBM 0.00286 0.00743 0.00003 72.0 % 

blend 1:1 (wt.) 0.00281 0.02063 0.00010 87.7 % 

blend 1:1.5 (wt.) 0.00282 0.01799 0.00008 86.1 % 

Table 7: Coherent, incoherent and absorption neutron cross sections of the four 
different QENS samples, normalized to weight. The last column shows the share of 

incoherent scattering from the total scattering. 

 

The highest share of incoherent scattering is calculated for the pure PTB7 sample 
with about 92 %, whereas the pure PCBM sample´s incoherent scattering ranges 
around 72 %. Naturally, the blends are found at intermediate values. Comparing the 
gravimetric incoherent scattering cross sections (third column in Table 7) of PTB7 and 
PCBM reveals that PTB7 contributes much stronger to the incoherent scattering of the 
blend samples. For example, the 1:1 blend sample´s incoherent scattering is 
composed out of 82 % scattering from PTB7 and only 18 % from PCBM. This indicates 
that in the QENS experiment predominantly polymer dynamics are probed, also in the 
blend samples. 

To get an impression about the origin of incoherent scattering within the polymer 
molecules, the calculation was further refined to calculate the contributions of individual 
elements.  

 

Table 8: Contributions of individual elements to the total coherent (Coh.), incoherent 
(Inc.) and absorption (Abs.) cross sections. All calculations are based on the 

abundant isotopes 1H, 12C, 16O, 18F and 32S.[193], [194] Taken from [26] (supporting 
information) with permission from ACS publishing.[26] 
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For all samples, the coherent signal is dominated by scattering from carbon atoms 
which are mainly found in the fullerene cage or the polymer backbone, respectively 
(compare the structure formula of PCBM and PTB7 in Figure 37 and Figure 38). This 
means that the structural information, provided by the coherent part of the scattering 
refers to the stacking of PCBM cages and PTB7 backbones. Incoherent scattering, on 
the other hand, is almost exclusively provided by hydrogen atoms. These are 
predominantly found in the polymer side chains. To be more precise, 51 of the total 53 
hydrogen atoms in each TB7-monomer are located in its side chains. This suggests 
that the present QENS study is sensitive to diffusive dynamics of the polymer side 
chains rather than polymer backbone reorientation or displacements of fullerene 
molecules. 

3.3 Preparation of samples for X-ray 
diffraction 

Since the purpose of the X-ray diffraction (XRD) experiments was to confirm that 
the films, obtained by drop casting, which was chosen to be the technique to fulfill the 
QENS sample requirements best, show similar structural features like films that are 
used in OPV devices, samples for XRD have been prepared in a similar way as 
described in Chapter 3.2 with silicon wafers as substrates. 

Due to the atmospheric instability of the samples, the film production was performed 
in the inert nitrogen atmosphere of a glovebox. Silicon wafers were cut in ca. 2 cm x 2 
cm squares that were cleaned and transferred into the glovebox. A volume of 50 µl of 
the respective solution (20 mg/ml, for solution preparation see Chapter 3.2) were 
dropped onto the polished side of the level silicon substrate at 100 °C under the 
avoidance of the introduction of e.g. bubbles or solid contaminants. The liquid film 
spread to a circular shape of around 1.5 cm diameter with smooth and even surface. 
The sample was left to dry at 100 °C for 20 minutes to form a solid, dry film.  

The final samples were stored inside the glovebox and were taken out only directly 
prior to the XRD measurements, which were performed in the same building. 
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3.4 Preparation of samples for UV-vis 
spectroscopy 

Since the purpose of the UV-vis measurements was to confirm that the films, 
obtained by drop casting, which was chosen to be the technique to fulfill the QENS 
sample requirements best, show similar optical properties like films that are used in 
OPV devices, samples for UV-vis have been prepared in a similar way as described in 
Chapter 3.2 with glass slides as substrates. 

Samples for UV-vis spectroscopy were drop cast on cleaned glass slides with 
dimensions of 76 mm x 26 mm x 1 mm in the nitrogen atmosphere of a glovebox. The 
substrates were inclined by approximately 20 ° against horizontal in their longest 
direction. 30 µl of the respective solution (20 mg/ml, for solution preparation see 
Chapter 3.2) were dispensed on the top part of the substrate equally across the whole 
width and let run down the glass slide. The substrate was heated to 100 °C before to 
ensure fast evaporation of the solvent and rapid film formation without macroscopic 
phase segregation. The sample was left to dry at 100 °C for 10 minutes to ensure 
complete solvent evaporation. This technique and the mentioned parameters have 
proven to yield films of a suitable thickness and optical absorbance to be measured by 
the used spectrometer. For the samples, used for Chapter 7, drying parameters were 
varied according to the description in the respective sections. 

The final samples were stored inside the glovebox and were taken out only directly 
prior to the UV-vis experiments, which took place in the same building. 

3.5 Preparation of samples for Raman 
& FTIR spectroscopy 

Fourier-transform-infrared (FTIR) and Raman spectroscopy were performed to 
track changes in the chemical bond structure of the samples. Films for these 
characterization techniques were produced in the same way like the XRD samples, as 
described in Chapter 3.3, also on silicon substrates inside a glovebox. The only 
difference to the XRD sample preparation is the use of a larger amount of the 
respective solution of 100 µl per substrate. The resulting larger sample thickness is 
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beneficial to increase especially Raman scattering intensity, but also infrared 
absorbance. For the samples, used for Chapter 7, drying parameters were varied 
according to the description in the respective sections. 

The final samples were stored inside the glovebox and were taken out only directly 
prior to their investigation with Raman or FTIR spectroscopy, respectively. FTIR 
experiments were performed in the same building, whereas the Raman spectrometer 
was located at the TOFTOF instrument in the Neutron guide hall west of the FRM II, a 
5-minute foot walk away from the glovebox. Before taken out of the glovebox, the 
samples were stored in a Parafilm®-sealed box until their actual measurement. 
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4 Sample characterization & 
measurement setup 

For the characterization of the samples studied in this thesis, different methods are 
used. This includes profilometry, quasielastic neutron scattering (QENS), X-ray 
diffraction (XRD), ultraviolet visible (UV-vis), Fourier-transform-infrared (FTIR) and 
Raman spectroscopy. In this section, details about the experimental setups and 
procedures are presented. The application mode of the respective instruments and the 
implementation of the samples is explained and pictures of the setups are shown. In 
Chapter 7, FTIR and Raman spectroscopy are performed in situ under illumination. 
The changes that are applied for these measurement modes are shown in the 
respective sections. 

4.1 Profilometry measurements 
For the determination of sample thickness and surface topography a Dektak XT 

stylus profilometer (Bruker, USA) is used. The scanning length and the topography 
range (resolution, max. amplitude) is set according to the expected sample properties. 
If possible, the scan line (indicated as white dashed line in Figure 41b) is chosen to 
cover bare substrate on both sides of the sample (Figure 41c, top image) to obtain a 
solid baseline. If this is not possible, the sample is scratched at certain spots along the 
scan line to serve the purpose of baseline determination (Figure 41c, bottom image). 
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Figure 41: a): sample stage of the used 
Dektak XT profilometer with a sample 
placed in the center 

b): top view of the sample with lowered 
stylus tower; The scan direction is 
indicated by the dashed arrow.  

c): top: sample as casted; bottom: 
sample with three scratches for baseline 
determination; Possible scan lines are 
indicated with dashed arrows. 

 

For a measurement, a sample is placed on the sample stage of the instrument 
according to the desired scan line (see Figure 41b).  

4.2 Setup for QENS experiments 
QENS is performed at the cold neutron time-of-flight chopper spectrometer 

TOFTOF (MLZ) to investigate molecular dynamics of the samples on molecular level. 
Drop casted PTB7 or PTB7:PCBM films on aluminum foil turned out to be a feasible 
method to get enough material into the neutron beam if eight coated foils are stacked 
on top of each other. Thus, a flat sample cell is used. This is attached to a stick 
equipped with a heating element and a temperature sensor to monitor the actual 
temperature at the sample position (Figure 42a). This stick is inserted into the cryostat 
installed in the TOFTOF sample chamber and its length is adjusted to position the 
sample on the exact height of the neutron beam. The use of both, heating element at 
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the sample stick and a cryostat, enables measurements in a large temperature range 
without the need to change the sample environment. 

 
Figure 42: a) Sample stick with temperature sensor, heating element and sample 

cell installed at its bottom end (bottom left), b) image of the cryostat installed in the 
TOFTOF sample chamber with the sample stick inserted into the central channel; 
c) top-view sketch to illustrate the used orientation of the flat sample cell and the 

resulting absorption-shadow on the detectors. Images taken by Marcell Wolf. 
 

The sample is oriented to yield an angle of ~37 ° between the neutron beam and 
the sample surface by tilting the stick (see Figure 42c). This orientation is chosen to 
prevent multiple scattering and self-absorption of neutrons by the extended sample 
and the container towards the very efficient low-scattering-angle range of the TOFTOF 
detectors, since most neutrons are scattered with small angles. The position of the 
sample mounted at the bottom of the sample stick, inserted into the cryostat is shown 
in Figure 42b. 

4.3 Setup for XRD 
The microstructure, especially the stacking properties of the conjugated system of 

PTB7, is investigated with XRD. A D8 Advance lab diffractometer (Bruker, USA) was 
used. The placement of the sample in the center of the ϴ-2ϴ geometry, characterized 
by the symmetrically moving arms of X-ray source and detector, is shown in Figure 
43a. 
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Figure 43: a) Overview image of the used D8 Advance diffractometer X-ray source 
arm on the left and detector arm on the right; Slots for absorber/slit modules are 
indicated with red arrows (dashed ≙ unoccupied). b) Close view of the sample 
position under the knife edge. On the top left, the exit of the Soller slit is visible. 

 

The slots in the X-ray beam path, visible in Figure 43a can be used for absorbers 
and slits to attenuate or shape the beam. At the end of the X-ray source arm, a Soller 
slit is installed to reduce beam divergence and improve data quality (Figure 43b). 
Figure 43b shows the knife edge of the instrument above the center of the sample. It 
can be lowered in order to reduce the X-ray footprint on the sample, especially at small 
angles. 

4.4 Setup for UV-vis 
For the determination of the specific spectral absorbance of a sample, UV-vis 

spectroscopy is used. In the used Lambda 35 (Perkin Elmer, USA) spectrometer, the 
spectrum of a white light source is spread out and the wavelength is selected by a slit. 
Wavelength range and scan speed can be set to the desired values. The sample and 
the reference sample are illuminated and the transmission is measured. Subsequently 
sample transmission and absorbance data are calculated. The placement of the actual 
and the reference sample is shown in Figure 44a. 
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Figure 44: a) Sample chamber of the used Lambda 35 UV-vis spectrometer with 
reference (left) and actual (right) sample. The light paths are indicated accordingly. 

b) Setup for illuminating the samples between UV-vis measurements; For better 
visibility of the setup, the image is taken with ambient light on, the actual 
illumination experiments were performed without external light sources. 

Since the method of UV-vis does not allow for additional light inside the sample 
chamber, the illumination for the experiments, presented in Chapter 7 are performed 
ex situ. Therefore, the sample is taken out of the instrument and placed in front of the 
LED light source for the respective time. This is performed in a light shielded cage in 
close vicinity to the UV-vis spectrometer to avoid further influences as far as possible. 
After the illumination, the sample is installed back into the spectrometer in the identical 
(as good as possible) position and measured again. The illumination setup and position 
on top of the closed UV-vis spectrometer is shown in Figure 44b. 

4.6 Setup for FTIR & in situ FTIR 
spectroscopy 

Fourier-transform-infrared (FTIR) measurements are performed on an Equinox 55 
lab spectrometer (Bruker, USA). Different than for UV-vis, the reference sample (bare 
substrate) is measured before the actual sample. A triglycerine sulfate detector is used 
and the spectra are collected at room temperature by summing up 125 scans with a 
resolution of 2 cm-1. For static FTIR measurements, the sample is attached to the 
circular frame of the sample holder with sticky tape and aligned perpendicular to the 
instrument reference laser and the probe light path in the respective height. This 
regular configuration is shown in Figure 45a.  
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Figure 45: Top view of the open sample chamber of the used Equinox 55 FTIR 
spectrometer with the IR probe beam path indicated in white; a) Regular 

configuration with the sample surface perpendicular to the IR beam; b) In situ FTIR 
configuration under illumination with a LED light source inside the sample chamber 

and the sample tilted to yield an angle of 90 ° against the LED light 

 

For in situ FTIR measurement during LED illumination, the setup is slightly modified 
as visible in Figure 45b. The LED module is mounted on a holder that can be placed 
inside the instrument on the same central height as the sample in the distance that is 
calculated to give the correct light intensity (see Chapter 7.2). The sample is tilted 
towards the light source (substrate perpendicular to incident light) to keep the 
irradiation intensity comparable to ex situ illumination experiments. The reference 
sample is measured in the same orientation as the loaded sample. Figure 45b shows 
that the light of the LED is directed away from the detector of the FTIR spectrometer, 
thus the measurement is expected not to be influenced. 
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4.5 Setup for Raman & in situ Raman 
spectroscopy 

The Raman measurements for this thesis are performed with a modular, fiber-
based system, particularly designed for the application at the TOFTOF neutron 
spectrometer to allow for the unique possibility of simultaneous QENS and Raman 
measurement. The system consists of several individual components like laser control, 
laser module, spectrometer, CCD detector, optical fibers and a superhead. The 
superhead combines, respectively deconvolves the light paths of incoming laser beam 
and scattered Raman light and is shown in Figure 46.  

 

 

  

Figure 46: Laboratory setup of the used modular Raman system a) without and b) 
with the optical system that is needed for the application at the TOFTOF 

instrument. 

 

For measurements outside the TOFTOF instrument, the sample is placed at a 
distance of ~4 cm from the front lens of the superhead, in the focus point of the 
convergent laser beam (Figure 46a). The scattered light is caught by the front lens of 
the superhead and transferred to the spectrometer by an optical fiber. 

The black mounting plate, as shown in Figure 46b facilitates the use of the Raman 
spectrometer inside the sample chamber of TOFTOF. Instead of a simple convex lens, 
a custom-made optical system is installed in front of the superhead (see Figure 46b). 
This system is specifically designed for the application at the TOFTOF instrument. It 
can be mounted at the top of the sample chamber to direct the focus of the superhead 
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exit lens to the sample position (for QENS measurements). The working distance (from 
the last lens) of the optical system is ~11 cm. The application of the Raman system in 
the TOFTOF sample chamber offers the possibility to use the TOFTOF sample 
environment like the chi-phi-xyz sample stage and temperature control. For the in situ 
measurements described in Chapter 7, the Raman laser is continuously running while 
directed on the same spot and the scattered light is detected right after the respective 
illumination times. 
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5 Molecular dynamics of 
PTB7:PCBM blend films 

This chapter presents the investigation of molecular dynamics of PTB7 and a 
PTB7:PCBM (1:1 wt.) blend by means of quasielsatic neutron scattering (QENS). For 
the sake comparability of the studied films, also structural and optical properties are 
studied by X-ray diffraction and UV-vis spectroscopy, respectively. 

The results shown in the this chapter are published in the article “Investigation of 
Molecular Dynamics of a PTB7:PCBM Polymer Blend with Quasielastic Neutron 
Scattering” (Schwaiger et al. ACS Applied Polymer Materials, 2020, DOI: 
10.1021/acsapm.0c00455).[26] Reproduced with permission of ACS publishing, 
copyright 2023. 

5.1 Introduction 
As explained in Chapter 1, the field of organic photovoltaics has shown great 

potential to contribute to the satisfaction of the world´s increasing energy demand. The 
consecutively increasing scientific effort generated a large number of available material 
systems. In the field, the two model systems for OSC active layers are the combination 
of P3HT and PC60BM, succeeded by PTB7 and PC70BM, both arranged in bulk 
heterojunction structures. The latter replaced the former due to the fact that a low band 
gap polymer is used, which fits the available solar spectrum better and thus facilitates 
higher power conversion efficiencies. While a large number of reports on electrical and 
structural properties in these systems are available, the quantity is very limited when it 
comes to the investigation of dynamics. For P3HT some QENS data was 
published,[213], [214], [215] whereas in the system PTB7:PCBM, the study presented 
here,[26] marks the first application of QENS. This work, i.e. the application of time-of-
flight QENS on PTB7:PCBM blend films and the consecutive data analysis, is 
summarized in the following section. 

https://doi.org/10.1021/acsapm.0c00455
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The combination of the electron donor polymer PTB7 and the electron acceptor 
fullerene molecule PCBM has evolved to the big model system in the field of low band 
gap polymer:fullerene organic solar cells. The maximum power conversion efficiency 
is reported with almost 10 %[216] and the system is extensively described in terms of 
structure, morphology, electrical and photovoltaic aspects.[75], [76], [217], [218], [219], 
[220], [221] Nonetheless, polymer side chain dynamics do critically influence important 
properties for the application in organic solar cells. This has been shown for the system 
P3HT:PCBM, e.g. in terms of crystallization properties, AC switching behavior and 
electrical conductivity.[222], [223] Beyond this, also degradation susceptibility, drying 
kinetics and the resulting film formation is influenced by the material´s internal 
dynamics. Mayor loss mechanisms like recombination and charge trapping happen on 
a femtosecond to nanosecond timescale, which coincides with the timescale that is 
studied in this thesis.[218], [224], [225]  

Regarding the high number of studies that have been published for PTB7 and 
PTB7-Th based organic solar cells with fullerenes such as PCBM as electron acceptor, 
this is the established model system for low band gap polymer photovoltaics. The big 
majority of studies are directed towards structural aspects and the characterization of 
solar cell performance.[75], [76], [217], [218], [219], [220], [221] On the other hand, 
internal dynamics on the molecular level have not been considered before, even 
though they play an important role for electrical properties, film formation and stability. 
No sophisticated data about molecular dynamics of PTB7 and the effect of the addition 
of PCBM in the blend system were available. This knowledge gap is targeted by the 
investigations presented in this and the following chapters. Both, diffusion coefficients 
and values for mean square displacements are calculated and activation energies for 
the respective processes are compared. The focus is on the realization of the QENS 
experiment and data analysis, which is performed in a similar way for this and the 
following chapter. 
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5.2 Data analysis & transformation of 
S(𝑸⃗⃗⃗⃗⃗⃗ , ω) to I(𝑸⃗⃗⃗⃗⃗⃗ , t) 

Three samples were prepared in a QENS suitable film format: pure PCBM, pure 
PTB7 and a PTB7:PCBM blend with a weight ratio of 1:1. As described in Chapter 3.1, 
these samples were drop cast on aluminum substrates and stacked to reach total film 
thicknesses of around 100 µm (PTB7), 180 µm (blend) and 330 µm (PCBM). Because 
the obtained films are around one order of magnitude thicker than films that are 
commonly used in functioning organic solar cells and drop casting is not a very 
common production method, the fundamental structural and optical properties were 
investigated prior to the QENS experiments. 

For this preliminary characterization of drop cast films with X-ray diffraction and UV-
visible absorption spectroscopy, reference samples were prepared by the same 
method on silicon and glass substrates, respectively (see Chapter 3). 

Structural aspects studied with X-ray diffraction 

To study the stacking structure of the investigated samples, X-ray diffraction (XRD) 
experiments were performed. Primary aim of this investigation was the comparison of 
PTB7 and PTB7:PCBM blend films produced with drop casting with results from 
literature for thinner films, which were actually used in working solar cells. The 
corresponding X-ray diffractograms for PCBM, PTB7 and the PTB7:PCBM (1:1 wt.) 
blend are shown in Figure 47. 

The pure PTB7 film (Figure 47b) shows only one prominent feature. The broad peak 
with center at 22.8 ° originates from the π-π stacking of the polymer backbone and 
corresponds to a stacking distance of 3.9 Å. For the blend sample, this peak shifts to 
a lower 2 θ value of 19.6 °. This indicates an expansion of the PTB7 stacking distance 
to 4.5 Å upon 1:1 blending with PCBM. As the structure of the conjugated π-π system 
is essential for the semiconducting properties of the polymer, several reports on its 
structures are available, generally agreeing with the present findings.[229] 
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Figure 47: X-ray diffractograms of a) PCBM, b) PTB7 and c) the PTB7:PCBM (1:1 
wt.) thin films in a 2 θ range from 5 ° to 50 °. 

 

Figure 47a shows multiple sharp Bragg peaks for the PCBM sample. This indicates 
a well ordered lattice that is formed by the fullerene molecules, which is well known in 
literature.[226], [227], [228] The corresponding reflexes are found at 2 θ values of 9.2 °, 
14.4 °, 18.8 °, 19.4 °, 20.3 °, 24.7 ° and 27.7 °.  

The XRD investigation of the present films shows that the thicker drop cast films 
have similar structural features as the thinner counterparts, which are used in working 
solar cells produced with e.g. spin coating. 

Optical properties 

For comparison of the optical properties of the films that are produced by drop 
casting with thinner films, as typically used in working solar cells, UV-vis absorption 
spectroscopy was performed. The obtained UV-vis absorbance spectra are shown in 
Figure 48. 

PCBM (red curve in Figure 48) does not show any prominent absorbance features 
in the covered wavelength range. Only a slight increase of the absorbance towards 
smaller wavelengths can be observed. The pure PTB7 (blue curve) and the blend 
sample (violet curve), in contrast, show distinct absorption maxima between 550 nm 
and 750 nm. This indicates the existence of electronic transitions in the polymer, that 
can be activated by light of the respective energies. It is evident that the two 
characteristic absorption peaks of PTB7 at 622 nm and 670 nm, respectively, are 
shifted by approximately 10 nm towards larger wavelengths if it is blended with PCBM. 
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Figure 48: Optical absorbance spectra of the three samples PCBM (red), PTB7 
(blue) and the 1:1 wt. blend (violet) in the wavelength range between 400 nm and 

900 nm. Data was normalized to the highest-wavelength peak (if present). 

 

These findings are in line with previously published results.[227], [229], [230] 
Optical band gaps of the sample films have been determined with the Tauc plot 
method, as described in Chapter 2.2.2. The results of around 2.0 eV for PCBM and 1.7 
eV for PTB7 are also in good agreement with literature values.[84], [231] This 
enhances the validity of the QENS results, as films, prepared with the present casting 
method can reproduce literature findings for organic solar cell layers. 

Neutron scattering at TOFTOF 

The investigation of molecular dynamics in this thesis was performed with the use 
of quasielastic neutron scattering (QENS). Experiments were conducted at the direct 
geometry, cold neutron time-of-flight (TOF) chopper spectrometer TOFTOF (FRM II, 
Garching, Germany), which is described in Chapter 2.2.6. An energy resolution of the 
elastic line of approximately 20 µeV was achieved by the use of neutrons with a 
wavelength of 8 Å and a chopper rotation frequency of 14,000 rpm. According to the 
instrument characteristics a chopper ratio of 6 was applied in order to avoid frame 

overlap of consecutive pulses. The accessible �⃗� -range was 0.05 Å-1 – 1.35 Å-1. 
Measurable energy transfers ranged from -5 meV (energy gain of the neutron) to 0.75 
meV (energy loss of the neutron). More detailed information about the setup and the 
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conduction of the experiments can be found in Chapters 3.2 and 4.2. QENS 
experiments were conducted at different temperatures (10 K, 240 K, 280 K, 200 K, 320 
K and 400 K for the pure PCBM sample; 3 K, 150 K, 200 K, 250 K, 300 K, 350 K and 
400 K for PTB7 and blend samples) and the obtained data was treated and analyzed 
with the Mantid software package.[232], [233] The following section describes the data 
handling and the evaluation to calculate values for diffusion coefficients and mean 
square displacements, respectively. 

Because it is not possible to directly measure the scattering function S(�⃗� , ω) with a 
neutron time-of-flight spectrometer for samples that need to be contained during the 
experiment, several corrections and data treatment steps are needed. 

First of all, the total scattering intensity (as measured by the detectors) is generally 
normalized by the incident neutron flux, which is measured with a uranium fission 
neutron monitor in front of the sample position. 

Every detected neutron at the spectrometer TOFTOF gets allocated a certain time-
of-flight (TOF) from the sample to the detector and a scattering angle. To obtain the 

scattering function S(�⃗� , ω), several steps of data treatment, i.e. background correction, 
are needed.  

First of all, a reference measurement of the used sample container without the 
actual sample is performed in order to subtract the scattering contribution of the 
materials that are in the beam but not of interest. Thus, for the present study a flat 
aluminum cell including 8 empty pieces of aluminum foil and all sealing material and 
bolts was measured before the “filled” systems. In addition, also self-absorption of both, 
the sample and the container can be taken into account to yield the corrected intensity, 
scattered by the sample itself:[183], [234], [235] 

 

 𝐼𝑠 =
1

𝑓𝑠;𝑐+𝑠
[𝐼𝑐+𝑠,𝑚𝑒𝑎𝑠 − 𝐼𝑐,𝑚𝑒𝑎𝑠

𝑓𝑐;𝑐+𝑠

𝑓𝑐;𝑐
] (83) 

 

With the measured intensities Ic+s,meas (for sample inside the container) and Ic,meas 
(for the empty cell reference) and the self-absorption coefficients fs;c+s (self-absorption 
of the sample when measured in the container), fc;c+s (self-absorption of the container 



5.2 Data analysis & transformation of S(𝑸, ω) to I(𝑸, t) 

117 

in the measurement with sample) and fc;c (self-absorption of the container in the empty 
cell reference measurement). 

For the conversion of the time-of-flight into energy transfer ℏω, a measurement of 
a vanadium sample of the same size and orientation as the sample is used. Vanadium 
is a purely elastic, incoherent scatterer and thus the arrival time of elastically scattered 
neutrons and their respective time-of-flight can be measured for each detector. If a 
neutron from a certain pulse is detected within an earlier or later time channel than 
found by the vanadium measurement, its energy transfer due to the scattering process 
is calculated on basis of the measured time difference, the travel pathlength and the 
incident neutron velocity. 

The same measurement is used for the calibration of the detector efficiency due to 
the purely incoherent scattering properties of vanadium (neutron scattering cross 
sections of V can be found in Table 3 in Chapter 2.2.6). Purely incoherent scattering 
implies that the scattering is isotropic in all direction. The sample signal is thus 
normalized to the measured vanadium intensity. At the same time, detectors whose 
vanadium intensity deviates significantly from the average, e.g. due to defective 
detector electronics, can be identified and subsequently excluded from the analysis.  

The inelastic momentum transfer vector �⃗�  (see Chapter 2.2.6) for each detected 
neutron is calculated from the energy transfer and the scattering angle, which is 
assigned to the detector where the respective neutron was detected. 

For the graphical presentation and further analysis of S(�⃗� , ω), the obtained data 

set that is defined by energy transfer ℏω on one and momentum transfer �⃗�  on the other 
axis has to be binned into regular fields of Δℏω and ΔQ. The binning intervals can be 
chosen freely and are typically influenced by several factors like counting statistics, 
computing/data handling power or desired energy and momentum transfer resolution. 
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Neutron diffractogram 

In the case of highly ordered crystalline or semicrystalline systems, the neutron 
scattering pattern of the sample may show Bragg peaks, which are formed by coherent 
scattering. Since the evaluation of QENS data in view of diffusive dynamics of the 

scatterers is based on incoherent scattering, �⃗� -regions with a high fraction of coherent 
scattering intensity can impair the validity of the result. Thus, it may be necessary to to 
identify the incoherent part of the scattering intensity in these areas or entirely exclude 
them from the analysis. Figure 49 shows the neutron diffractograms for the three 
samples. The shown data is restricted to scattered neutron intensity which falls into a 
window from -30 µeV to 30 µeV around the elastic line in order to be able to identify 
Bragg peaks. A wider integration window would lead to a strong broadening of the 
peaks due to the additional momentum transfer caused by the exchange of energy. In 
contrast to Figure 47 the intensity is plotted against momentum transfer and not against 
the scattering angle directly. 

 

 

Figure 49: Neutron diffractograms in a momentum transfer range between 0.12 Å-1 
and 1.4 Å-1 for a) pure PCBM, b) pure PTB7 and c) the 1:1 (wt.) blend of the two. 
The data is acquired at 300 K and integrated around the elastic line from -30 µeV 

to 30 µeV.  

 

Figure 49a shows several rather sharp peaks for the pure PCBM sample, indicating 
a high degree of crystallinity in the structure. The intensity is concentrated in these 
Bragg peaks, which have their origin in coherent scattering. This coherent intensity 
comes on the cost of a low fraction of incoherent scattering for the PCBM sample, 
which is also calculated from the respective cross section in Chapter 3.2. This may be 
problematic for the evaluation of QENS data in respect of individual atom dynamics. 
Figure 49b and c yield a very different distribution of the measured intensity. Except 

one broad peak in the low �⃗�  region, which is discussed in the next chapter in more 
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detail, the intensity is more evenly distributed over the entire momentum transfer range. 
This can be caused by a high fraction of incoherent intensity, which would be very 
much desired for the evaluation of QENS data or by a general structural disorder. 
Some of the very intense Bragg peaks of pure PCBM, i. e. at around 0.6 Å-1 and 1.35 
Å-1 can be found in the blend diffractogram as slight intensity increases compared to 
the pure PTB7 sample. This observation and the indication of a small angle tail below 
0.2 Å-1 reveal the presence of small pure PCBM domains within the PTB7 matrix, which 
has a characteristic stacking structure itself, described by the broad peak at 
approximately 0.25 Å-1. Because TOFTOF is not a neutron diffractometer and the 
shown data is biased with different kinds of instrumental influence, also X-ray 
diffraction (XRD) experiments were performed in order to investigate the structure of 
the treated samples, as presented in the previous section. 

QENS: S(�⃗⃗⃗⃗� , ω) spectra 

In this section, the results from QENS measurements at the TOFTOF spectrometer 
of the three samples pure PCBM, pure PTB7 and the 1:1 wt. blend of the former are 

presented in the form of the dynamic structure factor S(�⃗� , ω). 

In order to determine the temperature where the structures become flexible and 
diffusive dynamics set in, a fast “pseudo”-fixed ΔE scan was performed from the 

deepest accessible temperature (3 K) up to 400 K. S(�⃗� , ω) was integrated over the 
large momentum transfer range between 0.3 Å-1 to 1.3 Å-1 and the elastic (|ΔE|< 20 
µeV ) and quasielastic (20 µeV < |ΔE| < 100 µeV) intensity was calculated. The 
respective areas are illustrated in Figure 50. The green area stands for the quasielastic 
intensity, whereas blue indicates the intensity that is considered elastic in this analysis. 
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Figure 50: Generic S(�⃗� , ω) spectrum for the explanation of the intensities used for 
the “pseudo”-fixed ΔE scan. Elastic intensity (|ΔE|< 20 µeV ) is indicated by the 

blue and quasielastic intensity (20 µeV <|ΔE|< 100 µeV) by the green area. 

 

Results from this scan are presented in Figure 51 for pure PTB7 (red) and the 
PTB7:PCBM (1:1 wt.) blend sample (blue). 

 

 

Figure 51: Fast fixed ΔE scan with the pure PTB7 sample (red) and the blend 
sample (blue). The quasielastic intensity plotted in a) covers an energy transfer 

range from ±20 µeV up to ±100 µeV, whereas the elastic intensity plotted in b) is 
defined by |ΔE| < 20 µeV. Each measurement took 10 minutes while constantly 

heating with a rate of 2 K/min. Datapoints are plotted at the average temperature of 
the respective time interval. Scales are given in arbitrary units. Figure reproduced 

from [26] (supporting information) with permission from ACS Publications. 
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The quasielastic intensity, which is shown in Figure 51a, is very low for both 
samples at temperatures below 150 K and then increases gradually towards higher 
temperatures. The elastic intensity, on the other hand, significantly decreases towards 
higher temperatures, also showing a change of the slope between 150 K and 200 K. 
Based on this finding the measurement temperatures were determined to be 3 K, 150 
K, 200 K, 250 K, 300 K, 350 K and 400 K. This includes a reference measurement at 
low temperature (3 K) where all motions are considered to be entirely frozen, which is 
used as resolution function to correct for instrumental parameters. With this protocol, 
one can follow the temperature dependence of the hydrogen motions in the polymer 
side chains. It is interesting to see that the blend sample shows the onset of 
quasielastic intensity at slightly lower temperatures, compared to the pure PTB7 
sample. The absolute measured intensity of both, elastic and quasielastic scattering is 
generally higher for the blend sample. Since data have not been normalized to sample 
mass, this indicates that the blend sample might have been slightly thicker or at least 
had more material within the neutron beam. 

 

Figure 52: Dynamic range plot of the TOFTOF QENS measurement of the three 
samples PCBM (a & d), PTB7 (b & e) and the 1:1 wt. blend of the two (c & d). The 
top row (a – c) shows QENS data, acquired at low temperature (<10 K), whereas 
the bottom row (d – f) represents high temperature measurements (400 K). The 
binning intervals are 0.1 Å-1 for the momentum transfer and 0.005 meV for the 

energy transfer. Colors indicate the scattering intensity according to the scale on 
the right. 
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Figure 52 shows the full dynamic range plot S(�⃗� , ω). On the y-axis the �⃗� -value and 
on the x-axis the measured energy transfer is plotted. While the scattering intensity is 
indicated by a color code (black stands for low intensity, bright yellow for high intensity), 
the energy transfer increases laterally towards both sides, starting from the elastic line, 
which is characterized by the highest intensity. All data are binned in boxes of certain 

ΔE and �⃗�  sizes. Due to the present experimental count rates, a window of 0.1 Å-1 and 
0.005 meV width is chosen for the initial data binning. From bottom to top increasing 

�⃗� -values are shown with the visible step height corresponding to the binning interval 

in �⃗� -space. In Figure 52, the low temperature measurements in the top row show 
significantly lower total scattering intensity outside the elastic line than the 
corresponding high temperature measurements in the bottom row. Nonetheless, the 
different samples do not show large visible qualitative differences among each other. 
Between the pure PCBM and the other two samples, a slight difference is evident, 
namely a lower quasielastic intensity for the PCBM sample compared to the other two. 
Between the different temperatures, though, clear differences are visible. While at 400 
K (bottom row) a smooth intensity distribution in the quasielastic region is present for 
all samples, the intensity in this region is much lower at temperatures <10 K (top row). 

For an evaluation of the dynamic structure factor S(�⃗� , ω), cuts are made along 

specific �⃗� -values of the dynamic range plots as depicted in Figure 52. The resulting 

S(�⃗� , ω) spectra are displayed in Figure 53 and show the intensity distribution with 

respect to energy transfer along certain �⃗� -values. All datasets shown in Figure 53 
represent measurements at a temperature of 400 K. Figure 53a shows data for the 
pure PCBM, Figure 53b for the pure PTB7 and Figure 53c for the 1:1 blend sample. 

The individual curves represent different �⃗� -values of the scattered neutrons. Low �⃗� -
values are shown in bright yellow and darker colors (up to dark blue) indicate 
increasing momentum transfer. Figure 53 b and Figure 53c look qualitatively rather 

similar and show a clear increase in quasielastic broadening with increasing �⃗� -value, 
on the cost of the intensity of the elastic line. This indicates the presence of diffusive 
hydrogen dynamics that occur within the observable time/energy window of the applied 
instrument setup. In contrast, Figure 53a shows practically no broadening around the 
elastic line for the pure PCBM sample at any momentum transfer. This indicates that 
there are no diffusive hydrogen motions on the observable timescale. 
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Figure 53: Dynamic structure factor S(�⃗� , ω) in dependence of �⃗� -value for a) pure 
PCBM, b) pure PTB7 and c) the 1:1 wt. blend of the two. For all spectra the 

temperature is 400 K. The binning in momentum space includes 0.1 Å-1 around 
(0.05 Å-1 below and 0.05 Å-1 above) the central value that is given in the legend. 

Figure adapted from [26]. 

 

Figure 54 compares S(�⃗� , ω) spectra at a constant �⃗� -value for different 
temperatures. All shown data is binned between 1.0 Å-1 and 1.1 Å-1, which results in 

an average momentum transfer of 1.05 Å-1. This �⃗� -value is chosen due to two reasons:  

• The relatively large momentum transfer allows to observe distinct 

quasielastic broadening of S(�⃗� , ω). 

• Increased coherent scattering, which may impair the picture, due to PCBM 
crystal reflections is found at values around 0.65 Å-1 as well as 1.35 Å-1 and 
is thus avoided by the present choice. 

 

 

Figure 54: Dynamic structure factor S(�⃗� , ω) in dependence of temperature for a) 
pure PCBM, b) pure PTB7 and c) the 1:1 wt. blend of the two. All spectra are taken 
at the momentum transfer range between 1.0 Å-1 and 1.1 Å-1. Figure adapted from 

[26]. 

 

-0.5 0.0 0.5
0.001

0.01

0.1

1

10

-0.5 0.0 0.5
0.001

0.01

0.1

1

10

-0.5 0.0 0.5
0.001

0.01

0.1

1

10

PCBM, T = 400K
in

te
ns

ity
 [a

.u
.]

energy transfer [meV]

  0.15 Å-1 
  0.35 Å-1 
  0.55 Å-1 

  0.75 Å-1 
  0.95 Å-1 

  1.15 Å-1 

a) c)b)
PTB7, T = 400K

energy transfer [meV]

blend, T = 400K

energy transfer [meV]

-0.5 0.0 0.5

0.001

0.01

0.1

1

10

-0.5 0.0 0.5
1E-4

0.001

0.01

0.1

1

10

-0.5 0.0 0.5
1E-4

0.001

0.01

0.1

1

10

in
te

ns
ity

 [a
.u

.]

energy transfer [meV]

 10 K
 240 K
 300 K
 400 K

a) b) c)
PCBM, Q = 1.05 Å-1  PTB7, Q = 1.05 Å-1 blend, Q = 1.05 Å-1

energy transfer [meV]

 3 K  150 K
 200 K  250 K
 300 K  350 K
 400 K

energy transfer [meV]



5 Molecular dynamics of PTB7:PCBM blend films 

124 
 

Also in Figure 54, PTB7 and the blend (b and c) show similar behavior, whereas 
the data for PCBM (a) looks clearly differently. With increasing temperature at fixed 
momentum transfer, no quasielastic increasing broadening is visible for PCBM, while 
PTB7 and the blend sample again show a distinct broadening. This behavior can be 
expected for diffusive motions because increasing temperature provides additional 
thermal energy to the system, which accelerates the diffusion. This, in turn, leads to 
the observed broadening of the measured QENS spectra with increasing temperature. 

Even though Figure 53 and Figure 54 show distinct quasielastic broadening with 
both, increasing momentum transfer and temperature, for the pure PTB7 as well as 

the PTB7:PCBM blend sample, a consistent fit of all S(�⃗� , ω) spectra with a reasonable 
number of Lorentzian functions was not possible. Single spectra could be fitted well, 
but it was not possible to apply the same fit to all spectra. Thus, the results of the 

Lorentzian fits to S(�⃗� , ω) were not directly comparable among each other due to 
unequal fitting parameter that had to be used. A reason for this can be a great 
inhomogeneity of the diffusive motions. Due to the very different positions that the 
hydrogen atoms occupy on the polymer side chains, this might be the case for the 
present study. This effect has been observed frequently in polymers and many 
approaches exist to meet this problem.[236], [237], [238] 

As described in Chapter 2.2.6, a transformation of S(�⃗� , ω) spectra into the 

intermediate scattering function I(�⃗� , t) is possible by a Fourier transform from 
frequency to time. The intermediate scattering function can be fitted with a stretched 
exponential approach to account for inhomogeneity of the observed motions according 
to a Kohlrausch-Williams-Watts (KWW) model.[189], [190], [191] 

QENS: I(�⃗⃗⃗⃗� , t) spectra 

Since a consistent fit of S(�⃗� , ω) with discrete Lorentzian functions was not possible 
for the present data, the measured scattering function was transformed into the 

intermediate scattering function I(�⃗� , t). This is done by a Fourier transform from 
frequency to time domain as explained in Chapter 2.2.6. The used energy transfer 
range for the transformation was from -100 µeV to 100 µeV. During the transformation 
procedure, which is done with the Mantid software, all spectra are normalized by the 
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corresponding low temperature measurement, thus theoretically all start with a value 
of 1 at t = 0. 

Selected examples for the resulting I(�⃗� , t) spectra are plotted in Figure 55 and 
Figure 56. All graphs therein show decaying functions, which describes the distribution 
of the density of diffusive states over the covered timescales. Stretched exponential 
fits according to the KWW model (Equation (68)) are shown as solid lines. Analogously 

to S(�⃗� , ω) as shown in Figure 53, Figure 55 shows the intermediate scattering function 

for the three samples at different �⃗� -values at a fixed temperature of 400 K.  

 

 

Figure 55: Symbols represent the intermediate scattering function I(�⃗� , t) in 
dependence of �⃗� -value for a) pure PCBM, b) pure PTB7 and c) the 1:1 wt. blend of 

the two. All spectra were measured at 400 K. The binning in momentum space 
includes 0.1 Å-1 around (0.05 Å-1 below and 0.05 Å-1 above) the central value that is 
given in the legend. Solid lines are stretched exponential fits to the respective data. 

Figure adapted from [26]. 

 

Figure 55a shows the pure PCBM sample where generally no significant decay of 

I(�⃗� , t) is evident. Nonetheless, measurements at higher momentum transfer yield 

slightly lower values of the intermediate scattering function. The decay of I(�⃗� , t) for 
PTB7 is clearly visible in Figure 55b and becomes more distinct at increasing 
momentum transfer. This observation is equivalent to the quasielastic broadening of 

S(�⃗� , ω) discussed before. Figure 55c shows the intermediate scattering function of the 
PTB7:PCBM blend sample which also yields a decay with increasing time. This decay 
is not as strong as for pure PTB7, though. This difference, which is much more evident 
than in the dynamic structure factor, indicates that the motion of the PTB7 side chains 
is partly obstructed when it is blended with PCBM. Especially the spectra taken at 

momentum transfers above 1.0 Å-1 show a significantly lower drop of I(�⃗� , t) compared 
to lower momentum transfers. This indicates some sort of limitation of the observed 
motions on the corresponding length scale. 
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Figure 56 shows the intermediate scattering function at a fixed �⃗� -value of 1.05 Å-1 
(binned from 1.0 Å-1 until 1.1 Å-1) in dependence of temperature.  

 

 

Figure 56: Symbols represent the intermediate scattering function I(�⃗� , t) in 
dependence of temperature for a) pure PCBM, b) pure PTB7 and c) the 1:1 wt. 

blend of the two. All spectra are taken at the momentum transfer range between 
1.0 Å-1 and 1.1 Å-1. Solid lines are stretched exponential fits to the respective data. 
Due to different experimental protocols a) has its own legend and the legend of b) 

and c) is split and placed in both windows. Figure adapted from [26]. 

 

For pure PCBM (Figure 56a) no decay of the intermediate scattering function in the 
accessible timescale range is observed and temperature seems to have no influence 
on the signal. PTB7 (Figure 56b) shows an almost flat curve at 150 K followed by an 

increasingly pronounced decay of I(�⃗� , t) at higher temperatures. Figure 56c shows a 

weak decay of I(�⃗� , t) at 150 K for the blend sample, which confirms the slightly earlier 
onset of observable dynamics compared to pure PTB7 that was already suggested by 

the fixed ΔE scan. For increasing temperatures the decrease of I(�⃗� , t) of the blend 
becomes more pronounced, which indicates faster polymer side chain dynamics, but 
is not as strong as for the pure PTB7 sample for all investigated temperatures 
exceeding 150 K. 

Given the weak quasielastic broadening of S(�⃗� , ω) (see Figure 53a & Figure 54a) 

and the low decay of I(�⃗� , t) over the observable timescale (see Figure 55a & Figure 
56a) for pure PCBM, the further evaluation of molecular dynamics is performed only 
for the PTB7 and the blend, but not for the pure PCBM sample. 

Due to the energy resolution of TOFTOF with the applied settings of 20 µeV the 

trustworthy timescales of I(�⃗� , t) range up to approximately 33 ps. Only data up to this 
value was used for the stretched exponential fits that are shown in Figure 55 and Figure 
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56 and used for the calculation of diffusion coefficients as presented in the following 
section. 

5.3 Calculation of diffusion coefficients 
For the pure PCBM sample the QENS data did not suggest any diffusive dynamics 

due to the lack of quasielastic broadening. The fits in Figure 56a give no rise to a 
relaxation process that occurs on the observable timescale. Hence, this section 
focusses on the comparison of the pure PTB7 and the PTB7:PCBM (1:1 wt.) blend film 
in terms of a calculated apparent diffusion coefficient for the polymer side chain 
motions. 

For the determination of relaxation times, a stretched exponential fit according to a 
KWW model (see Chapter 2.2.6) was performed on the individual spectra of the 
intermediate scattering function at all measured temperatures (150 K, 200 K, 250 K, 

300 K, 350 K and 400 K). For the fitting of I(�⃗� , t), Equation (68) was used. It gives an 
effective relaxation time τ of the process and a stretching exponent β. β can take values 
between 0 and 1, depending on the heterogeneity of the observed motion. Starting 
from unity, which represents one discrete motion, a decreasing value of β indicates an 
increasing degree of dynamic disorder in the system. A free fit showed that a value of 

0.66 describes the data best, independent of �⃗� -value and temperature, which is a 
common finding for QENS investigations of polymer samples.[239], [240] Thus, this 
value was used for all fits consistently. The fitted functions are plotted in Figure 55 and 
Figure 56 as solid lines. 

Due to the inhomogeneity of the observed motions, the average relaxation time is 
given by Equation (70) with 〈𝜏〉 the average relaxation time of the observed process. 
Results for 〈𝜏〉 are shown in Figure 57 for both samples, PTB7 and the blend for three 
different exemplary temperatures, 200 K, 300 K and 400 K. 
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Figure 57: Calculated average relaxation times for PTB7 (red/orange) and the 
PTB7:PCBM (1:1 wt.) blend (blue)at three different temperatures: 200 K (squares), 
300 K (circles) and 400 K (diamonds). Dashed lines are guides for the eye, only. 

 

It is expected that the average relaxation times are higher for samples with slower 
dynamics. For both samples, this trend is found with decreasing temperatures. This 
indicates the thermal motion of the polymer side chains are the predominant mode 
within the experimental energy window. When comparing pure PTB7 and the blend 
sample, PTB7 shows significantly lower average relaxation times at all temperatures 

and all relevant �⃗� -values. The relevant �⃗� -range, which was used for the further 
analysis was defined from 0.3 Å-1 to 1.3 Å-1 because the instrumental resolution could 
not resolve the low-Q part and the counting statistics in the high-Q region were not 
sufficient for a reasonable evaluation. 

〈𝜏〉 for the blend is higher by a factor of around 1.5 compared to pure PTB7 uniformly 
at 400 K and 300 K. Data measured at 200 K appears more noisy and does not follow 
the relatively smooth decay functions that are found at higher temperatures. Thus, the 
dynamics at 200 K seem to be very slow and on the edge if the resolution of the present 
experiment. 

As mentioned in Chapter 2.2.6, the relaxation times, derived from I(�⃗� , t), can be 

inverted in order to yield an analogous quantity as the HWHM of a Lorentzian in S(�⃗� , 
ω), which can be evaluated by the chosen spatially restricted jump diffusion model, 
described by Equation (71). 
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The respective inverse average relaxation times at the three exemplary 
temperatures are plotted in Figure 58a for pure PTB7 and Figure 58b for the blend 
sample. The resulting fits of the diffusion model are indicated as solid lines.  

 

Figure 58: Inverse average relaxation times for PTB7 (a) and the PTB7:PCBM (1:1 
wt.) blend (b) at three different temperatures: 200 K (squares), 300 K (circles) and 
400 K (diamonds). The solid lines indicate according fits with the applied diffusion 

model. 

 

The comparison between PTB7 and the blend shows higher absolute values of 
〈𝜏〉−1 for pure PTB7 as already seen in the lower values of 〈𝜏〉 in Figure 57. Beyond 
this, PTB7 shows a rather straight increase of 〈𝜏〉−1with Q2, which is associated with 

free diffusion, but it flattens out towards high �⃗� -values for the blend especially at 400 
K a plateau seems to form at Q2 > 1.3 Å-2. This is an indication for a spatial obstruction 
of the observed motion, which is the limiting factor especially in the case of high 
mobility, introduced by thermal energy. From the jump diffusion model that is shown in 
Figure 58 and defined by Equation (71), effective diffusion coefficients Deff are 
calculated. They are shown in Figure 59. For both samples, the exact same diffusion 
model was used to determine Deff. 



5 Molecular dynamics of PTB7:PCBM blend films 

130 
 

 

Figure 59: Effective diffusion coefficients for PTB7 (red squares) and the 
PTB7:PCBM (1:1 wt.) blend (blue circles) in the temperature range between 150 K 
and 400 K. Dashed lies are a guide to the eye, only. Figure reproduced from [26] 

with permission from ACS Publications. 

 

The calculated effective diffusion coefficients at 150 K are very low for both samples 
and indistinguishable within the error margin due to the present resolution. At higher 
temperatures, the diffusion coefficients increase for both samples following an 
apparently exponential temperature dependence. The absolute values of Deff are 
uniformly higher for PTB7 compared to the blend sample by a factor of approximately 
1.5. All values that are plotted in Figure 59 are also given in Table 9. Their order of 
magnitute is comparable with values, which were measured by QENS in the similar 
system of P3HT:PCBM.[213], [214] 

 

 Deff (PTB7) [Å2ps-1] Deff (PTB7:PCBM) [Å2ps-1] 

150 K 0.04 ± 0.01 0.03 ± 0.01 

200 K 0.20 ± 0.01 0.16 ± 0.02 

250 K 0.57 ± 0.01 0.39 ± 0.05 

300 K 1.18 ± 0.03 0.73 ± 0.10 

350 K 2.00 ± 0.05 1.23 ± 0.18 

400 K 3.40 ± 0.08 2.25 ± 0.37 

Table 9: Calculated effective diffusion coefficients for pure PTB7 ant the PTB7:PCBM 
(1:1 wt.) blend. 
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It is remarkable that the error for the fit of the diffusion model to the blend is 
significantly larger than for pure PTB7. This could be due to the presence of PCBM 
domains that do not contribute to the quasi-elastic incoherent scattering that is 
described by the model in the same way like pure PTB7. 

5.4 Evaluation of the mean square 
displacement 

For the studied structure of polymer and polymer:fullerene blend films not only jump 
diffusion of the polymer side chains, but also faster vibrational motions of the entire 
molecules, are expected. Thus, in the following part a mean square displacement 〈𝑢2〉 
is calculated by analyzing the elastic fraction of the QENS results. 

To quantify the elastic contribution, S(�⃗� , ω) spectra were fitted with two Lorentzians 
to roughly account for any quasi-elastic intensity and a delta function, which represents 
elastic scattering and scattering that falls inside the resolution function (Res) of the 
instrument. For the background correction, a linear function has been applied. The 
fitting function is given by Equation (84) and a graphical example for a respective fit is 
shown in Figure 60. 

 

Figure 60: Schematic representation of the single components of the fit function 
(green curve). The data, shown as black symbols, is taken at another experiment. 
The components of the fit function (delta, Lorentz function, background) are shown 

as solid lines. 
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As mentioned above, the information provided by the Lorentzian functions as shown 
in Figure 60 was not used for the evaluation of diffusive dynamics because the use of 

I(�⃗� , t) provided more stable fit results. The dependence of the extracted height of the 

delta function (Iel) from �⃗�  was fitted according to: 

 

 
𝐼𝑒𝑙(�⃗� ) = 𝐼0 𝑒𝑥𝑝(−𝑢2�⃗� 2) (85) 

 

From this fit to the decay of the elastic scattering fraction with increasing �⃗� -value, 
the mean square displacement (MSD) 〈𝑢2〉 is determined. Resulting MSDs for both, 
pure PTB7 and the PTB7:PCBM blend are displayed in Figure 61. 

 

Figure 61: Effective mean square displacement 〈𝑢2〉 for PTB7 (red squares) and 
the PTB7:PCBM (1:1 wt.) blend (blue circles) in the temperature range between 

150 K and 400 K. Dashed lies are a guide to the eye, only. Figure reproduced from 
[26] with permission from ACS Publications. 
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𝑆(�⃗� , 𝜔) = 𝑅𝑒𝑠 ⊗ [𝐷 + 𝐿1 + 𝐿2] + 𝑏𝑔 (84) 



5.5 Determination of activation energies for the probed dynamic processes 

133 

Similar to the observations for the effective diffusion coefficient before, the values 
for the MSD increase apparently exponentially with increasing temperature and the 
absolute values are consistently higher for pure PTB7 compared to the blend sample. 
While there was a factor of around 1.5 for diffusive motions, this value is significantly 
reduced for the vibrational motions, represented in the MSD. Here the relative 
difference between the samples is only in the range of 4 % to 7 % and also rather 
decreases for higher temperature as the absolute difference stays constant at 
increasing temperature. This suggests that the spatial obstruction that is found upon 
the introduction of PCBM in the blend sample becomes more relevant for long ranged 
motions than for localized vibrations. Another feature that is found in Figure 61 is the 
earlier onset of vibrational compared to diffusional motions as the samples show 
already around 10% of their 400 K 〈𝑢2〉-value at the lowest probed temperature (150 
K). This could be investigated in more detail with a better energy resolution. Since only 
elastic intensity is regarded for the calculation of 〈𝑢2〉 the error bars of the two samples 
are comparable. 

Summarizing, 〈𝑢2〉 seems to follow the same trend with temperature as Deff, i.e. 
both processes seem to be thermally activated. Thus, the respective activation 
energies are calculated in the subsequent section. 

5.5 Determination of activation 
energies for the probed dynamic 
processes 

As shown in Figure 59, the calculated effective diffusion coefficients for both, pure 
PTB7 and the PTB7:PCBM (1:1 wt.) blend start to increase significantly between 150 
K and 200 K. Towards higher temperatures a fast increase of the diffusion coefficient 
is observed for both samples. A similar trend is described by the MSD, shown in Figure 
61, except the fact that the onset of mobility in the vibrational regime occurs at lower 
temperatures and the differences between pure polymer and the blend are significantly 
smaller.  

Activation energies EA for the respective processes are calculated with the 
Arrhenius equation in the form of: 
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𝐷(𝑇) = 𝐷0 𝑒𝑥𝑝 (

−𝐸𝐴,𝑑𝑖𝑓𝑓

𝑅𝑇
) (86) 

 

and  

 
〈𝑢2〉(𝑇) = 〈𝑢2〉0 𝑒𝑥𝑝 (

−𝐸𝐴,𝑣𝑖𝑏

𝑅𝑇
) (87) 

 

Here, R stands for the universal gas constant (8.314 J mol-1 K-1) ant T for the 
temperature in Kelvin. 

Arrhenius plots of the calculated effective diffusion coefficients and mean square 
displacements are shown in Figure 62, including fits according to Equations (86) and 
(87). 

 

Figure 62: Arrhenius plots for the temperature dependence of a) the effective 
diffusion coefficient and b) mean square displacement of pure PTB7 (red) and the 
PTB7:PCBM (1:1 wt.) blend. Solid lines are linear fits according to the Arrhenius 

model. 

 

All data presented in Figure 62 follow the Arrhenius law for their temperature 
dependence and thus confirm the assumption of thermally activated processes that do 
not change their characteristics throughout the entire temperature range. One 
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exception are the 〈𝑢2〉 values at 150 K (shown in Figure 62b) which deviate from the 
linear relation that is observed at higher temperatures. 

The resulting apparent activation energies are given in Table 10: 

 

 EA,diff [kJ mol-1] EA,vib [kJ mol-1] 

PTB7 8.7 ± 0.1 5.6 ± 0.2 

blend 8.3 ± 0.7 5.6 ± 0.2 

Table 10: Calculated apparent activation energies for the diffusional and the 
vibrational dynamics in pure PTB7 ant PTB7:PCBM (1:1 wt.) blend films. 

 

EA is significantly higher for the diffusive process compared to the vibrations, which 
is expected from the higher amount of energy that is required for the diffusive 
delocalization. Activation energies for the mean square displacements are, within the 
error margin, identical for the pure polymer and the polymer:fullerene blend. This is 
indicated by the almost perfectly parallel linear fits plotted in Figure 62b. In Figure 62a, 
these Arrhenius fits show a difference in gradient, which already reveals a difference 
in the respective activation energies. 8.7±0.1 kJ mol-1 for pure PTB7 stand in contrast 
to 8.3 ±0.7 kJ mol-1 for the PTB7:PCBM blend. This indicates a difference in the 
characteristics of the studied motions between the two samples. 

5.6 Summary 
In the present chapter, the first ever reported investigation of molecular dynamics 

of films of the polymer PTB7 and its blend with the fullerene PCBM (1:1 wt.) with QENS 
is presented. For pure PCBM, no relaxational process was found within the observable 
time/energy window, which made a meaningful evaluation of the QENS data 
impossible for this sample.  

The studied temperature range was chosen to include the dynamic transition of the 
systems but to also cover the relevant regions for the application in organic solar cell 
devices. 

Relaxation times, effective diffusion coefficients and mean square displacements 
for the hydrogen-rich PTB7 side-chains are calculated and compared amongst the 
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samples. As expected, the PTB7 side-chain mobility is very sensitive to temperature. 
Below 150 K diffusive motions within the chosen timescale for observation are inactive 
and their intensity increases gradually with increasing temperature from 200 K on.  

When PTB7 is blended with PCBM the polymer dynamics are clearly affected. The 
effective diffusion coefficients are reduced by approximately 1/3. The relative 
difference between PTB7 and blend is increasing at higher temperatures. The atomic 
displacement due to vibrational motions are also reduced upon blending, even though 
only around 4 % to 7 %, without showing a distinct trend within the covered temperature 
range. 

In accordance, the analysis of the apparent activation energies shows a difference 
in the temperature dependence for the diffusional, but not for the vibrational process 
on the observable timescale.  

The two dynamic modes that were found, namely a diffusional and a vibrational 
process show similar temperature response as they both follow Arrhenius behavior, 
even though the vibrational process is measurable already at lower temperature than 
the diffusional mode. Their behavior upon blending, on the other hand, is different. 
While long ranged diffusion is strongly obstructed by the presence of PCBM domains, 
local reorientations of the polymer side-chain can take place almost unhindered. 

Since the amorphous parts of the polymer are in closer contact to the fullerene, the 
assumption seems reasonable that particularly their dynamics are affected by the 
confining effect of PCBM in the blend. 
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6 Influence of blend ratio, 
alcohol treatment and additives 

on dynamics in PTB7:PCBM 
films 

In the previous chapter, the investigation of molecular dynamics in the system 
PTB7:PCBM with quasielastic neutron scattering (QENS) was presented. The 
performance of OSCs depends on blend ratio and preparation method that results in 
different microstructure. Therefore, this chapter extends the range of studied samples 
to make the results more relevant and applicable for the actual state of science in the 
OPV model system PTB7:PCBM. Additional blend ratios as well as the use of a solvent 
additive in the production process and the application of an alcohol treatment of the 
casted film are investigated in respect of their influence on polymer side chain 
dynamics. The basic principles and data treatment steps were explained in the 
previous chapter. This chapter relies on the same concepts and a similar analysis 
procedure. Thus, some steps of data handling and the evaluation are held shorter with 
a reference to the respective section in Chapter 5. 

The key findings from the results presented in this chapter were published in the 
article “The Influence of the Blend Ratio, Solvent Additive, and Post-production 
Treatment on the Polymer Dynamics in PTB7:PCBM Blend Films” (Schwaiger et al. 
Macromolecules, 2021, DOI: 10.1021/acs.macromol.1c00313).[27] The content of this 
article is partly reproduced for the use in this thesis with permission from ACS 
publishing. 

  

https://doi.org/10.1021/acs.macromol.1c00313
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6.1 Introduction 
Chapter 5 presents a proof of concept for the application of time-of-flight QENS in 

the system PTB7:PCBM. In addition to the 1:1 (wt.) blend studied so far, in this chapter, 
the influence of the blend ratios on molecular dynamics is investigated. It is known that 
the performance of PTB7:PCBM solar cells depends on blend ratio with 1:1.5 
(PTB7:PCBM wt.) giving the best results.[78], [241], [242] Thus, this ratio is chosen as 
additional blend ratio for this study. 

The state of science for organic photovoltaics is not limited to the choice of materials 
used as electron donor and acceptor, but several methods were applied successfully 
in order to increase power conversion efficiencies of the resulting devices. This chapter 
focuses on the investigation of the influence of two fundamentally different methods 
that were found to significantly increase the PCE of PTB7:PCBM solar cells. Generally, 
an improvement of the bulk heterojunction microstructure is their common goal.  

One of them is the treatment of the casted blend film with alcohol to remove residual 
solvent and stabilize the desired microstructure, which is characterized by a decreased 
domain size that facilitates a more efficient splitting of excitons.[212], [243]  

The other investigated performance enhancing method is the use of a solvent 
additive in the solution based fabrication process. For this study 1,8-diiodooctane (DIO) 
is chosen. DIO is a selective solvent for the fullerene derivate PCBM and due to its 
higher boiling point compared to the used bulk solvent chlorobenzene it fosters the 
formation of purer domains that lead to a higher conductivity and thus also potentially 
increased PCE.[217], [244], [245], [246], [247], [248], [249], [250], [251]  

6.2 Samples and precharacterization 
For good comparability of the results, all data presented in this section was acquired 

from samples that were freshly produced with the same fabrication procedure (as far 
as possible) and not recycled from any earlier measurement. From the results of 
Chapter 5 it can be learned that PCBM does not show any diffusive dynamics on the 
instrumental time scale and thus, it is excluded from this QENS study from the 
beginning in order to use the beamtime at TOFTOF more efficiently. In total, 6 different 
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samples were prepared on aluminum foils, as described in Chapter 3.2, for the QENS 
analysis and 8 different samples on glass and silicon for UV-vis and XRD, respectively: 

• PTB7 

• blend 1.5:1 (PTB7:PCBM wt.) (only UV-vis and XRD) 

• blend 1:1 (PTB7:PCBM wt.) 

• blend 1:1.5 (PTB7:PCBM wt.) 

• blend 1:2 (PTB7:PCBM wt.) (only UV-vis and XRD) 

• PCBM 

• methanol (applied on 1:1.5 PTB7:PCBM wt. blend) 

• DIO removed, intense drying at 400 K & vacuum (applied on 1:1.5 
PTB7:PCBM wt. blend) 

• DIO fresh (applied on 1:1.5 PTB7:PCBM wt. blend) 

The difference between the samples “DIO removed” and “DIO fresh” is an additional 
drying step for the former, which intends to remove all DIO molecules that are 
apparently leftover in the film after the regular drying procedure. A detailed analysis 
about the difference between the two DIO samples and the reasons for this difference 
is given at a later point (Chapter 6.4). QENS measurements were performed at 300 K, 
350 K and 400 K to cover the operation temperature of solar cells and to be able to 
follow the thermally activated diffusive processes of the polymer side chains. In 
addition, a measurement at 10 K was performed for each sample to obtain the 
respective resolution function. 

X-ray diffraction and UV-visible spectroscopy were used for a preliminary structural 
and optical characterization. Therefore, samples were prepared on silicon and glass 
substrates, respectively, by drop casting analogously to the QENS samples. 
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Structural aspects studied with X-ray diffraction 

To investigate the microstructure of the samples, X-ray diffraction (XRD) was 
performed on all samples. The used X-ray wavelength was 1.5419 Å and the 
diffractograms were obtained in a 2θ range between 5 ° and 80 °. Figure 63 shows the 
measured diffractograms until 2θ = 32 ° because no features were found at higher 
scattering angles. The positions of Bragg peaks were determined by Voigt-peak fits to 
account for both, the instrumental and the intrinsic sample peak broadening. In contrast 
to QENS, XRD was performed at a regular lab instrument, which offered the possibility 
to measure a higher number of samples, including further blend ratios to gain a more 
complete picture of the series.  

 
Figure 63: X-ray (λ = 1.5418 Å) diffractograms in the 2 θ range between 7 ° and 
32 °. The curves are shifted along the y axis for better visibility. Characteristic 

positions of Bragg peaks at 10.3 °, 19.6 ° and 22.6 ° are marked with dashed lines. 
Blend ratios are given as PTB7:PCBM wt. Figure adapted from [27]. 

 

In Figure 63, PTB7 is displayed in blue at the top and the blends are arranged 
underneath until pure PCBM in red. In green, the fresh DIO (dark green) and the heat 
treated DIO (light green) sample are plotted. The diffractogram of a methanol treated 
1:1.5 (PTB7:PCBM wt.) blend sample is shown in orange. As described before, PCBM 
shows distinct reflexes at 2 θ values of 9.2 °, 14.4 °, 18.8 °, 19.4 °, 20.3 °, 24.7 ° and 
27.7 °. They arise from the crystalline lattice that is formed by pure PCBM.[226], [227], 
[228]  
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The PTP7 diffractogram yields one broad Bragg peak with its center at around 
22.6 °, which is marked by a dashed black line in Figure 63. This peak corresponds to 
the π-π stacking of the homopolymer and indicates a stacking distance of 3.9 Å, which 
has also been measured and reported elsewhere for the (100) crystal planes.[220] 

If PTB7 is blended with PCBM, the major peak shifts towards a 2θ value of 
approximately 19.6 °. This indicates a general expansion of the π-π stacking distance 
to 4.5 Å. Within the studied range, the blend ratio seems to have no significant 
influence on the position of this peak. All blend samples, displayed in different shades 
of violet, show this peak at the same position, but also a second peak at a lower angle 
of 10.3 °, which is not found for pure PTB7. This low angle peak represents an 
interplanar spacing of around 8.6 Å, probably corresponding to PCBM domains. The 
XRD features of the two discussed samples, pure PTB7 and the PTB7:PCBM blend 
are consistent with those, found in the previous chapter. 

The application of a methanol treatment on the casted film did not show any 
influence on the π-π stacking, as the positions of both fitted peaks are matching the 
ones of the untreated 1:1.5 (PTB7:PCBM wt.) sample very well. 

The sample produced with DIO as solvent additive shows a slight backshift of the 
main peak to a 2θ value of 20.5 °. A heat treatment for the removal of any possibly 
remaining DIO molecules leads to a splitting of this peak into two, one at 20.0 ° and 
one at 22.8 °. 

 

sample as cast heat treated 

PTB7 22.8° ± 0.1° 22.6° ± 0.1° 

1.5:1 19.6° ± 0.1° 19.9° ± 0.1° 

1:1 19.7° ± 0.1° 19.7° ± 0.1° 

1:1.5 19.6° ± 0.1° 19.5° ± 0.1° 

1:2 19.4° ± 0.1° 19.4° ± 0.1° 

DIO 20.5° ± 0.1° 20.0° ± 0.1° & 
22.8° ± 0.1° & 

methanol 19.6° ± 0.1° 19.6° ± 0.1° 
 

Table 11: Bragg peaks of the PTB7 (100) plane determined by XRD. The 
diffractograms were baseline corrected and fitted with Voigt peaks. 
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To confirm that the splitting of the peak into two is not caused by the response of 
the PTB7:PCBM blend structure to the heat treatment, but is an effect of the use of 
DIO, also the other film samples were heat treated in the same way and the XRD 
measurements were repeated.  

Table 11 shows the resulting positions of the peak centers and confirms no 
systematic peak shift of the major peak upon heat treatment, except for the DIO 
sample. The regular drying procedure as described in Chapter 3.2, referred to as “as 
cast” in  

Table 11, was 20 minutes at 100 °C. During the heat treatment the samples were 
kept at around 100 °C for additional 4 hours. Since the sample produced with DIO is 
the only that shows a significant change upon heat treatment, the diffractogram of the 
heat treated DIO sample is also shown in Figure 63 (as “DIO removed”), whereas all 
other heat treated samples are not shown. 

Optical properties 

For the evaluation of optical properties and a fundamental comparison of the 
present samples with literature, UV-visible (UV-vis) absorption spectroscopy was 
performed with samples that were equivalent to the QENS samples plus further 
PTB7:PCBM blend ratios as described in the previous section. 

Resulting absorbance curves are shown in Figure 64a. All spectra are normalized 
to the first distinct peak after the absorption edge (coming from high wavelengths) at 
around 680 nm. The PCBM data was scaled according to its IR absorbance because 
the scaling peak is caused by the polymer PTB7 and is thus not present in the PCBM 
absorbance spectrum. 

Two distinct peaks are visible for all samples containing PTB7. They mark the well-
known absorption maxima of the polymer at around 620 nm and 670 nm.[230] Upon 
blending with PCBM the absorption peaks shift to higher wavelengths by about 10 nm 
and their relative ratio changes. The one at lower wavelength loses intensity compared 
to the other one. For the sample produced with DIO, this trend is even more 
pronounced. A methanol post-treatment of the 1:1.5 blend does not show any influence 
on the optical absorbance as the two spectra are almost identical after normalization. 
It should be noted that from the normalized spectra it is not evident if one peak 
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decreases or the other one increases. For a more detailed investigation of the UV-vis 
spectra, see Chapter 7.3.  

The absorption tail towards the UV region (starting at ~500 nm) seems to be caused 
by the PCBM content exclusively. It is not visible for the PTB7 homopolymer, whereas 
it is the only feature of the pure PCBM spectrum. With increasing PCBM content, the 
blend samples show a gradual increase of this low wavelength absorption. 

 

 
Figure 64: a) Optical absorbance spectra of all samples measured directly after 
production. b) Optical absorbance spectra of all samples measured after a 20 

minutes heat treatment at 130 °C. Spectra are normalized to the peak at ~680 nm. 
The scaling factor for PCBM was extrapolated from the high wavelength regime 

since the normalization-peak is not existing for this sample. Figures adapted from 
[27]. 

 

Since during the QENS experiments the samples are heated up to 400 K and the 
polymers gain mobility, as demonstrated in the previous chapter already, a similar heat 
treatment was performed with the samples for UV-vis measurement. Figure 64b shows 
the absorbance spectra for the respective samples after a thermal annealing at 130 °C 
for 20 minutes. 

The two prominent absorption peaks as well as the absorption edge towards high 
wavelength of pure PTB7 are blueshifted by about 5 nm by the heat treatment and the 
weak shoulder at ~585 nm is lost almost completely. Further, the relative intensity of 
the absorption peak at lower wavelength increases in comparison to the peak at higher 
wavelength. The spectra of all blend samples are very much unchanged in their shape, 
peak positions and relative peak intensities. This also holds for the methanol treated 
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sample. The sample produced with DIO shows an intermediate behavior. Same as for 
the blends, the peaks do not show a wavelength shift, but the relative intensity of the 
low wavelength absorption peak increases against the intensity of the higher 
wavelength peak, like for the PTB7 homopolymer. 

 

6.3 Neutron scattering at TOFTOF 
In comparison to XRD and UV-vis, the number of samples that could be measured 

with QENS had to be reduced due to the limitation of neutron beamtime and a certain 
required counting time. Therefore, only pure PTB7, the 1:1 and 1:1.5 (PTB7:PCBM wt.) 
blends, the methanol and the two DIO (“fresh” and “removed”) samples were studied. 

The treatment of the data, as provided by the cold neutron time-of-flight (TOF) 
chopper spectrometer TOFTOF was performed in a similar way as described in 
Chapter 5. From the measured time-of-flight and the scattering angle, both, momentum 

transfer �⃗�  and energy transfer ΔE were calculated for each neutron. With 
measurements of an empty sample cell, the vanadium standard and the respective 

sample at low temperature (10 K) the scattering functions S(�⃗� , ω) and the intermediate 

scattering functions I(�⃗� , t) were determined and all required corrections applied. Large 
parts of the data reduction and handling were done with the software Mantid.[233], 
[232] 

The chopper system of the neutron spectrometer TOFTOF was set to achieve a 
neutron wavelength of 8 Å, therefore a rotation speed of 14,000 rpm and a chopper 
ratio of 6 were used. These settings provided a resolution at the elastic line of 
approximately 20 µeV, an energy transfer range from 0.75 meV neutron energy loss 

to 3 meV neutron energy gain (�⃗� -dependent) and an effectively accessible momentum 
transfer window from 0.15 Å-1 to 1.25 Å-1. The obtained QENS data was binned in steps 
of 0.1 Å-1 for momentum transfer and 10 µeV for energy transfer, respectively. All 
samples were measured for 6 hours at each temperature. 

To determine the temperature, where the thermally activated mobility starts to 
increase, a fast temperature scan was performed on the 1:1.5 (wt. PTB7:PCBM) blend 
sample prior to the actual experiments. Details about the procedure can be found in 
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Chapter 5. During constant cooling from 400 K down to 10 K, data was binned within 
10-minute time intervals. The average temperature that was measured at the sample 
cell was determined for the respective 10 min interval. The measured neutron 
scattering intensity as function of energy transfer is divided into three fractions: elastic 
scattering (|ΔE| < 20 µeV), quasielastic scattering (20 µeV < |ΔE| < 100 µeV) and 
inelastic scattering (|ΔE| > 100 µeV, not used here). The normalized elastic and 
quasielastic scattering intensities for each time interval are plotted according to the 
respective average temperature of the time interval in Figure 65.  

 
Figure 65: Relative scattering intensities from the QENS measurement during a 
fast temperature scan with a 1:1.5 (wt. PTB7:PCBM) sample. The main graph 

shows the elastic and the inset the quasielastic scattering intensity, both 
normalized to the total scattering intensity. The cut between elastic and inelastic 
scattering was made at the instrumental energy resolution of ΔE = 20 µeV. The 

dashed lines are a guide to the eye only and intend to mark the dynamic crossover 
in the system. Graphics reproduced from [27] (supporting information) with 

permission from ACS publishing. 
 

The data suggests a dynamical crossover at approximately 200 K, where the 
intersect of the dashed lines is located. Here, the fraction of quasielastic scattering 
(inset in Figure 65) increases significantly on the cost of the elastic intensity (main 
graph in Figure 65). This distinct increase of quasielastic intensity indicates that 
molecular motions are entering the experimental time/energy window and are thus 
detectable with TOFTOF and the chosen settings. Thus, the measurement 
temperatures were chosen well above this crossover temperature. Although this 
temperature scan was only evaluated for the 1:1.5 (PTB7:PCBM wt.) blend, the 
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polymer side chain motions in the other samples are assumed to occur on similar 
temperature scales. For better comparability, the measurement temperatures that 
were determined on the basis of the 1:1.5 blend sample were used for all samples 
uniformly. 

Since the goal of the present study is to probe the diffusional regime, temperatures 
for the actual measurement were chosen well above this transition temperature. 
Because the availability of neutron beamtime is limited, six different samples had to be 
studied and 6 hours were needed to reach sufficient counting statistics, time allowed 
for 3 different temperatures to be measured. Based on the findings from the 
temperature scan, these temperatures were fixed to be 300 K, 350 K and 400 K. 

QENS: S(�⃗⃗⃗⃗� , ω) spectra 

As described in the previous section, data in �⃗� -ΔE space are binned in order to 
perform a meaningful analysis of the QENS measurements. Resulting spectra of the 

scattering function S(�⃗� , ω) for all studied samples are displayed in Figure 66. Spectra 

for certain momentum transfer bins from �⃗�  = 0.2 Å-1 up to �⃗�  = 1.2 Å-1 are shown. The 
temperature is fixed to 400 K where the maximum diffusional mobility is expected. 

The diffusive dynamics in all samples is confirmed by the distinct increase of 
quasielastic broadening on the cost of the intensity of the elastic line with increasing 
momentum transfer in all diagrams of Figure 66. A clear difference can be seen 
between Figure 66 a & b (pure PTB7 and the 1:1 wt. PTB7:PCBM blend) and the 1:1.5 
blend (Figure 66c) and the latter treated with methanol (Figure 66d) as the 1:1.5 blends 
show a significantly lower quasielastic intensity. This quasielastic intensity seems to 
be strongly increased in the fresh DIO sample (Figure 66e) but also for the DIO 
removed sample (Figure 66f). 
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Figure 66: Dynamic structure factor S(�⃗� , ω) for all samples at a temperature of 400 

K. The binning interval in �⃗� -space is 0.1 Å-1 and the central value is given in the 
legend. 

 

The spectra in Figure 66are not normalized to their respective intensity, which 
makes a comparison rather difficult. Thus, Figure 67 shows a direct comparison 

between S(�⃗� , ω) spectra of all samples normalized to the intensity of the elastic line at 
the two different temperatures 300 K and 400 K. 

   
Figure 67: Dynamic structure factor normalized to S(�⃗� , ω=0) measured at 300 K 

(a) and 400 K (b). All spectra are binned in the momentum transfer range between 
1.0 Å-1 and 1.1 Å-1. A measurement of the 1:1.5 blend at 10 K is plotted as 

resolution function in dashed. Graphics reproduced from [27] with permission from 
ACS publishing. 
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It is evident that the general scattering intensity is higher at 400 K for all samples 
compared to 300 K. This applies particularly for the relative quasielastic intensity, as 
all spectra are normalized to the elastic intensity. For both temperatures, the fresh DIO 
sample shows by far the highest quasielastic intensity. This is a sign for comparably 
high diffusive mobility of hydrogen-rich parts inside the sample. It is followed by the 
PTB7 homopolymer sample, which also shows significantly stronger quasielastic 
broadening. A higher diffusion coefficient of pure PTB7 compared to a blend with 
PCBM has been shown in the previous chapter and in [26]. All other curves are very 
similar and basically indistinguishable within the data fluctuation. 

The normalized S(�⃗� , ω) spectra as shown in Figure 67 were used to determine 
values for mean square displacements (MSDs) of localized hydrogen dislocations as 
introduced in Chapter 2.2.6. 

QENS: I(�⃗⃗⃗⃗� , t) spectra 

For the determination of diffusion coefficients from the QENS data, the route over 
the intermediate scattering function was chosen, as already described in the previous 

chapter. The Fourier transform of all S(�⃗� , ω) spectra from frequency to time domain 

and normalization by the respective low temperature measurement yields I(�⃗� , t) 
spectra. The intermediate scattering functions of all samples are shown in Figure 68 
for different momentum transfers from 0.2 Å-1 up to 1.2 Å-1. The x-axis describing the 
timescale of the respective motion is given on a linear scale, thus the exponential 

decay is well visible. As discussed before, the gradually stronger decrease of I(�⃗� , t) 
with increasing momentum transfer for pure PTB7 (Figure 68) indicates rather free 
diffusional dynamics. When blended equally with PCBM (1:1 wt.), this diffusion gets 

spatially obstructed, which is suggested by I(�⃗� , t) at 1.2 Å-1 moving closer to I(�⃗� , t) at 
1.0 Å-1, as visible in Figure 68b. By adding even more PCBM (resulting in a 1:1.5 wt. 
blend), the intermediate scattering functions at 1.0 Å-1 and 1.2 Å-1 are almost 
superimposed and do not show any significant differences (Figure 68c, d, f). The 
general decay of the 1:1.5 blends is also reduced compared to the 1:1 blend by 
approximately 8 %. 
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Figure 68: Intermediate scattering function I(�⃗� , t) for all samples at 400 K. For each 
sample different �⃗� -values are shown. The shown �⃗� -values are the average value 
of the respective binning window (width: 0.1 Å-1). All spectra are normalized to a 

low temperature measurement of the respective sample. Figure adapted from [27]. 
 

As expected from the comparison of the dynamic structure factor in Figure 67, the 
fresh DIO sample shows by far the strongest decay of the intermediate scattering 

function at all �⃗� -values, visible in Figure 68e. At a momentum transfer of 1.2 Å-1, I(�⃗� , 
t) already becomes very noisy and is characterized by comparably large fluctuation. 
This is a sign for the strong displacements of the studied hydrogen atoms, which limits 

the �⃗� -range that is still representative. 

Analysis: diffusion coefficients and MSD  

For the calculation of an effective relaxation time τ, a stretched exponential fit was 

applied to the I(�⃗� , t) spectra in the same was as in the previous chapter. 

Due to the apparently higher spatial obstruction of the observed diffusive motions 
in the samples compared to the previous chapter, most likely caused by a higher PCBM 
content, the applied stretching coefficient β is reduced from 0.66 to 0.5. 
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Resulting effective relaxation times are plotted in Figure 69 exemplarily for the 
temperatures 300 K and 400 K. Because identical scales are chosen, the comparison 
between Figure 69a and Figure 69b shows that the relaxation times are lower by 
almost one order of magnitude for the higher temperature. This is expected as thermal 
motions are faster at higher temperatures and thus occur on shorter timescales. A 
comparison of the different samples shows that the simple 1:1.5 (PTB7:PCBM wt.) 
blend and the methanol treated sample show the highest relaxation times, followed by 
the DIO removed sample, the 1:1 blend and pure PTB7. From a first guess, this might 
also be the order of ascending diffusive mobility of the shown samples. 

The obstructing effect of the presence of PCBM in the blend films is visible at both 

temperatures in the high-Q region (�⃗�  > 1.0 Å-1) where the relaxation times of PTB7 
drop further but the blend samples seem to reach kind of a plateau. 

The fresh DIO sample is not shown in Figure 69 because the obtained relaxation 
times are in a completely different range and would make a comparison of the other 
samples among themselves difficult. 

 

 
Figure 69: Calculated relaxation times of all samples at temperatures of 300 K (a) 

and 400 K (b) over a �⃗� -range from 0.2 Å-1 up to 1.4 Å-1. the dotted lines are a guide 
to the eye only. 

 

From the �⃗� -dependence of the -corrected average relaxation times 〈𝜏〉 an effective 
diffusion coefficient Deff is calculated for every sample for the measurements at 300 K, 
350 K and 400 K according to the spatially obstructed Chudley-Elliott model as already 
used in the previous chapter with Equation (71).[184] 
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The �⃗� -range that is chosen for the analysis of 〈𝜏〉 for the evaluation of the diffusivity 
has significant influence on the resulting diffusion coefficients. Thus, the results are not 

absolute and uniform but representative for the chosen parameters such as �⃗� -range. 

The fits of 〈𝜏〉 vs Q2 for Figure 70 were performed in the �⃗� -range between 0.15 Å-1 and 
0.85 Å-1, since this range provided solid fits for all samples at all temperatures. 

 

  
Figure 70: Effective diffusion coefficients according to the spatially obstructed jump 
diffusion model (Equation (71)). Results from fits in the �⃗� -range between 0.15 Å-1 
and 0.85 Å-1. The dashed lines are guides to the eye, only. Reproduced from [27] 

with permission from ACS publishing. 
 

The �⃗� -range that is chosen for the analysis critically influences the obtained results, 

especially in terms of absolute values of Deff since different ranges in �⃗� -space yield 
information about different spatial regimes of motions. For consistency of Deff and the 

comparability among all samples, the rather narrow �⃗� -range mentioned above was 
used for the analysis. 

The fresh DIO sample, which has undergone the regular heat treatment but not the 
special one of the DIO removed sample, plotted in light green shows an entirely 
different behavior compared to all other samples. First of all, the calculated effective 
diffusion coefficients are far above all other samples, including pure PTB7. This was 
not expected because the diffusional motions of the polymer side chains are suggested 
to be obstructed upon blending with PCBM (the fresh DIO sample is a 1:1.5 wt. blend) 
by all results so far. Further, the behavior Deff of the fresh DIO sample over temperature 
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gives rise to questions. The significant increase from 300 K to 350 K is still expected, 
but for the measurements at 400 K the calculated effective diffusion coefficients are 

decreased compared to the 350 K measurement, irrespective of the chosen �⃗� -range, 
which seems rather counterintuitive. A detailed discussion about the effects that lead 
to this outlier-behavior of the fresh DIO sample is given in a following section (Chapter 
6.6).  

All samples with “regular” diffusive properties show a linear temperature 
dependence of Deff in the linear-logarithmic plot in Figure 70a. This implies Arrhenius-
type thermally activated diffusive modes. The respective slope in the Deff vs T-1 
Arrhenius plots is identical for all samples within the error range and the common 
activation energy of the studied process is calculated to be in the order of 10-11 kJ 
mol-1. The slight difference to the activation energies reported in Chapter 5.5 for 
principally the same samples measured with the same instrumental settings can be 

explained with the narrower �⃗� -window that was used for the present analysis. This 
directs the focus to diffusive motions on the respective energy scale and cuts parts of 
the long-ranged diffusion. This leads to the apparent increase of the activation energy. 

A comparison of the calculated effective diffusion coefficients shows that pure PTB7 
has the highest values, followed by the 1:1 (wt. PTB7:PCBM) blend and the DIO 
removed sample. Then follow the simple 1:1.5 blend and the sample that was treated 
with methanol after drop casting, both yielding identical values for Deff within the errors. 
These relations hold for every measured temperature due to the Arrhenius behavior of 
the calculated diffusion coefficient with temperature. 

S(�⃗⃗⃗⃗� ,ω) evaluation: mean square displacement 

Beyond the effective diffusion coefficients, also mean square displacements 
(MSDs) were calculated for the present samples (not including the fresh DIO sample). 

Same as in Chapter 5.4 the decay of the elastic intensity of S(�⃗� , ω) is analyzed over 

�⃗�  by Equation (85) as shown in Chapter 5.4. 

The resulting MSD values as a measure for the vibrational amplitude of PTB7 are 
shown in Figure 71. It can be assumed that the obtained MSD is also representative 
for the more rigid polymer backbone as its motions are more characterized by 
vibrations than by diffusion, compared to the side chains. 
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Figure 71: Effective mean square displacement for all samples (excluding the fresh 

DIO sample) calculated for the three temperatures 300 K, 350 K and 400 K. 
Dashed lines are guides to the eye, only. Figure adapted from [27]. 

 

The qualitative analysis of the apparent MSD gives a similar picture as the effective 
diffusion coefficient. The PTB7 homopolymer shows the highest vibrational amplitudes. 
Blending with PCBM reduces the effective MSD. This reduction becomes more distinct 
with increasing PCBM ratio. The 1:1.5 (PTB7:PCBM wt.) blends (including neat DIO & 
methanol treated samples) show identical values within their error margin. 

Based on the calculated molecular dynamic characteristics the following sections 
discuss the initial questions about the influence of the PTB7:PCBM blend ratio 
(Chapter 6.3), of a methanol post-treatment of the drop casted blend film (Chapter 6.4) 
and of the use of DIO as solvent additive (Chapter 6.5) on PTB7 dynamics. 

6.3 Discussion: Influence of 
PTB7:PCBM blend ratio 

The results from Chapter 5 and [26] suggest a distinct obstruction of the PTB7 side 
chain motions when blended with PCBM. In this study, the influence of an additional 
blend ratio is investigated in order to learn, if an increased PCBM loading further 
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reduces diffusive and vibrational dynamics. This is not the case for the investigated 
structural and optical properties as described earlier in this chapter, which appear to 
be very similar for various blend ratios from 1.5:1 up to 1:2 (PTB7:PCBM wt.). For the 
QENS study, the weight ratio of 1:1.5 was chosen because it represents the ideal 
composition in terms of photovoltaic performances.[78], [241], [242] Figure 72 shows 
both, vibrational and diffusional aspects in absolute and normalized representations. 
As pure PTB7 is used as the reference for the unobstructed motions of the polymer 
side-chains, the data are normalized to the results for pure PTB7 in Figure 72b and 
Figure 72d. 

 
Figure 72: a) Apparent MSD for pure PTB7 and the PTB7:PCBM blends; b) the 

respective relative MSDs, normalized to pure PTB7; c) effective diffusion 
coefficients for pure PTB7 and the blends; d) relative diffusion coefficients, 

normalized to pure PTB7. Dashed lines are guides to the eye, only. Reproduced 
from [27] with permission from ACS publishing. 

 

The calculated MSDs are a measure for random displacements of the polymer 
backbone that can not be identified as diffusion with the used instrumental settings. 
Values for the calculated MSDs as function of temperature are plotted in Figure 72a 
for pure PTB7 and two different blend ratios. As expected, for all samples the MSD 
increases strongly with increasing temperature. Figure 72b shows a decrease of the 
normalized MSDs (normalized by the MSD value of PTB7 at the respective 
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temperature) with increasing temperature for the two blend samples. For the 1:1 blend, 
the MSD drops from 94 % at 300 K to 90 % at 400 K compared to neat PTB7. The 
relative MSD of the 1:1.5 blend drops from 80 % at 300 K down to 71 % at 400 K. This 
shows an increasingly obstructing effect of the presence of PCBM on vibrational 
motions in the film with increasing temperatures. 

For the diffusive motions this effect is not found as the normalized diffusion 
coefficients of the blends are not changing significantly within the studied temperature 
range between 300 K and 400 K (see Figure 72d). 

Another difference can be found in the degree of obstruction of the motions. Here, 
blending has a significantly larger effect on the effective diffusion coefficients 
compared to the apparent MSDs. While the reduction of the MSD in in the range of 5-
10 % for the 1:1 blend and 20-30 % for the 1:1.5 blend, it is around 45 % for Deff in the 
1:1 blend and 65 % in the 1:1.5 blend, respectively. 

It is evident that blending with PTB7 gradually decreases (i.e. higher PCBM content 
leads to a stronger decrease) the vibrational as well as diffusional dynamics of the 
BTB7 side chains. Albeit, diffusive motions are much stronger affected by the presence 
of PCBM. 

Figure 73 shows the extracted relaxation time (a), the calculated effective diffusion 
coefficients (b) and the mean square displacements as a function of PCBM content for 
temperatures of 300 K and 400 K. 

 

    
 

Figure 73: Relaxation time τ (a), effective diffusion coefficient Deff (b) and mean 
square displacement (c) in dependence of the PCBM content in the PTB7:PCBM 

blend film. Dashed lines are guides to the eye, only. 
 

It is obvious that neither relaxation time, nor effective diffusion coefficient or mean 
spare displacement follow a linear relation with PCBM content. Rather, an exponential 
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like behavior can be inferred from the data in Figure 73. Thus, the polymer side chains 
get more sensitive to the obstructing effect of PCBM in the blend at higher PCBM 
ratios. This effect is more pronounced for the diffusion coefficient than for the MSD 
considering the entire range of blend ratios. If the PCBM content exceeds 50 %, the 
observed downward kink is significantly stronger for the vibrational amplitude (Figure 
73c). This indicates that 50 % to 60 % PCBM loading might be a critical value, where 
strong obstruction of the respective motions sets in. For diffusional motions, this value 
seems to be below 50 % PCBM content as the negative slopes of the dashed lines in 
Figure 73b is already substantial in this region.  

For a more sophisticated analysis of the concentration series, more data from 
additional blend ratios would be necessary.  

6.4 Influence of a methanol post-
treatment 

An alcohol treatment of the casted bulk heterojunction active layer in organic solar 
cells is applied frequently because in has proved to increase the resulting PCEs 
significantly.[243], [252] The selective solubility of the alcohols can influence the critical 
solvent behavior and removal during film formation, potentially yielding a more 
favorable interpenetrated network of electron donor and acceptor material 
characterized by decreased domain sizes.[212] In this section the possible influence 
of a methanol post-treatment of a PTB7:PCBM 1:1.5 (wt.) blend film on the polymer 
side chain dynamics is studied. 

The relaxation time τ, which is directly calculated from the stretched exponential fit 

to the intermediate scattering function I(�⃗� , t), is presumably the most sensitive 
parameter to changes in the dynamic behavior o the samples. Thus, τ is used as 
comparison parameter for the influence of the methanol post-treatment. Figure 74 thus 

shows τ of the two samples in the whole �⃗� -range from 0.2 Å-1 up to 1.3 Å-1 for all three 
studied temperatures (300, 350 & 400 K).  
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Figure 74: Calculated relaxation times for the 1:1.5 (PTB7:PCBM wt.) blends 

produced without (purple) and with (orange) a methanol treatment after the casting 
process. Different temperatures are plotted in different shadings of the respective 

color. Dashed lines are guides to the eye, only. Reproduced from [27] with 
permission from ACS publishing. 

 

At all temperatures the calculated relaxation times are very much identical. No hint 
for a influence of the methanol post-treatment on the dynamic behavior of the PTB7 
side chain in the polymer:fullerene blend film can be found. Also the error bars plotted 
in Figure 74 are almost perfectly superimposed and thus do not indicate any possible 
difference between the two samples. 

Consequently, also quantities like diffusion coefficients and MSDs of the methanol 
sample, which are derived from the relaxation times, show no significant differences 
from the simple 1:1.5 (PTB7:PCBM wt.) blend sample. This is also visible in Figure 70 
and Figure 71. 

Based on these results, the reported PCE improvements achieved by a methanol 
treatment can most probably be assigned to the modification of the blend film 
morphology as no influence on the polymer dynamics of the final PTB7:PCBM is 
detected. 
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6.5 Influence of DIO as solvent additive 
After the investigation of the influence of the PTB7:PCBM blend ratio and a 

methanol post-treatment of the blend film on polymer side chain dynamics, the analysis 
of the influence of the use of 1,8-diiodooctane (DIO) as solvent additive in the film 
production will be the third topic in the present chapter. Most organic solar cells in 
recent studies are produced with solvent additives because they are a good tool to 
engineer the resulting blend microstructure. The basic principle is the relatively freely 
choosable solubility and boiling points of solvent additives. Among all solvent additives, 
DIO is one of the most frequently used and best understood ones, also very 
successfully applied for the present polymer:fullerene material system of 
PTB7:PCBM.[244], [245], [246] 

Figure 66 to Figure 71 already show QENS data and results for PTB7:PCBM films 
produced with DIO as solvent additive. In some cases, it is differentiated between the 
samples “DIO fresh” and “DIO removed”. The explanation for this will be given in the 
following section. 

The results from the first QENS measurement of a sample produced with DIO and 
the regular drying procedure were rather surprising as they showed extremely intense 
quasielastic scattering (compare Figure 67) and diffusion coefficients that exceed the 
other samples by around one order of magnitude (compare Figure 70). The reason for 
this significantly different behavior compared to the other samples (produced in the 
same way, thus expected to behave similarly) was not obvious until a change in the 
scattering behavior of the DIO sample was observed when heated to 350 K or higher 
in vacuum of the TOFTOF sample environment. Figure 75 shows an excerpt of the 
TOFTOF log file from the measurement of the “as prepared” DIO sample. Specific run 
number, sample name and measurement title are given in the first three columns, 
followed by the respective measurement time in seconds and the used neutron 
wavelength (WL). The usual protocol of an initial cooling to 10 K to obtain the resolution 
function followed by heating to 300 K, 350 K and 400 K and 6 hours counting time at 
each temperature was applied. The actual temperature at the sample position and the 
respective variation can be found in the columns Tmin, Tave and Tmax. A measure for the 
incoming neutron flux is the monitor rate (Rmon), whereas the actual count rate of the 
detectors (scattered neutrons, only) is shown in the last column (Rdet).  
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Figure 75: Excerpt from the TOFTOF log data from the first measurements of a 
PTB7:PCBM (1:1.5 wt.) film produced with DIO to determine the scattering 

statistics. 
 

Since the incident neutron flux, indicated by the monitor count rate (second last 
column, Rmon) is rather constant and the direct beam is not measured by the detectors, 
the detector count rate (Rdet) is a direct measure of the rate of scattered neutrons (into 
the covered solid angle element), i.e. neutrons that have interacted with the sample. 
This detector count rate is plotted for the respective 6-hour measurements at 10 K 
(blue), 300 K (orange) and 350 K (red) in Figure 76. 

 

 
Figure 76: Evolution of the count rate of scattered neutrons for the DIO-sample as 

produced at 10 K (blue), 300 K (orange) and 350 K (red). Data represents the 
number of neutrons that are detected by the active TOFTOF detectors per second. 

 

At 10 K, the scattering rate of the sample does not change over the course of the 
measurement. At 300 K, the scattering rate is increased by approximately 35 % 
compared to the low temperature measurement, which is expected due to the 
increased thermal motion of the molecules and thus increased cross sections. Also at 
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300 K the scattering intensity stays constant over the 6 hours of the experiment. The 
situation changes when the sample is heated further to 350 K. Initially a further slight 
increase of the scattering rate, compared to 300 K, can be inferred, but during the 
measurement it decreases significantly.  

This indicates a change of the DIO sample itself that was not found for any other 
sample in this study. Since the only change is the addition of DIO in the production 
process, it is the only alteration in the sample and a first increased quasielastic intensity 
and then a reduction of scattering intensity at elevated temperature are the apparent 
consequences. The hypothesis arose, that the DIO was not removed completely by 
the standard drying procedure. The leftover DIO accounts for the excess scattering in 
the first place. Reaching certain conditions of temperature and pressure leads to a 
mobilization of the DIO molecules, which then can leave the film and promote full 
drying. Measured QENS data and the calculated relaxation times, diffusion 
coefficients, etc. are thus a combination of the PTB7:PCBM film and the leftover DIO 
molecules. 

 
Figure 77: Evolution of the apparent effective diffusion coefficient of the DIO-

sample as produced at 400 K in vacuum. Data points represent average effective 
diffusion coefficients calculated from data that was binned in 60-minute steps. The 
dashed line represents the effective diffusion coefficient of the regular PTB7:PCBM 

(1:1.5 wt.) film. Reproduced from [27] with permission from ACS publishing 
 

To follow this compound diffusion coefficient during the loss of DIO from the film, a 
further, “fresh” DIO sample was prepared and after the acquisition of the resolution 
function heated to 400 K in vacuum conditions and measured for 12 hours at constant 
conditions. The calculated average effective diffusion coefficients for each hour of the 
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experiment are plotted in Figure 77 together with the effective diffusion coefficient of a 
neat PTB7:PCBM (1:1.5 wt.) sample (dashed line) as a reference. 

It is clearly visible that the apparent diffusion coefficient, which is a compound from 
PTB7 side chain dynamics and DIO diffusion inside the film, decreases over time and 
converges towards Deff of the solvent additive free polymer:fullerene film. At 400 K in 
vacuum, it takes more than 10 hours to obtain a film with the expected diffusional 
behavior.  

To analyze the correlation between DIO evaporation and the development of the 
apparent diffusion coefficient of the film, in the following section the amount of DIO that 
is left in the film and decay constants of both, DIO loss and reduction of Deff are 
quantified. 

In order to estimate the amount of DIO that is left in the film after the regular drying 
procedure, the respective scattering intensities of the PTB7:PCBM film and the DIO 
molecules therein are used. Figure 78 shows the calculated scattering intensity of a 
hypothetic PTB7:PCBM (1:1.5 wt.) film with various DIO content, normalized to the 
calculated scattering intensity of a respective DIO-free film. 100 % of theoretical DIO 
content equals the entire amount of DIO used in the synthesis. If all DIO would be left 
in the dried, solid film, the scattering intensity would thus be around 5 times the one of 
the regular film produced without DIO. During the drying procedure, DIO evaporates 
from the film and the theoretical scattering intensity moves from top left towards bottom 
right along the dashed line in Figure 78. Comparison of the scattering intensities of as-
produced DIO and normal blend samples showed that the rate of scattered neutrons 
is approximately 2 times higher for the former, meaning that the drying process was 
stopped at this point. According to Figure 78, this corresponds to 25 % of the initially 
used DIO left over in the film as the QENS experiment starts. The green shaded area 
in Figure 78 describes just that range, which is represented by the QENS data, e.g. in 
Figure 77.  
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Figure 78: Calculated excess scattering intensity from the DIO used in the 

production of the PTB7:PCBM blend films, normalized to the scattering intensity of 
a DIO-free PTB7:PCBM (1:1.5 wt.) film. 100 % corresponds to the total DIO used 

and the green shaded area to the amount of DIO that was not removed by the 
regular drying procedure. Reproduced from [27] with permission from ACS 

publishing 
 

Figure 79 shows a zoom into the shaded area of Figure 78 where the scattering 
intensity is not calculated but measured at the DIO sample at 400 K over 12 hours 
(analogous to Figure 77) and normalized to unity by the DIO-free sample. The excess 
scattering of DIO, which in average results in a factor of 2 for the first hour of the 
experiment, decreases fast and reaches values that are comparable with the neat 
PTB7:PCBM film within 6 to 8 hours. Because neither polymer, nor fullerene molecules 
can escape the film once formed, it can be assumed that the excess scattering (values 
exceeding 1 in Figure 79) is directly proportional to the number of DIO molecules that 
are inside the film. Thus, the decay function for the DIO content during the QENS 
measurement of the fresh DIO sample at 400 K is determined by a fit of the normalized 
scattering intensity as shown in Figure 79. 
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Figure 79: Evolution of the measured scattering intensity of the DIO sample as 
produced at 400 K. The intensity is normalized to the scattering intensity of the 

DIO-free PTB7:PCBM (1:1.5 wt.) film. The solid line represents a single 
exponential fit to the data. Reproduced from [27] with permission from ACS 

publishing 
 

Figure 80 shows the according normalized average effective diffusion coefficients 
for the respective 12-hour QENS measurement of the DIO sample at 400 K. The 
plotted diffusion coefficients are also normalized to the sample produced without DIO 
and their decay function is indicated as solid black line. 

 

 
Figure 80: Evolution of the relative effective diffusion coefficient of the DIO sample 

at 400 K as produced. The apparent average effective diffusion coefficient is 
normalized the calculated diffusion coefficient of the regular PTB7:PCBM (1:1.5 

wt.) sample at 400 K. The solid line represents a single exponential fit to the data. 
Reproduced from [27] with permission from ACS publishing 
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For a rough estimation of the diffusion coefficient of DIO in the PTB7:PCBM film, 
the respective first data points from Figure 79 and Figure 80 are used. For this time 
period the neutron scattering rate of DIO and the film itself is approximately the same, 
whereas the apparent diffusion coefficient is increased by a factor of ten compared to 
a DIO free film. To cause a tenfold increase of Deff with the same amount of scattered 
neutron, Deff of DIO must be in the range of 20 times higher than Deff of the neat film. 
At 400 K, this would imply an effective diffusion coefficient of approximately 30 Å2ns-1 

to 35 Å2ns-1 for the motion of DIO in a PTB7:PCBM blend film on the timescale that is 
observable in the present QENS study. 

In Figure 81, the previous diagrams are combined for better visual comparability. 
The relation between calculated and measured scattering rates is indicated in a) and 
b). In addition, the decay functions for both, the DIO content and the apparent diffusion 
coefficient are given in b) and c). The derived decay constants are −0.89 ± 0.03 for the 
DIO content and −0.64 ± 0.05 for the reduction of the diffusion coefficient. 

 

 
Figure 81: Confluence of Figures 83 – 85, including the equations of the decay 

functions for the reduction of DIO-content (b) and the effective diffusion coefficient 
(c). Reproduced from [27] with permission from ACS publishing. 

 

The difference in the decay constants indicates that the residual DIO leaves the 
PTB7:PCBM much faster than the apparent combined diffusion coefficient decreases, 
even though the increased diffusion coefficient was caused by the DIO and reflects the 
DIO dynamics to a large fraction.  

A possible explanation for the present results is that the film structure is rather 
unstable and undergoes significant reorientations, also when the DIO is already gone 
from the film. This additional mobility could be beneficial for the resulting blend 
microstructure as it might further promote the microphase separation beyond the 
selective solubility of DIO and lead to purer domains. 
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6.6 Summary 
In this chapter, QENS was applied to investigate polymer side chain dynamics in 

PTB7:PCBM bulk heterojunction films in the temperature range from 300 K to 400 K. 
New insights into the blending behavior of the system as well as into the influence of a 
methanol post-treatment of the film and the use of 1,8-diiodooctane (DIO) as a solvent 
additive in the solution based film fabrication were obtained.  

The QENS investigation of PTB7:PCBM blend films of varying mixing ratios 
between polymer and fullerene shows a distinct reduction of the polymer side chain 
mobility with increasing fullerene content. This is found for both, vibrational and 
diffusional dynamics. Nonetheless, on the probed timescale, the vibrational amplitude 
is significantly less affected than the calculated effective diffusion coefficients. This 
might be explained by the intrinsically smaller range of the vibrational, compared to the 
diffusional motions. As described in the previous chapter, spatial hindrance of the 
PTB7 side chain motions, induced by the presence of PCBM domains, could be the 
main explanation for their reduced mobility. This would convincingly explain the larger 
impact on the longe-ranged diffusion and the smaller impact on the short-ranged 
vibrations. 

The methanol treatment of a freshly cast PTB7:PCBM that has been reported to 
increase power conversion efficiencies (PCEs) of resulting solar cell devices by a 
reduction of the relevant small inner film structure sizes[212] has not lead to an 
observable effect on the PTB7 side chain dynamics. The calculated relaxation times 
and diffusion coefficients were indifferentiable at all investigated temperatures. The 
effect of the methanol treatment seems to be of pure morphological nature and not 
influencing the relaxation dynamics of the PTB7:PCBM film. 

The last topic of this chapter is the investigation of the influence of the use of DIO 
as solvent additive in the solution based production of PTB7:PCBM bulk heterojunction 
(BHJ) films. It is found that the regular drying procedure was not sufficient to remove 
the DIO molecules completely from the film. This is reflected by extremely increased 
apparent diffusion coefficients from the QENS measurement, which are a compound 
of the diffusion coefficient of the PTB7 side chains and the DIO molecules. When 
certain temperature and pressure conditions are fulfilled, complete DIO removal from 
the film is possible. This process was studied in situ with QENS and the kinetics of 
evolution of DIO content and the apparent diffusion coefficient are compared. Since 
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the DIO content decreases significantly faster than the apparent diffusion coefficient is 
reduced, the conclusion arises that DIO leaves a more mobile PTB7:PCBM BHJ 
structure which undergoes reorientations also after the solvent additive has 
evaporated. This increased mobility can be beneficial for the healing of structural 
defects and the creation of purer polymer and fullerene domains in the blend film. This 
can be considered as a further positive effect of the application of solvent additive in 
addition to its selective solubility behavior.  

If the drying of PTB7:PCBM films with DIO that are used for devices is incomplete, 
this offers additional pathways for alteration of chemical and physical structure and 
thus degradation of the device. It is still to be investigated, if the changes that are 
studied in this chapter at elevated temperatures under low pressure conditions can 
occur on slower timescale at operating conditions. 

A direct effect of the polymer side chain dynamics as determined with QENS in the 
present chapter on solar cell performance is not trivial since conflicting processes are 
involved. While high molecular mobility fosters charge carrier mobility and short circuit 
current, slow molecular dynamics might be favored in terms of charge recombination 
and open circuit voltage.[218], [224], [225] This is similar in the formation of the desired 
microstructure, where high mobility might be beneficial.[222], [223] Once the ideal 
(metastable) structure is achieved, it might be desired to freeze this structure, thus 
suppress diffusion, which can facilitate undesired structural degradation over the 
lifetime of the respective devices. 
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7 Stability of PTB7:PCBM 
active layers 

The polymer side chain dynamics in a PTB7:PCBM bulk heterojunction were 
extensively studied with QENS in the previous chapters. An in situ QENS study showed 
the behavior and the influence of the solvent additive DIO during its evaporation out of 
the film. The following chapter intends to further investigate the influence of solvent 
additives and different drying procedures on physical and chemical stability of 
PTB7:PCBM blend films under operating conditions of solar cells. Based on the 
findings of the previous chapter, two drying temperatures are chosen. With the low 
temperature of 70 °C or 60 °C, respectively, it is presumed that solvent additive 
molecules are not removed completely from the film, whereas the high drying 
temperature of 150 °C should provide fully dried films. As a reference, also films 
without solvent additive are produced for comparison. For this purpose, UV-vis 
absorption spectroscopy, Fourier-transform-infrared (FTIR) spectroscopy and Raman 
spectroscopy were applied in situ during illumination of the active layer films, as used 
for organic solar cells. This chapter is based on the article “In-situ study of degradation 
in PTB7:PCBM films prepared with the binary solvent additive DPE:DIO” (Schwaiger 
et al. Journal of Polymer Science, 2023, DOI: 10.1002/pol.20230072) [28], where the 
main findings and most relevant data are published. 

7.1 Introduction 
The QENS studies in the previous chapters have shown that a regular drying 

procedure of the active layer in polymer:fullerene bulk heterojunction organic solar 
cells (OSCs) might not be sufficient to remove all solvent (-additive) molecules from 
the film, especially if high boiling point solvents are used for the optimization of the 
microstructure. For the immense progress that was made in the field of organic 
photovoltaics in recent years,[253], [254], [255] though, the application of solvent 
additives is essential. By their selective solubility and controllable boiling points, the 
structure formation of the bulk heterojunctions, which are essential for the working 

https://doi.org/10.1002/pol.20230072
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principle of organic solar cells, can be influenced in a way to improve the resulting 
devices.[217], [245], [249], [250], [256], [257], [258] For the system PTB7:PCBM that 
is the scope of this thesis, the use of a binary solvent additive of 1,8-diiodooctane (DIO) 
and diphenyl ether (DPE) has been reported to improve the achieved power 
conversion efficiencies (PCEs) significantly. The addition of 3 vol % DIO and 2 vol % 
DPE to the coating solution increased the PCE from 7 % up to 9.25 %.[216] Such an 
increase is a major step towards the profitable large scale application of any OSC 
system. Nonetheless, this method also brings along some challenges. The used 
solvent additives yield boiling points of around 168 °C (DPE) and 259 °C (DPE), which 
are clearly higher than the boiling point of the bulk solvent chlorobenzene (132 °C). If 
the drying procedure is too short or happens at too low temperature, molecules of the 
solvent additives might stay in the film, which can have consequences for the resulting 
solar cells. For example, the film structure remains mobile and undergoes alterations. 
Several additional degradation pathways can be activated when the solvents are not 
removed completely before encapsulation of the devices.[27], [252], [257], [259], [260], 
[261]  

In this chapter, the stability of drop casted PTB7:PCBM (1:1.5 wt.) films produced 
with DIO:DPE (3 vol % : 2 vol %) binary solvent additives, dried at different 
temperatures, under illumination at ambient atmospheric conditions is investigated. 
Two drying temperatures are chosen: 150 °C for a complete removal of all solvent(s) 
(additives) and 60 °C (70 °C for UV-vis), which is suspected to not completely remove 
the solvent additive molecules from the film. A reference sample is produced without 
the use of solvent additives for each experiment. All samples were dried for 10 minutes 
at their respective temperature. Further details in the fabrication of the samples can be 
found in Chapter 3. For the investigation of electronic transitions, ultraviolet-visible 
(UV-vis) spectroscopy is used. The vibrational spectroscopy methods Fourier-
transform-infrared (FTIR) and Raman spectroscopy are applied to gain information 
about the chemical bond structure of the samples. For the UV-vis and FTIR 
spectroscopy, the samples are illuminated with high power LED modules, whereas the 
degradation was induced by the excitation laser itself during Raman spectroscopy. 

The influence of photodegradation in active layers in the similar system PTB7-
Th:PCBM has been connected to both, morphological and chemical alterations of the 
conjugated network.[262] This leads to a dramatic decrease in photovoltaic 
performance, thus it must be of major concern to develop materials, that can prevent 
e.g. the loss of optical or characteristic IR absorbance. The application of FTIR and 
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Raman spectroscopy shows the process of photooxidation and thus degradation of the 
conjugated system.[263], [264], [265]  

7.2 Calculation of illumination intensity 
Since photoinduced oxidation is the main degradation mechanism of the system 

PTB7:PCBM when exposed to illumination under ambient atmospheric conditions, it is 
vital to know about the incident illumination intensity. For UV-vis and FTIR absorption 
spectroscopy, the degradation was induced with MinoStar high power LED modules 
(Signal Construct GmbH, Germany). Figure 82 shows the normalized spectra of the 
used blue (a), red (b) and white (c) modules as specified by the manufacturer. Further 
characteristics of the light sources are given in Table 12. The blue and the red LEDs 
show a relatively sharp intensity peak caused by certain transitions at around 475 nm 
and 630 nm, respectively. The white LED shows a broad spectral intensity distribution 
containing more than one diffuse peak, resulting in the colorless appearance of the 
produced light. 

 

 blue LED red LED white LED 

voltage 3.4 V 3.5 V 2.5 V 

current 700 mA 700 mA 700 mA 

power 2.37 W 2.42 W 1.74 W 

viewing angle 15° 45° 45° 

luminous flux 36 lm 104 lm 63 lm 

peak emission 
wavelength 

475 nm 630 nm - 

Table 12: Characteristics of the used MinoStar high power LED modules according to 
the manufacturer Signal Construct GmbH. 

 

From the LED luminous flux and opening angle of the diodes, reference working 
distances for the illumination of the sample films were calculated to ensure constant 
illumination intensity, irrespective form the choice of LED color. The distances are 30 
mm for the blue, 23 mm for the red and 14 mm for the white LED module for an incident 
intensity of approximately 36 lm/cm2.  
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Figure 82: Relative emission intensity of the used LED light sources. Blue (a), red 
(b) and white (c) MinoStar power LED modules are shown. The intensity is 
normalized to the respective peak intensity. Graphics are provided from the 

manufacturer Signal-Construct GmbH (Germany) and modified with permission. 
 

The laser that is used for both, excitation of the sample spot for the measurement 
of Raman scattering and simultaneously bringing about the photodegradation, yields a 
wavelength of 785 nm at continuous 100 mW. Since the laser beam is divergent, an 
universal determination of the illumination intensity per unit area is not possible. 
Assuming an average spot diameter at the sample of 2 mm, the incident energy would 
be in the order of 6 W/cm2. This is roughly one order of magnitude higher compared to 
the LED illumination in the UV-vis and FTIR experiments, assuming an approximate 
overall efficiency of ~30 % (diode + geometrical losses). The timescale of the in situ 
Raman degradation study is thus not directly comparable with the timescale of 
degradation under LED illumination. 
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7.3 UV-vis characterization under LED-
illumination 

For the functioning of (organic) solar cells, one of the key mechanisms is the 
absorption of photons in the active layer as this leads to the creation of excitons, which 
can be split in order to achieve charge separation. This absorption happens by 
activating certain electronic transitions in the molecules, provided mainly by the 
conjugated network of PTB7 in the present case of a PTB7:PCBM blend layer. PCBM 
has relatively low absorption power in the spectral range of the available solar radiation 
(compare Figure 48 in Chapter 5.2). Thus, the optical absorbance of the active layer is 
a good indicator for the state of the conjugated network and the availability of a solar 
cell to absorb light, even though many more properties and processes have to be 
provided. 

Figure 83 shows the absorbance spectra in the relevant spectral range between 
400 nm and 800 nm of thin PTB7:PCBM (1:1.5 wt.) films. The spectra in Figure 83a 
are plotted as measured, whereas they are normalized to the peak at ~685 nm in Figure 
83b. Red spectra show data from films produced without solvent additives and blue 
spectra represent samples that were produced with DIO:DPE binary solvent additive. 
In the further analysis of UV-vis data in this chapter, mainly normalized UV-vis spectra 
are shown since the relative changes are of interest. They were normalized to the 
highest wavelength peak at ~685 nm as shown in Figure 83.  

 
Figure 83: UV-vis absorbance spectra of PTB7:PCBM thin films drop cast from CB-

solution with (blue) and without (red) DIO:DPE binary solvent additive. a) shows 
absorbance data as measured, whereas the curves in b) are normalized to the 

peak at ~685 nm. The shown samples were dried at 150 °C. Adapted from [28] with 
permission from Wiley Publishing. 
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The direct comparison of normalized and not normalized spectra in Figure 83 may 
be helpful to understand that the use of the binary solvent additive rather increases the 
characteristic absorbance peaks at ~630 nm and ~685 nm than decreases the lower 
wavelength absorbance as could be the first impression from the normalized 
representation. This increase in absorbance by the use of solvent additives can be 
considered as beneficial for the application in solar cells as it increases the theoretical 
photon absorption rate at a certain film thickness. Both, DIO and DPE do not show any 
absorbance in the range between 500 nm and 800 nm, thus the increase of 
absorbance in this region can be attributed to an improved microstructure of the 
PTB7:PCBM bulk heterojunction upon the use of DIO:DPE as solvent additive. The 
different drying procedures had no influence on the initial UV-vis absorbance profiles, 
as visible in Figure 87. Thus, only samples dried at 150 °C are shown in Figure 83. 

The present study intends to investigate the behavior of PTB7:PCBM film at 
ambient atmosphere under illumination. In order to rule out that the respective films 
degrade in these conditions irrespective of illumination, a reference set of samples that 
was stored in the dark between the measurements was tested with UV-vis 
spectroscopy. The only direct irradiation on these films occurred during the 
measurements themselves.  

 

 
Figure 84: Evolution of the UV-vis absorbance of PTB7:PCBM (1:1.5 wt.) films 

dried at 100 °C, stored at ambient atmosphere in the dark. The sample shown in a) 
was produced without and the sample in b) with DIO:DPE as binary solvent 

additive. Adapted from [28] (supporting information) with permission from Wiley 
Publishing. 

 

Figure 84 exemplarily shows the development of the optical absorbance of freshly 
casted PTB7:PCBM (1:1.5 wt.) films up to a storage time at ambient (indoor) 
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atmosphere of 300 minutes. Thus, to observe significant degradation without 
illumination, the waiting time would have to be much longer than the timespan that was 
needed for all individual degradation experiments from removal of the samples out of 
the glovebox until acquiring the final spectra (also for FTIR and Raman experiments). 
Figure 84a shows spectra of a sample produced without solvent additive, whereas 
DIO:DPE was used as binary solvent additive for the sample shown in Figure 84b. 
Over all measurements presented in Figure 84 neither the shape of the spectrum, nor 
the absolute values show any significant changes. Slight variations of the intensity may 
be caused by not perfectly accurate sample placement in the spectrometer for every 
measurement, as they had to be removed for storage and reinstalled for measurement. 
These slight deviations, though, do not describe a trend and the final measurement 
taken more than 4 days after the first aligns almost in the center of the slight scatter 
(not sown in Figure 84). Similar results for the stability in the dark were obtained for 
the film produced with binary solvent additives, irrespective of the drying temperature. 

Thus, possible changes of the film in the following illumination experiments are 
considered to be induced by the irradiation. Without illumination, no significant changes 
of the absorbance spectra occur. 

As described above, three different LED modules were available for illumination of 
the sample films, blue, red and white. The relevant optical absorption region of the 
PTB7:PCBM films used in this study begins at ~750 nm with the first electronic 
transition located at 685 nm (1.81 eV) and continues towards smaller wavelengths. 
The used color LEDs have their spectral peaks at different positions within the 
PTB7:PCBM absorption spectrum (475 nm for the blue and 630 nm for the red) and 
don´t overlap, whereas the white LED covers a broader wavelength range, better 
comparable to the solar spectrum. The samples were individually measured in the UV-
vis spectrometer and repeatedly taken out for illumination with the respective LED and 
then placed back into the spectrometer. A detailed description and images of the 
experimental setup can be found in Chapter 4. Figure 85 compares the evolution of 
UV-vis spectra for illumination with the three different LEDs in order to understand, if 
the wavelength of the incident radiation has an influence on the way the absorbance 
spectra are affected. 
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Figure 85: Comparison of the degradation effect on the optical absorption spectra, 

caused by differently colored LEDs: white (a & d); red (b & e); blue (c & f). The 
spectra in a) to c) show PTB7:PCBM films produced without solvent additive, d) to 
f) show spectra from samples produced with the addition of DIO:DPE. All samples 
were dried at 150°C and spectra are not normalized. Adapted from [28] (supporting 

information) with permission from Wiley Publishing. 
 

Figure 85a-c show the data as measured for a PTB7:PCBM (1:1.5 wt.) blend film 
produced without any solvent additive for the white (a), the red (b) and the blue (c) 
LED. The equivalent data is plotted in Figure 85 d - f for samples that were produced 
with DIO:DPE as binary solvent additive. Over the investigated timescale of 4 hours of 
illumination, all samples show a distinct loss of absorbance for illumination with all 
LEDs, particularly in the range between 520 nm and 800 nm, where the intrinsic 
absorption edge is located.  

To identify possible wavelength dependencies of the photobleaching, the 
absorbance spectra were integrated in two different spectral ranges, one around the 
blue irradiation LED from 430 nm to 530 nm and one around the red irradiation LED 
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from 580 nm to 680 nm. The normalized integrated absorbance in the different 
characteristic ranges for the simple PTB7:PCBM blend films is compared in Figure 86. 
In the blue wavelength region between 430 nm and 530 nm (Figure 86a), the films are 
rather stable as the absorbance decreases by less than 10 % within 6 hours of 
illumination at ambient atmosphere. An influence of the LED color in this region is not 
observed. For the wavelength range between 580 nm and 680 nm (Figure 86b) the 
situation is different. The films lose a significant portion of their absorbance in this 
wavelength interval. Irradiation with the blue LED seems to cause the 
photodegradation of the film at a lower rate than the red and the white LED. The 
difference in the bleaching rates between blue and the other LEDs is in the range of 
25 % to 30 %. Between red and white LEDs, a slight difference in the form of a higher 
bleaching susceptibility for the red LED could be inferable, even though on a low 
significance level. 

 

 
Figure 86: Integrated optical absorbance of a simple PTB7:PCBM blend film in the 

wavelength ranges 430 nm to 530 nm (a) and 580 to 680 nm (b). Values are 
normalized to the absorbance at t = 0 min. Blue symbols represent degradation 

caused by the blue LED, red symbols stand for the red LED and black symbols for 
the white LED. Adapted from [28] with permission from Wiley Publishing. 

 

As a result, it has been found that illumination color has no influence on the loss of 
absorbance in the low wavelength region. In the higher wavelength region, a higher 
fraction of red light accelerates the photobleaching. Since the bleaching patterns are 
qualitatively very similar for all LED colors, the studied degradation seems to be more 
dependent on the irradiation intensity than on the wavelength (as long as it stays in the 
tested range), the occurring processes are identical and induced by all LEDs, even 
though partly faster for the red one.  
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Due to these findings, in the following part of this chapter all LED degradation 
experiments are performed with the blue LED, also because it offers experimental 
advantages due to the largest working distance of 30 mm. 

After the comparison of light sources of different color, in the following part the 
influence of the use of the binary solvent additive DIO:DPE in the production of 
PTB7:PCBM (1:1.5 wt.) blend films and different drying procedures applied to them is 
investigated. Figure 87 shows the degradation studied in situ with UV-vis spectroscopy 
for four different samples. Always two are produced without (a, c) and with (b, d) 
solvent additive and dried at 150 °C (a, b) and 70 °C (c, d). Spectra from samples 
produced with DIO:DPE can be easily identified by the pronounced absorption peaks 
at ~630 nm and ~685 nm. As expected, all samples show a decrease in absorbance 
in the wavelength range between 500 nm and 800 nm, indicative for photooxidation of 
the conjugated polymer chain.[241] 

 
Figure 87: In situ UV-vis absorbance spectra under illumination for PTB7:PCBM 

thin films produced with (b, d) and without (a, c) solvent additive at high (a, b) and 
low temperature (c, d) for the film drying. Each data set is normalized to the initial 

(0 min) spectrum´s peak at around 680 nm. Adapted from [28] with permission 
from Wiley Publishing. 

 

For the samples produced without solvent additives, no difference in the bleaching 
behavior can be identified within the first 300 minutes of illumination. After this, most 
of the characteristic PTB7 absorbance is lost already. Thus, for the further analysis 
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only the sample dried at 150 °C will be compared with the samples produced with 
solvent additives. Among them, a drastic difference is visible. The sample prepared 
with DIO and DPE dried at 150 °C (Figure 87b) shows a gradual degradation behavior, 
comparable to the samples produced without solvent additive. Its equivalent, dried at 
70 °C (Figure 87d) loses its characteristic absorbance almost completely after only 10 
minutes of LED illumination. The state of the DIO:DPE sample dried at 70 °C after 
these first 10 minutes of irradiation is comparable to all others after the entire 300 
minutes of the experiment, whereafter only slight and slow changes are detectable. 
For the samples dried at 150 °C, after the initial 300 minutes of illumination a long term 
illumination was performed for another 1030 minutes for the simple PTB7:PCBM blend 
and 1260 minutes for the solvent additive sample, respectively. The long-term light 
degraded spectra are shown in yellow in Figure 87a and b. While the low wavelength 
tail of the absorbance was relatively unaffected by the photobleaching within the first 
two hours, a global reduction of the absorbance starts to occur after this initial phase. 
This is already indicated by a slight drop of the spectra, acquired after 300 minutes, 
but much stronger by the samples that were illuminated for approximately one day. 

To quantify the loss of absorbance of the different samples, the normalized UV-vis 
spectra were fitted with sets of Gaussian functions of equal width and distance to each 
other. Both, width and distance were determined with the two distinct peaks at ~685 
nm and ~630 nm. Each fitted Gauss peak stands exemplarily for one observable 
electronic transition where its area is proportional to the probability of the transition. 
[159], [266], [267] For example the Gauss peak located at the lowest energy represents 
the 0-0 transition, the next one the 0-1 transition and so on. Details about the fitting 
procedure and an example can be found in Chapter 2.2.2. 

Figure 88 shows the results for the respective 0-0 and 0-1 transitions. Higher order 
transitions were fitted to not impair the reliability of the first two (because the peaks do 
overlap), but not analyzed further since they become increasingly indistinct due to the 
high structural and electronic disorder of the polymer:fullerene bulk heterojunctions. 
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Figure 88: Results from UV-vis spectroscopy. UV-vis absorbance spectra are fitted 

with Gaussian functions to determine the optical transitions of PTB7. a) and b) 
show the resulting area for the 0-0 and 0-1 transition, respectively, over illumination 

time. c) and d) show the corresponding position of the transitions in terms of 
energy. The dashed lines are guides to the eye only. Adapted from [28] with 

permission from Wiley Publishing. 
 

In Figure 88a and Figure 88b, the peak integrals of the 0-0 and the 0-1 transition, 
respectively, are plotted as a function of irradiation time. The probability of both 
transitions decreases monotonously for all samples, which is expected from the 
continuous loss of absorbance in these spectral regions, visible in Figure 87. The 
transition probabilities of the sample produced with solvent additives dried at 70 °C 
(blue squares) decreases very fast and drops below 10 % within 20 min for the 0-0 
transition and below 20 % within 30 min for the 0-1 transition. A comparison of the two 
samples that were dried at 150 °C shows that the sample produced with solvent 
additives (red circles) is significantly more stable than the simple PTB7:PCBM blend 
(black triangles). Corrected for the slightly different initial peak areas, the latter loses 
the respective peak areas approximately twice as fast as the former. An explanation 
for this effect could be that the structure modification, which is responsible for the 
different absorbance spectrum, achieved by the use of DIO:DPE, comes along also 
with increased stability against light induced oxidation. In general, the 0-0 transition is 
more susceptible to the initial photodegradation. This is supported by the data shown 

0 50 100 150 200 250 300 350 400
0.00

0.05

0.10

0.15

0.20

0.25

0 50 100 150 200 250 300 350 400
0.00

0.05

0.10

0.15

0.20

0.25

0 50 100 150 200 250 300 350 400

1.98

2.00

2.02

2.04

626

620

614

608

0 50 100 150 200 250 300 350 400

1.80

1.82

1.84

1.86

1.88

689

681

674

667

660

pe
ak

 a
re

a 
[a

.u
.]

 with solvent additive, 70°C
 with solvent additive, 150°C
 no solvent additive, 150°C

0-0 transition, area b)

d)c) 0-1 transition, area

a)

pe
ak

 c
en

te
r [

eV
]

illumination time [min]

0-1 transition, energy

peak center [nm
]

illumination time [min]

0-0 transition, energy



7.4 In situ FTIR spectroscopy under LED-illumination 

179 

in Figure 87 that implies a particularly strong loss of absorbance in the high wavelength 
range upon illumination in ambient atmosphere. 

Characteristic transition energies, according to the centers of the respective 
Gaussian functions, are shown in Figure 88c and d. They tendentially shift towards 
higher energies with proceeding film degradation. For the samples dried at 150 °C, 
both peaks are shifted by 0.03 eV to 0.04 eV within 360 minutes of illumination. The 
difference among the two samples is not as distinct here as it was for the peak areas. 
The sample produced with DIO:DPE dried at 70 °C, though, again shows exceptional 
behavior. Both transitions are shifted by ~0.07 eV towards higher energies and thus 
around twice as much as observed for the other two samples. Not only the magnitude 
but also the timescale on which the peak shift occurs in the DIO:DPE, 70 °C sample is 
on another scale as it around ten times faster than the discussed changes in the other 
two samples. 

The results from UV-vis spectroscopy clearly show that solvent additive molecules, 
potentially left over in the PTB7:PCBM blend film can have dramatic influence on the 
stability of the conjugated network of the polymer and its susceptibility to 
photooxidation. The properties of the initial samples as cast are still very similar for all 
samples, but all studied features like characteristic absorption as well as the transition-
probability and -energy are subjected to much stronger changes if the solvent additive 
sample is dried at lower temperature. A sufficient drying of the sample produced with 
solvent additives, on the other hand, can lead to an improvement of the stability 
compared to a simple PTB7:CBM blend (produced without solvent additive). This 
improvement of stability comes along together with the well-known increase of 
characteristic PTB7 absorbance. 

7.4 In situ FTIR spectroscopy under 
LED-illumination 

After the investigation of the optical properties with UV-visible spectroscopy, 
Fourier-transform-infrared (FTIR) spectroscopy is used to study the chemical bond 
situation of the samples. The samples were continuously illuminated by the blue LED 
light source and the acquisition of IR absorption spectra was triggered automatically 
by a customized script in the desired time intervals. A generic spectrum of the neat 



7 Stability of PTB7:PCBM active layers 

180 
 

PTB7:PCBM (1:1.5 wt.) blend is shown in Figure 89 with the relevant peaks from Table 
13 indicated for a better comprehensibility of the spectra shown in the following. 

 
Figure 89: Generic FTIR spectrum of a PTB7:PCBM (1:1.5 wt.) blend film in the 

wavenumber regions 3050 cm-1 to 2750 cm-1 and 1850 cm-1 to 1000 cm-1. Relevant 
peaks are marked with dashed lines and their position is given in cm-1 according to 
Table 13. Characteristic broad bands including multiple or less distinct peaks are 

shaded in different colors. 
 

The obtained initial and final (after 1200 min of illumination) spectra from the in situ 
FTIR spectroscopy of all three samples are shown in Figure 90 and contain information 
about both, CH2/CH3 groups and the conjugated network of PTB7. Figure 90 shows 
spectra of all three PTB7:PCBM (1:1.5 wt.) blend film samples, one produced with 
DIO:DPE (3 vol % : 2 vol %) as binary solvent additive dried at 60 °C (Figure 90a), the 
equivalent dried at 150 °C (Figure 90) and one produced without solvent additive also 
dried at 150 °C (Figure 90c). The blue spectra represent fresh samples as cast, 
whereas the red spectra represent the respective samples after 1200 minutes of 
illumination at ambient atmosphere.  

In the general appearance of the IR absorbance spectra, all samples show the 
same peaks at their characteristic positions. Upon illumination in the presence of 
atmospheric oxygen, all spectra undergo significant changes that are caused by an 
alteration of the respective bond environment. 
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Multiple characteristic peaks are evident in the studied wavenumber ranges 
between 3000 cm-1 and 2800 cm-1 and between 1800 cm-1 and 1000 cm-1. Table 13 
gives the assignment of the most prominent peaks according to literature.[22], [259], 
[262], [268] At a first glance, the former wavenumber range (3000 cm-1 to 2800 cm-1) 
represents the CH2 and CH3 side group signature of the sample and the latter 
(1800 cm-1 to 1000 cm-1) the state of the conjugated systems of both, the polymer 
PTB7 and the fullerene PCBM. The absorbance peaks for CH2 and CH3 stretching 
modes of alkyl side chains show a slight decrease upon illumination for the film that is 
produced without solvent additive. This decrease is more pronounced in the solvent 
additive sample, dried at 150 °C, and even much more in the solvent additive sample, 

 
Figure 90: FTIR absorbance spectra of PTB7:PCBM thin film samples produced 
without (c) and with (a, b) solvent additive, both, dried at 150 °C (b, c) and 60° C 

(a), around the relevant ranges from 3000 cm-1 to 2800 cm-1 and 1800 cm-1 to 1000 
cm-1, respectively. Blue curves are recorded with freshly prepared samples, 

whereas red curves show measurements of light and oxygen degraded samples. 
Adapted from [28] with permission from Wiley Publishing. 
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dried at low temperature (60°C). Peaks in the region between 1800 cm-1 and 1600 cm-1 
are assigned to C=O stretching modes. Their emergence during the illumination is a 
clear indication for photooxidation.[259], [269] The freshly fabricated films feature two 
distinct peaks at 1738 cm-1 and 1705 cm-1, respectively for C=O stretching modes of 
ester side chains, which are present in both, PTB7 and PCBM. These peaks are 
sharper for the additive-free sample. The thieothiophene (TT)-related peak at 1705 
cm-1 is also observable for all samples. This and the neighboring peak at 1738 cm-1 
seem to not increase or decrease during illumination but it seems that they get 
superimposed by adjacent broader peaks. Comparing the samples that were dried at 
150 °C, this effect is more pronounced in the sample that is produced with solvent 
additives. The general increase of absorbance in this region can be caused by the 
uptake of oxygen and the formation of new C=O bonds as one effect of the light 
induced degradation process.[259], [269] The peak that is found at 1569 cm-1 is 
attributed to C=C stretching modes in the thiophene rings of the thienothiophene 
segments.  

 

peak position assigned bond vibration 

3000 – 2800 cm-1 CH2/CH3 stretch in alkyl side chains 

1800 – 1620 cm-1 newly created C=O stretch 

1738, 1705 cm-1 C=O stretch in ester groups of PCBM & TT side chain 

1569 cm-1 C=C stretch in TT-thiophene rings 

1490 cm-1 C=C stretch in BDT-thiophene rings (weak) 

1480 - 1420 cm-1 CH2/CH3 bend, C=C stretch 

1430 cm-1 C=C stretch in PCBM benzene rings (const.) 

1400 cm-1 C-F stretch (TT) 

Table 13: Peak positions of the most prominent IR absorption features with the 
assigned types of vibrations that are expected from the sample according to 

literature.[259], [262], [268], [269] 
 

At lower wavenumbers, there are broad absorption bands between 1480 cm-1 and 
1420 cm-1 attributed to C-H bending modes. A characteristic peak at 1430 cm-1 reflects 
the stretching vibration in the benzene rings of PCBM. At 1400 cm-1 a sharp peak is 
present in the spectra of the pristine films. It almost vanishes upon illumination. This 
peak is assigned to the C-F stretching mode. This bond is present only once per PTB7 
monomer, whereas most C=C and C-H bonds are more abundant. Even though the 
peaks are stationary at the characteristic energy, their relative ratios are varying 
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strongly between the samples, which indicates an influence of the used solvent 
additives and the applied drying procedure on the formation of the chemical structure 
of the PTB7:PCBM bulk heterojunction film. 

Figure 91 shows a zoom into the relevant wavenumber regions, where the peaks 
are located that are analyzed by Lorentzian fits. In addition, the temporal evolution of 
the respective peaks is visualized by the presence of multiple spectra that were 
acquired during 1200 minutes of illumination.  

Figure 91a, c and e show the peaks that are representative predominantly for the 
alkyl side chains in the three samples. It is obvious that the initial shape of the spectra 
as well as the development with illumination time is very similar for both samples dried 
at 150 °C (Figure 91c & e). The slight decrease of the absorbance of around 15 % 
seems to be uniform for all peaks in this region. Figure 91 yields a different picture for 
the sample that was produced with binary solvent additive and dried at 60 °C. Already 
in the freshly produced films, the respective higher wavenumber peaks of the observed 
double peaks at ~2957 cm-1 and ~2869 cm-1 are strongly suppressed. This might be a 
hint that possibly leftover molecules of the solvent additives somehow obstruct the CH3 
stretching vibrations at the end positions of the alkyl side chains.[259] The decrease of 
absorbance upon illumination, especially in the first 240 minutes, is much more 
pronounced in comparison to the other two samples. The relative decrease of IR 
absorbance that is observed in the 150 °C dried samples over the whole course of the 
experiment is reached after only ~45 minutes of illumination in the DIO:DPE sample 
dried at 60 °C. After the entire 1200 minutes of illumination, the absorbance loss 
exceeds 80 % in this region. Even though the scales differ slightly between the 
samples, an effect of sample thickness is not expected for the present experiment, 
since the 60 °C dried solvent additive sample shows the highest initial IR absorbance 
and nonetheless the fastest response to the illumination at ambient conditions. 

The right column of Figure 91 (b, d & f) shows the wavenumber region that contains 
the peaks that are representative for the conjugated network of the polymer and 
fullerene. For some peaks like the C=C stretching peaks at 1569 cm-1 (TT) and 
1490 cm-1 (BDT), a differentiation between the thienothiophene (TT) and the 
benzodithiophene (BDT) building blocks is feasible. The peaks of particular interest 
due to their high significance in this region are the TT C=C stretch peak at 1569 cm-1 
and the C-F stretch peak at 1400 cm-1, but also the PCBM-related band from 1480 cm-

1 to 1420 cm-1 and the BDT C=C stretch at 1490 cm-1 are located in the shown region. 
The polymer absorbance peaks at 1400 cm-1, 1490 cm-1 and 1569 cm-1 are lost almost 
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completely and immediately in the solvent additive sample dried at 60 °C (Figure 91b). 
The band between 1480 cm-1 and 1420 cm-1 loses the intensity significantly slower, 
more gradually and after 1200 minutes of illumination still ~50 % are remaining. Thus, 
the chemical stability of PCBM seems to be less affected by the presence of residual 
DIO or DPE molecules in the PTB7:PCBM blend film. If the film is dried at 150 °C 
(Figure 91d & f), this PCBM band appears to be very stable. In these samples (dried 
at 150 °C), the peak at 1490 cm-1 is not that distinct, which suggests an influence of 
the presence of DPE or DIO on the formation of the chemical structure. The prominent 
TT C=C stretching peak at 1569 cm-1 and the C-F stretching peak at 1400 cm-1 show 
a gradual decrease over the 1200 minutes of illumination, resulting in an absorbance 
reduction of around 50 % at the end of the experiment. 

 
Figure 91: In situ FTIR absorbance spectra of PTB7:PCBM blend films under LED 
illumination in the wavenumber ranges 3000 cm-1 to 2800 cm-1 (a, c e) and 1690 
cm-1 to 1350 cm-1 (b, d, f). From top to bottom, the different samples with solvent 

additive dried at 60°C (a, b), with solvent additive dried at 150°C (c, d) and without 
solvent additive (e, f) are displayed. Adapted from [28] with permission from Wiley 

Publishing. 
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At wavenumbers higher than 1600 cm-1, the FTIR intensity increases upon 
illumination in ambient atmosphere. These absorbance bands are assigned to C=O 
bonds that are formed during photooxidation of the PTB7:PCBM blend film. The 
creation of the new C=O bonds come with the breakage of existing bonds of the 
conjugated network, which is the key structural feature for the application of the studied 
material system as active layer in organic solar cells. Thus, the observed chemical 
changes are supposed to directly impair the desired material properties. 

For a quantitative comparison of the development of e.g. peak positions and 
intensities, isolated parts of the spectra were fitted with Lorentzian functions. This is 
illustrated for the example of the methyl(ene) region of the fresh PTB7:PCBM sample 
produced without solvent additives in Figure 92. Every evident peak is fitted with one 
Lorentzian function, which is considered representative for the respective assigned 
bond vibration mode (according to Table 13). Where necessary, an underground 
correction was performed to isolate the peak of interest from the influence of 
neighboring features or compensate a negative baseline. 

 
Figure 92: Exemplary fit of a region of the FTIR spectrum of a PTB7:PCBM film 
sample. Differently to the data shown in other figures, the energy scale on the x-

axis is plotted from low to high wavenumbers. Adapted from [28] (supporting 
information) with permission from Wiley Publishing. 

 

The resulting peak integrals from the Lorentzian fits of the respective parts of the 
FTIR spectra are plotted in Figure 93. The alkyl peaks are shown in red/orange, the 
C=C stretching mode of the thienothiophene unit in cyan and the C-F stretch, also 
located in the TT unit, in blue. Figure 93a confirms the very fast loss of intensity of the 
peaks at 1400 cm-1 and 1569 cm-1 for the solvent additive sample dried at 60 °C. 
Already after 20 minutes, they have decreased by more than 90 % indicating a very 

2750 2800 2850 2900 2950 3000 3050
0.00

0.01

0.02

0.03

0.04

ab
so

rb
an

ce

wavenumber [cm-1]

 measurement
 peak 1 
 peak 2
 peak 3
 peak 4
 fit sum



7 Stability of PTB7:PCBM active layers 

186 
 

rapid photoinduced degradation. The intensity of peaks related to the alkyl side chains 
also decrease significantly to approximately 20 % of the initial values, even though 
much slower than the TT associated features. Thereby, CH3 peaks (as far as 
identifiable) decrease faster by a factor of around two compared to CH2 peaks. This 
shows that the end positions of the side chains are not only below-average occupied 
by CH3 groups after production with solvent additives and dried at 60 °C, but also 
stronger affected by the photodegradation. 

  

 

 
Figure 93: Evolution of intensities of 
selected IR absorption peaks in the 
CH2/CH3 (orange/red) band and the 
characteristic C=C and C-F peaks 
(cyan/blue) from the fingerprint region. 
The different samples with solvent 
additive dried at 60°C (a), with solvent 
additive dried at 150°C (b) and without 
solvent additive (c) are displayed. A 
multiple Lorentzian fit was used and peak 
areas are normalized to the initial value 
at t = 0 min. Adapted from [28] with 
permission from Wiley Publishing. 

 

When comparing the two samples dried at 150 °C, it becomes evident that the 
relative development of the IR absorption peaks behaves rather similar for the sample 
produced with (Figure 93b) and without (Figure 93c) DIO:DPE as binary solvent 
additive. Their alkyl chain associated peaks are almost constant in intensity, which 
implies that the photoxidation that is evident from the rising intensity >1600 cm-1 (see 
Figure 90 and Figure 91) due to the creation of C=O bonds occurs predominantly at 
the conjugated backbone of the polymer.[263], [264], [265] The peaks, which are 
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representative for this part of the polymer at 1400 cm-1 and 1569 cm-1 decrease 
continuously during the first 300 minutes of illumination. The C-F absorption band 
decreases to approximately 30 % after 300 minutes and thus more than twice as fast 
as the C=C band, which reaches approximately 65 % - 70 % after this period. This 
indicates that the C-F bond is more susceptible for the photoinduced oxidation 
compared to the C=C bonds. 

Complementary to the results from UV-vis spectroscopy, FTIR confirms that an 
incomplete drying of PTB7:PCBM blend films produced with DIO:DPE leads to an 
unstable bulk heterojunction structure that is significantly more prone to light induced 
degradation. FTIR helps to identify the locations in the chemical structure that are 
affected by photooxidation. For all samples, the conjugated network of the polymer, 
which is essential for the use of PTB7:PCBM bulk heterojunctions in organic solar cells, 
is much more affected than the alkyl side chains. This confirms the findings of previous 
reports.[22], [268], [270] Here, the C-F bond seems to be even more instable compared 
to the C=C bonds in the aromatic structures. When solvent additive molecules are left 
in the film, the observed degradation is accelerated dramatically. In this case also an 
oxidation of the alkyl side chains (which are relatively stable in the other samples) is 
observed. This might be due to the very fast complete oxidation of other parts of the 
molecules. 

7.5 In situ Raman spectroscopy under 
Laser-illumination 

In addition to UV-vis and FTIR, also Raman spectroscopy is used to study the 
response of PTB7:PCBM blend films to light and oxygen. Raman spectroscopy is a 
powerful method to investigate vibrations in conjugated systems such as polymers and 
follow possible changes of the bonding structure on molecular level induced by e.g. 
photo-oxidation. In the studies with UV-vis and in situ FTIR spectroscopy presented 
before, a high power LED module was used to illuminate the samples and cause the 
degradation of PTB7:PCBM blend films, but also lasers can be used to induce the 
photooxidation in the samples.[22], [271] For the in situ Raman spectroscopy 
experiment that is presented in this chapter, the light of the Raman laser (785 nm) is 
used as cause for the degradation of the PTB7:PCBM films. Complementary to FTIR, 
the laser mediated in situ Raman spectroscopy is primarily sensitive to the 
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development of C-C and C=C bonds of the PTB7 conjugated system. Raman 
spectroscopy has been successfully used before to follow changes in polymer bond 
structures.[272], [273], [274] The timescale on which the degradation occurs is 
expected to be shorter because the laser yields a significantly higher power per unit 
area than the LED. Since the used laser acts as both, cause for the degradation and 
probe for the Raman measurement, it can be assumed, that the degradation at the 
probed spot progresses linearly as long as the experimental geometry remains 
unchanged, which was the case as the experiment. The measurements were 
performed for one sample after the other. The modular Horiba Raman system, 
designed for the application in the TOFTOF neutron spectrometer as described in 
Chapter 4.5 is used for the Raman measurements that are presented in this chapter. 
The measurements were performed in the sample chamber of TOFTOF. 

 

  

 

Figure 94: In situ Raman spectra of 
PTB7:PCBM thin films under Laser (785 
nm) illumination in the Raman shift 
range from 1080 cm-1 to 1670 cm-1. The 
different samples with solvent additive 
dried at 60°C (a), with solvent additive 
dried at 150°C (b) and without solvent 
additive (c) are displayed. Adapted from 
[28] with permission from Wiley 
Publishing. 

 

Figure 94 shows the Raman spectra of the three samples, which were already 
analyzed by UV-vis and FTIR spectroscopy in the previous sections, in the relevant 
Raman shift range between 1050 cm-1 and 1650 cm-1. The spectra were recorded in 
situ under continuous laser illumination for 120 minutes. Figure 94a comprises the 
spectra of a PTB7:PCBM (1:1.5 wt.) film produced with DIO:DPE (3 vol % : 2 vol %) 
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as binary solvent additive dried at 60 °C, Figure 94b the spectra of the sample 
produced with DIO and DPE dried at 150 °C and Figure 94c the spectra of the sample, 
produced without any solvent additive also dried at 150 °C. 

Except the peak at 1250 cm-1 that represents C-H vibrations, all distinct Raman 
peaks in the studied range are representative for the conjugated network of the 
polymer PTB7 and the fullerene PCBM. The assignment of the individual peaks 
according to literature is given in Table 14.[22], [271], [275] The peak at 1325 cm-1 
represents the stretching vibration of C-C single bonds. The characteristic Raman 
features between 1400 cm-1 and 1600 cm-1 contain information about stretching 
vibrations of C=C double bonds that are found in the materials´ conjugated networks. 
According to Table 14 the peak at 1440 cm-1 stands for the TT-thiophene rings and the 
BDT-backbone, the peak at 1490 cm-1 for the BDT in general and the peaks at 
1550 cm-1 and 1580 cm-1 for the non-fluorinated and fluorinated TT-entities. The 
spectra from the low temperature dried solvent additive sample in Figure 94a is clearly 
noisier compared to the other spectra. An effect from the film surface morphology might 
account for this but no significant differences in the film topography have been found 
with profilometry. In particular the two samples produced with solvent additives (60 °C 
and 150 °C dried) appear very similar, thus effects from e.g. surface roughness are 
unlikely.  

 

 
Figure 95: Film profiles of the different samples on glass (a) as used for UV-vis 

absorption spectroscopy and silicon (b) as used for XRD, FTIR and Raman 
spectroscopy. 

 

This is evident from Figure 95, which shows the profiles of exemplary films on both, 
glass (Figure 95a) and silicon as used for FTIR and Raman (Figure 95b). Film 
thicknesses of around 0.5 µm are found except for the sample prepared without solvent 
additive, which is thicker when prepared in silicon. All samples appear to be relatively 
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homogeneous and flat, especially the samples that are produced with DIO:DPE coated 
on silicon that are of relevance here. 

 

Raman peak position assigned bond vibration 

1250 cm-1 C-H asymmetric bend 

1325 cm-1  C-C stretch 

1440 cm-1 C=C stretch in TT-thiophene rings & BDT backbone 

1490 cm-1 C=C stretch in BDT backbone & side chains 

1550 cm-1 C=C stretch in non-fluorinated TT-thiophene rings 

1580 cm-1 C=C stretch in fluorinated TT-thiophene rings 

Table 14: Positions of the relevant Raman peaks in the range between 1200 cm-1 
and 1600 cm-1 with the assigned types of bond vibration according to literature.[22], 

[271], [275] 

 

From Figure 94 it is evident that upon laser illumination in ambient atmosphere, the 
characteristic Raman features loose intensity. This is an indication for the 
photooxidation of the PTB7:PCBM bulk heterojunction, which that damages the 
conjugated network of the polymer and thus impairs its usability as active material in 
organic solar cells. In analogy to the previous results, obtained by UV-vis and FTIR 
spectroscopy, the solvent additive sample that was dried at only 60 °C loses its Raman 
peaks significantly faster compared to the other two samples. For a quantitative 
comparison of the development of the Raman features of the three samples, all spectra 
were fitted with Lorentzian functions as depicted in Figure 96 after the removal of the 
background. Every Raman peak is described by one Lorentzian. In the range between 
1220 cm-1 and 1350 cm-1 a third broader Lorentzian at around 1280 cm-1 is needed in 
addition to the two peaks described in Table 14 to describe the data. This additional 
Lorentzian is not identified as a particular bond vibration as it is likely to be a 
superposition of several modes in this Raman shift region, which likely originate from 
solvent(additive) bond vibrations as the feature is much more pronounced in the 
insufficiently dried sample (see Figure 94a). This peak seems to be relatively stable 
upon laser illumination and it decays relatively slow compared to the peaks at higher 
Raman shifts. It is even the last remaining peak in the low temperature dried solvent 
additive sample. The very low significant peaks at 1390 cm-1 and 1550 cm-1, visible in 
Figure 96, were not fitted with their own Lorentzian because this influenced the results 
for the more significant peaks. Especially if these smaller peaks completely disappear 
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during the experiment, the fit function would have to be adapted, which would 
significantly influence the results of the peaks that are of actual interest. 

 
Figure 96: Exemplary fit for the region from 1210 cm-1 to 1610 cm-1 of the Raman 
spectrum of an undegraded PTB7:PCBM film sample produced with DIO and DPE 

as solvent additives. 
 

Results from the Lorentz fits of the in situ Raman spectra are presented in Figure 
97, which shows the development of the peak integrals over the first 60 minutes of 
laser illumination normalized to the respective initial value. As sample and 
experimental geometry were unchanged during the laser induced in situ Raman 
degradation experiment of each sample, the peak integral can be seen as a measure 
of the abundance of the respective bond in the probed area. In the sample that was 
prepared with solvent additives and dried at 60 °C, all Raman peaks lose their intensity 
very fast. After only 10 minutes of laser illumination the peak integrals reach values 
between 10 % and 30 % of the initial. After this very fast initial decrease, the peaks 
continue to shrink and especially the ones representative for the conjugated network, 
located at 1440 cm-1, 1490 cm-1 and 1580 cm-1, become practically unrecognizable 
within the significance of the fit.  
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Figure 97: Development of intensities of 
selected Raman peaks. The different 
samples with solvent additive dried at 
60°C (a), with solvent additive dried at 
150°C (b) and without solvent additive 
(c) are displayed. A multiple Lorentzian 
fit is used and peak areas are 
normalized to their initial value at t = 0 
min. Dashed lines are guides to the eye. 
Adapted from [28] with permission from 
Wiley Publishing. 

 

Both samples that were dried at 150 °C produced with (Figure 97b) and without 
(Figure 97c) solvent additives show improved stability of their Raman features. After 
10 minutes of laser irradiation, the relevant peaks still retain between 60 % and 90 % 
of their initial area, whereas 60 minutes of laser irradiation lead to a decrease down to 
between 30 % and 50 %. Over prolonged laser induced degradation, the peak at 
1580 cm-1 seems to be the most stable, which indicates that the thienothiophene units 
of PTB7 might be less affected by the photooxidation than the benzodithiophene units. 
The very prominent peaks at 1440 cm-1 and 1490 cm-1, which predominantly represent 
the benzodithiophene segments, decrease significantly faster than the 1580 cm-1 peak 
in the initial phase in both 150 °C dried samples. For longer laser-induced degradation, 
they behave differently, though. For the samples produced with solvent additives, the 
degradation rates of all peaks parallelize after 30 - 60 minutes. In contrast, for the 
sample produced without solvent additives, the differences that develop in the initial 
phase persist over the studied timescale for the sample. It should be noted, that the 
broad peak at 1280 cm-1 is almost stable in the pure PTB7:PCBM sample, whereas it 
decreases similar to the other peaks in both samples that were produced with DIO and 
DPE as solvent additives. This could support the assumption that this Raman feature 
might be induced by solvent effects. 
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To study the composition of the Raman spectra and the relative ratios of the 
individual peaks among each other, Figure 98 shows the fractions of the respective 
peak integral from the total fitted area, irrespective of its absolute value. The relative 
evolution of the Raman peaks is followed for the entire 120 minutes of the in situ laser 
induced degradation experiment. 

The most prominent feature in the present Raman spectra, the BTD-associated 
peak at 1490 cm-1, is shown in red in Figure 98. Its relative intensity compared to the 
total Raman intensity decreases in all three samples upon the laser irradiation. The 
PTB7:PCBM (1:1.5 wt.) film produced with DIO:DPE (3 vol % : 2 vol %) as binary 
solvent additive dried at 60 °C is represented by Figure 98a and shows clearly the 
strongest decay of this peak as it accounts for more than 30 % of the total fitted intensity 
in the beginning and reaches less than 5 % after 120 minutes of laser illumination. The 
solvent additive sample dried at 150 °C (Figure 98b) and the sample produced without 
solvent additives (Figure 98c) show a weaker decay of the 1490 cm-1 peak, which starts 
to occur after around 30 minutes. While the former (with solvent additives) shows good 
stability of the peak, only losing around 20 % of the initial relative intensity, the latter 
(without solvent additives) loses around 30 %. This indicates a stabilization of the 
conjugated system, if the PTB7:PCBM film is produced with binary solvent additive and 
dried properly. The negative effects on degradation behavior from insufficient drying 
seem to exceed the effect of not using solvent additives, for the present sample 
preparation conditions. 

 
 

Figure 98: Development of the relative Raman peak intensities of PTB7:PCBM thin 
films during laser (785 nm) illumination. From left to right the different samples with 

solvent additive dried at 60°C (a), with solvent additive dried at 150°C (b) and 
without solvent additive (c) are displayed. A multiple Lorentzian fit is used and peak 

areas are normalized to 100 %, irrespective of the absolute intensities for each 
measurement. Adapted from [28] with permission from Wiley Publishing. 
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While the peaks of the conjugated network shown in the top part of Figure 98 
(orange, red, dark violet) generally decrease over illumination time, the peaks of simple 
C-C and C-H bonds at lower wavenumbers, shown at the bottom (violet, green) tend 
to increase in their relative intensity. This suggests that photooxidation reduces the 
degree of conjugation in the PTB7:PCBM bulk heterojunction and increases the 
relative fraction of singly bonded carbon chains and C-H groups. It occurs that the 
distribution of colors is rather similar for the first column (initial state) of Figure 98a 
(sample with solvent additive dried at 60 °C) and the last column (final, degraded state) 
of Figure 98c (sample without solvent additive). This implies that already the structure 
formation of the conjugated network is incomplete in the sample with residual solvent 
additive molecules as its initial state is comparable to the 120 minutes laser-degraded 
state of a properly dried sample. 

As mentioned before, the peak at 1490 cm-1 is a good measure for the state of the 
conjugated network in the studied PTB7:PCBM bulk heterojunction films and in 
addition it is fitable with good reliability. Beyond a decrease of intensity, a shift of this 
Raman peak towards larger wavenumbers has been interpreted as an measure for the 
degradation of the PTB7 conjugated system.[271] The respective peak positions for 
the three samples as a function of illumination time are shown in Figure 99.  

 
Figure 99: Evolution of peak position of the most prominent PTB7 Raman peak at 

around 1490 cm-1 during laser (785 nm) illumination. Respective peak positions are 
displayed for the different samples with solvent additive dried at 60°C (blue), with 

solvent additive dried at 150°C (red) and without solvent additive (black). The peak 
is fitted with a single Lorentzian function. Adapted from [28] with permission from 

Wiley Publishing. 
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The solvent additive sample dried at 60 °C (blue) shows a distinct peak shift of more 
than 3 cm-1 towards higher wavenumbers after 20 minutes of laser illumination. In the 
first 20 minutes, the shift of the peak is not following a clear trend, which indicates a 
short delay of the BDT degradation.  

The samples that were dried at 150 °C show a more gradual upshift of the position 
of the 1490 cm-1 Raman peak. The dimension of this shift is in the range of 1 cm-1 and 
2 cm-1 and thus significantly smaller compared to the low temperature dried solvent 
additive sample. Comparing the peak shifts of the films dried at 150 °C, the sample 
produced with solvent additive (red) seems to be more stable against the laser induced 
degradation of the PTB7 conjugated network compared to the neat sample (black). 
This is in accordance with results shown earlier in this chapter. 

In summary, the in situ Raman degradation study using the Raman laser as cause 
for the photooxidation of PTB7:PCBM blend films confirms the findings from UV-vis 
and FTIR spectroscopy. The presence of leftover solvent additives in the PTB:7PCBM 
bulk heterojunction structure leads to extremely high degradation susceptibility. If dried 
properly, the use of solvent additives can not only have positive effects on solar cell 
performance, but possibly also on the stability of the active layer at ambient 
atmosphere. This underlines the importance of the appropriate drying procedure when 
solvent additives are used. 

7.6 Summary 
In the present chapter, a detailed study of the degradation behavior of PTB7:PCBM 

blend films under illumination at ambient atmosphere is presented. The focus is on the 
influence of the use of DIO and DPE as binary solvent additive during the solution-
based film fabrication and different drying temperatures. UV-vis spectroscopy is used 
to study the optical absorption properties and electronic transitions, FTIR spectroscopy 
for the investigation of the chemical bonding and Raman spectroscopy to probe the 
general state of the conjugated network. While for UV-vis and in situ FTIR 
spectroscopy a high-power LED module is used for the large-area illumination of the 
samples, the Raman laser itself was used for this purpose in the in situ Raman 
experiment. All methods coincide in their result that all PTB7:PCBM samples undergo 
severe degradation under the applied conditions. The sample that was produced with 
solvent additives and dried at 60 °C shows by far the fastest and most pronounced 
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degradation in all studied aspects. This is attributed to solvent additive molecules that 
can be removed from the film at a higher drying temperature of 150 °C but are left over 
after drying at 60 °C (70 °C in the UV-vis study). They are assumed to prevent the 
formation of a stable blend microstructure and provide pathways for material transport. 
Thus, e.g. oxygen or other reactive species can easily penetrate into the film and, 
together with the incident photons providing the required energy, alter the chemical 
bonds and physical structure and properties of the materials. These effects might be 
fostered by the high mobility of solvent additive molecules inside the “solid” film that 
was shown in Chapter 6.5. The C-F bond in the thienothiophene unit of PTB7 was 
found to be one of the first and most vulnerable attack points for the photooxidation 
followed by the conjugated rings along the polymer backbone. As an intact conjugated 
system is essential for the function of the studied material as active layer in organic 
solar cells, the photodegradation has to be avoided in devices. The detrimental 
influence of leftover solvent molecules and photooxidation of the active layer on the 
long term stability of OPV devices has been shown frequently.[252], [259], [260], [276], 
[277], [278]  

The present findings underline the importance of an adequate drying of the active 
layer material before the application in solar cells. It should be noted that the drying 
procedure can be finely tuned and its effect may decrease/increase gradually with the 
applied temperature, duration or vacuum. Thus, the present findings may be of 
relevance for the development of the next generation of organic solar cell materials. 
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8 Conclusion and Outlook 

The objective of the present thesis is the extension of the knowledge base for 
PTB7:PCBM blend films. If blended in a suitable ratio and with an adequate procedure, 
the two materials arrange in a bulk heterojunction (BHJ) structure. This represents an 
important model system for low band gap polymer:fullerene organic solar cells. Thus, 
the results are of considerable interest for a large audience from this and related fields 
of organic electronics. Structural and characteristic photovoltaic properties were well 
studied before, but no measurements of dynamics are available for PTB7:PCBM films 
and only very few for related systems. Therefore, the first reported quasielastic neutron 
scattering (QENS) study in the material system PTB7:PCBM was realized and the 
results were evaluated with regard to internal dynamics of the polymer PTB7 within the 
blend. Beyond this, the influence of an alcohol treatment of the casted film and the use 
of solvent additives in the solution-based production process of the films on PTB7 
dynamics were studied, also with QENS. 

Based on the results of the QENS experiments, the degradation behavior of 
PTB7:PCBM BHJ films was investigated. In this study, the chemical and physical 
stability of the films were tracked with UV-vis, FTIR and Raman spectroscopy. Samples 
with and without solvent additives dried at high and low temperature were produced 
and exposed to ambient atmosphere and light irradiation to investigate a potentially 
unfavorable influence of residual solvent additive molecules in the BHJ structure. 

For the first QENS study in the material system PTB7:PCBM the cold neutron time-
of-flight chopper spectrometer TOFTOF (MLZ, Garching) was chosen due to its high 
specific neutron flux and appropriate energy resolution of ~20 µeV at a neutron 

wavelength of 8 Å. Energy transfer spectra S(�⃗� , ω) were measured in the momentum 

transfer range from 0.2 Å-1 to 1.6 Å-1 and Fourier transformed to I(�⃗� , t) spectra. This 

transformation was assessed to be beneficial since a solid fit of S(�⃗� , ω) was not 
possible due to the inhomogeneity of motions in the studied system. A stretched 

exponential decay fit of I(�⃗� , t) helps to account for this continuous spread of relaxation 
times and is commonly applied for polymer sample systems. By fits to the decay of the 

elastic component of S(�⃗� , ω) and the decay of I(�⃗� , t), values for mean square 
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displacements (MSDs) and effective diffusion coefficients (Deff), respectively, were 
obtained. While the MSD can be seen as a measure for vibrational displacements of 
the whole molecule, including the backbone, Deff describes the diffusive reorientations 
of the hydrogen-rich PTB7 side chains. 

Both, diffusion coefficients and mean square displacements were determined as a 
function of temperature for pure PTB7 and blends with PCBM in weight ratios of 1:1 
and 1:1.5 (PTB7:PCBM). Pure PCBM did not show any detectable diffusive dynamics 
within the studied energy/timescale window. One of the key findings presented in this 
thesis is the dynamic frustration of the PTB7 side chain motions in the presence of 
PCBM in a blend. This frustration is more pronounced if the PCBM content of the blend 
is increased. A logical explanation for this effect would be a spatial hindrance of the 
PTB7 side chain motions by embedded PCBM domains. For Deff, this hindrance seems 
to be independent from temperature, whereas the degree of hindrance increases with 
temperature for the MSD.  

The frequently applied alcohol treatment of the PTB7:PCBM blend film, which has 
proven to significantly increase power conversion efficiencies of resulting organic solar 
cells by a reduction of inner domain sizes, has no influence on molecular dynamics. 
The extracted relaxation times were unchanged upon the methanol treatment at all 
studied temperatures over the whole momentum transfer range. 

The investigation of the influence of the use of solvent additives on molecular 
dynamics in an PTB7:PCBM bulk heterojunction structure yielded new insights. A 
regular drying procedure, as also applied before for e.g. OSC devices, was not 
sufficient to remove the high boiling point solvent additive DIO completely from the film. 
For the residual DIO molecules a high diffusivity, compared to the present PTB7 
polymer side chain motions, was measured with QENS. At elevated temperatures in 
vacuum conditions, the leftover solvent additive can be extracted from the film, the 
measured apparent effective diffusion coefficient decreases and converges towards 
the value that was found for a neat film. Nonetheless, the film that develops when DIO 
is used as solvent additive, shows increased diffusivity of the PTB7 side chains, which 
is a sign for intense reorientations within the structure. For resulting devices, this 
means that the formed metastable microstructures might be modified easily and need 
special stabilization measures to ensure reasonable long-termusability. 

Beyond the QENS analysis of molecular dynamics, the physical and chemical 
stability of PTB7:PCBM bulk heterojunction blend films under illumination in the 



8 Conclusion and Outlook 

199 

presence of oxygen were studied with XRD, UV-vis, FTIR and Raman spectroscopy. 
Samples with solvent additive were prepared with different drying temperatures to yield 
both, samples presumably with residual solvent additive molecules as well as fully 
dried. A reference sample produced without solvent additive was studied for 
comparison. The optical absorbance in the wavelength regime that is relevant for the 
application in organic solar cells is dramatically reduced upon illumination in ambient 
atmosphere. FTIR and Raman spectroscopy come to the coinciding result that the 
conjugated network degrades by the brakeage of C=C bonds under the combined 
influence of light and oxygen. Furthermore, an uptake of oxygen into the film by the 
formation of C=O bonds was detected. If the PTB7:PCBM blend films are dried 
properly, these unfavorable effects, namely photobleaching and photooxidation, occur 
on comparable time- and intensity scales, irrespective if solvent additives are used or 
not. This picture changes if the drying temperature is reduced and solvent additive 
molecules are expected to remain in the film. In this case, the destruction of the 
conjugated system and the bleaching of the sample happens much faster and to a 
much larger extent. It was also demonstrated, that UV-irradiation is not needed for 
photooxidation as stated frequently, but regular LED light sources without UV 
contribution do also trigger this process in the present study. These results underline 
the great importance of an adequate drying procedure of PTB7:PCBM active layers for 
a reasonable long-term operation of respective PV modules, especially if solvent 
additives are used in the fabrication process. It can be assumed that this importance 
also holds for other applications and material systems. 

Summarizing, the findings of the present thesis cover the molecular dynamics and 
the degradation behavior of the material system PTB7:PCBM. The results extend the 
knowledge base in this important model system for low band gap polymer organic solar 
cells. The critical role of a suitable film drying for device stability is shown. Since the 
degradation mechanisms might be fundamentally different in other material systems, 
they must be fully understood to be prevented. A detailed investigation similar to the 
present one is needed for all novel compounds of interest. This is well represented in 
the latest research, which also targets its focus towards real world applicability and 
long-term usability of third-generation solar cells in terms of photo-, air-, thermal- as 
well as mechanical stability and not only on achieving new performance records with 
potentially very fragile materials or structures. Other actual topics like green fabrication 
processes for OSCs or the transition from lab- to industrial scale are important steps 
towards the economic breakthrough of the emerging solar cell technologies. This has 
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the potential to promote a shift towards a sustainable production of green energy to 
serve the rapidly increasing world demand. 
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Annex: Laser Pump – Neutron 
Probe Setup 

 

In the framework of the present PhD thesis, a laser pump – neutron probe setup 
was developed and constructed. It is designed as a novel sample environment at the 
cold neutron time-of-flight chopper spectrometer TOFTOF (FRM II, Garching). Goal of 
the new setup is to illuminate the sample with pulsed monochromatic light of adjustable 
wavelength and intensity during the quasielastic neutron scattering experiment. This 
capability would be a unique feature among neutron spectrometers at present state. 
Samples that are intended to be investigated with the setup are e.g. photosensitive 
proteins, which undergo a structural change in the form of a photocycle upon 
absorption of a photon. Proofs of the concept at other neutron spectrometers have 
been performed by Pieper et al. for the system of bacteriorhodopsin (BR) and its purple 
membrane.[279], [280], [281], [282] Other in-operando neutron studies using light as 
stimulus have been attempted in the 1990s already (groups of R.E. Lechner and M.C. 
Bellissent-Funel, unpublished), but experimental parameters were lacking 
elaborateness in terms of sufficient light excitation of the sample or the matching of the 
QENS time window and the dynamics time scale. A chemical stabilization of 
intermediate photocycle state has been performed successfully,[283] but an excitation 
with light is essential to probe protein dynamics under physiological conditions. 

Further conceivable application systems for the new laser pump – neutron probe 
setup at TOFTOF are the light sensitive functions of photosystem II,[284] the pigment 
protein c-phycocyanin of cyanobacteria [285] or the photosynthetic system of 
rhodopsuedomonas viridis.[286] 

Due to spatial restrictions in the TOFTOF sample chamber, the excitation laser has 
to be placed outside and the light has to be guided to the sample position by an optical 
system. Figure 100 shows the schematic layout of the system. 
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Figure 100: Schematic layout of the laser pump – neutron probe setup for 

TOFTOF. a) shows the laser module in red and the optical system with the beam 
path indicated in green. b) shows the implemented safety precautions. An eloxed 

aluminum cage with interlocks on top of the base plate and a respective tube 
around the light paths under the base plate. 3D model images produced by Herbert 

Meier (former instrument technician at TOFTOF). 
 

 

A matte black eloxed optical plate is used as the base of the setup. The laser 
module (red in Figure 100) is mounted on the plate and the beam (green in Figure 100) 
with initial diameter of 6 mm is redirected by 180 ° by two mirrors, between which a 
laser monitor can be placed to measure the pulse energy. Then the beam is expanded 
by a factor of 5, i.e. to a diameter of 30 mm and spited in a beam splitter cube. One 
beam is directed directly downwards by the cube and the other beam continues to 
travel horizontally to a mirror that also directs it downwards (partly hidden by the 
mounting plate in Figure 100). Once they reach the approximate height of the sample 
position (slightly below), the two vertical beams hit mirrors that are aligned to direct 
them onto the sample from both sides. One of the mirrors has to be placed slightly 
below the sample height to not interfere with the neutron beam. The intended sample 
cell consists of an aluminum frame and two quartz windows to allow illumination from 
both sides. The sample thickness between the quartz windows is 0.6 mm but can be 
varied by simple modifications of the cell. Figure 101 shows detail images of the actual 
setup (laser off). The black shielding and the grounding cable are visible in Figure 
101a. Figure 101b shows the optical system on top of the base plate with opened 
safety shielding. Figure 101c and d show the dismantled mirror system below the base 
plate, which direct the vertical beams towards the sample position. The approximate 
sample position of TOFTOF when the system is installed in the TOFTOF sample 
chamber is indicated as yellow symbol. 
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Figure 101: Photographs of the laser pump – neutron probe setup. a) closed 

shielding around the optical system above the base plate, b) a view on the laser 
and the optical system above the base plate, c) and d) the mirror system under the 

baseplate with the approximate intended sample position indicated with a yellow 
polygon 

 

 

As source for the laser light a Q-smart 450 Nd-YAG laser module was purchased 
from the company Quantel (France) together with an attenuation module that allows 
for stepless reduction of the laser intensity and harmonic modules to convert the initial 
1032 nm laser into the desired wavelength. Characteristic properties of the Laser are 
listed in Table 15. 

 

Pulse frequency 10 Hz (20 Hz) 

Pulse energy 220 mJ (200 mJ) 

Pulse duration 5 ns 

Pointing stability < 40 µrad 

Beam divergence < 0.5 mrad 

Jitter ± 0.5 ns 

Beam diameter 6.5 mm 

Polarization > 90 % (> 80 %) vertical 
  

Table 15: Characteristics of the Quantel Q-smart 450 Laser module as used for the 
laser pump – neutron probe setup. Values are given for the operation with one 

harmonic generator, i.e. with 532 nm according to the manufacturer´s datasheet. 
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Since the used high-power pulsed laser is classified as class 4 laser, special safety 
regulations apply for its use in the neutron guide hall of FRMII, where TOFTOF is 
located. As visible in Figure 101a, the entire beam path on top of the base plate is 
enclosed in a black eloxed aluminum housing. The lower part of the optical system that 
is inserted into the TOFTOF sample chamber is also covered by a respective aluminum 
tube to prevent the uncontrolled escape of intense laser radiation (not visible in Figure 
101). For complete optical sealing of the laser pump system installed at the TOFTOF 
neutron spectrometer, the window of the sample chamber was covered with a foil that 
absorbs potentially leaking light at the intended wavelength of 532 nm, that can be 
changed if other laser wavelengths are used. 

Optical parts like mirrors, beam expander and splitter and the appropriate mounting 
material was purchased from Edmund Optics (Great Britain). The safety shielding was 
developed by the instrument technicians of TOFTOF in cooperation with the FRMII 
radiation protection authorities and manufactured in the internal workshops of FRMII 
ant TUM Physics. 

The choice of the laser was also influenced by the necessity of a Q-switch and the 
possibility for external triggering by the TOFTOF chopper signal. This is required since 
the studied processes occur on microsecond timescale and the neutron probe pulses 
of TOFTOF and the laser pump pulses of the setup need to be exactly coordinated in 
time in order to obtain meaningful results and resolve the molecular dynamics as a 
function of the time after laser excitation of the sample. Therefore, also the TOFTOF 
detector electronics had to be changed from the continuous recording mode to a time 
resolved event mode, synchronized with the laser pulses. This task was performed 
mainly by the instrument control group of FRMII in cooperation with the TOFTOF 
instrument scientists. 

Even though all components of the laser pump – neutron probe setup were taken 
in operation and tested successfully, a final implementation into the TOFTOF neutron 
spectrometer and in-operando QENS measurement of light induced processes is still 
pending at the present state. As soon as FRMII comes back to regular operation 
respective experimental beamtime will be scheduled. 
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