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“Find full reward Of doing right in right!
Let right deeds be Thy motive, not the fruit which comes from them.”

– Bhagavad Gita [1], Chapter II
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Zufammenfassung

In dieser Promotionsschrift werden Experimente zur Photoemissionschronoskopie an ausgewählten
Systemen vorgestellt. Photoemissionschronoskopie ist die Messung der Zeitverzögerung zwischen
der Absorption eines Photons aus dem Spektralbereich des extremen Ultravioletts (XUV) durch ein
Atom, ein Molekül oder einen Festkörper und das Erscheinen eines Photoelektrons im Vakuum. Bei
Anregung mit XUV-Licht ist diese zeitliche Verzögerung in der Größenordnung von einigen bis eini-
gen zehn Attosekunden (1 as = 10−18 s). Die Messung derart schneller Prozesse erfordert selbstver-
ständlich spezialisierte experimentelle Werkzeuge.

Voraussetzung für ein Photoelektronenspektroskopie-Experiment mit Zeitauflösung im Bereich
der Attosekunden ist eine Strahlungsquelle, die XUV-Licht mit sub-Femtosekunden (1 fs = 10−15 s)
Zeitstruktur erzeugt. Höchstnichtlineare Frequenzaufkonversion von Laserpulsen mit einer Dauer
von nur wenigen Femtosekunden und darauffolgendes spektrales und räumliches Filtern ermöglicht
es XUV Lichtpulse mit einer Dauer von wenigen hundert Attosekunden zu erzeugen. Diese lösen
Elektronen aus dem zu untersuchenden System heraus, welche dann durch den nach der Aufkonver-
sion verbleibenden Teil des Laserpulses in ihrer kinetischen Energie moduliert werden. Diese Modu-
lation bildet die zeitlichen Eigenschaften des herausgehenden Wellenpaketes auf Photoelektronen-E-
nergiespektren ab, welche als Funktion der interferometrisch variierbaren Verzögerungszeit zwischen
XUV und Laserpuls aufgnenommen werden.

Die erste Gruppe an Systemen die Untersucht werden sind die Iodalkane, beginnend mit Iod-
methan bis hin zu 2-Iodbutan. Unter Benutzung einer kürzlich entwickelten Referenzierungstech-
nik kann die absolute Photoemissionszeit, d.h. die Zeit zwischen Photonenabsorption und Elek-
tronenemission, des I4𝑑-Kernniveaus im energetischen Bereich der giant resonance im I4𝑑 → 𝜀𝑓
Photoemissionskanals gemessen werden, um zu untersuchen wie sich die Verzögerungszeit der I4𝑑-
Emission bei Austausch des Elternmoleküls verhält. Dies ist, soweit unser Wissen geht, die erste sys-
tematische Studie dieser Art und dieses Umfangs. Es ergeben sich aus dem Experiment große Unter-
schiede von bis zu (23 ± 4) as in der I4𝑑-Emissionszeit zwischen den kleineren Iodalkanen, welche
in ihrer Ursache starker intra-molekularer Streuung des ausgehenden Photoelektronen-Wellenpakets
zugeschrieben werden. Solche Unterschiede fehlen in den größeren Iodalkanen fast vollständig. Die
dort gemessene Photoemissionszeit ist von nahezu ausschließlich atomarem Charakter, was durch
Verlgleich mit einer atomaren Rechnung der I4𝑑 auf hohem theoretischem Niveaus, als auch durch
die Auswertung der giant resonance im Rahmen eines Einelektronenmodells welches dann einen
mit spektroskopischenDaten in guter qualitativer Übereinstimmung liegendenWirkungsquerschnitt
ergibt, bestätigt wird.

Desweiteren wird über die Photoemissionsdynamik derWolfram (110)-Oberfläche berichtet. Die-
se ist – schließlich wurde an ihr die erste Photoemissionszeitmessung überhaupt vorgenommen1 – ein
Vorzeigesystem der Attosekundenphysik. Dennoch hat sich die Anregungsenergieabhängigkeit ihrer
Photoemissionsdynamiks seither einer konsistenten Interpretation verwehrt. Eine kürzlich entwick-
elte ab-initio Theorie der Photoemissionszeiten an Oberfächen entwickelt von R. Kuzian und E. E.

1Cavalieri, A., Müller, N., Uphues, T. et al. Attosecond spectroscopy in condensed matter. Nature 449, 1029–1032
(2007). https://doi.org/10.1038/nature06229

VII



Krasovskii ist aber im Stande die experimentellen Ergebnisse zu erklären. Diese Theorie erlaubt die
Auffassung der Photoemissionszeit an einer Oberfläche im Rahmen des Formalismus von Eisenbud,
Wigner und Smith. Dadurch wird die konzeptionelle Lücke die seither zwischen der Interpretation
von Photoemissionschronoskopie-Experimenten die in Atomen und Molekülen durchgefühhrt wer-
den und denen die an Festkörpern unternommen werden geschlossen.
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Abstract

This thesis reports systematic photoemission chronoscopy measurements on select physical systems.
Photoemission chronoscopy is the measurement of the temporal delay between the absorption of an
extreme-ultraviolet (XUV) photon by an atom, molecule or solid and the appearance of an ejected
photoelectron in vacuum. For excitation within the XUV region of the electromagnetic spectrum
this time delay is on the scale of single to tens of attoseconds (1 as = 10−18 s), and its measurement
consequently requires specialized experimental tools.

Attosecond temporal resolution in a photoelectron experiment requires a radiation source emit-
ting XUV light with sub-femtosecond (1 fs = 10−15 s) temporal structure. Highly nonlinear fre-
quency upconversion of few-femtosecond laser pulses and subsequent spectral and spatial filtering is
used to generate isolated XUV pulses of a few hundred attoseconds in duration. These initiate pho-
toemission on the system under study, and the emanating photoelectron wave-packet is subjected to a
modulation of its kinetic energy by the remainder of the co-propagating and accurately synchronized
laser pulse, which encodes the temporal characteristics of the outgoing wave packet into a sequence
of photoelectron spectra recorded as a function of an interferometrically variable time delay between
the two pulses.

The first systems under study are the iodoalkanes from iodomethane to 2-iodobutane. Using
a recently developed referecing scheme the absolute photoemission time delay (i.e. the time elaps-
ing between photon absorption and electron emission) of the I4𝑑 is measured across the giant reso-
nance in the I4𝑑 → 𝜀𝑓 photoemission channel in order to explore the changes in the photoemission
time of a core-level brought about by a change of the host molecule. This is, to our knowledge, the
first extensive and systematic study of its kind. Large differences in the I4𝑑 emission delay of up to
(23 ± 4) as are found in the smaller iodoalkanes which are attributed to intra-molecular scattering
of the outgoing photoelectron wave packet. Such differences are, however, completely absent in the
larger molecules. The photoemission delays observed there show almost purely atomic character, as
confirmed via comparison with an accurate calculation as well as via the evaluation of a single-particle
model of the giant resonance solely from the time domain, which yields a resonance cross section in
good qualitative accord with spectroscopic data.

The second system reported on is the tungsten (110) surface. It is – due to being the first sys-
tem on which a photoemission time delay has ever been recorded experimentally1 – a poster child
of attosecond physics, but the energy dependence of its photoemission dynamcis has so far eluded
an explanation from first principles. A recently developed ab-initio theory of photoemission times
at metal surfaces due to R. Kuzian and E. E. Krasovskii is, however, capable of explaining the ex-
perimental observations. This theory enables the interpretation of photoemission times measured
in condensed matter systems within the framework of the Eisenbud-Wigner-Smith delay time. This
closes the conceptual gap that has since existed in the interpretation of photoemission timing mea-
suremens on atoms and molecules and those perfomed on condensed matter.

1Cavalieri, A., Müller, N., Uphues, T. et al. Attosecond spectroscopy in condensed matter. Nature 449, 1029–1032
(2007). https://doi.org/10.1038/nature06229
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Chapter 1

Introduction

Photoemission, i.e. the release of an electron from an atom, molecule or solid upon irradiation with
sufficiently energetic light, is one of the processes the observation of which sparked the developement
of quantum theory. First observed in experiments byHertz [4] andHallwachs [5], the phenomenon’s
interpretation is due to Albert Einstein [6], who in the context of photoemission frommetal surfaces
brought the relationship

𝐸kin = ℎ𝑓 −𝑊 (1.1)

between the kinetic energy 𝐸kin of the escaping electron, the frequency 𝑓 of the impinging light and
the minimal work𝑊 necessary to eject an electron from the surface forward. The slope ℎ of the ki-
netic energy as a fucntion of frequency 𝑓 is Planck’s constant. This relationship was later thoroughly
tested and verified experimentally in a beautiful and elaborate experiment by Millikan [7].

The analysis of electrons emitted upon irradiation from an atom, molecule or solid with respect
to their kinetic energy, angular distribution and possibly their spin is referred to as photoelectron
spectroscopy, and significant experimental and theoretical advances since the first observation of the
photoelectric effect have made it an immensely powerful tool for the assessment of the electronic
properties of matter, its chemical composition and even many-body quantum effects (cf. e.g. [8, 9,
10]). The amount of information available from a spectroscopic method is further increased by intro-
ducing a time axis to it whereby the dynamics of an excitation process and the subsequent evolution
of the system under study becomes accessible. The requirement of time resolution on the order of
the time scale on which the system under study evolves requires excitation and probing of the system
to be facilitated with ultrashort (less than 10−12 s in duration) flashes of light as they are produced by
pulsed lasers (cf. e.g. [11, 12] and references therein).

In photoelectron spectroscopy the time axis can now be introduced in essentially one of two
distinct ways. Firstly, one can excite the system and probe its evolution following an initial excitation
by observing its photoelectron spectrum at a later time, initiating photoionization via a probe pulse,
which is temporally delayed w.r.t. to the excitation pulse (cf. e.g. [13, 14]), or one can set out to
study the dynamics of the photoemission process itself. It is the latter, more fundamental approach
with which is of concern here.

Photoemission and its inherent dynamics which take place on the scale of attoseconds (1 as =
10−18 s) are among the fastest physical processes ever observed (cf. e.g. [15, 16, 17]). Is is, however,
nowadays possible to measure the absolute time delay elapsing between the absorption of a photon
by a physical system and the appearance of the photoelectron in vacuum [18] with attosecond preci-
sion. The measurement of photoemission times and time differences shall be referred to as photoemis-
sion chronoscopy. The experimental methods underlying photoemission chronoscopy were developed
in the early 2000s and are based on the cross-correlation of a visible/NIR laser pulse with ionizing
XUV/soft x-ray radiation with temporal structure on the attosecond time scale. Depending on the
desired photon energy range of the experiment one may either choose to use a trains of low-energy

1



XUV pulses for photoionization, giving rise to the RABBITT (reconstruction of attosecond beating
by interference of two-photon transitions, [19]) technique, or isolated attosecond pulses in the at-
tosecond streak camera technique (cf. [20, 21]). Both approaches can access the same information if
the phase of the XUV radiation is properly taken into account [22] and should be seen as comple-
mentary. Aiming for photon energies exceeding 85 eV, the attosecond streak camera is the method
of choice for the experiments presented in this work.

At first only relative timing measurements, i.e. the measurement of the time delay between the
emission of photoelectrons from two bound states of a single system (cf. [15, 16]) or in a mixture
of systems were possible. An accurate and absolute time zero has, however, been introduced to the
attosecond streaking method very recently [23, 18, 24] and can now be applied to the study of pho-
toemission times in more and more complex and diverse systems.

Here photoemission chronoscopy is applied to a group of molecular systems and to photoe-
mission from solids, with the focus on the photon energy dependence of the photoemission time
delay. The molecular systems under study are the iodoalkanes (iodomethane, -ethane, 1- and 2-io-
dopropane, 1- and 2-iodobutane), which are of particular interest as the I4𝑑 photoemission from
iodomethane and -ethane has been used as a reference in the determination of the absolute duration
of the photoelectric effect on a W(110) surface [18] at a single excitation energy. Furthermore, recent
surprising results [25] on the photoemission time from the I4𝑑 in iodoethane call for closer scrutiny.
The primary research question in this endeavour is how and whether a change of the host molecule
of the iodine atom can change the photoemission time of its I4𝑑 core-level, and furthermore under
which circumstances the core-level photoemission time observed in the iodine-containing molecule
can be seen as representative of that of an isolated iodine atom.

The second system under study is the W(110) surface. The energy dependence of the time dif-
ference between the valence band photoemission and photoemission for the W4𝑓 states has been
experimentally researched thoroughly (see [26, chap. 4] and references therein), but has until now
eluded an interpretation from first principles. The available experimental data are re-evaluated and
re-interpreted, and it is shown that state-of-the-art ab-initio theory of the photoemission process is
capable of matching the experimental observations. Within this theory it is established that the pho-
toemission times observed in atoms and molecules are in principle no different than those observed
at surfaces and can be grasped within the same general formalism. These findings therefore close the
conceptual gap in the interpretation of photoemission times from solids and isolated atoms that has
existed since their first experimental assessment [15, 16].
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Chapter 2

Ultrashort pulses of light

Now he looked ill, seriously ill, the knowledge of what he’d done to himself rising up to infest the swollen
black pupils of his eyes. He looked to the ceiling, looked to the walls. “The light,” he said. “The light.”

– T. C. Boyle, Outside Looking In [27, p. 11]

The generation and characterization of ultrashort pulses of light is central to experimental at-
tosecond physics, necessitating a concise and accurate way of describing these. For this we shall follow
references [28, chap. 1] and [29, chap. 2]. The first section of this chapter will introduce the relevant
quantities and relates them to what can be accessed in an experiment. The second section reviews the
generation of ultrashort light pulses, following [28, chap. 5], and further references which are given
in the text.

2.1 The electric field in the time and frequency domain

In many cases the interaction of an electromagnetic wave with a medium (or single atom) can be
understood sufficiently well when only considering its electric field. Furthermore, when the spatial
dependency of the electromagnetic wave is not important, one can restrict the description simply
to a function 𝐸(𝑡) representing the evolution of the electric field at a fixed point in space. While
𝐸(𝑡) is nowadays accessible directly in the experiment, this requires the imlementation of special-
ized techniques (e.g. the attosecond streak camera [21] or the TIPTOE method[30]). The quantity
more routinely accessed to characterize a light source on the other hand is the spectral intensity 𝑆(𝜔)
(recorded e.g. with a grating spectrometer), which relates to 𝐸(𝑡) via its fourier transform

�̃�(𝜔) = 1
√2𝜋

∫
∞

−∞
𝐸(𝑡)e−𝑖𝜔𝑡𝑑𝑡 = ∣�̃�(𝜔)∣ e−𝑖𝜑(𝜔), (2.1)

and is ideally directly proportional to it’s squared modulus 𝑆(𝜔) ∝ ∣�̃�(𝜔)∣
2
. The function𝐸(𝑡) being

real implies that the complex spectrum �̃�(𝜔) obeys the symmetry relationship

�̃�(𝜔) = �̃�∗(−𝜔), (2.2)

whereby we can conveniently ignore the negative frequencies in �̃�(𝜔) as they carry redundant
information, and define a complex-valued electric field in the time domain as

�̃�+(𝑡) = 1
√2𝜋

∫
∞

0
�̃�(𝜔)e𝑖𝜔𝑡𝑑𝜔, (2.3)

and correspondingly the complex spectrum
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�̃�+(𝜔) = ∣�̃�+(𝜔)∣ e𝑖𝜑(𝜔) = {
�̃�(𝜔), 𝜔 ≥ 0
0, 𝜔 < 0.

(2.4)

The physical electric field 𝐸(𝑡) can be recovered as

𝐸(𝑡) = 2Re {𝐸+(𝑡)} = 𝐸+(𝑡) + 𝐸−(𝑡). (2.5)

It seems tempting (and in fact can be appropriate) to describe the electric field of a light pulse as

𝐸+(𝑡) = 1
2𝑎(𝑡)e

𝑖𝜔0𝑡 (2.6)

i.e. a product of a carrier oscillating with 𝜔0 and a complex-valued envelope 𝑎(𝑡). When the duration
of the pulse approaches the optical cycle though, such a description gradually loses its usefulness, but
is still sometimes chosen e.g. for reasons of convenience or performance in a numerical problem. The
more generally applicable description

�̃�+(𝜔) = √𝑆(𝜔)e−𝑖𝜑(𝜔) (2.7)

is one in the spectral domain in terms of the spectral intensity 𝑆(𝜔) and the spectral phase 𝜑(𝜔),
which has been introduced in eq. 2.1. From eq. 2.7 the time-domain representation can be obtained
via an inverse Fourier transform.

2.2 Spectrum and spectral phase

At this point it is instructive to choose a parametrization for 𝑆(𝜔) and 𝜑(𝜔) and investigate the in-
fluence of their respective shapes on the properties of 𝐸(𝑡). A common simple choice is to represent
the spectral intensity as a gaussian function, and to expand the spectral phase into powers of (𝜔−𝜔0)

𝜑(𝜔) = 𝜑0 + 𝛿 ⋅ (𝜔 − 𝜔0) +
𝛽𝜔
2 ⋅ (𝜔 − 𝜔0)

2 +
𝜑3
6 ⋅ (𝜔 − 𝜔0)

3 + ..., (2.8)

where 𝜔0 is the frequency around which the spectrum is centered, and the expansion coefficients
𝜑0, 𝛿 and 𝛽𝜔 will be discussed in more detail further below. While spectra of ultrashort pulses as
they are encountered in the laboratory are rarely of such a simple shape that a gaussian function
can approximate them well, they do share some characteristics with it that we can use to intuitively
understand the connections that exist between the spectral domain properties of a laser pulse and its
shape in the time domain: real spectra are centered around some mean frequency 𝜔0, which could
e.g. be taken as the fist moment of the spectrum, and they attain appreciable values only within a
finite region around 𝜔0. A reasonable choice for characterizing the width 𝛥𝜔 of this region could e.g.
be the full width of the spectrum at half its maximum intensity.

The spectral intensity

𝑆(𝜔) = 𝑆0 exp (−4 ln 2
(𝜔 − 𝜔0)

2

𝛥𝜔2
) (2.9)

is parametrized in terms of exactly these quantities and yields the complex spectrum

𝐸+(𝜔) = √𝑆0 exp (−2 ln 2
(𝜔 − 𝜔0)

2

𝛥𝜔2
) e𝑖𝜑(𝜔). (2.10)

With 𝜑(𝜔) vanishing for all frequencies 𝜔, the corresponding complex electric field

𝐸+(𝑡) =
√𝑆0 𝛥𝜔e

𝑖𝜔0𝑡

√4 ln 2
exp (− 𝛥𝜔2

8 ln 2𝑡
2) (2.11)
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Figure 2.1: Gaussian spectra 𝑆(𝜔) (right column) of different widths and the corresponding time-
domain electric fields 𝐸(𝑡) (left column). An increase in the width 𝛥𝜔 will result in a decrease of the
FWHM duration𝒯′ (marked with grey dashed vertical lines) of the laser pulse.

is an oscillation with frequency 𝜔0 enveloped by a gaussian function with a temporal FWHM of

𝒯 = 4√2 ln(2)
𝛥𝜔 . (2.12)

This result demonstrates that a broader spectrum can result in a shorter ligh pulse, as it is illustrated in
fig. 2.1. In fact, the duration of a laser pulse is bounded from below where the bound is determined
by some measure of the width of the spectrum, but its exact form is not necessarily as it is given
by eq. 2.12, it rather depends on the shape of 𝑆(𝜔) and the definition of spectral width chosen to
characterize 𝑆(𝜔). This lower limit is referred to as Fourier limit. Distortions of the spectral phase of
second or higher order in (𝜔 − 𝜔0) will result in the laser pulse exceeding its minimal duration and
also deviating from the gaussian shape, as it will be demonstrated below.

Carrier-to-envelope phase, temporal shifts and group delay

The effects of a non-vanishing spectral phase up to first order in (𝜔 − 𝜔0) can be derived directly by
considering general properties of the Fourier transform. As a consequence of its linearity, a constant
phase 𝜑(𝜔) = 𝜑0 = const.will directly transfer to the time domain as a phase offset between the oscil-
lating carrier and the envelope of the laser pulse. This is demonstrated in the first two rows of figure
2.2. This phase offset is referred to as carrier-to-envelope phase (CEP), and for pulses comprised of
only a few oscillations of the electric field it significantly influences the pulse shape. Therefore precise
control over it is central to experiments sensitive to the shape of 𝐸(𝑡) (and not only its envelope).

It is furthermore well known that a multiplication of a fuction with a linear phase factor e𝑖𝜔𝛿 in
the spectral domain will result in its time-domain representation being shifted by 𝛿. Therefore we
can identify

𝛿 = 𝑑
𝑑𝜔𝜑(𝜔)∣𝜔=𝜔0

(2.13)

with a temporal shift of the laser pulse by 𝛿 (as well as a phase CEP phase shift of 𝜔0𝛿). This is
demonstrated in the third row of fig. 2.2, where the CEP phase shift has been compensated for.
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Generally, the first derivative of the spectral phase w.r.t. 𝜔 is referred to as group delay

GD(𝜔) = 𝑑
𝑑𝜔𝜑(𝜔). (2.14)

It encodes time-vs.-frequency information and can be seen as relating to which frequencies occur at
which point in time in the light pulse.

Chirp and higher-order phase distortions

A second order term in the spectral phase will yield a linear group delay, which indicates that the
different frequency components of the light pulse appear to an observer in sequence i.e. as a sweep
of the oscillation frequency of the electric field under the pulse envelope. Whether the frequency
sweeps upwards or downwards with time depends on the sign of the group velocity dispersion

GVD(𝜔) = 𝑑2

𝑑𝜔2
𝜑(𝜔) (2.15)

at 𝜔0, which can be identified as the parameter 𝛽𝜔 in eq. 2.8. A positive sign of 𝛽𝜔 will result in an
increase in frequency, and a negative sign in a decrease in frequency, respectively. Drawing a parallel
to birdsong which changes its pitch over the duration of a vocalization of a songbird, a pulse across
the duration of which the frequency sweeps up or down is referred to as chirped.

Higher-order distortions of the spectral phase can yield light pulses of considerable complexity
in the time-domain, even if their spectral intensity 𝑆(𝜔) is comparatively simple. The fifth row of fig.
2.2 shows the pulse shape that emerges for a third-order spectral phase (and therefore second order
group delay) and a gaussian spectrum. The small satellite pulses to the right of the main pulse are
a result of the low- and high-frequency components of the spectrum being pushed out of temporal
synchronization with the central portion of the spectrum. Their resulting interference causes the
visible oscillations in the envelope.

An example from the real world, the problems of defining pulse duration and central frequency

The light pulses used to feed an attosecond beamline often have complex electric fields in the time
domain, as they are carefully shaped using linear and nonlinear optical effects to suit the needs of
the experiment. Figure 2.3 shows the electric field 𝐸(𝑡) of a light pulse recorded in an attosecond
streaking measurement.

The complexity of this pulse illustrates the difficulties one encounters when trying to define a
central frequency𝜔0, a spectral width𝛥𝜔 and a pulse duration𝒯 for any but the simplest light pulses.
Acknowledging the problems associated with it we shall base our definitions of spectral width and
pulse duration on the FWHM of the spectra and temporal envelopes we encounter in the hope that
these will be behaved well enough to warrant this choice. For the central frequency 𝜔0 we shall choose
the first moment of the power spectrum. For the pulse shown in figure 2.3 we find 𝜔0 = 1.77 eV,
𝛥𝜔 = 0.6 eV and an FWHM pulse duration of𝒯 = 6.8 fs.

2.3 Generation of ultrashort laser pulses

Mode-locked lasers are the standard sources of ultrashort pulses of light. They produce a regular
train of short light pulses spaced by the resonator round trip time 𝑇R, which corresponds to a pulse
repetition rate 𝑓rep = 𝑇−1R . The emergence of such a regular temporal structure can be considered
somewhat surprising as it cannot be the result of a superposition of the (due to dispersion) generally
unevenly spaced longitudinal modes of a laser resonator. The mode-locking action, however, intro-
duces a non-linear phase shift which will compensate the dispersion whereby a comb of modes with
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Figure 2.2: Gaussian spectra (blue, right panels) and spectral phases up to third order (yellow,
right panels) and the corresponding time-domain electric fields (red, left panels) and their envelopes
(dashed gray, left panels). A constant spectral phase maps directly to the phase of the laser pulse in
time domain (first two rows). A linear spectral phase will shift the pulse in time (third row), and
a quadratic spectral phase (fourth row) will temporally broaden the pulse by pushing the different
frequency components out of temporal synchronization, thereby creating a pulse in which the elec-
tric field’s period of oscillation will change over the duration of the pulse. Third- and higher-order
distortions to the spectral phase will result in complex pulse shapes in the time domain (fifth row).
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Figure 2.3: Electric field 𝐸(𝑡) of an ultrashort laser pulse extracted from an attosecond streaking
measurement (left panel), together with the corresponding spectral intensity 𝑆(𝜔) and spectral phase
𝜑(𝜔) (right panel) calculated via eq. 2.1. The temporal and spectral shapes of ultrashort laser pulses
as they are encountered in the laboratory can be quite complex and elude a description via simple
mathematical functions as it has been given in this section. Even so, definitions of central frequency,
spectral width and pulse duration based on the first- and secondmoments of 𝑆(𝜔) and the envelope of
𝐸(𝑡) can be used to describe these pulses in comparatively simple terms. A wavelength scale is added
as a guide to the reader. The attosecond streaking measurement has been performed by Maximilian
Pollanka on the 1𝑠-level of helium.

equal spacing is created. The properties of this comb and the corresponding train of short pulses are
described in section 2.3.1.

Generally, mode-locking is induced via a roundtrip-synchronous modulation of the amplitude
inside the laser resonator. This can be done actively, e.g. via electro- or acoustooptical components,
or passively in a nonlinear optical component resulting in intensity dependent net gain (cf. e.g. [31]).
For the latter case, which is the one of interest here, a differential equation to which the resulting laser
pulse 𝑎(𝑡) is a solution can be constructed in the time domain under the assumption that the pulse
envelope does not drastically change in shape during one trip through the oscillator. This assumption
is no longer valid for the ultrabroadband sources generating few-femtosecond pulses which became
available in the 1990s (cf. e.g. [32]) and have since become standard tools in ultrafast physics. A
different model needs to be constructed. It is elaborated upon in section 2.3.2.

2.3.1 Properties of a train of short pulses

With typical repetition rates of some 80MHz and broadband laser gain media spanning a bandwidth
of around 150THz, millions of comb-lines can participate in mode-locking. These comb-lines are
found at frequencies

𝑓𝑞 = 𝑓ce + 𝑞𝑓rep with 𝑞 ∈ ℕ0, (2.16)

but will only have appreciable intensity within the finite frequency interval where they experience
sufficient gain. The frequency-comb and time-domain pulse-train generated by a hypothetical laser
oscillator is shown in figure 2.4.

As the comb lines are generally offset by 𝑓0 from integer multiples of 𝑓rep, the maxima of the
pulse envelopes (dashed red lines in fig. 2.4b) in the time domain will not coincide with with the
maxima of the oscillations of the electric field. Instead, when the time-domain signal is viewed as
an oscillating carrier modulated by an envelope function, the phase of the oscillation slips under the
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Figure 2.4: A hypothetical ideal mode-locked laser in the time- and frequency domain. Plotted
against the normalized frequency 𝑓/𝑓rep the teeth of the frequency comb (blue in a)) have unitary
spacing, but are offset by 𝑓ce/𝑓rep from integer values on the abscissa. In the (normalized) time do-
main (panel b)) this corresponds to a train of short pulses. When viewed as an oscillating carrier
modulated with an envelope function, it can be seen that the carrier phase slips by 𝛷ce under the
envelope from pulse to pulse.

envelope by

𝛷ce = 2𝜋𝑓ce𝑇R (2.17)

per pulse. This carrier-envelope (ce) phase slippage can also be seen as being the result of the generally
unequal phase- and group velocities in the laser oscillator. Due to the periodicity of the carrier- and
envelope functions, after some𝑁 pulses the total accumulated phase slip will be an integer multiple
of 2𝜋, whereby all𝑁-th pulses are indistinguishable. 𝑁 is determined by𝑁−1 = 𝑇R𝑓ce for 𝑓ce ≠ 0.
For 𝑓0 = 0, every pulse is the same and therefore𝑁 = 1.

Is is easily understood that precise control over 𝑓rep and more importantly 𝑓ce is crucial for the
reproducible generation of light wave forms, which are central to attosecond physics experiments.
Schemes for their determination and control have been devised around the turn of the millenium
and have revolutionized optical metrology (cf. e.g. [33] and references therein). The implications
of ce-phase control for stong-field processes have been explored by Baltuška et al. [34], enabling the
reproducible generation and control of broad continua spanning into the extreme ultraviolet (XUV)
which are the foundation for generation of light pulses with sub-femtosecond temporal structure.

2.3.2 Parameters of mode-locking

Due to the incredible wealth of possible applications of mode-locked lasers the mode-locking process
has received extensive theoretical treatment. References [31] and [35], which wewant to follow in this
section, give a comprehensive overview. As stated before, in a laser generating few-femtosecond pulses
the pulse circulating in the resonator does not have a constant temporal width. The pulse drastically
changes its duration and shape during its round trip, being periodically stretched and compressed in
time considerably. For the treatment of mode-locking in these stretched-pulse lasers, H. Haus [31]
brought the master equation 2.18 forward, which describes the pulse at the point of its minimal
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Figure 2.5: Chirp parameter (panel a)), pulse duration (panel b)), normalized gain (panel c)) and
ce-phase-shift per pass (panel d)) predicted by the master equation 2.18 as function of net intracavity
dispersion𝐷net. The shortest pulses are obtained for slightly negative values of net intracavity disper-
sion, but they will have non-zero chirp 𝛽. Overall gain is always negative which is necessary for stable
operation. Positive gain facilitates the build-up of noise between pulses. The per-pass phase shift𝛷ce
can be controlled by varying the net dispersion 𝐷net, enabling control and regulation of 𝑓ce.

duration in the oscillator.

1
𝑇R

𝜕
𝜕𝑇𝑎(𝑡, 𝑇) = 𝐺𝑎(𝑡, 𝑇) + ( 1

𝛺2
𝑓
+ 𝑖𝐷net)

𝜕2

𝜕𝑡2
𝑎(𝑡, 𝑇) + (𝛾0 − 𝑖𝛿0) |𝐴0|

2 (1 − 𝜇 𝑡2

𝒯2
𝑒
) (2.18)

In eq. 2.18 𝐺 is the net gain per pass, 𝛺2
𝑓 determines the spectral filtering by the gain medium, 𝐷net

is the net dispersion in the resonator which can usually be varied using a prism pair. The parame-
ters 𝛾0, 𝛿0 and 𝜇 in the last nonlinear term capture the amplitude and phase modulation the pulse
inflicts on itself. As the pulse’s duration varies greatly depending on its position in the resonator this
nonlinear term needs to take the pulse’s action into account in an on-average fashion, whereby the
amlitude 𝐴0 and the pulse width𝒯𝑒 enter the master equation, which are actually parameters of the
proposed solution (eq. 2.19). Therefore the master equation is no longer an ordinary partial differen-
tial equation, and its parameters can only iteratively be estimated to match the behaviour of the laser
oscillator in the laboratory as well as possible. At this point we need to simply accept the presence of
this nonlinear term in the master equation. Optical nonlinearities and their origins will be elaborated
upon in chapter 3.

This model is defined in terms of two times 𝑡 and 𝑇, the former of which describes the pulse on
a timescale of its temporal width 𝒯𝑒 , while per-roundtrip changes to 𝑎(𝑡, 𝑇) occur on the timescale
𝑇. As described in the previous section, the the pulse will change its carrier-to-envelope phase by𝛷𝑐𝑒
from roundtrip to roundtrip, whereby we can set 1/𝑇R𝜕/𝜕𝑇𝑎(𝑡, 𝑇) = −𝑖𝛷ce on the left hand side of
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the master equation. By inserting the ansatz

𝑎(𝑡) = 𝐴0 exp (−
𝑡2

𝒯𝑒
(1 + 𝑖𝛽)) (2.19)

with the chirp-parameter 𝛽 into eq. 2.18 one can find expressions defining 𝛽, the pulse width 𝒯𝑒,
the net gain per pass 𝐺 and the phase shift 𝛷ce per pass as a function of the net dispersion 𝐷net (see
appendix A). The resulting curves are shown in fig. 2.5 for different values of 𝛿. Parameters have
been estimated very roughly to yield pulse durations compatible to what is expected from the laser
oscillator in our laboratory, but some liberty has been taken to exaggerate them for the purpose of
visualization. Details are given in appendix A.
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Chapter 3

Interaction of intense light pulses with

matter

“Life at low intensity is dull.”

– Rick Trebino and John Buck - Frequency Resolved Optical Gating [29, p. 38]

With a source of ultrashort pulses of light at hand, light intensities far above of what is captured
by linear optics come into reach as all the energy that would usually be spread out over many oscilla-
tion cycles of the electromagnetic wave is now crammed into very few of these. The arising nonlinear
response can be used ingeniously to precisely control and shape light waveforms and ultimately en-
able access to the extreme ultraviolet (XUV) / soft x-ray (SXR) wavelength regime where light pulses
of less than one femtosecond in duration can be generated. Next to their few-femtosecond optical
counterparts, these attosecond XUV pulses are the central experimental tool for the work presented
in this thesis.

The first section of this chapter will review perturbative nonlinear light-matter interaction in a
classical manner following [29, chap. 3] and [36, chap. 8] with further references in the text, and then
proceed towards the non-perturbative higher order response presented (relevant references given in
the main text). Based on this groundwork, the synthesis and characterization of sub-femtosecond
extreme ultraviolet pulses will be treated in the last section.

3.1 High intensities, low order nonlinear response

Classical nonlinear optics does not require the invocation of a new theory of optics radically differ-
ent from what Maxwellian electrodynamics predict. Classical nonlinear optics arises naturally when
one accepts that the polarization response 𝑃(𝐸(𝑡)) of a medium to the electric field 𝐸(𝑡) is not nec-
essarily linear. Oftentimes, the relationship between the polarization response and the electric field is
denoted as a linear one with the proportionality constant being the susceptibility 𝜒, giving rise to the
well known phenomena of refraction an extinction via the real- and imaginary part of 𝜒 (and conse-
quently of the refractive index 𝑛′ = 𝑛 + 𝑖𝜅) respectively. This is certainly justified at low to moderate
intensities, but once the intensity rises such that the electric field 𝐸(𝑡) is comparable in magnitude
to inter-atomic electric fields nonlinear effects are expected to become observable, and the intensity
cannot be considered low or moderate anymore.

The relationship between electric field 𝐸(𝑡) and polarization response 𝑃(𝑡) is then expressed via
the nonlinear susceptibility

𝜒(E) = 𝜒(1) + 𝜒(2)E + 𝜒(3)EE + ..., (3.1)
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Figure 3.1: Schematic representation of linear (a)) and nonlinear (b-c)) polarization response to an
oscillating field (leftmost bottom panel). Due to the distortion of 𝑃(𝑡) frequency components not
oscillating with the original carrier frequency 𝜔0 emerge. Panels b) depict a third-order nonlinearity
where it is especially noteworthy that in this case even the polarization at 𝜔0 can be affected, which
results in an intensity-dependent refractive index. This is the origin of the optical Kerr-effect, which
is responsible for the nonlinearity in eq. 2.18. In the general case (panels c)) where second- and
third-order nonlinearities are present even a zero-frequency (dc) component of the electric field can
be observed.

which depends on the electric field 𝐸(𝑡), whereby the polarization response takes the form of eq. 3.2.

P(E) = 𝜀0 𝜒(E)E = 𝜀0 (𝜒
(1)E + 𝜒(2)EE + 𝜒(3)EEE + ...) (3.2)

Just as in the linear case, 𝜒(E) is a tensorial quantity. A consequence of this is that whether or
not a certain nonlinear effect can be observed depends on the symmetry of the medium: in a cen-
trosymmetric medium for example, second-order nonlinear effects cannot be observed as the second
order susceptibility tensor must vanish [36, p. 335 and p. 66]. Figure 3.1 illustrates the nonlinear
polarization response to an oscillating sinusoidal field. It is evident that the nonlinear distortion of
𝑃(𝑡) generates frequency components at 𝜔 ≠ 𝜔0 in 𝑃(𝑡), which in turn drive the wave equation, act-
ing as sources for electric fields oscillating with frequencies differing from 𝜔0. Therefore, nonlinear
optics enables the conversion of optical signals from one frequency to another as well as the mixing
of frequencies, which is what makes it indispensable for many applications in ultrafast physics.

Second-order nonlinearities e.g. can be used for optical frequency mixing, with which the carrier-
envelope offset frequency 𝑓ce in a femtosecond laser system (see section 2.3.1) can be detected, paving
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the way for its precise control. This is described in section 3.1.1. Third-order nonlinearities on the
other hand are a central part of the mode-locking mechanism of ultrashort laser oscillators as they
are described in section 2.3.2 and furthermore enable the spectral broadening of intense, amplified
laser pulses. Spectra that support light pulses of a duration of only a few optical cycles are attain-
able with a dedicated pulse compression stage following the spectral broadening. Such light pulses
drive the attosecond beamlines at the Technical University of Munich. Section 3.1.2 is dedicated to
giving some detail about the use of third order nonlinearities for the mode-locking of ultrafast laser
oscillators and the compression of amplified laser pulses.

3.1.1 Frequency mixing, f-2f and f-0 interferometry

A nonlinearity driven by an oscillating field lends itself to frequency mixing. Considering a second-
order nonlinearity

P(2)(𝑡) = 𝜀0 𝜒
(2)E(𝑡)E(𝑡) (3.3)

and an electric field
E(𝑡) = 1

2(Ẽ
+
1 (𝜔1) exp (𝑖𝜔1𝑡) + c.c.

+Ẽ+2 (𝜔2) exp (𝑖𝜔2𝑡) + c.c.)
(3.4)

oscillating at frequencies 𝜔1 and 𝜔2, one finds, inserting eq. 3.4 into eq. 3.3

P(2)(𝑡) = 𝜀0 𝜒
(2) 1
4((Ẽ

+
1 (𝜔1))

2 exp (2𝑖𝜔1𝑡) +

(Ẽ+2 (𝜔2))
2 exp (2𝑖𝜔2𝑡) +

2Ẽ+1 (𝜔1)Ẽ
+
2 (𝜔2) exp (𝑖(𝜔1 + 𝜔2)𝑡) +

2Ẽ+1 (𝜔1)Ẽ
−
2 (𝜔2) exp (𝑖(𝜔1 − 𝜔2)𝑡) +

Ẽ+1 (𝜔1)Ẽ
−
1 (𝜔1) +

Ẽ+2 (𝜔2)Ẽ
−
2 (𝜔2) + c.c.).

(3.5)

Of special interest here are the first two terms, which oscillate with the second harmonic of 𝜔1 and
𝜔2 respectively, as well as the fourth term oscillating with the difference of 𝜔1 and 𝜔2.

When a frequency comb as it is described in section 2.3.1 is subjected to second harmonic gen-
eration (SHG) via the first or second term in 3.5 the comb lines initially found at 𝑓𝑞 = 𝑓ce + 𝑞𝑓rep
will appear at 2𝑓𝑞 = 2𝑓ce + 2𝑞𝑓rep. If the frequency comb spans across more than one octave the
high-frequency end of the fundamental comb will overlap with the low-fequency end of the doubled
comb such that the comb line 𝑓2𝑞 of the fundamental comb will beat with the comb line at 2𝑓𝑞 of
the doubled comb (fig. 3.2, top panel) at the difference of their frequencies

𝑓beat = 2𝑓𝑞 − 𝑓2𝑞 = 2𝑓𝑐𝑒 + 2𝑞𝑓rep − 𝑓𝑐𝑒 − 2𝑞𝑓rep = 𝑓ce. (3.6)

This enables a direct route to measuring the carrier-envelope offset frequency. Together with the
dependency of 𝑓ce on the intracavity dispersion worked out in sec. 2.3.2 measurement and regulation
of 𝑓ce via a feedback loop is possible. Such an approach has first been brought forward by Telle et al.
in [37]. They furthermore suggested an alternative route based on difference frequency generation
(DFG i.e. the fourth term in eq. 3.5) where instead of beating the comb with its frequency doubled
replica the frequency difference between comb lines at opposing sides of the spectrum is taken and
the result beats with the low-frequency end of the comb. The comb lines emerging from the DFG
process will not be offset from integer multiples of 𝑓rep as

𝑓𝑞2 − 𝑓𝑞1 = 𝑓ce + 𝑞2𝑓rep − 𝑓ce − 𝑞1, 𝑓rep = (𝑞2 − 𝑞1)𝑓rep, (3.7)

whereby any such line will generate a beating signal at 𝑓𝑐𝑒 with the nearest line of the fundamental
comb (fig. 3.2, bottom panel). An implementation of this scheme is described in [38].
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Figure 3.2: Principle of 𝑓 − 2𝑓 (upper panel) and 0 − 𝑓 (lower panel) interferometry. In the for-
mer case the frequency comb exiting a mode-locked laser is subjected to second harmonic generation
and the emerging frequency doubled replica overlaid with the fundamental comb. Given that both
combs are of sufficient width the high-frequency end of the fundamental will overlap with the low-
frequency end of the SHG comb, resulting in a beating signal at 𝑓ce according to eq. 3.6 which can
be detected with a fast photodiode. Alternatively to second harmonic generation one can subject the
fundamental comb to difference frequency generation whereby the difference frequencies of lines
from opposing ends of the fundamental comb will beat with the low-frequency end of the funda-
mental. As the DFG comb is not offset from zero, the beating will be at 𝑓ce just as in the case of
𝑓 − 2𝑓 interferometry.

3.1.2 Optical Kerr effect and spectral broadening

Turning to the special case of linearly polarized light and a third-order nonlinearity in a material
where 𝜒(2) vanishes, the nonlinear polarization can be written as a scalar

𝑃(3)(𝑡) = 𝜀0 𝜒
(3) (𝐸(𝑡))3 . (3.8)

With 𝐸(𝑡) = 1
2 (�̃�

+(𝜔) exp (𝑖𝜔𝑡) + c.c.) this yields

𝑃(3)(𝑡) = 3
8𝜀0 𝜒

(3) (�̃�+(𝜔)�̃�+(𝜔)�̃�−(𝜔)e𝑖𝜔𝑡 + c.c.) + 1
8𝜀0 𝜒

(3) (�̃�+(𝜔)�̃�+(𝜔)�̃�+(𝜔)e𝑖3𝜔𝑡 + c.c.) . (3.9)

The first term oscillates with 𝜔, which is quite remarkable, as it follows that a nonlinearity can in-
fluence the polarization response at the fundamental frequency. This is also apparent from fig. 3.1
panels b) and c). Moreso, this polarization response at 𝜔 is proportional to �̃�+(𝑡)�̃�−(𝑡)which in turn
is proportional to the intensity 𝐼. As a consequence, there’s an effective intensity dependence of the
refractive index 𝑛 of the medium which can be approximated as

𝑛 ≈ 𝑛0 + 𝑛2𝐼(𝑡). (3.10)

This intensity dependence is referred to as optical Kerr effect. For a beam of light with a transverse
intensity distribution this leads to a lensing effect (cf. e.g. [36, p. 105] and [28, p. 194]). This phe-
nomenon is central to the modelocking mechanism in ultrashort laser oscillators as they are described
in section 2.3.2 (cf. e.g. [39, 31, 32]).
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In the time-domain the analog of the intensity-dependent lensing effect is referred to as self-phase
modulation [40, chap. 4] on the basis of which novel techniques for spectral broadening and subse-
quent pulse compression based on third-order nonlinearities in noble gases were devised in the mid-
to late 1990s when femtosecond laser sources with high output pulse energies became available and
the use of single-mode optical fibers was no longer feasible for this purpose due to the pulse energies
exceeding their damage threshold (cf. e.g. [41, 42]). Together with guided propagation in a thin glass-
capillary the noble gases as nonlinear media offer the key advantages of tunability of the nonlinearity
via variation of the gas pressure and species, as well as there being virtually no damage threshold to
the nonlinear element (multiphoton ionization can of course occur, but it is reversible). Pulse propa-
gation in these gas-filled hollow-core fibers has of course received much attention from the theoretical
side due to their usefulness. A complete model must include not only the nonlinear polarization, but
also the ionization and plasma response as well as linear contributions stemming from waveguide dis-
persion and attenuation. Furthermore, it should allow for energy transfer between the modes of the
waveguide mediated by the nonlinearities. Travers et al. have quite recently shown beautifully that
such a model can in fact describe the pulse propagation in a hollow core fiber in excellent agreement
with the experiment [43]. For the purpose of demonstrating that a third-order nonlinearity leads
to spectral broadening which in turn – given suitable compression techniques are available – can be
used to shorten the duration of a laser pulse a simplified model shall be brought forward here. Tak-
ing dispersion into account effectively via a constant𝐷eff and otherwise neglecting everything but the
nonlinearity, the envelope 𝑎(𝑧, 𝑡) (cf. eq. 2.6) of a pulse propagating inside a hollow core fiber, which
is aligned along 𝑧 a pulse described by eq. 2.6 can be propagated by the differential equation 3.11,
inspired by the model suggested by Nisoli et al. in [42].

𝜕
𝜕𝑧𝑎(𝑧, 𝑡) = 𝑖𝐷eff

𝜕2

𝜕𝑡2
𝑎(𝑧, 𝑡) − 𝑖𝛾eff |𝑎(𝑧, 𝑡)|

2 𝑎(𝑧, 𝑡) − 𝛿eff
𝜕
𝜕𝑡 (|𝑎(𝑧, 𝑡)|

2 𝑎(𝑧, 𝑡)) (3.11)

The third-order nonlinearity enters eq. 3.11 in the last two terms on the right hand side which
both contain a measure of the intensity i.e. proportional to |𝑎(𝑡)|2. As this model is greatly simpli-
fied and not expected to be representative of the actual situation in the laboratory we are at liberty
to choose the parameters such that they yield a result that is qualitatively consistent with what is ob-
served in reality without needing to worry about picking physically reasonable values for𝐷eff, 𝛾eff and
𝛿eff. Figure 3.3 shows eq. 3.11 integrated along a 3m long hollow core fiber in comparison with what
is observed in the laboratory. Even though our model is greatly simplified it can generate qualitative
agreement with the experimentally observed spectrum after propagation through the fiber. Panel c)
in fig. 3.3 shows how the envelope of a gaussian pulse with flat spectral phase (panel a)) is modified
by the propagation through the fiber (blue dashed line). After ideal compression (i.e. setting the
spectral phase to some constant) a significantly shorter pulse can be generated (yellow line), in the
case presented here the pulse from panel a) has a temporal FWHM of 𝒯 ≈ 30 fs and can be com-
pressed down to (yellow line, panel c)) 𝒯 ≈ 5 fs after spectral broadening, in consistency with the
pulse shown in fig. 2.3 which has been generated via spectral broadening of an amplified laser pulse
in a noble-gas filled hollow-core fiber.

3.2 Higher intensities, high-order harmonic generation

Experiments with intense laser fields (1014 − 1016W/cm2) of low frequencies on solids (Burnett et
al. [44]) and high frequencies on noble gases (McPherson et al. [45]) revealed that a nonlinear fre-
quency conversion of the incoming laser light to high integer harmonics takes place, and that their
intensities follow an unexpected dependency on the harmonic order. A series of key experiments
[46, 47] performed with low-frequency lasers on noble gases confirmed this unexpected dependency
and yielded more insight: the harmonic intensity falls off sharply in the first few orders, then very
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Figure 3.3: Spectral broadening and pulse compression based on the optical Kerr effect modelled
via eq. 3.11 in comparison to the experiment over a propagation distance of 3m. Before propagation
the pulse spectrum is modelled as a gaussian (blue curve, panel b)) where the spectral width has been
chosen tomatch that of the spectrum of the laser system in the laboratory (panel b), red curve). In the
time-domain (panel a)) this corresponds to a pulse duration of about 37 fs. The optical Kerr effect
is responsible for asymmetrically broadening the pulse’s spectrum during the propagation through
the noble-gas filled hollow-core fiber. Even though the model described by eq. 3.11 is very crude,
qualitative agreement with the experiment can be achieved for the output spectra (blue and red curves
in panel d)). In the time-domain (panel c)) the light pulse will be of essentially the same temporal
width as before propagation through the fiber (blue dashed line), but due to the broader spectrum, a
substantially shorter pulse duration is attainable after compression (yellow line). The model eq. 3.11
predicts pulse durations of ∼ 5 fs being attainable i.e. consistent with the pulse shown in figure 2.3.
Panel e) shows the evolution of the spectrum during its propagation along the fiber. Experimental
spectra have been recorded by Andreas Duensing.

slowly over a broad region, again dropping abruptly for the highest observable orders. These three
regions have been dubbed perturbative region, plateau region and cut-off region respectively. The au-
thors of [46] and [47] realized that the perturbative picture of eq. 3.2 for the polarization response
had broken down and the light intensity and thereby the electric field in these experiments alone was
strong enough to facilitate ionization despite the ionization potential 𝐼𝑝 of the noble gas exceeding
the laser frequency by many times its value. Theoretical studies of the microscopic harmonic gener-
ation process by direct integration of the time-dependent Schrödinger equation [48] confirmed this
interpretation and investigated the role of propagation effects which play a crucial role in the phase
matching of the harmonic radiation (cf. sec. 3.2.3).

The developement of a semiclassical model of high harmonic generation (HHG) by P. B. Corkum
[49] established an intuitive physical picture of the harmonic generation process and reproduced the
observation that the cut-off region of the harmonic emission of a single atom is found at a photon
energy of

𝐸cut−off = 𝐼𝑝 + 3.17𝑈p, (3.12)

where 𝑈p = 𝐸20/4𝜔
2 [50]. In this semiclassical model a valence electron is injected into the contin-

uum via tunneling from its parent atom the potential of which is distorted by the electric field of
the intense laser light such that a barrier sufficiently permeable to tunneling forms. During the sub-
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Figure 3.4: P. B. Corkum’s semiclassical model of high harmonic generation (HHG). At one max-
imum value of the laser field (top left, red, (1)) the atomic potential (lower panels, blue) is distorted
such that a barrier enabling tunneling of a valence electron forms. The electron is accelerated in the
oscillating laser field which eventually reverses its direction (2) and may recombine with its parent
ion, emitting radiation (3).

sequent propagation of the electron in the laser field it can gain kinetic energy which is released as
harmonic radiation given it recollides with the atomic core upon reversal of the laser field’s direction
(cf. fig. 3.4).

A quantum theory of high harmonic generation has been brought forward in a seminal publi-
cation by Lewenstein et al. [51]. This was motivated by the previous observation that the ’cut-off
law’ (eq. 3.12) may be violated due to propagation effects in the nonlinear medium [52]. The central
quantity of the Lewensteinmodel is the dipole moment 𝑑(𝑡) = −𝑒⟨𝑥(𝑡)⟩ of the atoms subjected to the
intense laser field. Its Fourier transform will yield the single-atom harmonic spectrum. Lewenstein’s
route towards calculating ⟨𝑥(𝑡)⟩ starts at the one-electron time-dependent Schrödinger equation for
the atom in the laser field, for which under three key assumptions a solution can be brought forward.
These assumptions are that all bound states of the system except for its ground state can be neglected,
that the depletion of the ground state is small enough such that it does not need to be considered,
and that the electron can be treated as a free particle in the continuum. If these conditions are met,
applying the saddle-point method to only include electron trajectories that reencounter the parent
atom, one can write for linearly polarized laser light and arbitrary pulse shapes 𝐸(𝑡) [53, p. 53-54]

⟨𝑥(𝑡)⟩ = 𝑖∫
∞

0
𝑑𝜏 ( 𝜋

𝜀 + 𝑖𝜏/2)
3
2

𝑑∗(𝑝st(𝑡, 𝜏) − 𝐴(𝑡))𝑑(𝑝st(𝑡, 𝜏) − 𝐴(𝑡 − 𝜏))𝐸(𝑡 − 𝜏) exp (−𝑖𝑆(𝑡, 𝜏)) .

(3.13)
In this expression, 𝐸(𝑡) is the laser pulse’s electric field, 𝐴(𝑡) is the corresponding vector potential,
𝑝st(𝑡, 𝜏) = ∫𝑡𝑡−𝜏 𝑑𝑡

″𝐴(𝑡″)/𝜏 is the stationary momentum i.e. the canonical momentum for which the
electron released at the time 𝑡 − 𝜏 returns to the parent atom at 𝜏,

𝑆(𝑡, 𝜏) = ∫
𝑡

𝑡−𝜏
𝑑𝑡″ (

(𝑝st(𝑡, 𝜏) − 𝐴(𝑡
″))

2 + 𝐼𝑝) , (3.14)

is the quasiclassical action of the liberated electron in the laser field and 𝑑(𝑝) is the dipole transition
matrix element, which for hydrogenic atoms may be approximated as

𝑑(𝑝) = 𝑖2
7
2 𝛼

5
4

𝜋
𝑝

(𝑝2 + 𝛼)3
(3.15)

with 𝛼 = 2𝐼𝑝.
Single-atom-response high-harmonic spectra can be calculated via evaluation of eq. 3.13 and sub-

sequently applying the Fourier transform. A numerical implementation benefits greatly from the ap-
plication of some mathematical transformations of the expressions underlying the Lewenstein model
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Figure 3.5: Application of the microscopic Lewenstein model to a continuous driver with 𝜔0 =
1.5 eV. The separation of the harmonic spectrum into the perturbative, plateau and the cut-off re-
gion is easily seen (left panel). In a series of spectra calculated for different ponderomotive potentials
(dashed colored lines in the right panel) one finds the cut-off energy to follow eqns. 3.12 or 3.16
respectively (dashed and solid black lines respectively). The full color curves in the right panel are
the single-atom harmonic spectra for the three ponderomotive potentials 𝑈p = 29.6 eV (yellow),
𝑈p = 32.2 eV (red) and 𝑈p = 35.0 eV (blue) respectively, shifted by their respective ponderomotive
potential along the ordinate.

presented in chapter 3.2 of [54]. With such an implementation at hand one can study the effect of
the driving pulse’s parameters on the (single-atom) harmonic spectrum.

3.2.1 High Harmonic generation with long driving pulses

For long driving pulses the Lewenstein model reproduces the expected shape of the spectrum com-
prised of odd integer harmonics of the driving field and their dependency on the harmonic order (see
fig. 3.5, left panel), and the position of the cut-off region follows the empirical eq. 3.12 very well (fig.
3.5, right panel). One achievement of the Lewenstein model is the refinement of the cut-off law as

𝐸cut−off = 3.17𝑈p + 𝐼𝑝𝐹(𝐼𝑝/𝑈P), (3.16)

where 𝐹(𝑥) ≈ 1.3 for a broad range of arguments. As 𝐹(𝑥) varies very slowly, the effect of its curva-
ture on the predicted cut-off position is not apparent in figures 3.5 and 3.6. The predicted cut-off
position simply appears at higher harmonic energies.

3.2.2 High harmonic generation with few-cycle driving pulses

When driven with few-cycle pulses, the single-atom harmonic spectra change quite drastically with
the structure of odd harmonics being smeared out considerably and the cut-off possibly exhibiting
no modulations (cf. e.g. [55]). The differences to the case of a long driving pulse can be understood
in terms of the electron reencountering its parent ion only a small number of times whereby only
a few short bursts of XUV light are emitted [56, p. 1253]. In the same publication, Christov et al.
furthermore pointed out that spectrally selecting a part of the cut-off e.g. with dedicated XUV optics
would be a feasible way of extracting a single isolated XUV pulse from the harmonic emission which
would have a duration of less than one femtosecond.

The Lewenstein model is applied to a few-cycle driving pulse in fig. 3.6. The top panels demon-
strate that the cut-off laws retain their validity, while the bottom panels show that the cut-off region
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Figure 3.6: Application of the microscopic Lewenstein model to short gaussian pulses of 4.6 fs du-
ration. The top panels show the dependency of the cut-off region on the ponderomotive potential
𝑈p associated with the driving pulse: The cut-off can be shifted by varying the ponderotive potential
(top left panel). The empirical cut-off law of eq. 3.12 is well reproduced even for feq-cycle pulses
(top right panel, dashed line). The refined, ’exact’ eq. 3.16 is shown in the top right panel as a solid
line. The dependency of the shape of the cut-off region on the driving pulse’s ce-phase is explored
in the bottom panels. on the left, three lineouts from the ce-phase sweep displayed in the bottom
right panel are shown, together with two respective driving pulses. Deep modulations in the cut-off
spectrum appear for ce-phases between ∼ 45° and 90°, while the smoothest cut-off with the highest
photon energies is reached for 𝛷ce ≈ 18°. Color maps are non-linear.

of the spectrum is quite sensitive to the ce-phase of the driving pulse. This phase-sensitivity is espe-
cially relevant in the context of this work: explored by de Bohan and co-workers in 1998 [57] and
experimentally confirmed by Baltuška et al. in 2003 [34] it was found that for nearly cosine-shaped
few-cycle driver pulses the cut-off harmonic emission is smooth such that it lends itself to attosecond
pulse generation via spectral filtering in the spirit of [56].

As it is presented here, the Lewenstein model describes only the response of a single atom. Real
world sources of harmonic radiation however employ macroscopic gas media in which propagation
effects can drastically reshape the harmonic emission. A numerical implementation of the Lewenstein
model with progagation effects included is available as the HHGmax software package [58]. Phase
matching is crucial to the efficident generation of high harmonic radiation in experimental sources
and is (next to ce-phase control) at a fixed wavelength of the driving laser one of the main mechanisms
by which the harmonic spectrum is shaped. Due to its importance it has been thoroughly researched
(cf. e.g. [59, 60, 61, 62, 63]) and some key findings of this research shall be summarized in the
following.
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Figure 3.7: Phase matching of the high harmonic cut-off for negligible dispersive contributions. The
geometrical wave vector k𝑔 which points along the propagation direction of the driving beam and its
spatial profile is shown in the leftmost panel with its envelope as dashed lines (in all panels). The cen-
ter panel shows the effective wave vector of the atomic polarization K in its magnitude (false-color
map) and direction (arrows). It consistently points outwards away from the focus. The resulting po-
larization wave vector (arrows) and its normalized absolute difference to the 𝑞-th harmonic wave vec-
tor 𝑘harm = 𝑞𝜔0/𝑐 is shown in the rightmost panel. A region where phase-matched collinear harmonic
generation is possible and the intensity is still appreciable arises about 15mm after the focus. Two
other regions of small wave vector mismatch exist before the focus at 𝑧 ≈ −10mm and 𝑟 ≈ ±90 𝜇m,
but the harmonic beam generated there will not be collinear and have unfavourable temporal prop-
erties. The radial components of all wave-vectors have been scaled for this visualization. A gaussian
beam profile with a peak intensity of 𝐼 ≈ 3.5 ⋅ 1014Wcm−2 was assumed which would yield a cut-off
energy of ∼ 90 eV.

3.2.3 Phase matching of high-harmonic generation

Central to the concept of phase matching is the observation that the efficiency of a frequency con-
version process is maximized when the difference in phase between the polarization induced by the
driving field and the generated harmonic field is minimized [60, p. 3777]. The mismatch between
these phases can be measured via the difference of the magnitudes of the wavevectors of the polariza-
tion k and the field of the 𝑞-th harmonic 𝑘harm = 𝑞𝜔0/𝑐 as

|𝛿𝑘| = |𝑘harm − |k|| . (3.17)

The contributions to the total polarization wave vector

k = k𝑔 +K + k𝑛 + k𝑝 (3.18)

are the geometrical k𝑔 i.e. due to the focussing of the beam, the effective atomic dipole response
wave vector K, k𝑛 which captures the dispersion of the neutral medium and k𝑝 which is due to the
dispersion due to the ionized fraction of the medium.

Neglecting the dispersive contributions to k for now and assuming (following [63, p. 2] and [61,
p. 3205]) that K ∝ −∇𝐼(𝑟, 𝑧) where 𝐼(𝑟, 𝑧) is the spatial intensity distribution of the driving beam
close to the focus, one can make an interesting observation: the geometrical wave vector k points
along the propagation direction and the profile of the waist of the beam, while the effective atomic
dipole wave vector K points away from the focus everywhere near the origin of the (𝑟, 𝑧) plane their
sum may match the 𝑘harm in a region where 𝑧 > 0. Therefore, if the nonlinear medium is placed
slightly after the focus one can attain phase matching. Taking a closer look at the direction of the
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polarization wave vector in this region furthermore reveals that the resulting harmonic beam will be
collinear with the driving field. Another such region of favourable phase matching may depending
on the parameters also be present before the focus, but the total polarization wave vectors point away
from the fundamental beam whereby an annular beam profile is to be expected in the far field [61,
p. 3207f.] with a distorted temporal shape [64, p. 4751]. The region after the focus is favourable
for isolated attosecond pulse generation and therefore chosen for the experiments presented in this
work. Figure 3.7 illustrates these arguments.

This discussion and figure 3.7 motivates using the position of the nonlinear medium (usually
a gas jet) as a way of selectively phase matching harmonic emission at a particular photon energy
𝐸ℏ𝜔 = 𝑞𝜔0 (even for non-integer 𝑞 e.g. in the cut-off). Furthermore, an iris in the beam path before
the focusing allows one to control the 𝑧-gradient of the intensity which will influence the atomic
dipole response’s phase. In summary, by operating the iris one chooses the 𝑞 and thereby the cut-off
photon energy for which one wants to phase-match. This also changes the position of the phase-
matching region, whereby the gas jet must be moved. The cut-off photon energy becomes tunable
over a wide range of energies.

Dispersive effects captured by the last two terms in eq. 3.18 are due to the (nonlinear) refractive
index of the neutral atoms in the gas jet and the presence of plasma due to strong-field ionization.
It is possible to balance these two effects as they contribute with opposing signs [62, p. 10517ff.].
For the simple case of a plane-wave beam an ideal ionization fraction 𝜂 (eq. 3.19) where neutral and
plasma dispersion cancel can be derived [65] which is a function of the atomic number density𝑁atm
at 1 atm, the driving laser’s wavelength 𝜆, and the difference 𝛥𝑛 between the refractive indices at the
fundamental and the harmonic wavelengths.

𝜂 = (1 +
𝑁atm𝑟𝑒𝜆

2

2𝜋𝛥𝑛 )
−1

(3.19)

In this equation 𝑟𝑒 is the classical electron radius. For the noble gases He, Ne and Ar which are often
used for high harmonic generation, these are in the single-digit percents for near-infrared driving light
(∼ 800 nm). For longer driving wavelengths which according to the cut-off laws (eqs. 3.12 and 3.16)
are favourable for the generation of high photon energies one finds smaller ionization fractions due
to the 𝜆−2-dependency of eq. 3.19 [62, p. 10517].

In the experiment it is not clear whether phase matching is achieved by balancing the geometric
terms and the dispersive terms separately or not, as e.g. both the ionization fraction and the refractive
index of the gas species as well as the geometric contribution k𝑔 as well as the atomic K depend on
the laser intensity which can be adjusted via an iris and the position of the gas-jet along the focussed
beam. Experience teaches though that most adjustment is done via the geometry of the high har-
monic generation set-up and the gas pressure can be varied in order to slightly optimize the flux at
the desired photon energy afterwards.

3.3 Synthesis and characterization of attosecond XUV pulses

The possibility of synthesizing XUV pulses of a duration of less than one femtosecond via high har-
monic generation has first been realized by Farkas and Toth in 1992 [66], and the first experimental
observation of this temporal structure is due to Paul and co-workers almost a decade later [67]. How-
ever, both the proposal and the first observation were not of isolated attosecond XUV pulses, but of
a train of such pulses emerging mostly from the plateau region or a modulated cut-off region of the
harmonic spectrum. The first isolated XUV pulses with a duration of less than a femtosecond were
reporded by Hentschel et al. in 2001 in a groundbreaking experiment [68], heralding the age of at-
tosecond metrology.
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Figure 3.8: Principle of an attosecond streaking experiment. High harmonic radiation is generated
in a noble-gas jet, yielding a train of XUV pulses co-propagating with the ce-phase controlled NIR
driving field. An iris controls the strength of the residual diriving field at the location of the experi-
ment. A thin metal foil suspended in the beam path spatially separates the harmonic radiation from
the copropagating NIR. The cut-off region is spectrally filtered by a focusing XUV bandpass mir-
ror which is inserted into a drilled focussing mirror for the XUV. By varying the insertion depth,
the temporal delay between the XUV and the NIR pulse can be controlled. The XUV reflected off
the mirror will be of only a single isolated attosecond XUV pulse which, together with the NIR is
focussed onto the experimental target. For pulse characterization a noble gas not exhibiting any reso-
nances near the excitation energy should be chosen. The photoelectrons liberated by the XUV pulse
will be streaked by the NIR, resulting in a shift of their final kinetic energy as a function of the rela-
tive delay time between XUV and NIR. A set of photoelectron spectra recorded as a function of this
relative delay will comprise a streaking spectrogram.

Today, isolated attosecondXUVpulses are routinely and reproducibly generated via high-harmonic
generation with ce-phase controlled driver pulses, following the protocols developed in the ground-
breaking experiments by Kienberger et al. [20] and Goulielmakis et al. [21]. The attosecond streak
camera method experimentally developed in the same publications is also the most versatile tool to
characterize subfemtosecond (or henceforth attosecond) XUV pulses: High harmonic radiation is
generated in a gas target, resulting in a train of XUV pulses copropagating with the remainder of
the driving pulse. The XUV is spatially separated from the NIR via a high pass filtering metal foil
that is suspended in the beam path. Both beams, the XUV and the now annular NIR beam are re-
flected of a focussing mirror assembly, the central part of which acts as the focussing and band-pass
filtering stage for the XUV, while the outer part simply reflects and focuses the NIR. The band-pass
mirror, which selects a single attosecond pulse from the pulse train can be moved back and forth
in the direction of the beam via a piezoelectric acutator, facilitating the introduction of a control-
lable delay 𝛥𝜏 between NIR and the attosecond pulse. Both pulses are brought onto a sample where
the XUV pulse liberates photoelectrons which then propagate in the NIR field. The NIR pulse will
modulate the photoelectrons’ final kinetic energy as a function of the relative delay between the XUV
and the NIR pulse. By scanning the relative delay and measuring photoelectron spectra a streaking
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Figure 3.9: Characterization of isolated attosecond pulses with the attosecond streak camera. The
ptychographic reconstruction algorithm (see appendix C.2 and [69]) has been applied for spectro-
gram inversion. The measured spectrogram is displayed in the leftmost panel, with a spectrogram
calculated from the reconstructed NIR vector potential and the XUV pulse shown next to it. The
NIR vector potential and the XUV pulse decomposed into an absolute spectrum and its spectral
phase are shown in the rightmost panel. Its chirp as reflected in its spectral phase’s curvature is re-
sponsible for the asymmetry beteween the rising and the fallig flanks of the NIR vector potential
traced out by the streaking in the leftmost panel.

spectrogram is recorded in which the photoelectron distribution will trace out the variation of the
NIR pulse’s vector potential. Figure 3.8 shows the principle of an attosecond streaking setup as it
has been used in the course of this work.

The attosecond streak camera maps the temporal properties of the ejected photoelectron wave
packets onto spectral information [70], and as it shall be seen and further elaborated upon in the
next chapter this is central to this work. When one chooses an experimental sample where the phase
of the dipole transition matrix element for the ionizing transition does not significantly vary with
energy any distortion of the photoelectron wave packet’s phase will be due to the properties of the
exciting pulse, enabling its characterization via various methods. Their common ground is that the
two-dimensional streaking spectrogram can as a function of the kinetic energy 𝐸 and XUV/NIR
delay 𝛥𝜏 approximately be written as

𝑆(𝐸, 𝛥𝜏) ∝ ∣∫
∞

−∞
𝑑𝑡𝑃(𝑡 − 𝛥𝜏)𝐺(𝑡)e−𝑖𝛦𝑡∣

2
, (3.20)

where 𝑃(𝑡) carries information on the XUV pulse and 𝐺(𝑡) the action of the streaking laser field.
Powerful algorithms exist for the extraction of 𝑃(𝑡) and 𝐺(𝑡) exist (cf. e.g. [71], [72] and [69]). Fig-
ure 3.9 shows the results of the latter algorithm being applied to an attosecond streaking spectrogram
recorded for the He1𝑠 photoemission recorded at a photon energy of 𝐸ℏ𝜔 = 90 eV.
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Chapter 4

Photoemission timing

Time delays occuring in atomic, molecular and solid-state photoemission are the primary observable
of interest in the experiments presented in this work. Their assessment requires not only special-
ized experimental techniques, but also careful data analysis and the proper inclusion of measurement
induced contributions in their interpretation. The notion of a time delay requires establishing a uni-
versal zero point to which all times are referenced. Intuitively, this time-zero is the arrival time of
the photon in the interaction region in the experiment. Apart from not being well defined, it is un-
fortunately also not directly experimentally accessible. However, due to the groundbreaking work
of Ossiander et al. [23, 18] an absolute reference can be introduced today. The concept of photoe-
mission times itself may strike the reader as a strange one at first, but a firm connection to scattering
theory can be established. This chapter will introduce the concept of scattering and photoemission
time delays via classical and quantum mechanical arguments and then proceed towards how they
can be assessed via the attosecond streak camera in an experiment. Finally, the referencing scheme
developed by Ossiander [18] is discussed.

4.1 Time delays in scattering

The introduction into the topic given in Marcus Ossiander’s dissertation [24] is excellent. Therefore
we shall loosely follow his line of arguments, and borrow inspiration for some of the illustrations,
starting with a classical example, then moving to the quantum mechanical case for short-ranged po-
tentials and finally to the experimentally relevant case of coulombic systems.

4.1.1 Scattering delays for short-ranged potentials

In the absence of friction a person on a skateboard or on inline skates with a velocity 𝑣 will keep
their velocity for all times when travelling over flat ground, whereby after a time 𝑡 their position will
have changed by 𝛥𝑥 = 𝑣𝑡. A friend starting out at the same velocity and at the same place 𝑥0 but
encountering a shallow pit on their trajectory will momentarily be faster while traversing the pit due
to having been accelerated on the way to the lowest point of the pit by gravity, decelerating again
towards their initial velociy on the way out of the pit. At a point far away, when their velocities are
equal again, the person encountering the pit will have gained an advance with respect to the person
travelling over flat land, and they will be at a position 𝑥′, which the person travelling over flat land will
only reach at 𝑡 + 𝜏. This time delay 𝜏 can be measured at a finish line placed at 𝑥end at a large enough
distance from the pit such that its action does not influence the motion anymore. As both skaters
have the same velocity there it will be independent of the position of the finish line with respect to
the pit, and as both skaters started out with the same velocity at 𝑥0 and the action of the pit which
creates the time delay is localized to a finite area it will also be independent of the position of the pit.
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Figure 4.1: Time delay due to traversal of a potential. The left panels show two skaters in a time-vs.-
position picture for one (inline skates) travelling over flat land and the other (skateboard) traversing
a pit 𝑉(𝑥). While the inline skater moves uniformly corresponding to the straight dashed lines in
the upper panel, the skateboarder’s velocity is increased while traversing the pit whereby it gains a
spatial advance with respect to the inline skater. At a finish line positioned far from the pit this
spatial advance will become measurable as a temporal delay 𝜏 which, as the asymptotic velocities of
the skaters are equal, does not depend on the position of the finish line. The right panels depict a
situation where one of the skaters starts in the pit at the same time another starts out on flat land.
In order for a time delay measured at a finish line to be well defined their final asymptotic velocities
need to coincide, otherwise their spatial separation will grow with time. With the starting velocities
chosen appropriately the skater originating from the pit is indistinguishable from one starting with
a headstart of 𝜏 as the extrapolation towards negative times (dashed gray line) in the top right panel
shows. In both cases a larger initial velocity results in a smaller asymptotic time delay.

The left panels in fig. 4.1 illustrate this situation. It also becomes intuitively clear that the absolute
value of the time delay 𝜏 depends on the shape of the potential, and also the initial velocity 𝑣: for
a small initial 𝑣 the change in velocity due to the potential is significant, and it is less so for a large
initial velocity, for which in consequence 𝜏 will be smaller.

If now instead of both skaters starting out on flat ground one of them starts in the pit (with
enough excess velocity to leave it) it is clear that if their asymptotic velocities are not equal, the spatial
separation between them will grow with time, and therefore a time delay measured between them at
a finish line at 𝑥end will depend on 𝑥end and is not well defined. If the velocity of the skater starting
in the pit is chosen such that its asymptotic velocity coincides with that of the skater on flat land
though a time delay measured at the finish line will not be dependent on its position and thereby be
well defined. In this case an interesting observation can be made: as the skater starting in the ditch
will have to start with a higher velocity it’ll traverse the distance to the edge of the pit faster than
the skater on flat land traverses the same distance – it will be indistinguishable form a skater starting
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with a headstart, even if they started at the same time. For an observer at the finish line who does
not know about the existence of the potential and the initial difference in velocities this may seem
like a violation of causality, as if one of the skaters had started before the starting shot was fired. This
situation is illustrated in the right panels in fig. 4.1.

The gist of this discussion is that time delays imparted on an object in motion by interaction with
a potential can only be measured relative to a well defined reference sharing the same asymptotics as
the scattered object. The reference in our example here is the skater moving freely over flat land with
the same asymptotic velocity as the skater traversing the potential.

The insights from this discussion can be carried over to quantum physics. The scattering of a
particle represented by a wave packet off a short-ranged potential shows a very similar behaviour.
Enclosed in a finite-sized box, a propagating gaussian wave packet ∝ exp (−𝑖𝑘𝑥) can be assembled
from the eigenstates of the potential 𝑉(𝑥) or plane waves respectively for the propagation in free
space. After some time 𝑡 one will find – just as in the classical case – that the wave packet scattering
off the potential will have gained a spatial advance 𝛥𝑥 with respect to the freely propagating wave
packet, as measured at the position of their center of gravity. Figure 4.2 illustrates both cases, and
in the top panel also shows the individual components of the respective wave packets in gray for
propagation in free space and color coded for energy for the scattered wave packet. The increase in
speed of the skaters in the classical picture is reflected in an increase in frequency of the individual
components making up the wave packet as it is shown in the inset. This leads to an asymptotic
energy dependent phase shift 𝜑(𝐸) responsible for the time delay. A simple calculation [73] will link
the scattering phase with the time delay: consider the superposition of two plane waves

𝛹(𝑥, 𝑡) = e𝑖(𝑘+𝛥𝑘)𝑥−𝑖(𝛦+𝛥𝛦) + e𝑖(𝑘−𝛥𝑘)𝑥−𝑖(𝛦−𝛥𝛦) (4.1)

with wavenumbers 𝑘 + 𝛥𝑘 and 𝑘 − 𝛥𝑘 and energies 𝐸 + 𝛥𝐸 and 𝐸 − 𝛥𝐸. The center of this wave
packet will travel as

𝑥 = 𝛥𝐸
𝛥𝑘 𝑡, (4.2)

as this is where both waves are exactly in phase. If such a wave packet now encounters a scattering
potential, the two components it is composed of will encounter a phase shift 𝜑 + 𝛥𝜑 and 𝜑 − 𝛥𝜑
respectively. Consequently one has

𝛹scat(𝑥, 𝑡) = e𝑖(𝑘+𝛥𝑘)𝑥−𝑖(𝛦+𝛥𝛦)+𝑖(𝜑+𝛥𝜑) + e𝑖(𝑘−𝛥𝑘)𝑥−𝑖(𝛦−𝛥𝛦)+𝑖(𝜑−𝛥𝜑). (4.3)

These two waves are now in phase at

𝑥 = 𝛥𝐸
𝛥𝑘 𝑡 −

𝛥𝜑
𝛥𝑘 = 𝛥𝐸

𝛥𝑘 (𝑡 −
𝛥𝜑
𝛥𝐸) , (4.4)

which for infinitesimal 𝛥𝑘 and 𝛥𝐸 we can write as

𝑥 = 𝜕𝐸
𝜕𝑘 (𝑡 −

𝜕𝜑
𝜕𝐸) . (4.5)

Therefore, with respect to a reference wave packet with phase 𝜑ref(𝐸), one will find the scattered wave
packed to be delayed by

𝜏EWS(𝐸) = 𝜕
𝜕𝐸 (𝜑scat(𝐸) − 𝜑ref(𝐸)) . (4.6)

The interpretation of scattering phase shifts in terms of a time delay was first established by Eisen-
bud in their dissertation [74], where they identified it as the energy derivative of the scattering phase.
Some further properties of this time delay were worked out by Wigner in 1955 [73], and the for-
malism was extended further by Smith in 1960 [75]. Honoring their achievements, this time delay is
referred to as Eisenbud-Wigner-Smith (EWS) time delay 𝜏EWS.
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Figure 4.2: Propagation of a wave packet in free space and scattering of a potential in one dimen-
sion. A propagating wave packet can be assembled from eigenstates of a potential 𝑉(𝑥) (top panel).
Its time evolution is determined by the Schrödinger equation. As expected, a wave packet propagat-
ing in free space (gray dashed line in middle panel) which is a superposition of plane waves will spread
with time and its center of gravity will move with a group velocity 𝑣𝑔(𝑘) = 𝑘. A wave packet started
with the same velocity scattering off a potential𝑉(𝑥) (bottom panel) that vanishes everywhere except
for a finite region of space𝐷 will retain its initial velocity after the scattering has taken place, but will
appear to have gained an advance with respect to the freely propagating wave packet (red line in mid-
dle panel). This is due to the phase shift imparted onto the individual plane-wave-like components
of which the wave packet is comprised (top panel). The white circle shows a magnification of some
of these components. Colored lines indicate the partial wave components from which the scattered
wave packet is assembled with the colors indicating the energy corresponding to the respective wave
(red stands for low energies while blue denotes high energies), gray lines show plane waves starting out
with phase and frequency choosen equal to that of the respective colored wave before encountering
the potential.

4.1.2 Scattering delays in Coulombic systems

The discussion in the previous section is for the case of a short-ranged scattering potential. Photo-
electron wave packets created via ionization of a neutral system as they are of interest in this work are
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subject to the Coulomb potential of the residual ion though, which is not short-ranged. Asymptoti-
cally, the phase of a scattered wave with energy 𝐸 and angular momentum ℓ in a Coulomb potential
with charge 𝑍 is

𝜑(𝐸, 𝑟) = −𝜋ℓ2 + 𝑍
√2𝐸

ln (2√2𝐸𝑟 ) + arg𝛤 (1 + ℓ − 𝑖 𝑍
√2𝐸

) , (4.7)

which explicitly depends on the energy𝐸 and the distance 𝑟 of observation from the scattering center
via its second term [76]. In consequence, the scattering time delay will be ill-defined and diverge for
𝑟 → ∞ when referenced against a plane wave. This problem can be mitigated by choosing a reference
with the same asymptotic behaviour, such that the divergence cancels: in the presence of a Coulomb
field eq. 4.6 must be modified to read

𝜏EWS(𝐸) = 𝜕
𝜕𝐸 (𝜑scat(𝐸) − 𝜑ref(𝐸) −

𝑍
√2𝐸

ln (2√2𝐸𝑟 )) , (4.8)

as it follows from a 1979 publication by C. W. Clark [76]. This is the definition of the EWS delay
that will be used in the following.

4.1.3 Relating scattering and photoemission

The discussion of scattering processes in the previous sections can now be linked to the phenomenon
of photoemission. Figure 4.3 summarizes the similarities and differences. Considering an electron
scattering experiment on a positively charged ion, a beam of electrons is directed at the ion. The
interaction with the potential will modify its phase and give rise to an observable angular distribution.
In principle complete phase (and therefore timing) information can be retrieved from this angular
distribution, but this is experimentally infeasible due to the typically large number of partial waves
contributing to the scattering signal [77, p. 770].

In a photoemission experiment the photoelectron can also be thought of as scattering off its pos-
itively charged parent ion. The key difference is that there is no incoming beam of electrons – the
scatterer is created at the scattering center itself by the impinging photon. In the classical picture
of scattering time delays developed in sec. 4.1.1 this corresponds to the situation where one skater
starts out inside the pit, with the starting shot for both skaters being given by the arrival of the pho-
ton. Therefore, and also due to the interaction of the leaving photoelectron with its parent ion being
coulombic, a reference with the same asymptotic behaviour as the photoelectron must be choosen
in order to properly define a photoemission time delay (cf. sec. 4.1.1 and 4.1.2). This reference is
however only conceptual, and can be thought of as a photoelectron created at the instant of photon
arrival with the same logarithmic phase distortion as the photoelectron escaping the Coulomb po-
tential, but otherwise behaving like a free electron. Just as in the classical case, the photoelectron will
then appear to have a headstart with respect to the reference whereby it seems as if the electron had
left the atom before the arrival of the photon if the observer is not aware of the potential the photo-
electron traverses, whereby causality appears to be violated. This is not the case though, the negative
photoemission time is simply due to the photoelectron evolving faster than the reference.

Another consequence of the photoelectron being created at the scattering center is that it will
only have traversed ’half’ the potential (as compared to an incident beam of electrons which com-
pletely cross the scattering center from left to right in fig. 4.3). In the spirit of [24] we can therefore
refer to photoemission as a ’half-scattering’ process.

4.2 Assessing photoemission timing with the attosecond streak camera

Originally intended as a technique for attosecond XUV pulse characterization, a quantum mechan-
ical model of the streaking process has first been developed by Itatani et al. [78] and Kitzler et al.
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photon
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Figure 4.3: On the relationship between elastic scattering and photoemission, potentials (gray) and
top-down view of the scattered/photoemitted waves (blue/red). In a scattering experiment a beam of
electrons is directed onto a positively charged ion (left panel). The scattered waves which will have
an angular distribution characteristic of the properties of the ion will be detected at a large distance
where their associated kinetic energy is equal to that of the particles in the incoming beam. In the
case of photoemission (right panel) the atom is initially neutrally charged. The positive ion as well
as the electron to be scattered is created by an impinging photon at the scattering center. Therefore,
when the electron is detected it will only have traversed ’half’ the potential as compared to the true
scattering case. In both cases the phase shifts imparted onto the individual partial waves describing
the scattered or photoemitted electron contain the sought timing information.

[79] independently in 2002. The authors derived an expression for the photoelectron spectrum in
the dipole approximation and in length gauge under the assumption that the effect of the Coulomb
potential on the photoelectron is negligible once it is liberated. In the standard geometry of an at-
tosecond streaking experiment both XUV and NIR pulse are polarized in parallel to the direction of
photoelectron observation, and the expression for the photoelectron spectrum reads [70, p. 2]

𝑆(𝑝, 𝛥𝜏) ∝ ∣∫
∞

−∞
𝐸+xuv(𝑡

′ + 𝛥𝜏)𝑑 (𝑝 + 𝐴nir(𝑡
′)) e−𝑖𝛷V(𝑝,𝑡

′)e𝑖𝛪𝑝𝑡
′
e𝑖
1
2𝑝
2𝑡𝑑𝑡′∣

2
(4.9)

where 𝑝 is the photoelectron momentum component in the direction of observation, 𝛥𝜏 is a tempo-
ral delay between the XUV pulse 𝐸+xuv(𝑡) and the NIR pulse 𝐴nir(𝑡) denoted by its vector potential,
and 𝛷V(𝑝, 𝑡) is the Volkov phase

𝛷V(𝑝, 𝑡) = ∫
∞

𝑡
𝑝𝐴nir(𝑡

′) + 1
2𝐴

2
nir(𝑡

′)𝑑𝑡′, (4.10)

𝐼𝑝 is the ionization potential and 𝑑(𝑝) is the dipole transition matrix element associated with the
photoionization event. It is apparent from eq. 4.9 that attosecond streaking is sensitive to the dipole
transition matrix element, the phase of which in turn relates to the dynamics of the photoionization
process. In the following section, eq. 4.9 shall be re-cast into a form that makes it apparent that
attosecond streaking is in fact able to characterize the photoelectron wave-packet ejected by the XUV
pulse, and that this yields a route towards the assessment of photoionization dynamics.
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4.2.1 Attosecond streaking encodes the photoelectron wave packet

It has been shown by Yakovlev et al. in 2010 ([70] and [80, p. 67ff]) that it is indeed possible to factor
the integrand in eq. 4.9 into two functions 𝜒(𝑡) and𝐺(𝑝, 𝑡) where the former relates to properties of
the XUV pulse and the photoemission timing information, while the latter only contains the action
of the streaking field. They define a time-domain wave packet which we shall simply call wave packet
as

𝜒(𝑡) = 𝑖
𝜋 ∫

∞

−∞
⟨𝑝∣𝛹+⟩ 𝑝𝑑𝑝 (4.11)

with |𝛹+⟩ being the part of the real wave packet launched by the XUVpulse which travels towards the
detector and is only comprised of positive momenta 𝑝 with its time-dependent spreading due to free
propagation factored out (cf. [80, p. 68], and ∣𝑝⟩ being a continuum eigenstate of the Hamiltonian
ℋ0 of the system such that ∣⟨𝑝∣𝛹+⟩∣2 is the probability density for detecting a photoelectron with
momentum 𝑝 at an infinite distance. They furthermore give an explicit expression

⟨𝑝∣𝛹+⟩ = − 𝑖2�̃�
+
xuv (

𝑝2

2 + 𝐼𝑝) 𝑑(𝑝)e
𝑖 12𝑝

2𝑡 = �̃�(𝑝)e𝑖
1
2𝑝
2𝑡 (4.12)

for ⟨𝑝∣𝛹+⟩ in terms of the dipole transition matrix element 𝑑(𝑝) and the complex spectrum �̃�+xuv(𝜔)
of the XUV pulse, derived under reasonable approximations for the photoionization process. This
expression directly relates to the momentum space representation �̃�(𝑝) of 𝜒(𝑡). We can now use eq.
4.12 to express 𝐸+xuv(𝑡) in eq. 4.9, yielding

𝑆(𝑝, 𝛥𝜏) ∝ ∣∫
∞

−∞
(∫

∞

−∞
�̃�(𝑝′)

𝑑 (𝑝 + 𝐴nir(𝑡
′))

𝑑(𝑝′) e𝑖
𝑝2

2 (𝑡
′+𝛥𝜏)𝑝′𝑑𝑝′) e−𝑖𝛷V(𝑝,𝑡

′)e𝑖
1
2𝑝
2𝑡𝑑𝑡′∣

2

. (4.13)

One proceeds by realizing that 𝑑 (𝑝 + 𝐴nir(𝑡
′)) /𝑑(𝑝′) ≈ 1 [80, p. 72], which reduces the inner inte-

gral to 𝜒(𝑡 + 𝛥𝜏) and one finds

𝑆WPA(𝑝, 𝛥𝜏) ∝∼ ∣∫
∞

−∞
𝜒(𝑡′ + 𝛥𝜏)e−𝑖𝛷V(𝑝,𝑡

′)e𝑖
1
2𝑝
2𝑡𝑑𝑡′∣

2
(4.14)

for the spectrogram, where the subscript WPA stands for wave packet approximation. We can imme-
diately identify𝐺(𝑝, 𝑡) = exp (−𝑖𝛷V(𝑝, 𝑡)) in above equation. Section 4.2.2 will elaborate upon how
this factorization into 𝜒(𝑡) and 𝐺(𝑝, 𝑡) can be used to infer upon the photoionization dynamics of
the system under study which are captured by 𝑑(𝑝) and 𝜒(𝑡)’s dependency on it. The route towards
the extraction of this information will always pass by implementing constraints on 𝜒(𝑡) and 𝐺(𝑝, 𝑡)
in any algorithm that inverts eq. 4.14 – either by direct parametrization of the wave packet and the
Volkov phase, or by exploiting that ∣𝐺(𝑝, 𝑡)∣ = 1 for all 𝑝 and 𝑡. When the amplitude of the streaking
field is not too large such that the photoelectron spectrum’s excursion from its central momentum
𝑝0 = √2𝐸0 in the unstreaked case (i.e. without any streaking field) is not substantial at any time delay
𝛥𝜏 one can safely replace 𝑝 → 𝑝0 in the gate function 𝐺(𝑝, 𝑡) ≈ 𝐺(𝑝0, 𝑡), whereby the integral in eq.
4.14 reduces to a Fourier transform

𝑆CMA(𝐸, 𝛥𝜏) ∝∼ ∣∫
∞

−∞
𝜒(𝑡′ + 𝛥𝜏) exp (−𝑖𝛷V (√2𝐸0, 𝑡

′)) e𝑖𝛦𝑡𝑑𝑡′∣
2
. (4.15)

The elimination of the explicit dependency of the integrand on 𝑝 is a requirement for some spectro-
gram inversion algorithms, but it also enables the evaluation of eq. 4.15 via fast Fourier transform
(fft) algorithms which is orders of magnitude faster than the direct integration of eq. 4.14. The
subscript CMA in this case stands for central momentum approximation.
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The photoelectron wave packet 𝜒(𝑡) itself can be understood in the same terms as the ultrashort
light pulses described in chapter 2. Its spectral representation �̃�(𝐸kin) = ∣�̃�(𝐸kin)∣ exp (𝑖𝜑 (𝐸kin)) can
be decomposed into its observable photoelectron spectrum

|𝜒(𝐸kin)|
2 = ∣𝐸+xuv (�̃�kin + 𝐼𝑝) 𝑑(𝐸kin)∣

2
(4.16)

and the spectral phase

𝜑 (𝐸kin) = arg {�̃�+xuv (𝐸kin + 𝐼𝑝) 𝑑(𝐸kin)} = (𝜑xuv (𝐸kin + 𝐼𝑝) + 𝜑𝑑(𝑝) (𝐸kin)) . (4.17)

For a 𝑑 (𝐸kin) which neither varies strongly in phase nor modulus this creates a link to section 3.3
where the attosecond streak camera is proposed as a means to characterize 𝐸+xuv(𝑡) as 𝜑 (𝐸kin) will
then be dominated by the spectral phase of the XUV pulse.

Figure 4.2.1 shows how the spectral phase 𝜑 (𝐸kin) affects the observable streaking signature by
numerically evaluating eq. 4.14 with different wave packets 𝜒(𝑡). For a completely flat spectral phase
the streaking spectrogram looks very much as expected from the classical arguments made in sec. 3.3.
A chirp on the wave packet will result in an asymmetry in the width of the individual photoelec-
tron spectra between the rising and falling flanks of the streaking spectrogram. A first-order phase
which corresponds to a temporal delay of the wave packet results in a lateral shift of the streaking
spectrogram. In analogy to eq. 2.14 we define

GD𝜒(𝐸kin) = −
𝑑𝜑(𝐸kin)
𝑑𝐸kin

= − 𝑑
𝑑𝐸kin

(𝜑xuv (𝐸kin + 𝐼𝑝) + 𝜑𝑑(𝑝) (𝐸kin)) (4.18)

as the energy-dependent group delay of the photoelectron wave packet. The next section will illus-
trate how the phase distortions 𝜑xuv (𝐸kin) due to the XUV pulse can be cancelled and meaningful
information can be extracted from GD𝜒(𝐸kin) in an attosecond streaking measurement.

4.2.2 Extraction of photoemission time delays from attosecond streaking measurements

The fundamental problem with extracting photoemission timing information in an experiment form
single streaking traces as they are e.g. depicted in fig. 4.2.1 or fig. 3.9 is that the arrival time of the
XUV pulse in the interaction region is generally not known and the ’0’ on the abscissa in these figures
is therefore simply an arbitrarily chosen point in relative XUV/NIR delay time. While the unknown
arrival time of the XUV pulse amounts to the photoelectron’s wave packet’s first-order spectral phase
being unknown, the higher order terms in the spectral phase of the XUV pulse are also not inferrable
whereby it becomes generally impossible to distinguish which part of a wave packet phase distortion
recovered from a streaking spectrogram is due to the XUV pulse and which part is due to the phase
of the dipole transition matrix element 𝑑(𝑝), which is the quantity of interest. These problems can
however be mitigated by performing attosecond streaking experiments on a system (which can also be
a mixture of e.g. two gaseous samples) where not just a single streaking trace is observed, but at least
two. Considering then the two respective wave packets 𝜒1 (𝑡) and 𝜒2 (𝑡), one can in analogy to eq.
2.6 separate them into a complex envelope 𝜒 (𝑡) and a quickly oscillating carrier oscillating with the
frequency corresponding to the wavepacket’s central kinetic energy, whereby the energetic centers of
the spectral representations

�̃�𝑖(𝛥𝐸) = |𝐸+xuv (𝛥𝐸)| |𝑑𝑖 (𝛥𝐸)| exp (𝑖𝜑𝑑𝑖(𝛥𝛦)(𝛥𝐸)) (4.19)

of the envelopes will be aligned at zero 𝛥𝐸. Dividing now �̃�2(𝛥𝐸) by �̃�1(𝛥𝐸) will cancel the XUV
field’s influence in both magnitude and phase such that one has

�̃�2(𝛥𝐸)
�̃�1(𝛥𝐸)

=
|𝑑2 (𝛥𝐸)|
|𝑑1 (𝛥𝐸)|

exp (𝑖 (𝜑𝑑2(𝛥𝛦)(𝛥𝐸) − 𝜑𝑑1(𝛥𝛦)(𝛥𝐸))) , (4.20)
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Figure 4.4: Numerical evaluation of eq. 4.14 (left panel) with different wave packets 𝜒(𝜔) in their
spectral representation, decomposed into their modulus (blue lines) and spectral phases (red lines).
For a completely flat spectral phase (top) the streaking spectrogram looks very much as expected from
the classical arguments made in sec. 3.3. A second order phase distortion (chirp) causes an asymme-
try in the width of the individual photoelectron spectra between the rising and falling flanks of the
streaking spectrogram. A first-order phase which corresponds to a temporal delay of the wave packet
simply results in a lateral shift of the streaking spectrogram.
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and the group delay associated with this expression will be

𝛥GD(𝛥𝐸) = 𝑑
𝑑(𝛥𝐸) (𝜑𝑑2(𝛥𝛦)(𝛥𝐸) − 𝜑𝑑1(𝛥𝛦)(𝛥𝐸)) = GD2(𝛥𝐸) − GD1(𝛥𝐸). (4.21)

In the following we shall use 𝜒 (𝑡) and 𝜒 (𝑡) and their respective spectral representations �̃� (𝐸kin) and
�̃�(𝛥𝐸) interchangably and refer to both as ’wave packet’. Whether we are dealing with the complex
envelope which is defined over 𝛥𝐸 or the complete wave packet defined over the kinetic energies 𝐸kin
is indicated by the argument.
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Figure 4.5: Determining relative photoemission times. An attosecond streaking spectrogram
recorded on a mixture of helium and 2-iodopropane at a photon energy of 90 eV is shown on the
left. While from this measurement alone neither the group delay for the He1𝑠 wave packet nor the
I4𝑑 wave packet can be determined, the difference of their group delays is accessible. The central
group delay difference manifests as a small lateral shift of the energetic centers of the two streaking
features (inset in the left panel). It is not discernible by eye, and can only be reliably extracted by
processing the spectrogram with specialized analysis algorithms which take all photoelectron spectra
it is comprised of into account. The right panel shows the wave packet envelopes 𝜒He1𝑠 (𝛥𝐸) and
𝜒I4𝑑 (𝛥𝐸) retrieved with the extended ptychographic iterative engine (see appendix C.2). One possi-
ble way of exctracting the group delay difference is by fitting a polynomial to the spectral phases of
the wave packets (solid yellow and gray lines) and inspecting the difference in their first order coeffi-
cients. For this particular scan one finds a central 𝛥GDI4𝑑−He1𝑠 = (23.8 ± 2.1) as. Many scans will
have to be recorded in order to obtain sufficient statistics from which the relative group delay can
then be reported properly.

It is thus possible, by shifting two retrieved wavepackets such that their energetic centers coincide
to extract relative timing information from an attosecond streaking measurement. Figure 4.5 shows
a streaking spectrogram recorded on a gas mixture of helium and 2-iodopropane at an XUV photon
energy of 𝐸ℏ𝜔 = 90 eV. The full spectrogram is shown on the left, the spectral representations of the
complex wave packet envelopes are shown on the right. In this example the group delay difference
between these two wave packets is extracted via a polynomial fit to the respective spectral phases. Fig-
ure 4.5 furthermore illustrates another problem. The I4𝑑 photoemission is spin-orbit split into two
components separated by 1.7 eV (see chap. 5) which are not individually resolved due to the neces-
sarily large bandwitdh of the XUV pulse. In such cases (given the energetic spacing of the unresolved

36



components is small enough) the photoemission time encoded in the spectrogram is to be seen as the
average of that of the respective components incoherently adding to the observed photoelectron sig-
nal. Application of a reconstruction algorithm to the spectrogram will then yield an effective ’wave
packet’ from which time-energy information is still available.

The arguments brought forward so far illustrate that it is possible to extract wave packet group
delays if the wave packets’ spectral phases are accessible, but does not specify how these are ob-
tained. Methods to invert spectrograms can loosely be grouped into restricted methods that directly
parametrize the functions 𝐺(𝑝0, 𝑡) and 𝜒(𝑡) and unrestricted methods which forgo a parametrization
and reconstruct 𝐺(𝑝0, 𝑡) and 𝜒(𝑡) pointwise. The former are usually configured to retrieve a single-
valued group delay difference at the energetic center of the wave packets, while the latter access the
group delay difference’s energy dependency in a small interval around the energetic center.

The restricted Time-Dependent Schrödinger Equation (rTDSE) methods

The restricted Time-Dependent Schrödinger Equation (rTDSE) methods are based on a parametriza-
tion of the spectrogram and therefore belong to the class of restricted methods. A spectrogram com-
prised of multiple streaking features as e.g. shown in fig. 4.5 is modeled as an incoherent linear com-
bination of terms of the form of eq. 4.15, asssuming a different 𝜒𝑖(𝑡) for each streaking feature but
a single common streaking pulse from which the individual gate functions 𝐺𝑖(𝑝

𝑖
0, 𝑡) are calculated.

The streaking pulse is parametrized in the time domain as an oscillating (and possibly chirped) car-
rier with a gaussian envelope, where amplitude, ce-phase, frequency, temporal duration and chirp are
free parameters. For the wave packets the ansatz is made in the spectral domain as a gaussian func-
tion with width and amplitude as free parameters, as well as their spectral phases expanded to second
order with the zeroth order being fixed to zero as it is not resolvable in a streaking experiment. For
each wave packet the first order spectral phase coefficient 𝛿𝑖 (cf. eq. 2.8) is its delay relative to the
center of the streaking field. The parameters of the model spectrogram are then determined by least-
squares fitting to the experimental data where good initial guesses can be obtained from static spectra
of the system under study (for the central energies and energetic composition of the wave packets),
and the energetic first-moments of the streaking features (for the streaking pulse). After successful
fitting group delay differences can be obtained from the 𝛿𝑖. The restriction is the parametrization of
the streaking pulse and wave packets and therefore the restriction of their respective shapes.

The application of the rTDSE method in this formulation requires any time-independent but
energy-dependent background to be subtracted from the spectrogram before fitting. The exact shape
of the background is not known though, and assuming different shapes for it can influence the re-
trieved delay which is problematic. The safest way around this is to remove any time-independent
contribution to the spectrogram by numerical differentiation along its delay axis and also fitting the
delay-derivative of the model function. This approach is referred to as differential rTDSE or diff.
rTDSE. These methods have been developed by Schultze et al. [16] and have successfully been ap-
plied in a number of studies (cf. e.g. [81, 18, 82, 83]). The implementation of the rTDSE methods
used in this work is described in sec. C.1.

Ptychographic spectrogram inversion

Another route to the extraction of timing information is the realization that eq. 4.15 resembles the
ptychographic problem encountered in diffractive imaging (cf. e.g. [84]) where a probe beam 𝑃(r) is
swept across an object𝑂(r) giving rise to the exit wave function𝛹(r,R) = 𝑂(r)𝑃(r−R) of which the
Fourier transform (cf. diffraction pattern) is observed. Switching variables r → 𝑡 and R → 𝛥𝜏 we
can identify the function 𝐺(𝑝0, 𝑡) as the object and 𝜒(𝑡) as the probe. The extended ptychographic
iterative engine (ePIE) developed by Maiden and Rodenburg [85] which solves for object and probe
from a series of diffraction patterns or spectra recorded for different shifts R or 𝛥𝜏 respectively was
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first applied to attosecond streaking by Lucchini and co-workers [69] for the purpose of XUV pulse
characterization. The ePIE can also be configured to reconstruct multiple wave packets simultane-
ously under the constraint of being streaked by the same NIR pulse, whereby the relative phases
between the wave packets and thereby timing information becomes accessible. As ePIE reconstructs
the wave packets and also the NIR pulse pointwise it belongs to the class of unrestricted methods and
can be a valuable tool to gain insight into the energy dependency of the group delay differences be-
tween two wave packets around their energetic centers. Just as the non-differential rTDSE algorithm
its application requires background subtraction and therefore shares the same problem of the choice
of background model possibly influencing the result. Therefore, when ePIE is applied one should
cross-check the results with the diff. rTDSE method and compare the wave packet group delays ex-
tracted at the wave packets’ energetic centers with either method. Section C.2 and the supplementary
information to [86] elabotates upon the ePIE implementation used here.

Beyond the central momentum approximation (CMA)

The delay extractionmethods discussed so far rely on the central momentum approximation eq. 4.15.
For the rTDSEmethods it drastically speeds the retrieval process up as the fft algorithm can be used
for evaluating spectrograms which makes the iterative fitting procedure computationally feasible, and
for ePIE it is a mathematical requirement. A discussion of spectrogram inversion methods would not
be complete though without including approaches that forgo the central momentum approximation.
These methods are generally used less frequently due to the significantly increased computational
cost at which they come, which often outweights their increased precision. The most general of
these methods is probably theVolkov-transformgeneralized projections algorithm (VTGPA) developed
by Keathley and co-workers [87] which essentially starts out at eq. 4.9 or 4.14, discretizes it and
iteratively solves for 𝐸xuv(𝑡) or 𝜒(𝑡) and 𝐴nir(𝑡) directly. A refinement that first applies ePIE and
then a few iterations of VTGPA to a spectrogram has been developed by Lucchini et al. [88], but for
either case the considerable computational overhead prohibits the method’s use for the evaluation
of large data sets. A close relative to the VTGPA is the absolute complex dipole transition matrix
element recontstruction (ACDC) algorithm [89] where the determination of 𝑑(𝑝) is included into
the reconstruction. For photoelectrons with very low kinetic energy and extremely broadband XUV
pulses, i.e. far outside of the region where the CMA can be considered a valid approximation, these
methods may find their use, but this case is not of interest for the present work. The authors of
[88] furthermore point out that the error introduced by the central momentum approximation only
affects the NIR pulse and not the retrieved wave packets when using ePIE.

A completely different route is taken in [90] and [86]. In both cases neural networks are ap-
plied for spectrogram inversion which does not require the invocation of the CMA. In [90] this is
done from the perspective of XUV pulse characterization and in [86] the focus is on delay extrac-
tion. While in both cases neuronal networks have demonstrated to be competitive with ’traditional’
algorithms in terms of retrieval quality and the per-spectrogram retrieval time is cut-short by orders
of magnitude, the generation of training data and also the training itself requires significant compu-
tational resources and possibly even dedicated and proprietary hardware. Furthermore, special care
must be taken to avoid accidentally training the networks to retrieve biased results.

In summary, there’s no point in abandoning the central momentum approximation or wave
packet approximation for the promise of greater accuracy, at least in this work. In the parameter
range of interest in this work (XUV bandwidth ∼ 5 eV, 𝐸kin > 20 eV) it serves us well and enables
us the evaluation of large data sets in reasonable time. The size of the data sets is of concern here
as photoemission chronoscopy experiments are expanding in their scope. Reporting single-valued
photoionization time delays at one photon energy for a single system as it was state-of-the-art about
a decade ago (cf. [15, 16]) is no longer sufficient to contribute significantly to the field. It is now
necessary to plan experiments that assess the energy dependence of the photoemission time delay, or
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compare time delays between different but related systems, also across photon energies, whereby the
number of recorded spectrograms can easily approach or exceed a thousand.

4.2.3 Coulomb laser coupling
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Figure 4.6: Evaluation of eq. 4.24 for different streaking laser frequencies 𝜔𝐿 and 𝑍 = 1 (for indi-
vidual atoms and molecules) and 𝑍 = 1

4 (for photoemission timing from metal surfaces).

While the previous sections elucidate how the photoelectron wave packet’s temporal properties
are mapped onto a streaking spectrogram and can be extracted from it, the question of whether and
how the timing information is modified by the streaking measurement itself has remained open. For-
mally, any such modification can be absorbed into the phase of 𝜒(𝑝), but must be properly taken
into account in the interpretation of experimental results.

The lateral shift 𝜏𝑠 of a streaking feature in a spectrogramwith respect to the (generally unknown)
time zero is

𝜏𝑠 (𝐸kin) = GD (𝐸kin) + distortions due to the XUV pulse + laser induced contributions. (4.22)

While as demonstrated in the previous section the delay distortions due to the XUV pulse can be
canceled in a relative measurement, there’s no guarantee that for two different photoelectron kinetic
energies or two different systems in a mixture these laser induces contributions will be equal, whereby

𝜏rel (𝐸kin) = 𝛥GD (𝐸kin) + laser induced contributions. (4.23)

Nagele et al. [91] have demonstrated via quantummechanical and classical simulation that the at-
tosecond streak camera does in fact access the EWS delay alone with attosecond precision for the case
of the photoionization directly occuring from a short-ranged (e.g. Yukawa-type) potential, whereby
in this case GD (𝐸kin) = 𝜏EWS (𝐸kin). Such systems are however not readily studied experimentally.
In the case of photoionization occuring from an initially neutral atom or molecule the ejected pho-
toelectron will propagate in the Coulomb potential of the residual ion, the scattering time of which
can be described via eq. 4.7. In the same publication these authors found that the observarble pho-
toionization time does not coincide with 𝜏EWS anymore, but has been modified by the presence of
the streaking field. Further investigation into the matter (cf. e.g. [77, p. 359ff] and [77, p. 778ff])
revealed that the difference between the observed photoionization time and 𝜏EWS can be interpreted
as being due to the streaking field mapping a finite portion of the infinitely-ranged Coulomb po-
tential onto the photoionization time. Being due to the coupling of the interaction of the outgoing
photoelectron with the Coulomb field of the ion as well as the streaking laser field this contribution

𝜏clc (𝐸kin) =
𝑍

(2𝐸kin)3/2
(2 − ln (2𝜋

𝐸kin
𝜔L

)) (4.24)
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where 𝑍 is the negative charge of the residual ion and 𝜔L is the streaking field’s angular frequency
has been dubbed Coulomb laser coupling (CLC). Most remarkably, this result is independent of the
properties of the system under study and the streaking field’s amplitude.

In the usual experimental setting of XUV induced single photon ionization one has𝑍 = 1 for the
case of a gas-phase experiment on individual atoms or molecules. The solid lines in figure 4.6 show
eq. 4.24 evaluated for different laser frequencies and photoelectron kinetic energies between 20 eV
and 100 eV. The Coulomb laser coupling time is negative and varies between ∼ −40 as and about
−5 as in all instances and increases monotonically with 𝐸kin. A positive 𝜏clc can only be attained for
𝐸kin < e2𝜔L/2𝜋 ≈ 1.2𝜔L which is experimentally not feasible.

In the case of photoemission from metal surfaces instead of isolated atoms or molecules the pho-
toelectron leaving the system is subject to the action of its image potential which with the distance 𝑧
from the surface varies as 𝑉(𝑧) ∝ −1/4𝑧 (cf. e.g. [26, p. 56], [92, p. 4678], [93, p. 330]) whereby the
resulting Coulomb laser coupling time is scaled by a factor 14 compared to the atomic case, pushing it
to the single-digits for all kinetic energies depicted in fig. 4.6. This is usually negligible in the context
of photoemission timing on surfaces where photoemission delays in the multiple tens of attoseconds
are expected (cf. e.g. [18]).

For each individual streaking feature in a spectrogram the time shift will then be

𝜏𝑠 = 𝜏EWS + 𝜏clc, (4.25)

where we’ll drop the kinetic energy dependency from now on for notational clarity.

4.3 Measuring total and absolute photoemission times

The measurement of absolute photoemission times requires the introduction of a chronoscope species
into the experiment of which total (and possibly also the absolute) photoemission time is known.
The term absolute photoemission time is taken here to refer to the EWS time delay associated with the
photoemission event, while the total photoemission time is the the time directly accessible via attosec-
ond streaking spectroscopy which will still contain the laser induced contributions. With a suitable
chronoscope species at hand the experimental determination of total photoemission times boils down
to a remarkably simple procedure. We shall now first concern ourselves with this procedure before re-
turning to the experimental reality and the difficulties associated with finding a suitable chronoscope
species.

Given we can somehowmix the chronoscopy species with our system of interest (this may e.g. be
feasible in gas-phase measurements) whereby a streaking measurement on the chronoscope and the
system can be performed simultaneously, and furthermore the photoemission features of chrono-
scope and system under study are energetically separated well enough to facilitate delay extraction as
presented in the previous sections, the relative photoemission time delay 𝛥𝜏smpl.−chron. between the
photoline of interest in the sample and the chronoscope species is accessible. From this relative time
delay we can solve for the total photoemission delay of the sample as

𝜏totsmpl. = 𝛥𝜏smpl.−chron. + 𝜏
tot
chron. (4.26)

If the laser induced contributions to the time delay of the sample are sufficiently described by the
Coulomb-laser-coupling (cf. sec. 4.2.3) we can determine the absolute (EWS) photoionization time
delay as

𝜏abssmpl. = 𝛥𝜏smpl.−chron. + 𝜏
tot
chron − 𝜏

clc
smpl.. (4.27)

Helium as an atomic chronoscope species

The absolute zero in photoemission chronoscopy cannot be set by experiment alone. Theoretical
assessment and verification of the results via experiment are crucial and go hand in hand. Helium is
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Figure 4.7: Absolute photoemission timing in attosecond streaking spectroscopy via a chronoscope
species. With the total photoemission time of the chronoscope species known the determination of
the absolute photoemission time of the sample boils down to simple addition and subtraction given
all laser induced contributions are known and it takes the possibility of a negative total photoemission
time for the chronoscope into account. This figure depicts the case for the CLC delay being the only
relevant laser induced contribution for the sample.

especially suited as a chronoscope species due to being an inert noble gas with a single direct photoline
due photoemission from its 1𝑠 orbital and also simple enough as a system to make an exact numerical
treatment feasible.
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Figure 4.8: Total and absolute photoemission time delay of He1𝑠 photoelectrons. The absolute
EWS photoemission time (yellow curve) can be determined via a quantum scattering calculation.
The total observed photoemission time delay (blue curve) is the sum of the EWS time delay and the
Coulomb-laser-coupling (red curve, 𝜔L = 1.55 eV, sec. 4.2.3) contributions and matches the result
of an ab-initio calculation (black circles, digitized from [24, p. 50]) to sub-attosecond precision.

The direct He1𝑠 (𝐸bin = 24.6 eV) photoemission is accompanied by shake-up satellites appear-
ing at lower energies in the photoelectron spectrum. The relative time-delay between the direct 1𝑠
photoemission and the 𝑛 = 2 shake-up emission appearing at 𝐸bin = 65.4 eV has been studied theo-
retically by Pazourek and co-workers [94] in a fully ab-initio calculation and their results were exper-
imentally confirmed by Ossiander et al. [23]. This excellent agreement motivated extracting the total
and absolute photoemission times for the direct He1𝑠 emission from the calculations where the pho-
ton arrival time is known exactly. Figure 4.3 shows the result of the ab-initio calculation (digitized
from [24, p. 50]) at photon energies between 90 eV and 120 eV. These results are supplemented
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by a scattering calculation performed with the ePolyScat software suite [95, 96] using a Hartree-
Fock (Sapporo non-relativistic triple-𝜁 basis set) calculation performed with GAMESS as input. As
the scattering calculation only treats direct photoionization in absence of the streaking field it is not
surprising that the resulting EWS time delay does not match the ab-initio calculation. The effect of
the streaking laser field is captured by the Coulomb-laser-coupling time delay 𝜏clc (sec. 4.2.3). Once
taken into account the ab-initio calculation is matched to sub-attosecond precision.

Loosely speaking, the blue curve in fig. 4.3 is the reference for all measurements in the gas-phase
presented in this work. It takes the place of 𝜏totchron. in fig. 4.3.

Iodine as an atomic chronoscope species

Once the absolute or total photoemission time delay of a species has been determined e.g. via the he-
lium reference discussed above, it can be used as a chronoscope species itself. This approach was pi-
oneered also by Ossiander and co-workers [18] where the helium reference was used in a gas-phase ex-
periment to determine the absolute photoemission time delay of the I4𝑑 photoemission in iodomethane
and -ethane at 105 eVwhich was then in turn used to absolutely time the photoemission from a tung-
sten (110) surface in a groundbreaking experiment.

Iodine is valuable as a chronoscope species for essentially three reasons: firstly, a giant resonance
in the I4𝑑 → 𝜀𝑓 photoemission channel (cf. e.g. [97, 98]) around ∼ 90 eV ensures a large photo-
electron yield over a broad range of energies of interest even at low concentrations, secondly it can
covalently bind to organic molecules in place of a hydrogen atom facilitating their study via pho-
toemission chronoscopy and thirdly it can be used as an adsorbate on metal surfaces (cf. e.g. [99,
100, 101, 18]) where the giant resonance again ensures sufficient photoelectron signal even at low
coverages.

However, whether an iodine atom adsorbed on a metal surface and an iodine atom in an organic
molecule are equivalent chronoscopy references is an open question. The influence of the molecular
environment of the iodine atom in such molecules is far from fully understood. That the molecular
environment of the iodine atommay have an influence on the observed I4𝑑 photoemission time delay
has been demonstrated by Biswas et al. [25] experimentally, but their results raise more questions
than they answer. Therefore, a general survey of photoemission times in small organic molecules is
called for. The determination of the absolute I4𝑑 photoemission time is of general interest to the
field of photoemission chronoscopy and the establishment of small iodine-containing molecules as
useful chronoscope species will be a by-product of this. This survey is the topic of the following
chapter.
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Chapter 5

Photoemission chronoscopy of the

iodoalkanes

“We never see a bare resonance. All we ever see are shadows on the wall.”

– freely quoting Zdeněk Mašín

It is well known that the core-level photoemission of an atom is altered by its chemical environ-
ment. In the energy domain this is reflected in chemical shifts [8, p. 65ff.] of the binding energy,
which allow for precise determination of the chemical environment of an atom (i.e. its neighboring
atoms and bonds), making them an immensely powerful spectroscopic tool. That intra-molecular
scattering of the leaving photoelectron sensitively affects the angular distribution of core-level photo-
electrons emitted from an un-oriented molecule as well and is therefore also reflective of the chemical
environment has been demonstrated by Patanen and co-workers [102] in 2013. In the context of
photoemission chronoscopy it then may naturally follow to ask: will the chemical environment also
affect the photoemission time of a core level in a detectable manner? As briefly introduced at the end
of the previous chapter the I4𝑑 core-level is of particular interest in this regard as it has been used as
a photoemission chronoscopy reference in varying chemical environments before [18]. Furthermore,
surprising results on the I4𝑑 photoemission time in iodoethane [25] reported by Biswas et al. call
for closer scrutiny of the role of the chemical environment in the formation of the observable pho-
toemission time delay. We therefore perform a systematic photoemission chronoscopy study on the
primary and secondary iodoalkanes up to 2-iodobutane between 90 eV and 118 eV photon energy
in a mixture with helium and thereby determine absolute and total photoemission times. The varia-
tion of the length of the hydrocarbon chain attached to the iodine atom as well as its position on the
chain amount to the variation of the chemical environment. As the experiment is conducted in the
gas-phase on un-oriented molecules it has no angular resolution and records the average of all molec-
ular orientations. The photon energies were chosen such that they sweep across the giant resonance
in the I4𝑑 → 𝜀𝑓 photoemission channel. Comparison with an atomic calculation for the I4𝑑 pho-
toemission time reveals a surprising dependency of the molecular photoemission time on excitation
energy and species.

The experiments presented in this chapter have been performed with the help of Maximilian
Pollanka, Pascal Scigalla, Maximilian Forster and Martin Wanckel. The influence of the NVV-Auger-
Meitner emission on the timing results at 90 eV photon energy was assessed by Matthias Ostner.
Martin Wanckel and Andreas Duensing furthermore assisted with the scattering calculations.
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Figure 5.1: Stick-and-ball models of the iodoalkanes form iodomethane to 2-iodobutane. Dark gray:
carbon atoms, light gray: hydrogen atoms, purple: iodine atoms.

5.1 The Iodoalkanes

The iodoalkanes consist of a hydrocarbon chain of varying length in which one hydrogen atom is
substituted by an iodine atom. Depending on the chain length multiple unique substitution sites
are possible. The iodoalkanes studied here derive from up to 𝑛-butane, ball-and-stick models are
shown in figure 5.1. Being staple compounds in organic chemistry they are commercially available
in high quality. The samples for this experimental campaign were purchased from VWR at > 98%
purity. The absence of contaminants was confirmed via mass spectrometry which justifies using the
substances without further purification.

5.1.1 Molecular structure and thermodynamical properties

Organic molecules are prone to conformational isomerization, i.e. the change of arrangement of their
constituend atoms by torsion of a bond [103]. In the alkanes specifically it is known that torsions
around the carbon–carbon bonds readily occur at room temperature [104]. Therefore, it is necessary
to consider the effect such structural changes can have in the iodoalkanes in the context of determin-
ing photoemission times in these molecules. Starting out with iodomethane, it is immediately appar-
ent that a rotation of the methyl group around the C–I bond is equivalent to a rotation of the entire
molecule around this axis and therefore cannot have an effect on the observed photoemission time
delay in an orientationally averaged experiment. Moving on to iodoethane, a rotation of the terminal
methyl group of the hydrocarbon chain only affects the three hydrogen atoms attached to its central
carbon atom. The resulting difference in structural configuration is minuscle and we do not expect
the resulting difference in photoemission time delay to be observable in our experiment.

This changes when moving on to 1-iodopropane. A torsion of the first C–C bond as counted
from the iodine atom (marked in yellow in fig. 5.2) results in a very different overall molecular struc-
ture. This is even exacerbated in 1-iodobutane where a rotation of the residual hydrocarbon chain
around the first two bonds needs to be taken into account (blue and red in fig. 5.2). The poten-
tial energy associated with a bond torsion was estimated by performing self-consistent field (SCF)
Hartree-Fock calculations on 1-iodopropane and 1-iodobutane with the GAMESS quantum chem-
istry suite [106], sampling the possible orientations of the residual part of the hydrocarbon chain
on a 10° grid at a low level of theory (restricted Hartree-Fock, Pople STO-3G basis set, frozen bond
lengths). The results are shown in fig. 5.2, together with a calculation on 𝑛-butane for compari-
son. The two energy minima (𝜗 = 0° and 𝜗 ≈ 100°) correspond to different conformations of the
hydrocarbon chain. Qualitative agreement with 𝑛-butane is easily seen, on which an experimental
conformational analysis reveals an equilibrium constant 𝐾eq ≈ 0.5 for its trans and gauche isomers
at room temperature [105] which arise due to a rotation around the 𝑛-butane molecule’s central C–
C bond (cf. the bond marked in red in 1-iodobutane in fig. 5.2). The value of 𝐾 is indicative of

44



Figure 5.2: Estimation of the torsional barriers of the larger iodoalkanes 1-iodopropane and 1-
iodobutane. Rotation around the bonds marked in color is possible and the energetic barriers for
such a torsion is rather low. While the simple calculations presented here overestimates the torsional
energy (cf. e.g. [104] and references therein) one finds that both 1-iodopropane and 1-iodobutane
behave quantitatively very similar to 𝑛-butane at the same level of theory for which rotational isomer-
ization has been observed at room temperature (cf. e.g. [105]).

both isomers coexisting in a 1:2 fraction. The qualitative similarity of the rotational barrier potential
for bond torsions in 1-iodopropane and 1-iodobutane (see fig. 5.2) therefore permits the conclusion
that one can expect conformational isomers of the larger iodoalkanes (1-iodopropane, 1-iodobutane,
2-iodobutane) to coexist in a similar ratio to what is found for 𝑛-butane under similar conditions.
Therefore, for 1-iodopropane, 1-iodobutane and 1-iodobutane the molecular structure is not well
defined at and above room temperature. This has implications for the scattering part of the observ-
able photoemission time delay: one cannot expect to be able to infer detailed information about the
molecular environment from the photoemission time delay as the molecular environment itself is not
well defined. For 2-iodopropane one finds a different situation though. The two methyl groups at-
tached to the central carbon atom may rotate around their respective axes, but to each of them the
same line of arguments as for the terminal methyl group in iodoethane applies. The structural change
brought about by the displacement of the hydrogen atoms is expected to not result in a detectable
change in photoemission time delay in our experiment.

In summary we can expect to be able to resolve differences in photoemission time delays be-
tween iodomethane, iodoethane and 2-iodopropane, but the situation is everything but clear for 1-
iodopropane, 1-iodobutane and 2-iodobutane. It is useful to classify the molecules into rigid (iodo-
methane, iodoethane and 2-iodopropane) and floppy (1-iodopropane, 1-iodobutane, 2-iodobutane)
species and study them separately. For the rigid molecules the research question is how the observable
I4𝑑 photoemission time delay changes with the progressive addition of carbon atoms to the alkane,
while for the floppy molecules the question is whether differences in photoemission time delay be-
tween species can still be measured in the presence of multiple conformational isomers. From this
vantage point a very interesting candidate to investigate would of course be tert-butyl-iodide. The
large tert-butyl-group and its three-fold symmetry would be an interesting testing case for extrapolat-
ing the results presented here to larger functional groups. However, we found it to be too corrosive to
handle in our set-up without implementing major modifications. In the future an attosecond streak-
ing experiment on this molecule would be a worthwhile endeavor, given one modifies the sample
delivery system to work with e.g. glass tubing.

Among the thermodynamical properties that make the iodoalkanes favorable for an experiment
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Figure 5.3: Vapor pressures of the iodoalkanes [107, 108, 109]. Their volatility enables using
Iodomethane, -ethane directly at room temperature (∼ 20°C) while larger iodoalkanes need to be
brought to elevated temperatures in order to attain sufficient concentration in the mixture with he-
lium to conduct the gas-phase experiment. For these the gas reservoir holding the mixture and the
conduits to the effusive nozzle in the experimental chamber are usually held at ∼ 70°C.

in the gas-phase is their low vapor pressure. The vapor pressure 𝑝vap of a substance can be calculated
with the Antoine equation for which the parameters for the iodoalkanes can be found in literature
[107, 108, 109]. Figure 5.3 shows the dependence of their 𝑝vap on the temperature. The pressure
𝑝vap determines the amount of iodoalkane in the gas reservoir in the experiment, and we found 𝑝vap ≳
100mbar to be required in order to attain sufficient photoelectron signal in mixture with helium in
the experiment. This region is shaded in fig. 5.3 and indicates that the sample delivery system needs
to be heated for 1-iodopropane and above, firstly in order to ensure that enough amount of substance
is evaporated and secondly to ensure that no condensation forms on the inside of the tubing of the
sample delivery system.

5.1.2 The I4𝑑 photoemission

The most striking feature in the I4𝑑 photoemission is the giant resonance in the I4𝑑 → 𝜀𝑓 photoe-
mission channel. A giant resonance is marked by a dramatic increase in photoabsorption or equiv-
alently photoelectron yield that spans over a large energy range. They occur in the spectra of atoms
in the vicinity of xenon in the periodic table [110, p. 44f.] for which the first observation of one was
made. A description of the line-shape of giant resonances based on effective single-particle potentials
has been brought forward where the resonance arises due to the transient trapping of the outgoing
electron in a photoionization event in a short-ranged potential well that forms within the atom [111].
While this description is very convenient and intuitive one must not be misguided into believing that
this description captures the full picture. The emergence of giant resonances is a consequence of
the many-electron nature of the atom which makes their accurate description and characterization a
challenging matter but the phenomenon itself all the more interesting to study. The reader shall here
be referred to ref. [112] and references therein for more details. We will, however, revisit the giant
resonance in its single-particle scattering interpretation in sec. 5.4.1.

For now we want to proceed by examining published experimental data for traces of how the
chemical environment of an iodine atom changes the character of the giant resonance (or generally
the I4𝑑 photoemission) in the energy domain. This is of particular interest as it has been found that if
a giant resonance is present in an isolated atom then one can expect to also observe it in an experiment
on a solid or molecule containing this atom [111, p. 11]. It is therefore tempting to proclaim a
giant resonance as unnaffected by its chemical environment and use it as an intrinsic reference in a
photoemission chronoscopy experiment, attributing the measured time delays to the propagation of
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the photoelectron through the molecule and neglecting any possible modifications of the electronic
structure of the iodine atom possibly imparted by its chemical environment as it has been done in
[25]. It is a similar line of thought that we follow here, but the discussion below shall illustrate that
one must be cautious of oversimplifying the situation.

Comes et al. (1973), I2 gas (×1.3)
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Figure 5.4: The giant resonance in the I4𝑑 → 𝜀𝑓 photoemission channel is marked by a dramatic
increase of photoabsorption/total photoelectron yield between 60 eV and 150 eV photon energy as
it is seen in the left panel (scaled for better comparison, see legend). The shaded gray area indicates
the photon energy region accessed in our experiment, references for the data are given in the main
text. The EWS photoemission time delay associated with the resonance is shown in the right panel.

Profiles of the I4𝑑 → 𝜀𝑓 resonance observed in different environments of the iodine atom as re-
ported in literature are shown in fig. 5.4 in comparison with an atomic calculation. Molecular iodine
(I2) was studied by Comes and co-workers [113] in the gas- and solid phase. Olney et al. [98] used
electron-impact techniques to investigate the photoionization of CH3I. Atomic iodine was prepared
by Nahon et al. by dissociation with a strong laser and subjected to spectroscopic investigation in
[114] where they also note that their experiment underestimates the resonance’s width. We find this
to be consistent with an accurate atomic calculation by Pi et al. [115] which matches position and
shape of the other curves very well. In addition to a cross-section Pi et al. further report a scattering
time delay for the giant resonance which is shown in the right panel of fig. 5.4. In the investigated
photon energy region it is mostly flat and amounts to ∼ 30 as. Overall, the time delay decreases with
increasing energy. Around 120 eV small kinks appear in the spectrum as well as in the time delay.
These are attributed in [115] to the opening of the 4𝑝 photoionization channel around this energy
and have also been observed in an experimental study of the giant resonance in iodomethane [97, p.
242].

At a fixed photon energy the I4𝑑 photoelectron spectrum is comprised of the two spin-orbit split
I4𝑑 3

2
and I4𝑑 5

2
components which are separated by 1.7 eV in their binding energy (cf. left panel in

5.5). In a given chemical environment further splitting and an overall shift due to the ligand field can
occur which has been researched in depth by Cutler and co-workers [116]. In figure 5.5 we compare
Cutler’s results for iodomethane and molecular iodine recorded at 90 eV photon energy with the
result of Nahon [114] at 80 eV, finding a progressive shift towards lower binding energies. If the
giant resonance were now truly unaffected by its chemical environment its maximum should copy this
progression but in the opposite direction, but we do not find this to be the case: the resulting shift
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is significantly larger. Of course total quantitative agreement may not be expected when comparing
results from different studies as it is done here, but the overall magnitude of the shifts seems to be
too large to be purely coincidental.

In summary, differences in the iodine atom’s chemical environment are definitely resolvable in the
energy domain and the observed chemical shifts of the I4𝑑 states’ binding energies do not transfer to
the giant resonance in a 1-to-1manner. Therefore, when aiming to use the giant resonance as an intra-
molecular reference it is beneficial to preserve its immediate chemical environment across investigated
species, but alter its more remote parts. Of course the study of photoemission times through a giant
resonance in explicitly different chemical bonding scenarios is also of great interest, but it motivates
a complete study in its own right and is beyond the scope of what is presented here.
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Figure 5.5: Chemical shifts of the I4𝑑 levels (left panel) and the accompanying shift of the giant
resonance (right panel). Going from atomic iodine to iodomethane one finds a steady progression
towards lower binding energies. The magnitude of this progression is not matched by the accom-
panying shift of the maximal position of the giant resonance. While total quantitative agreement of
experimental values between different studies cannot necessarily be expected the overall magnitude
of the shifts seems too large to be purely coincidental. Points in the left panel are extracted from the
referenced publications, solid lines show a fit performed for the determination of the binding energy.

5.2 Experiment

The experiments are conducted at the AS101 beamline at the Technische Universität München (cf.
[117]). It is driven by a commercial mode-locked Ti:Sa laser oscillator (cf. sec. 2.3) with subsequent
two-stage amplification and custom-built spectral broadening and pulse compression (cf. sec. 3.1.2).
The ce-phase of the pulses exiting the spectral broadening stage is stabilized and can be controlled.
High-harmonic radiation (cf. sec. 3.2) is generated in a neon gas target with an interaction length
of about 0.5mm and around 100mbar of gas pressure. Spectral filtering of the harmonic radiation
for the generation of isolated attosecond pulses happens via a thin Zirconium foil and custom-made
XUV multilayer mirrors with reflectivities centered at 90 eV, 105 eV and 118 eV (see fig. 5.6). Its
gas-phase end-station has been specifically modified to enable attosecond streaking experiments on
substances with low vapor pressure [117] via a heated gas reservoir and heated conduits (up to ∼
90°C). Apart from attosecond streaking spectroscopy the setup implements mass spectrometry as a
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Figure 5.6: Reflectivity curves of the XUV mirrors (left panel) employed in the experiments. With
the XUVmirrors isolated attosecond pulses centered at 90 eV, 105 eV and 118 eV photon energy can
be extracted from the cut-off part of the high-harmonic spectrum. Raw high-harmonic spectra not
corrected for the XUV spectrometer’s transmission are shown on the right. The sharp dip at 99.2 eV
photon energy is due to enhanced absorption of the XUV CCD detector’s Silicon substrate at its
L-edge and the slow rise on their low energy side is due to the transmission of the Zirconium foil
mounted in front of the detector (cf. [118, 119]). These spectra showcase the wide photon energy
tunability of the AS101 beamline’s high harmonic source. The 90 eV and 105 eV mirrors have been
manufactured by Yang Cui, the 118 eV mirror by Alexander Guggenmos.

diagnostic tool to assess sample purity.
The iodoalkanes are stored in dark glass bulbs in preparation for the experiment. Before being

transferred to the experimental setup the more volatile species were cooled to ∼ −20°C which re-
duces their vapor pressure to a safe level for handling the toxic substances. Further purification was
not deemed necessary as confirmed via mass spectrometry. Due to their volatiliy Iodomethane and -
ethane can readily be evaporated into the gas reservoir at room temperature (see fig. 5.3) where helium
is added. A total pressure of up to ∼ 2.5 atmospheres is attainable in the reservoir facilitating enough
background pressure to perform the experiment for several hours. The mixture is typically replaced
about once or twice on a typical measurement day. The larger iodoalkanes do not have sufficient va-
por pressure at room temperature and need to be brought to elevated temperatures (cf. fig. 5.3). We
found about ∼ 70°C to be a comfortable temperature to work at where even for 1- and 2-iodobutane
the photoelectron signal is strong enough for the experiment to succeed. Photoelectrons are detected
with a time-of-flight (TOF) electron spectrometer which is equipped with an electrostatic Einzel lens,
enabling us to cut down the spectrogram acquisition time to 15-30min by increasing the detectors
acceptance angle to ∼ 20°. About 15 to 25 spectrograms are recorded every measurement day and the
experiment is repeated for each molecule and photon energy for at least three days so that systematic
errors due to the day-to-day alignment of laser and beamline can be quenched.

5.3 Photoemission time delays in rigid iodoalkanes

As argued above, the effect of a change in chemical environment on the observable photoemission
time delay is best explored in the rigid molecules. Exemplary attosecond streaking spectrograms for
iodomethane, -ethane and 2-iodopropane are shown in fig. 5.11 for each photon energy. Relative
photoemission times 𝜏I4𝑑−He1𝑠 are extracted via the diff. rTDSE method (cf. sec. 4.2.2) and statistics
shown in fig. 5.9.

The static photoelectron spectrum of a mixture of 2-iodopropane and helium recorded with iso-
lated attosecond XUV pulses at 105 eV shown in fig. 5.7 is representative of the photoelectron spec-
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Figure 5.7: Static photoelectron spectrum of a mixture of 2-iodopropane and helium at 105 eV
photon energy recorded with isolated attosecond pulses. The main spectral features are the He1𝑠
and I4𝑑 photoemission as well as a broad and weak signature of the molecular valence states at low
binding energies. The NVV Auger-Meitner spectrum is visible but not clearly resolved. Shaded areas
indicate where the photoelectorn yield for He1𝑠 and I4𝑑 was determined for the correlation with the
delay shown in fig. 5.3.

tra observed in the iodoalkanes. The spectrum is dominated by the He1𝑠 and I4𝑑 photoemission
features found at binding energies of 24.6 eV and 58.6 eV respectively. The large (5 eV) bandwidth
of the XUV pulses smear out the I4𝑑 3

2
and I4𝑑 5

2
spin-orbit components which are therefore not re-

solved. In the delay extraction procedure the I4𝑑 peak is modeled as a sum of two components of
roughly equal cross-section separated by 1.7 eV. At low binding energies one finds a broad but weak
feature due to photoemission from the molecular valence states which overlaps in energy with the
He1𝑠 photoemission. At low kinetic energies one finds the characteristic NVV Auger-Meitner emi-
sion of iodine compounds (cf. [120, p12] results in iodomethane) which are not clearly resolved here
due to the bandwidth of the XUV pulse and the electrostatic lens not set to amplify them. Spectral
overlap between photoemission from the He1𝑠 and the molecular valence states is unavoidable, but
care was taken in the experiment to ensure that the valence state photoelectron signals peak height
does not exceed ∼ 10% of the maximum of the He1𝑠 photoemission peak. In order to assess whether
the amount of spectral overlap influences the observed photoemission time the ratio of photoelectron
yield from the He1𝑠 and the valence states is correlated with the deviation of the measured delays
from the mean of their respective statistical population (i.e. for each molecule and photon energy
the average is determined and subtracted from the value extracted from each spectrogram in these
sets). The regions in which the photoelectron yield was determined are shaded in figure 5.7. Figure
5.3 shows the result of the correlation which indicates insignificant correlation between the spectral
overlap and the observed delay across all evaluated spectrograms over a large range of ratios. This in-
cludes different mixing ratios of helium and the iodoalkane and different alignments of the laser and
beamline.

5.3.1 Estimation of the NVVAuger-Meitner decay influence on the measured I4𝑑 photoe-
mission delay

At a photon energy 𝐸ℏ𝜔 = 90 eV the NVV Auger-Meitner emission observed in iodine compounds
at kinetic energies around 27 − 33 eV (cf. [120, p. 12] and [121, p. 3005]) overlaps with the I4𝑑
photoemission at 𝐸kin ≈ 31 eV. Auger-Meitner electrons are subject to the streaking effect and show
a distinct signature with a strong dependence on the core-hole lifetime 𝜏l. Fig. 5.10 shows streaking
spectrograms calculated for Auger-Meitner electron emission modeled after [122].

Most strikingly, depending on the lifetime one finds the Auger-Meitner electron wavepacket to
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Figure 5.8: Statistics for the experiments on rigid molecules. In excess of 30 spectrograms were
recorded per molecule and photon energy. The near-normal distribution of measured delays ex-
tracted with the diff. rTDSE method justify reporting average, standard deviation 𝜎 and 95% con-
fidence intervals. A normal distribution with these parameters is shown in each plots as a dark gray
line.
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Figure 5.10: Streaking signature (top panels) of Auger-Meitner electrons calculated with the model
from [122]. The asymmetric shape of the emitted photoelectron wave packet (dashed red, lower pan-
els) results in a distorted spectrogram. As the lifetime increases the maximum of the Auger-Meitner
wave packet furthermore shifts towards larger times compared to the XUV excitation, which is as-
sumed to instantaneously create the photohole.

be delayed with respect to the XUV excitation with the delay depending on the lifetime. In order
to assess how the delayed Auger-Meitner emission influences the photoemission times retrieved from
experimental spectrograms lifetimes and the spectral distribution of the Auger-Meitner features were
extracted from literature (cf. e.g. [121, 120]) combined in various ways to yield spectrograms that
within reasonable bounds model the Auger-Meitner emission in the experiment. These were then
added in multiple ratios to synthesized spectrograms resembling the experimental spectrograms but
with zero relative delay. Any delay extracted from these must be interpreted as a systematic error
imparted by the Auger-Meitner electrons. We found an influence of at most −6.33 as which will be
taken into account by extending the uncertainty interval for the experiments at 90 eV by this value
towards lower delays. The details of the procedure can be found in the Bachelor’s thesis of Matthias
Ostner [123].

5.3.2 Absolute photoemission delay times

Absolute photoemission times were determined according to the protocol described in sec. 4.3. Table
5.1 summarizes the results and figure 5.12 shows them in comparison with the atomic prediction
published in [115].

Iodomethane and -ethane have previously been independently measured before at 105 eV and
92 eV [24, p. 57ff] with different XUV reflectors, noting that for either energy the results for both
molecules are so similar they can be averaged and interpreted as the absolute photoemission time of
the I4𝑑 at these energies. Our result at 105 eV are in excellent agreement with the previous results,
but about 10 as higher than the atomic calculation. Furthermore we find a 𝛥 = (14.1 ± 4.2) as
difference between iodomethane and -ethane at 90 eV. This study extends the data on iodomethane
and -ethane towards 118 eV where we find iodoethane to coincide with the atomic calculation and
iodomethane assuming a 𝛥 = (15.0 ± 2.6) as larger delay. It should be noted at this point that the
result of Biswas et al. [25] at 93 eV also coincides with the atomic calculation within its uncertainties.
This is in conflict with the 92 eV result of Ossiander, and in extension also with the results presented
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Figure 5.11: Exemplary streaking spectrograms for each photon energy and each rigid molecule in
mixture with elium. The photoelectron signal is dominated by the He1𝑠 and I4𝑑 photoemission.
The molecular valence states’ photoemission can be seen to weakly contribute to the spectrograms.
It is found at a binding energy of ∼ 10 eV. Care was taken in the experiment to ensure that it amounts
to no more than 10% of the height of the He1𝑠 peak which should suppress its influence on the delay
retrieval procedure to negligible levels.

here. Biswas et al. used the Ne2𝑝 photoemission as a chronoscopy reference and a different data
analysis method in their study. Furthermore, their statistics are quite weak being comprised of only
15 individual measurements at 93 eV. We attribute this mismatch between their experimental result
and ours to their insufficient statistics and unfamiliar data analysis method, and find it likely that
their agreement with the atomic calculation is coincidental.

For to 2-iodopropane we find an interesting behavior of the photoemission time delay. While
monotonously decreasing, it stays elevated at 105 eV exceeding the atomic calculation by 35 as and
iodomethane and -ethane by (23.7 ± 5.5) as on average before dropping below it at 118 eV. Overall
we find the largest delays of all rigid molecules for 2-iodopropane at 90 eV and 105 eV.

We therefore show unambiguously here that it is possible to resolve differences in the photoe-
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Figure 5.12: Absolute photoemission times measured for the rigid iodoalkanes (numerical values
in table 5.1). The profile of the giant resonance (shaded gray, right ordinate) and the atomic I4𝑑-
EWS delay are shown for orientation. Overall we find the largest delays for 2-iodopropane at 90, eV
and 105 eV. Previous results by Ossiander [24] are reproduced well at 105 eV but we find a slight
difference between our results at 90, eV and their value reported at 92 eV. Results for iodoethane at
93 eV were reported by Biswas et al. [25] and are close to the atomic calculation. Vertical error bars
denote the 95% confidence interval, horizonal error bars (see iodomethane at 90 eV correspond to
the XUV mirrors’ 5 eV bandwidth throughout but are only shown for one point for clarity.

mission time of a core-level between different species of molecules in which this core-level is present.
Before proceeding, an important consequence of the approach followed here shall be brought to the
attention of the reader: Even if the procedure for evaluating absolute photoemission times were not
applicable to the systems studied here for some reason or were to suffer from inaccuracies the delay
differences between the molecules reported here will remain unaffected. It has been pointed out [124]
that the interpretation of time delays measured between initial states of different binding energy (e.g.
I4𝑑 vs. He1𝑠) can be problematic, but this study circumvents the issue by directly comparing systems
where the binding energy of the investigated initial states (i.e. the I4𝑑 across all studied molecules)
explicitly coincide.

Another interesting point to remind oneself of is that the experiment is not resolving the molec-
ular orientation or the angular distribution of emitted photoelectrons. Yet we find large differences

Table 5.1: Overview of the absolute chronoscopy results on the rigid iodoalkanes.

photon energy 90 eV 105 eV 118 eV
total He1𝑠 𝜏totHe1𝑠 −6.5 as −5.1 as −4.3 as
I4𝑑 CLC 𝜏clcI4𝑑 −19.2 as −12.2 as −9.1 as
at. calculation 𝜏at.I4𝑑 [115] 32.0 as 29.2 as 25.8 as
iodomethane 𝜏absI4𝑑 (76.9+5.3−11.6) as (40.9 ± 4.1) as (40.1 ± 4.0) as
iodoethane 𝜏absI4𝑑 (62.8+6.2−12.5) as (39.6 ± 7.1) as (25.1 ± 3.3) as
2-iodopropane 𝜏absI4𝑑 (78.5+6.7−13.0) as (63.9 ± 7.1) as (18.8 ± 5.7) as
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between molecular species. Our results therefore indicate that intra-molecular scattering of the leav-
ing photoelectron may not be suppressed by the orientational averaging. This has previously been
observed by Patanen and co-workers in the spectral domain [102] and has implications for the use
of atoms embedded in molecules as chronoscope species (see sec. 6.4.3). In an angularly resolved
experiment one may then in consequence find an even more drastic variation of the photoemission
time.

5.3.3 Correlation of the absolute photoemission time with a measure of molecular size

As it will be reiterated in section 5.3.4, the interpretation of molecular photoemission time delays is
far from straightforward. In [25] Biswas et al. present semiclassical calculations which predict that
the photoemission time delay should increase with the size of the molecular rest attached to the iodine
atom. A definition of a precise measure of the size is not given, but with the data available here we
can define a measure of our own and test whether such a correlation exists.

Figure 5.13: Correlation of the absolute photoemission time with the molecular size as defined via
the solid angle occupied by the hydrocarbon rest attached to the iodine atom. A second order poly-
nomial fit is shown in each panel as a guide to the eye. It is clearly visible that no simple correlation
between size and observed photoemission time delay exists. Renderings of the rigid iodoalkanes and
the solid angle cones which define the abscissa are shown in the first panel.

The molecular mass, or alternatively the number of carbon atoms is not suitable for this purpose
as e.g. 1-iodopropane and 2-iodopropane are equivalent by this measure but have very different struc-
tures as discussed above. Here we propose using the solid angle𝛺 the molecular rest occupies as seen
from the center of the iodine atom to the outermost hydrogen atoms as seen from this perspective as
a measure (see tabl. 5.2, fig. 5.13). We find, however, no clear correlation between this measure of
size and the observed absolute photoemission delay time as it is apparent from figure 5.13.

Table 5.2: Solid angles occupied by the hydrocarbon rest as seen from the iodine atom in the rigid
iodoalkanes, determined from the molecular geometries listed in appendix B.

species sol. angle𝛺
iodomethane 0.34 sr
iodoethane 0.90 sr
2-iodopropane 1.67 sr
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5.3.4 Quantum scattering calculations for the interpretation of photoemission time delays

Photoemission time delays can nowadays be calculated to (sub-)attosecond precision for isolated
atoms (cf. [94, 23] and [125]). For photoemission from solids very recent progress (see chap. 6 and
[126]) has brought satisfactory agreement between experiment and calculation into reach. For small
molecular systems at low photon energies similar developements have brought about accuracy compa-
rable to the atomic case and fundamental insight into the two-photon ionization process underlying
the time delay measurement [127], which is a tremendous achievement. The regime of higher pho-
ton energies as they are of interest for this work and especially larger molecules is however not quite
accesible yet, and interpretations of the observed delays is a rather qualitative one, just as it is in this
work.

An approach that has gained some popularity in recent years in molecular photoemission chrono-
scopy studies is using the ePolyScat suite of scattering calculation programs [95, 96] to determine
the one-photon photoionization matrix elements and infer from them the photoemission time delay
observed in the experiment [128, 129, 25], though the accuracy of the time delays obtained this way
is questionable. In the case of the iodoalkanes (or generally iodated hydrocarbons) its inapplicability
becomes clear very quickly: ePolyScat fails to reproduce the giant resonance in the I4𝑑 → 𝜀𝑓
channel.

In an ePolyScat calculation the molecule’s initial state is determined via a Hartree-Fock cal-
culation for which we used GAMESS ([106], RHF, Sapporo non-relativistic triple-𝜁 basis set). Pho-
toemission cross sections were calculated for iodomethane and for hydrogen iodide, i.e. the smallest
iodine compound which can be assessed with ePolyScat. It shall serve here as an approximation
to an atomic calculation. Matrix elements and final states are described in ePolyScat in terms of
a spherical harmonic expansion. We chose ℓmax = 16 for both molecules which quenches the ex-
pansion error for the initial state to below 2% in all cases. A calculation on iodoethane or any larger
molecule comes at an unfeasibly increased computational cost given the computing power available
to our group at the time of writing. For a photon energy 𝐸ℏ𝜔 and a certain direction of observation
andmolecular orientation can be extracted from the output of ePolyScatwith a custom-made post
processing suite (see [117, p. 40f. and chap. 4.2]). The resulting cross sections and orientationally
averaged delays are shown in fig. 5.14.

As the left panel in fig. 5.14 demonstrates, the calculation does unfortunately not reproduce the
giant resonance very well. Its position and width are severely underestimated. This is due to neglect-
ing the many-particle nature of the resonance, as it has been similarly observed by the authors of [130]
for the case of the Xe 4𝑑 photoemission. The calculated time delays in the right panel show a fleeting
resemblance to the general shape of the atomic calculation, but the mismatch between the cross sec-
tions predicted by ePolyScat and experimental data as well as the accurate atomic calculation by
Pi et al. [115] discourages direct comparison with experimental data. Differences between the scat-
tering calculation for iodomethane and hydrogen iodide (yellow line) as well as for the experimental
data and the atomic calculation (black triangles) are shown in the inset in the right panel, where it
becomes apparent that also the effect of the change of molecular environment (i.e. the addition of a
methyl group) is not reflected well in the ePolyScat calculations. We therefore surmise that gener-
ally a high level of theory is necessary to capture the photoemission dynamics in the molecules studied
here. A promising candidate there is the R-Matrix method [131, 132] which is actively developed by
our collaborators in the group of Zdeněk Mašín at the Charles University of Pague, Czech Republic.
A recently submitted joint grant application focuses on the extension of the R-Matrix codes towards
the iodoalkanes on the computational side and on the implementation of access to photoemission
timing in the molecular frame of reference on the experimental side (cf. sec. 5.5).
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Figure 5.14: On the inadequacy of quantum scattering calculations performed with ePolyScat
to predict photoemission time delays in iodine-containing molecules. Hydrogen Iodide (HI) as the
smallest iodine compound which can be assessed with ePolyScat is here contrasted with a calcula-
tion for iodomethane (CH3I) and experimental results [98], as well as the accurate atomic calculation
by Pi et al. [115]. From the photoionization cross sections shown in the left panel it is apparent that
ePolyScat does not reproduce the giant resonance correctly. The time delays shown in the right
panel loosely resemble the general shape of the accurate atomic calculation. The difference between
the calculation for iodomethane and hydrogen iodide is shown in the inset as a yellow curve, to-
gether with the difference of the experimental results (black triangles) from the atomic calculation. It
is clear that unfortunately the level of theory ePolyScat offers is not sufficient to faithfully describe
the photoionization process in iodine compounds.

5.3.5 A closer look: photoelectron ’wave packet’ reconstruction

Before proceeding to the floppy iodoalkanes we shall make use of the ability to extract the photoe-
mission time delay’s energy dependency in a small region around the central photon energy via pty-
chographic spectrogram inversion (cf. sec. 4.2.2).

The individual spectrograms were subjected to 103 iterations of the extended ptychographic iter-
ative engine with the NIR field being frozen after 600 iterations. One wave packet is retrieved for the
He1𝑠 photoemission, and one for the I4𝑑 photoemission. Due to the lack of molecular orientation
and furthermore the unresolved splitting of the I4𝑑 photopeak in the experiment the latter is to be
understood as an effective ’wave packet’. Group delay differences of the ’wave packets’ are determined
(eq. 4.21) and averaged for each molecule and energy. Absolute photoemission times are determined
again via the protocol defined in sec. 4.3, taking the energy dependence of the He1𝑠 photoemission
time (cf. fig. 4.3) and CLC time delay (eq. 4.24) into account. Figure 5.15 shows the absolute I4𝑑
photoemission times.

Except for iodomethane and -ethane at 118 eV the diff. rTDSE delays are reproduced well within
the respective uncertainty margins. The discrepancy at 118 eV may be attributed to the onset of
I4𝑝 photoemission in this energy region. Its influence on the calculated atomic I4𝑑 delay has been
noted in the original publication [115, p. 6], and a peculiar behaviour of the asymmetry parameter
of the I4𝑑 photoionization in iodomethane has been observed around 120 eV experimentally [97, p.
242]. It is possible that the expected spectral variation in this energy region associated with the I4𝑝
threshold may influence the delay retrieval procedure albeit being unresolved in its details due to the
large XUV bandwidth.

A pronounced structure in the I4𝑑 delay’s energy dependence is seen at 90 eV in iodomethane.
The I4𝑑 delay varies between the atomic calculation and the diff. rTDSE result within only a few
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electron volts. The transition from the methyl group attached to the iodine atom to an ethyl group
(iodoethane) raises the entire energy dependence around 90 eV with only slight changes when pro-
gressing to 2-iodopropane. At 105 eV the results for iodomethane and -ethane are qualitatively very
similar, in agreement with their respective diff. rTDSE results. In 2-iodopropane the delay curve tilts
towards lower delays on its high energy side. Qualitative similarity of the results for iodomethane and
-ethane at this energy to the iodomethane result at 90 eV must be noted.

Figure 5.15: Energy dependence of the absolute I4𝑑 photoemission time delay in the rigid iodoalka-
nes determined with the ptychographic method are shown over the 5 eV FWHM bandwidth of the
XUV reflectors. Within their respective uncertainties (95% confidence interval, including the sys-
tematic uncertainty due to the NVV Auger-Meitner decay at 90 eV) good agreement with the diff.
rTDSEmethod is found, except for iodomethane and -ethane at 118 eV. The results for iodomethane
are shown in the lower two panels in gray for comparison. While the change in chemical environment
of the iodine atom already became apparent in the delay differences determined via the diff. rTDSE
method, the ptychographic method gives a more detailed picture. Horizontal errorbars indicate the
XUV reflectors’ 5 eV bandwidth and are only shown at 90 eV for clarity. The number of spectro-
grams for which the ptychographic method converged to a meaningful result is given in the figure.
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Overall, strong changes of the I4𝑑 photoemission time delay within small energy intervals as the
ptychographic method reconstructs them are surprising. Whether the variations observed here are
truly representative of the true photoemission delay in these molecules or simply artifacts of the anal-
ysis is not entirely clear yet and cannot be clarified without a calculation at an appropriate level of
theory. Still, the general agreement between the ptychograpy results and the diff. rTDSE results is
encouraging, as are the results on the floppy iodoalkanes presented further down. Furthermore, as it
will be seen in chap. 6, time delays observed in the photoemission from solid surfaces do show strong
variations in their magnitude with only small changes of the incident photon’s energy. Assessment of
photoemission dynamics with the ptychographic method can therefore be expected to yield interest-
ing and detailed insights into the dynamics of molecular photoemission if used in combination with
the diff. rTDSE method.

5.4 Photoemission time delays in floppy iodoalkanes

While we found large variations in the I4𝑑 photoemission time delay in the rigid iodoalkanes, the
floppy 1-iodopropane, 1-iodobutane and 2-iodobutane display no such behaviour. Absolute I4𝑑
photoemission time delays were again determined following sec. 4.3 with the results compiled in fig.
5.16 and table 5.3. Exemplary streaking spectrograms are shown in fig. 5.4. Due to their lower vapor
pressure the helium to molecule ratio is usually quite large and in consequence the molecular valence
photoemission is significantly quenched, and again a correlation between the relative I4𝑑–He1𝑠 pho-
toemission time with the mixing ratio was not found (fig. 5.18). Figure 5.4 summarizes the experi-
mental statistics.

Table 5.3: Overview of the absolute chronoscopy results on the floppy iodoalkanes. All measured
delays are remarkably close to the atomic calculation, with the average across all molecules even coin-
ciding with it within less than 2 as throughout.

photon energy 90 eV 105 eV 118 eV
total He1𝑠 𝜏totHe1𝑠 −6.5 as −5.1 as −4.3 as
I4𝑑 CLC 𝜏clcI4𝑑 −19.2 as −12.2 as −9.1 as
at. calculation 𝜏at.I4𝑑 [115] 32.0 as 29.2 as 25.8 as
1-iodopropane 𝜏absI4𝑑 (38.9+4.4−10.7) as (23.1 ± 7.2) as (10.3 ± 5.6) as
1-iodobutane 𝜏absI4𝑑 (33.0+6.8−13.1) as (31.7 ± 6.4) as (35.4 ± 7.0) as
2-iodobutane 𝜏absI4𝑑 (28.8+4.4−10.7) as (35.3 ± 6.2) as (32.0 ± 6.0) as
average 𝜏avgI4𝑑 (33.6+9.2−15.6) as (30.0 ± 11.5) as (25.8 ± 10.8) as

In terms of absolute photoemission times we found the I4𝑑 delay in all floppy iodoalkanes to be
remarkably close to the atomic prediction, with the largest deviation for 1-iodopropane at 118 eV.
Interestingly, the averages for all molecules agree with the atomic calculation within less than 2 as.
This is especially remarkable as we found large delay differences between the molecules in the case
of the rigid iodolakanes and also large deviations of the absolute delays at 90 eV from the atomic
calculation for all rigid molecules. These are completely absent in the floppy iodolakanes.

This finding now raises two questions: Firstly, whichmechanism is responsible for quenching the
molecular part of the photoionization delay in large molecules? A currently running experimental
campaign investigates photoemission time delays in similarly sized molecules (sec. 5.5.1) with the
aim of closing in on the answer to this question, specially focussing on the role of conformational
isomerization in the formation of the observable photoemission time delay and rigid double bonds
stabilizing the molecular backbone. Secondly, can the floppy iodoalkanes be used as substiutes for
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Figure 5.16: Absolute photoemission times measured for the floppy iodoalkanes in comparison with
the atomic prediction by Pi et al. [115]. The calculated cross section is shown for orientation. With
the exception of 1-iodopropane at 118 eV all measured delays fall within a few attoseconds of the
atomic prediction, even moreso their averages (red boxes). This remarkable agreement and especially
the only minuscle differences between different molecules motivates using the experimental results to
evaluate the dynamics of the giant resonance directly in the time domain.

atomic iodine in a chronoscopy experiment? The results presented here are encouraging, but one
must not hasten a conclusion without havingmore calculations for the specific investigatedmolecules
available. A foray into the interpretation of the absolute delays reported here as purely atomic is
waged in sec. 5.4.1. We have, however, also gathered experimental evidence that across the molecules
studied the molecular I4𝑑 photoemission is not necessarily equivalent and therefore representative
of its atomic counterpart, finding e.g. delays between (23.1 ± 3.7) as for 1-iodopropane and (63.9 ±
3.6) as for 2-iodopropane at 105 eV where previously the I4𝑑 photoemission times of iodomethane
and -ethane ((40.9 ± 2.1) as and (39.6 ± 3.6) as measured here, respectively) have been used in place
of that of atomic iodine adsorbed on a surface in the pursuit of absolutely timing the photoemission
from a tungsten (110) surface [18]. As it will become more clear in sec. 6.4.3 our results here are not
strictly in disagreement with what is presented in [18], but call for either revisiting and recalibrating
the atomic chronoscope, which will become feasible once the molecular photoemission time delays
can be calculated to sufficient precision, or raising the uncertainties on the absolute photoemission
times reported on W(110).

5.4.1 The giant resonance in the time domain

The remarkable agreement of the average absolute photoemission times between molecules and fur-
thermore with the accurate atomic calculation motivates revisiting the giant resonance and its dy-
namics, and it is tempting to see the average absolute photoemission times in the floppy iodoalkanes
as representative of atomic iodine which we shall do for this purpose.

Within the influential work of J. P. Connerade an intuitive interpretation of the complex phe-
nomenon in terms of single-particle scattering was developed (cf. [133, 111] and references therein).
In essence, a short-ranged potential well forms inside the atom due to the interplay of centrifugal
forces and incomplete nuclear screening [134, p. 1449]. This well is characterized by its depth𝐷 and
width 𝑎 (see inset in lower panel of fig. 5.20). Pointing out that the low energy scattering spectrum
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Figure 5.17: Statistics for the experiments on floppy molecules.
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Figure 5.19: Exemplary streaking spectrograms for each photon energy and each floppy molecule
in mixture with helium. In each case the photoelectron spectra are strongly dominated by the He1𝑠
photoemission which is usually amplified using the electrostatic Einzel lens of the TOF spectrometer
and the I4𝑑 photoemission which does not require amplification as the photoelectron yield is large
due to the photon energy being close to the giant resonance in all cases.
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of a short ranged well does not depend on its precise structure, Connerade brings eqn. 5.1 for the
scattering phase shift 𝛿 forward which is that of a spherical square well with angular momentum ℓ,

tan (𝛿 ) =
𝑧𝑗ℓ (𝑧

′)𝑗ℓ−1(𝑧) − 𝑧
′𝑗ℓ (𝑧)𝑗ℓ−1(𝑧

′)
𝑧𝑗ℓ (𝑧′)𝑗−ℓ (𝑧) + 𝑧′𝑗−ℓ−1(𝑧)𝑗ℓ−1(𝑧′)

. (5.1)

There, 𝑧 = 𝑘𝑎, 𝑧′ = 𝑘′𝑎 and 𝑘 = √𝐸 is the wave vector outside of the well while 𝑘′ = √𝐸 + 𝐷 is
the wave vector inside the well and the 𝑗ℓ (𝑧) being the spherical Bessel functions using Rydberg units
[133, p. 165-167]. The ℓ quantum number specifies the angular momentum of the final state. In the
case of the I4𝑑 → 𝜀𝑓 transition this means ℓ = 3. Any background phase shifts 𝛿0 can be neglected
in the spectral region of the giant resonance [134, p. 1450], whereby the time delay associated with
the resonance is the energy derivative of 𝛿 (cf. eq. 4.6). The parameters 𝑎 and 𝐷 are determined
via a least squares fit to the averaged absolute delays of the floppy iodolakanes (tab. 5.3) yielding
𝑎 = (4.2 ± 0.5) a.u. and 𝐷 = (36.8 ± 26.9)Ry. The large uncertainty of 𝐷 is indicative of the delay
and in consequence the phase shift and also the cross section being quite insensitive to a change of
the depth of the potential well within the scattering model. Figure 5.20 shows the delay and phase
shift associated with the giant resonance in the two upper panels.
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Figure 5.20: Evaluation of the giant resonance in the time domain. The top panels show the fit of
the time delay associated with the resonance to the average absolute photoemission times determined
experimentally for the floppy iodoalkanes (left) and the phase shift 𝛿. The phase shift increases slowly
and passes through −𝜋2 at 𝐸ℏ𝜔 = 95.5 eV. This traversal of a multiple of 𝜋/2 is responsible for the
excursion in the cross section which is shown in the lower panel. We find qualitative agreement in
shape and position with published data (scaling factors given in the legend). The inset in the lower
panel shows a sketch of the radial well potential.

The cross section is proportional to 𝜎(𝑘) = 4𝜋/𝑘2(2ℓ + 1) sin2 𝛿 [134, p. 1450] and shown in
the lower panel of fig. 5.20. We note good qualitative agreement with the atomic calculation [115]
and previously cited literature [115, 114, 113, 98]. The phase shift 𝛿 increases slowly with energy and
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passes 𝜋/2 at 𝐸ℏ𝜔 = 95.5 eV, defining the center of the resonance at this energy. In summary, evalu-
ation of the giant resonance purely from the time domain in its scattering interpretation is possible
and yields results consistent with spectral investigations.

5.4.2 Ptychographic reconstruction: remnants of the molecular environment?

The question of why the molecular influence is not detected in the central photoemission time delays
for the floppy iodoalkanes remains open. Application of the ptychographic ’wave packet’ reconstruc-
tion algorithm reveals though that while the energy dependence of the absolute photoemission times
is strongly damped, it does not collapse to the atomic prediction completely (see fig. 5.21).

We find the familiar discrepancy at 118 eV wich we attributed to the opening of the 4𝑑 pho-
toionization channel (cf. sec. 5.3.5). Otherwise, for 1-iodopropane at 90 eV 1- and 2-iodobutane
at 105 eV a striking variation of the photoemission delay with the photon energy is seen. Without
proper theoretical assessment these variations cannot readily be interpreted, but they illustrate that
even in molecular targets that do not have a well-defined structure due to rapid conformational iso-
merization at room temperature photoelectron wavepacket reconstructionmay yield valuable insight.
Once the calculation of photoemission times for the iodolakanes is possible with sufficient accuracy
the energy dependence of the I4𝑑 delay extracted via this method should be compared to the energy
dependence predicted by the calculation as it is done in chapter 6 for the W(110) photoemission.
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Figure 5.21: Energy dependence of the absolute I4𝑑 photoemission time delay in the floppy
iodoalkanes determined with the ptychographic method. Shown here is the delay over the 5 eV
FWHM bandwidth of the XUV reflectors (colored curves). As for the rigid iodoalkanes we find
good agreement with the diff. rTDSE results within their respective uncertainties (95% confidence
interval, including the systematic uncertainty due to the NVV Auger-Meitner decay at 90 eV), with
larger deviations at 118 eV. While (as discussed in the text) the diff. rTDSE delays mostly mimic
the atomic calculation the ptychographic results show some more structure. It should especially be
pointed out that their qualitative shapes do not match those observed in the rigid iodoalkanes. This
makes it unlikely that the structures observed there are artifacts e.g. due to the XUV optics or the
photoelectron detection. Horizontal errorbars indicate the XUV reflectors’ 5 eV bandwidth and are
only shown at 90 eV for clarity. The number of processed spectrograms for each molecule and energy
is given in the figure.
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5.5 Perspectives of molecular photoemission chronoscopy

The results presented in this chapter indicate that molecular photoemission chronoscopy experi-
ments have the potential to become a quite valuable source of information and furthermore offers
the possibility to thoroughtly test numerical methods for the assessment of the molecular photoion-
ization process currently in developement. Some new questions the presented study spawned and
how they are adressed from the experimental side are summarized below.

5.5.1 Photoemission time delays in iodobenzene and iodocyclohexane

The role of conformational isomerization in the formation of the observed absolute I4𝑑 photoemis-
sion time delay is studied in iodocyclohexane and iodobenzene in mixture with helium. The carbon
6-rings to which the iodine atom is attached are of roughly equal size as measured by their C − C
bond lengths (cf. [135, 136]) with the cyclohexyl ring being prone to rapid conformational isomer-
ization between multiple different configurations at room temperature (cf. [137, 103] and references
therein). First photoemission timing experiments on these systems are at the time of writing being
performed by Maximilian Forster in the course of his Master’s thesis work, where at 90 eV a delay
difference of about 15 as between the two species is observed (see fig. 5.22).
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Figure 5.22: Photoemission time delays in iodobenzene and iodocyclohexane. A large difference in
the relative I4𝑑–He1𝑠 photoemission time delay at 90 eV between the molecules is measured.

5.5.2 Photoemission timing in the molecular frame

One weak point of the gas phase experiments presented in this chapter is the lack of molecular ori-
entation and thereby angular resolution. One can however exploit the tendency of iodomethane and
-ethane molecules to self-orient upon adsorption onto a metal surface as a function of the surface
coverage [138, 139], lying down flat at low coverages and sticking up straight at higher coverages (see
fig. 5.23).

The I4𝑑 photoemission is clocked against the substrates valence band emission in this experi-
ment. By varying the coverage the dependence angle of the molecular axis w.r.t. the surface normal
is varied and the dependency of the photoemission time delay on different parts of the molecular po-
tential landscape can be probed as one can move the hydrocarbon chain into or out of the way of the
leaving photoelectrons when they are detected parallel to the surface. Another possible approach is to
rotate the substrate without changing the coverage. This experimental effort is led by Pascal Scigalla
and Sven-Joachim Paul.
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Figure 5.23: Photoemission timing via attosecond streaking on molecues aligned on a metal surface
(in this case iodoehane on Pt(111)) via coverage control. In aligned molecules the photoemission can
be accessed in the molecular frame of reference which enables vastly more detailed investigation of
the I4𝑑 photoemission dynamics by assessing it in an angle-resolved manner (e.g. via variation of the
coverage or rotation of the substrate).

5.5.3 Absolute photoemission timing of molecular valence states

With the absolute photoemission timing of the iodoalkanes known, they can be used as chronoscope
species in further gas-phase measurements. By mixing iodomethane with small molecules (N2, CO,
N2O, CO2) in an attosecond streaking experiment the determination of the absolute photoemission
times of their valence states comes into reach. Figure 5.24 shows an exemplary spectrogram recorded
on a mixture of iodomethane ant CO2.
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Figure 5.24: Attosecond streaking on a mixture of CO2 and iodomethane at 90 eV photon energy.
With iodomethane as a chronoscope species the absolute photoemission timing of the molecular va-
lence state streaking features may become accessible. Courtesy of Maximilian Pollanka.

The major difficulty of such a study is to disentangle the contributions to the photoelectron
signal from the many overlapping molecular valence states. The ptychographic wavepacket recon-
struction may prove useful for this task. This experimental effort is led by Maximilian Pollanka.
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5.6 Summary

Absolute photoemission times of the I4𝑑 photoemission in iodomethane, iodoethane, 1-iodopropane,
2-iodopropane 1-iodobutane and 2-iodobutane weremeasured across the giant resonance in the I4𝑑 →
𝜀𝑓 photoemission channel at photon energies of 90 eV, 105 eV and 118 eV in un-oriented molecules
in the gas-phase. The molecules are partitioned into a structurally rigid class (iodomethane, -ethane
and 2-iodopropane) and a class of floppy molecules (1-iodopropane, 1-iodobutane, 2-iodobutane)
which qualitatively and quantitatively show very different behaviour of the absolute I4𝑑 photoemis-
sion time delays. For iodoethane at 90 eV we find a different result from what has been published
before [25]. By comparison of the experimental results with a recent atomic calculation [115] we find
that core level photoemission time delays in a molecule can be altered significantly even by changes
in the chemical structure of the molecule more remote to the atom the core level of which is stud-
ied, and that differences measured between molecules can be as large as (23 ± 4) as (iodomethane
vs. 2-iodopropane at 105 eV). This implies that intra-molecular scattering strongly affects the ob-
served core-level photoemission time delay even at high photon energies and when averaging over all
molecular orientations. In the floppy iodoalkanes this effect seems to mostly wash out whereby the
atomic calculation is reproduced very well by the experimentally determined absolute photoemission
time delays. This enables the evaluation of the giant resonance purely in the time domain from the
single-particle scattering model of Connerade [133] which yields a cross section of the resonance in
qualitative accord with published experimental data. Overall we find no correlation of the photoe-
mission time delay with the size of the molecule.

The delay differences observed between the different rigid molecules and furthermore the atomic
prediction motivate revisiting the procedure of determining absolute photoemission times for the
W(110) surface (cf. [18]) and re-estimating the uncertainties. This will be adressed in more detail
in section 6.4.3. Overall we made the observation that in some iodoalkanes the I4𝑑 photoemission
times almost exactly coincide across all studied photon energies (cf. the floppy molecules) while they
differ between others (cf. 2-iodopropane and iodomethane/-ethane at 105 eV). In that sense not all
iodine atoms in the iodoalkanes are equivalent, but some are more equivalent than others.

With the I4𝑑 photoemission time now known across three photon energies and multiple species
each of these can be used as a chronoscope species in subsequent experiments. Due to its high vapor
pressure iodomethane is probably the most convenient to use though, and it is already being applied
in the study of absolute photoemission time delays on molecular valence states (cf. sec. 5.5.3).

We supplement the reported central photoemission delay times with a wavepacket reconstruction
algorithm based on the extended ptychographic iterative engine which yields access to the energy
dependence of the photoemission time delay around the central photon energy studied. Pronounced
variations between themolecules are found, and even in the floppy iodoalkanes where the central time
delays reproduce the atomic calculation some structure seems to survive. At the time of writing a
detailed interpretation of these results cannot be given due to the lack of photoionization calculations
at a sufficient level of theory, but our results may guide future developements of these methods.
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Chapter 6

Attosecond dynamics of solid-state

photoemission over a wide range of photon

energies

The tungsten (110) surface is the first system on which a photoemission time delay has ever been
measured directly [15]. In this groundbreaking experiment the relative time delay between photo-
electrons emitted from the W4𝑓 states of tungsten and those emitted from the valence states was
determined to be (110 ± 70) as. Inspired by this result and by the possibility to investigate solid
state photoemission on the attosecond time scale a long-running experimental campaign to assess the
energy dependence of the relative W4𝑓-VB time delay was pursued, culminating in the determina-
tion of the absolute timing of the photoelectric effect at a photon energy of 105 eV in 2018 [18].
As such, many people have been involved in the experimental effort and the interpretation and their
contributions shall be honored here. The project is supervised in its entirety by Reinhard Kienberger.
The experiments have been performed by (in alphabetical order) Adrian Cavalieri, Andreas Kim, Ay-
man Akil, Dyonisios Potamianos, Elisabeth Bothschafter, Florian Blobner, Konrad Hütten, Marcus
Ossiander, Martin Schäffer, Maximilian Schnitzenbaumer, Michael Gerl, Michal Jobst, Ralph Ern-
storfer, Sebastian Jarosch, Stefan Neppl, and Wolfram Helml. The UHV surface-science beamline
AS3 [140] which is the central experimental tool of the study was designed by Thomas Uphues,
Ralph Ernstorfer, Elisabeth Magerl, Michael Stanislawski, Stefan Neppl and Peter Feulner. Numer-
ical methods for the calculation of the escape time from the W(110) surface have been developed
and applied by Eugene Krasovskii and Roman Kuzian. Jürgen Braun, Hubert Ebert and Jan Minar
provided valuable insight in discussions on the topic. Silvano Lizzit, Daniel Lizzit and Luca Bignardi
from the Elletra Sincrotrone Trieste supported the effort to obtain high-resolution photoelectron
spectra of the W(110) valence band and the 4𝑓 states.

The project was advanced significantly with the dissertation of Johann Riemensberger [26] who
carefully compiled, supplemented and analyzed the experimental data which also encompasses an ex-
periment on the W(100) surface as well as the oxidized W(110) surface. The experimental apparatus
and sample preparation are described in detail there. For the interpretation of the energy-dependence
of the measuredW4𝑓-VB delay time semiclassical arguments based on the interplay of the localization
of the photocurrent below the surface and the transport of the photoelectrons with a group veloc-
ity 𝑣g(k) determined from the materials band structure were made, but such models cannot explain
the photoemission times observed on solid surfaces from first principles. A full ab-initio treatment
of time delays in photoemission from surfaces based on the notion of the Eisenbud-Wigner-Smith
delay was brought forward by Kuzian and Krasovskii [126] in 2020 and applied to the Mg(0001)
photoemission. The realization that this formalism can be applied to solid surfaces, too closes the
conceptual gap that has since existed between the understanding of photoemission times in atoms,
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in molecules and in solid-state systems. Its application to the W(110) surface and the subsequently
arising new interpretation of the experimental results of [26] as well as an extension of the existing
data analysis is reported upon in this chapter.

6.1 Photoemission timing on condensed matter

The heuristic three-step picture of photoemission from solid surfaces (cf. [141] and [8, chap. 1.6.3 and
6.1]) has enjoyed considerable success in the interpretation of static photoemission. It separates the
photoemission process into optical excitation, propagation of the excited photoelectrons and finally
their traversal of the surface. Due to the mechanistic and intuitive view it offers on the problem it
has also become quite popular in the interpretation of photoemission time delays (cf. e.g. [142, 143,
144, 145, 146]). The fundamental flaw with the application of this approach to the interpretation of
photoemission times though is that one implicitly assumes a time-ordering of the three steps within
the photoemission process when there are no grounds to justify this assumption. A more accurate
description that does not require this artificial dissection is one that treats the photoemission pro-
cess in one-step as an optical transition between an initial Bloch state inside the solid and a damped
wave exiting the crystal. It was pointed out by G. D. Mahan in a seminal 1970 paper [147] that
the problem of determining the outgoing wave is essentially the same as it is encountered in the the-
ory of low-energy electron diffraction (LEED) experiments thoroughly treated by J. B. Pendry [148,
149, 150], but in reverse direction. Consequently the LEED theory was adapted to the problem of
photoemission and the final state of photoemission in the one-step picture is today still referred to
as time-reversed LEED state. An exhaustive overview of the theory of photoemission based on this
formalism is given in [151]. Three- and one-step picture are contrasted in figure 6.1.

surface

Bloch wave

time-reversed
LEED state

h̄ω

one-step picture

surface

initial state

wave-packet

h̄ω
I II III

three-step picture

Figure 6.1: Illustration of the one-step picture (left) and three-step picture (right) of photoemission.
In the one-step model the optically mediated transition occurs from an initial Bloch wave into a time-
reversed LEED state which carries the photocurrent across the surface. Here only the part of the
time-reversed LEED state travelling outwards is shown. It is damped inside the solid, the damping
being determined by the optical potential 𝑉𝑖(𝐸f). This damping corresponds to what is also referred
to as inelastic mean free path. Within semiclassical considerations it determines the depth fromwhich
the photoelectron can be considered to originate. In the three-step model, the optical transition (first
step) occurs between an initial effectively localized ’wave packet’ inside the solid to a wave packet
propagating towards the surface in the second step. The wave packet’s traversal of the surface is the
third step. Within this mechanistic view of the photoemission process it is of course tempting to
apply semiclassical arguments especially to the second transport step.

The groundbreaking 2007 experiment on the W(110) surface [15] was interpreted within the
framework of the three-step model in terms of a ballistic photoelectron with kinetic energy 𝐸kin orig-
inating from about one inelastic mean free path 𝜆(𝐸kin) under the surface and propagating outwards
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with a group velocity 𝑣g(𝐸kin) determined by the materials band structure. Inelastic scattering of a
photoelectron removes it energetically from the primary photoemission feature whereby it does not
contribute to the photoemission timing signal. Early theoretical treatments of the problem within
semiclassical transport theory [145] and a 1D quantum model [152] went along the same general
line of arguments. Experimental support for the ballistic picture of photoemission time delays was
provided in a key experiment [83] on adlayers of Mg(0001) epitactically grown on the W(110) sur-
face.

That the idea of the photoelectrons being emitted from a depth of about 𝜆(𝐸kin) and travel-
ling with a velocity 𝑣g(𝐸kin), entering the streaking field which measures their timing at 𝜏esc.(𝐸kin) =
𝜆(𝐸kin)/𝑣g(𝐸kin) after their initial excitation is not necessarily incorrect was shown in [153]. How-
ever, this semiclassical picture only holds far away from strong variations in the optical transition
probability with the final state energy (e.g. due to energy gaps) and when scattering of the electron
off the lattice is weak. If that is the case the escape time reduces to

𝜏esc.(𝐸kin) =
1

2𝑉𝑖(𝐸kin)
, (6.1)

with 𝑉𝑖(𝐸) being the optical potential responsible for damping the outgoing photoelectron’s wave
function inside the crystal. More commonly referred to than the optical potential is the inelastic
mean free path (IMFP)

𝜆(𝐸kin) =
1
2
√2𝐸kin

𝑉𝑖(𝐸kin)
. (6.2)

Values for 𝜆(𝐸kin) determined with calculations based on a method developed by Penn which involve
a model dielectric function ([154] and [155] for a more recent description) have been tabulated for
many materials over a wide range of kinetic energies (cf. [156] and an extensive series of papers on the
topic by the same authors referenced therein), but these results are prone to substantial uncertainties
for slow electrons (𝐸kin < 50 eV) and moderate uncertainties at higher energies. In the energy range
of interest in attosecond streaking spectroscopy (electron kinetic energies between 20 eV and 150 eV)
the inelastic mean free path (or 𝑉𝑖(𝐸), respectively) must be determined by different means.

The optical potential typically varies slowly with the final state energy 𝐸f, vanishing at 𝐸f = 0 eV
and assuming typical values of some 2 − 4 eV at 𝐸f = 100 eV [153]. An estimation for the variation
of 𝑉𝑖(𝐸) with the final state energy is given in [150] as 𝑉𝑖(𝐸f) ∝ 𝐸3/4f . With this dependency and
published values for 𝑉𝑖(𝐸) for various materials [157, 158, 159, 160, 153] one can obtain an estimate
of the inelastic mean free path (inset in fig. 6.2, top panel) and the semiclassical escape time eq. 6.1
(fig. 6.2, lower panel). It decreases slowly with increasing final state energy, and for valence band
photoemission where the binding energy is small one finds escape times of about 50 as to 70 as in the
photon energy range accessed by attosecond streaking (100−150 eV). The escape times in fig. 6.2 do
not match absolute photoemission times for the W(110) valence states and 4𝑓 states determined in
the experiment. The relative delay is also not reproduced well (inset in fig. 6.2). This indicates that
the semiclassical approach cannot describe the photoemission dynamics of the W(110) surface, and
a more sophisticated model is called for.

6.1.1 Eisenbud-Wigner-Smith delay times in condensed matter photoemission

That the concept of EWS time delays can be carried over to photoemission from surfaces is not
straightforward. Firstly, inelastic scattering (implemented via the optical potential𝑉𝑖(𝐸f) in the time-
reversed LEED formalism) absorbs electrons inside the crystal whereby the probability current is not
conserved as it was the case in the derivation of eq. 4.6. Secondly, the asymptotics of the scattered
wave (i.e. the photoemitted electron) is not the same as for the reference wave as free propagation
only occurs above the surface, although a similar problem is encountered in atomic photoemission
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Figure 6.2: Following [150, p. 2285], the optical potential varies as 𝐸3/4f with the final state energy.
The top panel shows an analytical fit of this dependency to values for the optical potential determined
for various materials, including W(110) [157, 158, 159, 160, 153]. The result for W(110) presented
in [153] is reproduced well. The inset shows in red the IMFP calculated from the optical potential
as well as a calculation with Penn’s method from optical data [119, 161]. Penn’s method is expected
to be quite inaccurate for slow electrons (< 50 eV) and the IMFP in this region is therefore shown
as a dashed line. For electrons around 100 − 140 eV both IMFPs agree rather well with 𝜆(𝐸) ∼
1−5Å. With𝑉𝑖(𝐸) ∝ 𝐸3/4 equation 6.1 pedicts a monotonously decreasing semiclassical escape time
(bottom panel). It is here plotted vor valence photoemission (negligible binding energy) and for the
4𝑓 states of the W(110) surface bound at 𝐸bin = 32.5 eV. The stark disagreement with experimental
results in the absolute delays as well as the relative delays (inset) by Ossiander et al. [18] is indicative
of the inapplicability of the semiclassical model to theW(110) photoemission. As it will be seen later,
the general trend of the relative photoemission time is predicted correctly by eq. 6.1, but strong lattice
scattering and a gap-like feature in the final state band structure cause substantial deviations from the
semiclassical result.
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(recall figs. 4.2, 4.1 and 4.3 where the scattered and the reference wave share their asymptotics in the
infinitely distant past and future, while the photoemitted wave only experiences ’half’ the potential).
Kuzian and Krasovskii showed [126] that the Wigner time delay formula

𝜏𝑖→𝑓 (𝐸f) =
𝜕𝜂𝑖→𝑓 (𝐸f)

𝜕𝐸f
, (6.3)

with 𝜂𝑖→𝑓(𝐸f) being the phase of the optical transition matrix element

ℳ𝑖→𝑓 (𝐸f) = ⟨𝛷∗𝛦f(x) ∣p ⋅ A(x, 𝑡) + A(x, 𝑡) ⋅ p∣𝛹𝑖(x)⟩ (6.4)

associated with the transition from initial state 𝛹𝑖 to the time-reversed LEED state 𝛷∗𝛦f(x), holds for
photoemission from the semi-infinite crystal. In eq. 6.4 p is the momentum operator and A(x, 𝑡) is
the vector potential of the XUV light when the photoemitted wave packet (and therefore the XUV
excitation) is very narrow in energy. Owing to the large bandwidth of the XUV pulse required to
warrant its sub-femtosecond duration the photoexcited wavepackets will not be very narrow in en-
ergy, and equivalence of EWS time delays calculated via eq. 6.3 cannot be guaranteed, although in
experience it holds.

6.1.2 Attosecond streaking on surfaces

Figure 6.3: Attosecond streaking on a metal surface. Both XUV and NIR pulse are 𝑝-polarized,
photoelectrons are collected from a cone with opening angle 𝛥 oriented along the surface normal.
The angle of incidence for XUV and NIR is 70°. The streaking field’s normal component is screened
strongly at the surface ([83] and its supplementary information). Here it is shown for W(110) in
units of its maximal value 𝐸0 versus the position 𝑧 respective to the surface, measured in units of the
interlayer spacing 𝑑. The plane of dynamical screening is located 67% of a layer spacing above the
topmost atomic layer. It is this plane with respect to which attosecond streaking measures the escape
time of the photoelectrons.

In the standard geometry for attosecond streaking spectroscopy on surfaces (fig. 6.3) theNIR and
XUV are both 𝑝-polarized. The normal component of the streaking laser field is strongly suppressed
below the metal surface [83], whereby the photoelectrons are only exposed to the streaking field once
they have passed the screening plane (purple line in fig. 6.3). The position of this screening plane was
determined in [83] to be roughly 0.7𝑑 (𝑑 is the interlayer spacing of the W(110) surface) above the
topmost atomic layer from a 1D time-dependent density functional (TDDFT) calculation, mostly
independent from the metal under study. It is important to note though that this finding does not
generalize to attosecond streaking on non-metals where the penetration of the NIR field into the
solid must be taken into account (cf. e.g. [162]).
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Photoelectons are collected along the surface normal from a cone with opening angle 𝛥. An
experimental difficulty encountered in attosecond streaking on surfaces is that due to the typically low
repitition rate of the laser source (some 1−4 kHz) and the need to keep the XUVflux low enough as to
minimize space-charge effects measurement times can be come unfeasibly low when choosing a small
acceptance angle 𝛥. For this reason the TOF spectrometer in use at the AS3 beamline is equipped
with an electrostatic lens system with which the acceptance cone can be increased from ±2° to ±22°.
While the resulting increase of the photoelectron count rate is beneficial to the experiment, on single-
crystal surfaces the resulting averaging over the complete angular distribution of the photoemitted
electrons may be problematic. While an angular dependency of the photoemission time delay from
metal surfaces has been observed at low photon energies (e.g. [142, 163]) and a variation of the EWS
time delay has been predicted via calculation even at high photon energies [126], this effect seems
to be not particularly relevant in attosecond streaking as it has been found in [81] and will later be
seen in sec. 6.3.1 with regard to this study. In any case, whether or not the angular averaging due to
the increased collection angle affects the observed photoemission time delays must be tested in each
study anew.

Measuring photoemission time delays at metal surfaces

A connection between the time delay 𝜏streak measured by attosecond streaking and the EWS time de-
lay (eq. 6.3) must be established. The Coulomb-laser-coupling delay (eq. 4.24) which is to be taken
into account when interpreting photoemission times observed in molecules and atoms can be ne-
glected in photoemission from metal surfaces as it amounts to low single-digit attoseconds at most
for photoelectron kinetic energies above 50 eV (cf. sec. 4.2.3 and fig. 4.6). Absolute and total pho-
toemission times determined at metal surfaces therefore coincide. The equivalence of streaking time
delay and escape time (i.e. the time at which the photoelectron traverses the surface barrier) and later
the equivalence of streaking time delay and EWS time has been shown by Krasovskii et al. and by
Kuzian and Krasovskii in [153] and [126] to hold far from regions where the transition probability
varies strongly with the final state energy. In the absense of such a modulation the photoexcited wave
packet is spatially compressed and traverses the surface very quickly. In consequence it is exposed
to the streaking field in its entirety (left panel in fig. 6.4) almost instantaneously when crossing the
surface. In the vicinity of an intensity minimum or variation on the other hand the outgoing wave
packet assumes a complex shape and larger spatial extent. Therefore, when traversing the surface a
part of it is exposed to the streaking field before the entire packet has left the crystal (right panel of
fig. 6.4). The timing information encoded in the spectrogram is then distorted and deviations of
the streaking time from the EWS or escape time are to be expected. A more detailed depiction of
this situation is given in fig. 3 of [153]. In summary though, we can expect the EWS time delay
and the time delay determined via attosecond streaking to be in agreement, save for a situation where
the final state is in a region of the conducting band structure where the transition probability varies
substantially with energy.

6.2 The staticW(110) photoemission

A brief summary of the photoemission features of the W(110) surface relevant to the timing experi-
ment is given in this section. For a more detailed account the reader shall be referred to [26, chap. 4]
and references therein. The 4𝑓 states of tungsten are spin-orbit split into a 4𝑓 5

2
and a 4𝑓 7

2
component

bound at 33.6 eV and 31.4 eV respectively [164]. Each of these is accompanied by a surface-shifted
replica at smaller binding energy (cf. [8, chap. 8.4]). The valence band photoemission can be parti-
tioned into being due to emission from a band with 𝑠𝑝-character at binding energies exceeding 5 eV,
and a band due to the W5𝑑 electrons at binding energies between 3 eV and the Fermi energy. It is
the latter that makes up the major contribution to the VB photoelectron signal in our energy range
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Figure 6.4: Illustration of a snapthot in time when a spatially compressed (left) and a distorted
(right) wave packet traverse the screening plane. While the compressed wave packet essentially tra-
verses the surface in one go and is quickly exposed to the NIR streaking field in its entirety this is not
the case for a distorted wave packet. Due to its large spatial extent a significant portion of the wave
packet is still below the surface and screened while the part that has traversed the surface is already
exposed to the streaking field. A depiction based on a calculation for a 1D crystal is given in [153].

of interest. High resolution spectrograms of the W4𝑓 and VB region are shown in fig. 6.5 in the
top panels, recorded at Elletra Sincrotrone Trieste by Johann Riemensberger and Peter Feulner. Es-
pecially notable is the spoon-like shape the 5𝑑-band photoemission traces out as a function of photon
energy.

The photoemission timing experiment was carried with attosecond pulses centered at photon
energies of 103.1 eV, 110.1 eV, 117.1 eV, 124.4 eV, 133.7 eV and 145.0 eV. The XUV reflectors em-
ployed have FWHMbandwidths of 4.6 eV, 3.5 eV, 4.0 eV, 4.8 eV, 4.0 eV and 3.5 eV, respectively [26,
chap. 4]. Additional measurements at 92.5 eV are also presented in [26], but a subsequent experi-
mental characterizetion of the corresponding XUVmultilayer reflector (see appendix E) revealed that
it is prone to generating satellite XUV pulses which hamper the proper extraction of timing informa-
tion and therefore call the results at 92.5 eV into question. The time delays measured at this energy
are therefore excluded from the discussion. XUV-only spectra of the W(110) surface measured with
isolated attosecond pulses are shown in the lower panels of fig. 6.5. Due to the large bandwidth of
the XUV pulses the detailed structure of the W(110) photoemission (e.g. the splitting of the W4𝑓
states) is not resolved.

6.3 Measuring relative photoemission timing

The key observable in this experiment is the relative photoemission time 𝜏W4𝑓−VB measured between
the W4𝑓 states and the valence photoemission. First time delays at the energetic center of the respec-
tive wave packets are reported, then the analysis is extended towards a wave packet reconstruction
with the extended ptychographic iterative engine. As the W5𝑑 states dominate the valence band
photoelectron signal and the lower lying 𝑠𝑝-band contributes negligibly all discussions pertaining the
valence band refer to the 5𝑑 states unless noted otherwise. Exemplary streaking spectrograms are
shown in fig. 6.6. Characteristic of the substantially higher atomic density of solid samples with re-
spect to the gas phase is the larger photoelectron count rate. Therefore the streaking spectrograms
shown here are substantially less noisy than spectrograms recorded in the gas phase (cf. fig. 5.11 and
5.4).
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Figure 6.5: Static photoelectron spectra of theW(110) surface. The top panels show high resolution
spectrograms of the W4𝑓 core-level photoemission (left) and the valence state photoemission (right)
for photon energies between 96 eV and 150 eV. The 4𝑓 core-level photoemission is spin-orbit split
into a 4𝑓 5

2
and a 4𝑓 7

2
component each of which is accompanied by a surface-shifted satellite at smaller

binding energies. The valence band photoemission is dominated by the 5𝑑 band. A band with 𝑠𝑝-
character is found at larger binding energies, but it is quite weak an does not significantly contribute
to the photoelectron signal in the attosecond experiment. The lower panels show lineouts of the high
resolution spectrograms at the photon energies accesible to the attosecond experiment (colored lines).
Due to the large bandwidth of the isolated attosecond pulses the fine structure of the spectra is not
resolved. Good agreement with a convolution of the high resolution spectra with a 5 eV Gaussian
is found, confirming that the spectra recorded with isolated attosecond pulses reflect the W(110)
photoemission well.

76



−4 −2 0 2 4

XUV/NIR delay ∆τ [fs]

75

100

125
ki

n
.

en
er

gy
E

k
in

[e
V

]

VB

W4f

103.1 eV

−4 −2 0 2 4

XUV/NIR delay ∆τ [fs]

75

100

125 VB

W4f

110.1 eV

−4 −2 0 2 4

XUV/NIR delay ∆τ [fs]

75

100

125

ki
n

.
en

er
gy

E
k

in
[e

V
]

VB

W4f

117.1 eV

−4 −2 0 2 4

XUV/NIR delay ∆τ [fs]

100

125

VB

W4f

124.4 eV

−4 −2 0 2 4

XUV/NIR delay ∆τ [fs]

100

125

150

ki
n

.
en

er
gy

E
k

in
[e

V
]

VB

W4f

133.7 eV

−4 −2 0 2 4

XUV/NIR delay ∆τ [fs]

100

125

150
VB

W4f

145.0 eV

Figure 6.6: Exemplary streaking measurements on W(110).

6.3.1 Central time delays

Central photoemission times are reproduced from [26, chap. 4.3] and were determined with the diff.
rTDSE method. In the delay extraction procedure the W4𝑓 photoemission feature is represented as
being comprised of the two 4𝑓 5

2
and 4𝑓 7

2
components and a very small contribution (∼ 10%) from

theW5𝑝 photoemission. The valence band photoemission is modelled as comprised of ten individual
contributions modelled to closely resemble the shape of the observed VB feature in the streaking
experiment. Statistics are summarized in fig. 6.7, central delays are summarized in table 6.1 at the
end of this section.

Effect of angular integration in the central delays

In order to gauge whether the the increase of the acceptance angle of the detector has an influence on
the delay observed with attosecond streaking the central delays of a subset of spectrograms recorded
with the detector’s lens system switched off at photon energies of 110.1 eV, 124.4 eV and 133.7 eV is
reevaluated with the diff. rTDSE method. Statistics are shown in fig. 6.8, a summary is given in table
6.1. The differences between the delay determined from the spectrograms recorded without lens and
the whole ensemble of spectrograms are below the respective uncertainties except for 110.1 eV, where
we find a difference of (14.1 ± 8.3) as to the result obtained for the entire set of spectrograms at this
photon energy. Even though the diff. rTDSE results differ slightly at this photon energy, agreement
with the value determined with the ptychographic spectrogram inversion algorithm (see sec. 6.3.2) is
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Figure 6.7: Statistics of the W(110) photoemission timing experiment. In excess of 50 scans were
recorded at any photon energy.
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Figure 6.8: Statistics of the subset of measurements taken with a small acceptance cone of approx.
±2°.

found within its uncertainties. It can therefore be surmised that the effect of angular integration of
the photoelectron yield in this experiment may be neglected.

6.3.2 Ptychographic delay extraction

The ptychographic spectrogram inversion algorithm is configured to retrieve one ’wave packet’ for
the valence band photoemission and one ’wave packet’ for the W4𝑓 photoemission. Both of these
photoemission features are incoherent averages of the split 4𝑓 states or the many states comprising
the 5𝑑 band which contribute to the signal. Just as in chap. 5 the ptychographic method there-
fore reconstructs effective ’wave packets’ from which time-energy information is inferred. Figure 6.9
summarizes the results.
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Figure 6.9: Application of the extended ptychographic iterative engine to theW(110) photoemission
timing. Reconstructed ’wave packets’ for W4𝑓 and VB photoemission are shown in light gray and
gray respectively. The photoemission times are determined as the average of all processed scans at
a particular energy and are shown as colored lines with shaded areas indicating uncertainties (95%
confidence interval). As the ePIE does not converge for all scans to which it is applied the sample
sizes𝑁 given in the top left corner of each plot differ from those in fig. 6.7.

Strikingly, a strong energy dependence of the relative photoemission time is revealed. The central
delays obtained with the diff. rTDSE method and the relative delays at the energetic center of the
VB and W4𝑓 ’wave packets’ are in good agreement as seen from table 6.1.

Table 6.1: Relative central photoemission times 𝛥𝜏W4𝑓−VB.

photon energy 103.1 eV 110.1 eV 117.1 eV
diff. rTDSE 𝛥𝜏W4𝑓−VB (61.8 ± 3.2) as (37.6 ± 4.7) as (33.1 ± 3.5) as
diff. rTDSE 𝛥𝜏W4𝑓−VB (no lens) – (51.7 ± 6.9) as –
ePIE 𝛥𝜏cW4𝑓−VB (76.2 ± 4.6) as (43.6 ± 8.4) as (33.2 ± 4.4) as
one-step EWS 𝛥𝜏calcW4𝑓−W5𝑑 65.0 as 51.1 as 19.8 as

photon energy 124.4 eV 133.7 eV 145.0 eV
diff. rTDSE 𝛥𝜏W4𝑓−VB (37.6 ± 2.5) as (34.5 ± 4.6) as (39.6 ± 3.4) as¸
diff. rTDSE 𝛥𝜏W4𝑓−VB (no lens) (34.4 ± 2.8) as (32.5 ± 12.9) as –
ePIE 𝛥𝜏cW4𝑓−VB (35.9 ± 6.4) as (47.8 ± 6.8) as (41.4 ± 5.7) as
one-step EWS 𝛥𝜏calcW4𝑓−W5𝑑 19.1 as 40.1 as 19.6 as
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6.4 Discussion

The experimental results are contrasted with the one-step EWS calculation for photoemission along
the surface normal by E. E. Krasovskii in fig. 6.10. The EWS time delays calculated for each individual
transition 𝑖 → 𝑓 have been averaged, weighed by the photocurrent each respective transition carries.
The calculation predicts a strong and irregular variation of the relative photoemission time with the
excitation energy, generally in agreement with the diff. rTDSE result. The experimental ePIE result
matches the slope of the calculation except for at 103.1 eV and 133.7 eV. A gray star in fig. 6.10
indicates the original result by Cavalieri et al. [15], but due to its large uncertainties no statement
about whether it is in (qualitative) agreement with the calculation or not can be made. However, at
the lower end of its error bar it is close to the calculated relative time delay. The semiclassical escape
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Figure 6.10: RelativeW4𝑓-VB photoemission time delays at theW(110) surface. The one-step EWS
calculation by E. E. Krasovskii is shown as a gray line, the relative semiclassical esccape time (cf. eq.
6.1) is sown as a dashed line. A gray star indicates the measurement by Cavalieri et al. [15]. Red
datapoints are the diff. rTDSE results, black datapoints are the diff. rTDSE results for the subset
of the data recorded with a small acceptance angle. Blue lines show the ePIE results with shaded
areas indicating the uncertainties. The 95% confidence interval is reported as the uncertainty. All
experimental analysis methods are in agreement within their respective uncertainties. The calculation
agrees with the experimental results well. Especially notable is that the ePIE result reproduces the
slope of the calculated delay at all energies except for 103.1 eV and 133.7 eV. The kinetic energy of
the 4𝑓 and VB photoelectrons at a given photon energy are indicated by the axes above the graph.
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time difference (eq. 6.1, dashed line in fig. 6.10) cannot account for the complicated behaviour of
the photoemission times which indicates that the assumptions under which it is expected to be a
reasonable approximation – weak lattice scattering and no stark variation of the transition probability
with the final state energy – are violated.

6.4.1 Photoemission time delays near strong variations of the transition probability

As pointed out in sec. 6.1.2 the EWS time delay and the time delay determined via attosecond streak-
ing is expexted to not coincide in regions of the final state band structure where the transition proba-
bility varies strongly with the final state energy. Inspecting the conducting final state band structure
of the W(110) surface (see fig. 6.11) one finds the main conducting branch of the band structure
to split into two – an ’upper branch’ and a ’lower branch’ – around a final state energy of 100 eV.
Photoelectrons emitted from the valence states coincide with this region of the final state band struc-
ture at an excitation energy of about 105 eV while for electrons emitted from the W4𝑓 states this
is the case for excitation around 135 eV. It is exactly at these photon energies that one observes a

60 80 100 120 140
final state energy Efin − EF [eV]

N

Γ

N

upper branch
lower branch

60.0 80.0 100.0 120.0 140.0

VB excit. energy [eV]

92.5 112.5 132.5 152.5 172.5

W4f excit. energy [eV]

Figure 6.11: Final state band structure of the W(110) surface for normal emission (𝛤−𝑁), in black
for the W4𝑓 and in red for the W5𝑑 states. The thickness of the curve indicates the contribution to
the photocurrent. Around a final state energy of 100 eV (marked by dashed box) the main branch of
the conducting band structure splits into an ’upper branch’ and a ’lower branch’. While the portion
of the photocurrent that the lower ’upper branch’ carries decreases with increasing photon energy,
that of the ’lower branch’ increases such that no substantial variation of the static photoelectron sig-
nal (cf. fig. 6.5) can be observed. The accompanying variation of the transition probability with
the final state energy, however constitutes a situation where the outgoing photoelectron wave packet
may be strongly distorted and a deviation of the streaking time delay from the EWS time delay can
be expected (cf. sec. 6.1.2). As indicated by the abscissae below the graph the photoelectrons pho-
toemitted from the VB states coincide with this peculiar feature of the final state band structure at
excitation energies arount 105 eV, while the W4𝑓 photoelectrons coincide with it when excited with
photon around 135 eV – exactly the two photon energies for which the experimentally determined
slope of the photoemission time delay strongly deviates from the EWS calculation. Furthermore, the
large positive excursions of the EWS delay (and the experimental diff. rTDSE results) are indicative
of the importance of strong coherent lattice scattering in this energy region. Data supplied by E. E.
Krasovskii.
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Figure 6.12: Re-evaluation of the numerical streaking experiment of ref. [153] via a center-of-energy
(COE) fit, ePIE and the diff. rTDSEmethod. In the COE analysis a sinusoidal carrier with a gaussian
envelope is fitted to the energetic first moment of the spectra comprising the calculated spectrogram.
A striking difference between the results reported by the three methods around the gap energy at
80 eV is immediately apparent. For the diff. rTDSE method we attribute this to the spectrogram
essentially decomposing into two traces on-gap (top panel). The ePIE result behaves similarly to the
COE result, but the algorithm retrieves a strongly sloped energy dependence of the delay, reminiscent
of the behaviour observed in experiment when the final state coincides with the ’branch splitting’
around 100 eV above the Fermi energy (cf. figs. 6.10 and 6.11). Far from the modulation of the
transition probability caused by the energy gap in the numerical experiment all three methods are in
almost perfect accord. The inset shows a zoom-in on the region around the gap-energy. Calculated
spectrograms have been supplied by E. E. Krasovskii and are shown in the top panel for selected
energies.

distinct mismatch of the slope of the relative photoemission time predicted by the calculation and
as determined via ePIE. Furthermore, large positive excursions from the semiclassical escape time are
found in the relative photoemission times at these energies (fig. 6.10), highlighting the importance
of coherent multiple scattering of the outgoing electron off the crystal lattice around these energies.

A more thorough investigation of the dynamics of the excited photoelectron wave packet in the
streaking field as it traversed the surface is of course wished for, but not computationally feasible
at the moment. In order to plausibilize that around a region of strong variation of the transition
probability the delay determined via attosecond streaking spectroscopy shows a peculiar behaviour
a numerical streaking experiment on a 1D-Kronig-Penney crystal originally reported in [153] is re-
evaluated. A convenient feature of a numerical experiment is that the time-zero is accurately known
whereby any reported delay can be seen as a total photoemission delay time. The 1D Kronig-Penney
crystal exhibits an energy gap in its final state spectrum which is hit by the photoemission from a
pseudo core-level bound at 41.2 eV at an excitation energy of ∼ 80 eV. The photoemission dynamics
of this pseudo core-level in the vicinity of the true energy gap of the Kronig-Penney crystal is now
compared with the photoemission dynamics observed around the gap-like structure associated with
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the switching of the photocurrent from the ’upper branch’ to the ’lower branch’ encountered in the
final state band structure of the W(110) surface.

In the original publication [153] the streaking delay is determined via a fit of a NIR waveform
to the center-of-energy (COE) of the spectra comprising a spectrogram. The results of the COE
analysis are shown in fig. 6.12 as yellow data points. We extend the analysis by furthermore applying
the diff. rTDSE method and the ePIE to the calculated spectrograms which were supplied by E. E.
Krasovskii. The results of the delay analysis are summarized in fig. 6.12 where the extracted delays
are shown in the lower panel and calculated spectrograms at selected energies are shown in the upper
panel. Characteristic of the strongly diminished photoelectron signal around a true energy gap is that
the spectrogram calculated for 𝐸ℏ𝜔 = 80 eV almost decomposes into two streaking traces. This poses
a problem for the diff. rTDSE method which is not configured to handle such a situation. The ePIE
and COE on the other hand are agnostic to the shape of the photoelectron spectrum and therefore do
not have this problem. Their behaviour is also qualitatively similar in the vicinity of the gap. Notable
is though that the ePIE reports an exaggerated slope on-gap which is qualitatively consistent with the
experimental results when the photoemission of the VB or W4𝑓 hits the gap-like feature, i.e. around
103.1 eV and around 133.7 eV for the W4𝑓 states.

Noteworthy is that except for energies very close to the gap all ePIE results overlap. This demon-
strates that the ePIE is in fact capable of resolving photoemission dynamics in a region around the
central photon energy under study. An attosecond streaking measurement performed at a certain
photon energy with broadband XUV optics can therefore substitute for measurements at photon
energies within the XUV bandwidth. In order to generate most reliable results though one should
choose central energies and bandwidths such that some energetic overlap between adjacent measure-
ments is guaranteed as a ’sanity check’ of the ePIE results.

Unfortunately, a calculation of the EWS escape time for the particular 1D Kronig-Penney crystal
evaluated here is not available at the time of writing, so the deviations between the one-step EWS
calculations and the COE streaking delay reported in [126] shall be taken as representative of the
problem. However, the difficulties of relating the streaking delay extracted from a spectrogram to
the EWS delay around a region of strongly varying transition probability (even though it may not in-
fluence the photoemission signal strength significantly as it is the case in the experiment) is illustrated
well by the mismatch of the results reported by the three applied methods shown in fig. 6.12.

6.4.2 Position of the screening plane

In the one-step EWS calculation the photoemission time is defined with respect to a reference plane
which can be positioned at an arbitrary positive distance from the topmost atomic layer. A shift of
this reference plane will change the absolute escape times, but leave the relative escape times essentially
unaffected. In the context of an attosecond streaking experiment the natural position of this reference
plane is the position of the screening plane of the NIR field (cf. fig. 6.3) as this is the position where
the streaking field measures the photoelectrons’ timing.

We vary the position of the reference plane and compare the predicted escape times to the pub-
lished absolute photoemission times determined by Ossiander et al. [18]. At 105 eV an absolute time
delay of 𝜏W4𝑓 = (103 ± 6) as and 𝜏VB = (40 ± 9) as were found for the W4𝑓 emission and the VB
emission respectively. Best simulaneous agreement for the calculated escape times with the experi-
mentally determined absolute values is reached for a distance 𝑧sc = 3 a.u. ≈ 1.6Å of the reference
plane above the topmost layer of tungsten atoms (see fig. 6.13), with a discrepancy of about ±0.5Å
between the values for the 4𝑓 and the VB. The reference plane displacement from the topmost layer
of atoms amounts to about 70% of the interlayer spacing 𝑑 = 2.24Å of the W(110) crystal. This is
in very close agreement with the screening plane position found in [83], where a value of 0.67𝑑 was
determined. It should be noted though that the calculated relative delays agree with the experiment
best when the reference plane is positioned 5.1Å above the topmost layer, as it is in the calculation
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Figure 6.13: Determination of the reference plane position. When the reference plane is moved up
or down the absolute photoemission time follows suit and also increases or decreases. By comparison
with the absolute values determined by Ossiander et al. [18] we determine the best-fit position for
the W4𝑓 and VB independently, finding simultaneous agreement for a distance 𝑧sc = 3 a.u. ≈ 1.6Å
above the topmost layer of tungsten atoms which corresponds to roughly 70% of theW(110) crystal’s
interlayer spacing 𝑑 = 2.24Å which agrees very well with the screening plane position determined in
[83] at 67% of 𝑑.

shown in fig. 6.10.

6.4.3 Recalibration of the atomic chronoscope

The absolute results of Ossiander et al. [18] used to determine the reference plane position in the
previous section were determined via the atomic chronoscope method: First, the I4𝑑 photoemission
timing is assessed in the gas-phase in iodomethane and -ethane in mixture with helium as a refer-
ence (just as in chap. 5). The absolute W4𝑓 photoemission timing is then determined by referencing
against iodine atoms adsorbed on the W(110) surface, extrapolating from measurements with vary-
ing coverage to the result for the pristine surface. The iodine atom serves as the atomic chronoscope.
With the W4𝑓 photoemission time known, a relative measurement of 𝜏W4𝑓−VB is then used to deter-
mine the absolute valence band timing. Figure 6.14 summmarizes the timing reference chain.

The weakest link of the reference chain in fig. 6.14 is the assumption that the I4𝑑 delay deter-
mined in the molecular gas-phase experiment coincides with that of adsorbate atom. Ossiander et
al. [18] took great care to justify this assumption in the original publication, verifying numerically
that the C-I bond in the molecule and the W-I bond on the surface impact the I4𝑑 orbital almost
identically, as well as estimating the effect of intra-molecular scattering with a calculation using the
ePolyScat software package. With the data available at the time their reasoning is absolutely sound.
However, the new results presented in chapter 5 motivate revisiting the situation with closer scrutiny.

One of the key findings of chap. 5 is that overall the orientation-integrated molecular I4𝑑 pho-
toemission times at any given photon energy (and especially at 105 eV) can show quite a large vari-
ation between molecules, likely due to intra-molecular scattering by which an iodine atom adsorbed
on a surface should not be affected. The contrast between the rigid (iodomethane, -ethane and 2-
iodopropane) and the floppy (1-iodopropane, 1- and 2-iodobutane) is especially remarkable as the
I4𝑑 emission times measured in the latter are very close to the atomic calculation by Pi et al. [115]
and can be used to evaluate an atomic model of the giant resonance in the I4𝑑 → 𝜀𝑓 channel. Table
6.2 summarizes the results of chap. 5 at 105 eV in terms of total photoemission times (i.e. with the
Coulomb-laser-coupling delay included) and compares them to the result reported in [18] as well as
a total photoemission time derived from the atomic calculation (see table 5.1 or 5.3).

Within this reasoning the total atomic I4𝑑 photoemission time delay is expected to be 17 as at
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Table 6.2: Total I4𝑑 photoemission times at 105 eV across different experiments, molecular species
(as investigated in this work) and from the atomic calculation of ref. [115]. The Result by Ossiander
et al. [18] is the average of their measurements on iodomethane and -ethane.

total I4𝑑 photoemission time delay 𝜏totI4𝑑

CH3I/C2H5I (Ossiander et al. [18]) (26 ± 3) as
iodomethane (28.7 ± 4.1) as
iodoethane (27.3 ± 7.1) as
1-iodopropane (10.9 ± 7.2) as
1-iodobutane (19.5 ± 6.4) as
2-iodopropane (51.7 ± 7.1) as
2-iodobutane (23.1 ± 6.2) as
avg. floppy (17.8 ± 11.46) as
at. calculation (ref. [115]) + 𝜏clc 17 as

105 eV which is again of course in very good agreement with the average of the floppy molecules
for which one finds 𝜏totI4𝑑 = (17.8 ± 11.46) as, but it is about 10 as lower than the value used in
[18]. Assuming now that this difference is mostly due to intra-molecular scattering of the outgoing
photoelectron in iodomethane and -ethane it follows that the photoemission time of adsorbed iodine
atoms should be closer to the atomic value. Substituting now the average total I4𝑑 emission delay
of the floppy molecules determined here for the result Ossiander et al. determined on iodomethane
and -ethane in [18] (it should be noted that both results agree within their respective uncertainties)
we can re-evaluate the reference chain of the absolute W(110) photoemission and thereby re-calibrate
the atomic chronoscope method.
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∆τI4d−He1s
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Figure 6.14: Determination of absolute photoemission times at theW(110) surface according to Os-
siander et al. [18] at a photon energy of 105 eV. The emission time of the W4𝑓 is referenced against
that of the I4𝑑 of iodine atoms adsorbed on the surface. Via extrapolation towards zero coverage a
value of 𝜏W4𝑓 = (103 ± 6) as is determined. Relative measurements on the clean W(110) surface
between the W4𝑓 and VB are then used to determine a VB emission time delay of 𝜏VB = (40 ± 9) as.
The relative I4𝑑-He1𝑠 delay determined in the gas phase against helium provides the total photoemis-
sion time of the I4𝑑 emission. The assumption of its equivalence in the molecule and as an adsorbate
which cannot readily be determined experimentally is the weakest link of the referencing chain.
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In [18] the W4𝑓 photoemission time is determined as

𝜏W4𝑓 (𝜃) = (77 ± 5) as + 𝜃 ⋅ (8 ± 7) as + 𝜏tot𝛪4d, (6.5)

as a function of the fractional iodine coverage 𝜃 in units of saturated monolayers, which following
the above reasoning yields a delay of 𝜏W4𝑓 = (94.8 ± 12.5) as. With the relative W4𝑓-VB delay of
𝜏W4𝑓−VB = (63 ± 6) as given in [18] one furthermore finds 𝜏VB = (31.8 ± 13.9) as.
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Figure 6.15: Results of the recalibration of the atomic chronoscope in comparison to the EWS es-
cape time calculation. The excellent agreement of the W4𝑓 result is notable. The calculation for the
VB no longer falls into the uncertainties of the recalibrated experimental value, but this may be due
to the final states for the VB emission coinciding with the gap-like structure in discussed in 6.11 at
this energy, where according to sections 6.1.2 and 6.4.1 agreement between the streaking delay and
the EWS delay is not guaranteed. The results of Ossiander et al. [18] are now shown in a single color
for clarity.

This can now be compared to the EWS calculation again, as it is shown in fig. 6.15. This figure is
very similar to what is shown in fig. 6.13, but in order to visualize these new results some repetition
seems permissible. Especially notable is the excellent agreement of the W4𝑓 delay with the calcu-
lation. The calculated VB delay now lies outside of the uncertainty of the recalibrated experimental
value, but this is not necessarily unexpected as the final states for VB photoemission coincide with the
gap-like structure seen in fig. 6.11 at this photon energy around which according to the discussion in
sec. 6.1.2 and 6.4.1 agreement between the EWS delay time and the delay determined via attosecond
streaking cannot be guaranteed.

6.5 Summary

The results of the long-running experimental campaing in which the photoemission times observed
at the W(110) surface were measured are interpreted within a fully quantum mechanical calculation
of the Eisenbud-Wigner-Smith (EWS) delay from first principles. We find good agreement between
the results of the calculation and the relative central emission time delays between the W4𝑓 and va-
lence states determined in [26]. The central time delay results are supplemented with a ’wave packet’
reconstruction based on the extended ptychographic iterative engine (ePIE). As a result we are able to
infer upon the slope of the relative W4𝑓-VB photoemission time delay in a small region around the
central photon energy under study. We find these slopes to be in good accord with the ab-initio cal-
culation, save for cases where the final states of the VB or W4𝑓 electrons coincide with a ’splitting’ of
the main conducting branch of the final state band stucture. The inequivalence of the photoemission
times determined via attosecond streaking and the EWS time delay in the vicinity of regions where
the transition probability varies strongly with the final state energy has previously been observed by
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Kuzian and Krasovskii [126] in a numerical streaking experiment. It is due to the photoelectron wave
packet taking a complicated spatial shape around such a feature [153] whereby complex dynamics not
included within the EWS theory ensue upon its traversal of the surface and partial exposure to the
streaking field which measures its timing.

Using the absolute photoemission times for the W4𝑓 and the VB emission determined by Os-
siander et al. [18] at a photon energy of 105 eV at the W(110) surface we determine the position
of the NIR screening plane. This is possible as the calculation yields absolute photoemission times
which are defined with respect to a reference plane the position of which can be shifted, whereby
also the absolute photoemission times shift but the relative W4𝑓-VB time delay remains mostly un-
affected. We find best agreement with the experimental results for the screening plane being posi-
tioned 𝑧sc = 3 a.u. ≈ 1.6Å above the topmost layer of tungsten atoms which amounts to ∼ 70% of
the inlerlayer spacing of the W(110) surface and is in excellent agreement with the value determined
in [83].

By revisiting the results of chapter 5 and recalling the close coincidence of the photoemission
time delays determined on the floppy iodoalkanes with the atomic calculation by Pi and Landsman
[115] we propose a re-calibration of the atomic chronoscope method employed in the determination
of the absolute emission times of the W(110) surface in [18] by ∼ −10 as. With the re-calibration in
place we find now almost perfect agreement of the absolute W4𝑓 time and the EWS calculation. The
calculated VB emission time now falls outside of the uncertainties of the re-calibrated experimental
value, but this is not necessarily unexpected as per above discussion the final states for the VB now
coincide with the ’splitting’ of the main conducting branch of the final state band structure whereby
the equivalence of streaking time delays and EWS time delays is not guaranteed.

Overall, the results presented in this chapter and their new interpretation together with the re-
calibration of the atomic chronoscope are consistent with previous key experiments assessing pho-
toemission timing from surfaces [18, 83] and close the conceptual gap between the interpretation
of photoemission times measured in atoms and molecules and those measured at solid surfaces by
demonstrating good agreement of experimental results with the one-step EWS theory of Kuzian and
Krasovskii [126].
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Chapter 7

Conclusion

This work presents two advances to the field of photoemission chronoscopy. The first advance is the
systematic determination of absolute photoemission times in a group of molecules, the iodoalkanes
from iodomethane upt to 2-iodobutane. The study reveals substantial differences in the behavior
of the absolute photoemission time of the I4𝑑 core-level between molecular molecular species for
photon energies between 90 eV and 118 eV, across the giant resonance present in the I4𝑑 → 𝜀𝑓
photoemission channel. This finding is relevant for two reasons:

• The giant resonance itself is expected to be largely independent in its emission characteristics
from its chemical environment. As in the experiment the immediate chemical environment
of the Iodine atom (the I–C bond) is preserved, but the more remote parts of the molecule is
altered when switching between the studied species, this implies that intra-molecular scatter-
ing of the outgoing photoelectron is responsible for the significant differences of the observed
photoemission time delays, even at high photon energies and in small molecules. This can be
related to a previous observation of strong intra-molecular scattering in photoemission from
some organic molecules solely in the spectral domain [102] at high energies and indicates that
a close symbiosis between measurement of the photoelectron asymmety parameter 𝛽 and the
spectrum with high energy resolution as well as the assessment of photoemission time delays
with good temporal resolution should be strived for. Ultimately, photoelectron spectroscopy
on molecules in the time domain with attosecond resolution is experimental reality today, with
the continuing developement of theoretical methods to predict the observed photoemission
times it will be exciting to see what the future of this field holds.

• Surprisingly, the I4𝑑 photoemission time delay in the large and floppy 1-iodopropane and 1-
and 2-iodobutane hardly differ, and across the investigated photon energies closely replicate an
accurate atomic calculation [115] of the I4𝑑 photoemission time. It is shown that the absolute
photoemission times can be used to evaluate a single-particle model of the giant resonance
(cf. [133, 111] and references therein) where qualitative agreement with spectroscopic data
is found in the predicted cross-section. This may be seen as supporting the hypothesis that
the the absolute photoemission time delay of the I4𝑑 in the floppy iodoalkanes is essentially
that of an isolated iodine atom, as intra-molecular scattering seems to be strongly suppressed.
If so, this motivates revisiting the I4𝑑 photoemission as a chronoscopy reference used for the
determination of absolute photoemission times from solid surfaces [18], as it is done at the
end of chapter 6.

The second advance presented here is the application of a recently developed theory of photoe-
mission delays at solid surfaces [126] to the results of a long-running campaign on the energy de-
pendence of the photoemission dynamics of the W(110) surface. This theory closes the conceptual
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gap between photoemission times observed in atoms and molecules and those observed in solids and
renders the time delay difference between emission from the 4𝑓 states of tungsten and the W(110)
valence band well. It is – contrary to previous models – completely ab-initio and describes the pho-
toemission process in a single step, in full consistence with the established theory of stationary pho-
toemission.

Within this one-step approach the photoelectron escape time is derived as the Eisenbud-Wigner-
Smith time delay associated with the phase of the final state of the photoemission process. A mis-
match of the EWS time delay and the photoemission time delay determined via attosecond streaking
is expected whenever the final state of the photoemission process falls into a region of the conducting
high energy band structure of the crystal where the transition probability varies significantly with en-
ergy. Such a variation is found at the W(110) surface at an energy of ∼ 105 eV above the Fermi level,
and in fact, when the final states for valence band photoemission or those for emission from the 4𝑓
levels land in this region a strong deviation of the slope of the energy dependent the photoemission
time in determined from the streaking measurement via a wave packet reconstruction algorithm from
the calculation is observed.
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Chapter 8

Outlook

With the I4𝑑 photoemission timing in the iodoalkanes up to 2-iodobutane now known across a larger
energy range one can use any of these molecules as a chronoscopy reference in the gas phase. This will
enable the measurement of the photoemission dynamics in other molecules. The determination of
absolute photoemission times via iodoalkane-mediated photoemission chronoscopy is therefore in-
strumental to the testing and further developement of the theory of molecular photoionization. For
example, small molecules likeCO2 exhibit complex ionization dynamics on the attosecond time scale
driven by the streaking laser field [127]. Temporally resolving these dynamics via absolute photoemis-
sion times opens the door to studying electronic correlations in molecular systems with attosecond
precision.

Another thrilling aspect of molecular photoemission chronoscopy is the possibility to access the
molecular frame. This is facilitated by the surface science experiment briefly outlined in sec. 5.5.
The gas-phase study presented in this work lays the necessary groundwork for the interpretation of
this experiment as it assesses the photoemission time of the isolated molecule. Next to studying pho-
toemission times in an orientationally resolved manner, the application of attosecond streaking spec-
troscopy to molecular adsorbates will offer a novel view onto the interaction of light with molecules
in the vicinity of a surface. Such future studies will benefit from the now known origin of the energy-
dependence of photoemission times observed at metal surfaces (chap. 6).

With the one-step theory of solid-state photoemission now established as the gold-standard for
the interpretaion of photoemission times measured in attosecond streaking experiments at surfaces,
the next step is to introduce controlled changes to the screening scenario near the surface in order
to probe the interaction of the leaving photoelectron wave packet with the light field. A general and
systematic survey comparing different surface adsorbates would be the most thorough and exhaus-
tive way of doing so. Iodomethane and -ethane as well as atomic iodine are especially suited as first
candidates for adsorbates. By varying not only the excitation energy but also the atomic/molecular
surface coverage and the adsorbed species photoemission chronoscopy becomes multi-dimensional
in the information it assesses.

The work presented here illustrates that the application of photoemission chronoscopy has the
potential to resolve directly in the time-domain what is otherwise only accessible quite indirectly with
other spectroscopy techniques (cf. intra-molecular scattering and lattice scattering of the outgoing
photoelectron wave packet). With the ongoing refinement of the theoretical assessment of photoe-
mission from atomic, molecular and solid-state systems experimentally determined photoemission
time delays remain an important benchmark for this theory. Therefore, upcoming studies pertaining
absolute photoemission chronoscopy of small molecules and at surfaces are to be anticipated with
great excitement.
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Appendix A

The Haus Master Equation

Inserting the ansatz 2.19 into the Haus master equation 2.18, one can split the resulting equation
into a real- and an imaginary part. The real part is

|𝐴0|
2𝛺2

𝑓 (𝒯
4
𝑒 − 𝜇𝑡

2𝒯2
𝑒 ) 𝛾 + 𝐺𝛺

2
𝑓𝒯

4
𝑒 + (2𝐷𝛽𝛺

2
𝑓 − 2)𝒯

2
𝑒 − (8𝐷𝛽𝛺

2
𝑓 + 4𝛽

2 − 4)𝑡2 = 0, (A.1)

and the imaginary part is

𝛺2
𝑓𝒯

4
𝑒 (𝛷ce − |𝐴0|

2 𝛿) + (|𝐴0|
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2
𝑒 + (4𝐷 (1 − 𝛽2)𝛺2

𝑓 + 8𝛽) 𝑡
2 = 0. (A.2)

As eq. 2.19 is to solve eq. 2.18 for all times 𝑡, one can further separate these equations into time-
dependent and time-independent parts, all of which have to vanish individually. This yields the fol-
lowing system of equations:

− |𝐴0|
2 𝜇𝒯2

𝑒 𝛾 −
4𝛽2

𝛺2
𝑓
+ 4
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Solving eqns. A.3 and A.5 for 𝛽 and𝒯𝑒 yields
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Equations A.4 and A.6 can then be solved for 𝐺 and 𝛷ce, yielding
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Table A.1: Parameters used in fig. 2.5 which are not given in the main text.
parameter value

𝛺𝑓 110THz
𝐴0 500 kW
𝜇 15 ⋅ 10−7radW−1

𝛾 50 ⋅ 10−7radW−1

in terms of 𝛽 and𝒯𝑒. The equations have been solved with the aid of the Maxima computer algebra
system, version 5.42.1.

The parameters of the visualization in fig. 2.5 are given in table A.1.

94



Appendix B

Molecular geometry and visualizations

The molecular geometries presented in chap. 5 were fetched with Avogadro [165] and exported
from there to render in PovRay [166]. Internally, Avogadro uses the Chemical Identifier Resolver1

of the CADD Group Chemoinformatics Tools and User Services of the US National Cancer Insti-
tute. Alternatively, 3D structures are available from the PubChem database [167].

The GAMESS input files for the Hartree-Fock calculations were created with Avogadro’s input
generator and modified by hand to e.g. enable exploiting of symmetries in the HF calculations (trans-
lations/rotations and removal of atoms which are symmetry-equivalent within the molecular point
group). They are listed below. The molecular geometries can be extracted from them.

B.1 Hydrogen Iodide

1 ! File created by the GAMESS Input Deck Generator Plugin for Avogadro
2 $BASIS GBASIS=SPK-TZP $END
3 $CONTRL SCFTYP=RHF RUNTYP=ENERGY ISPHER=1 PLTORB=.TRUE. $END
4 $SCF NPUNCH=1 $END
5
6 $DATA
7 Hydrogen Iodide
8 CNV 4
9

10 I 53.0 0.00000 0.00000 0.00000
11 H 1.0 0.00000 0.00000 1.60900
12 $END

B.2 Iodomethane

Symmetry-equivalent atoms (C3V) have been removed.
1 ! File created by the GAMESS Input Deck Generator Plugin for Avogadro
2 $BASIS GBASIS=SPK-TZP $END
3 $CONTRL SCFTYP=RHF RUNTYP=ENERGY ISPHER=1 PLTORB=.TRUE. $END
4 $SCF NPUNCH=1 $END
5
6 $DATA
7 Iodomethane
8 Cnv 3
9

1https://cactus.nci.nih.gov/chemical/structure, visited May 23, 2023
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10 I 53.0 -0.00000 0.00000 0.23670
11 C 6.0 0.00000 0.00000 -1.92530
12 H 1.0 1.02770 0.00000 -2.28860
13 $END

B.3 Iodoethane

Symmetry-equivalent atoms (CS) have been removed.
1 ! File created by the GAMESS Input Deck Generator Plugin for Avogadro
2 $BASIS GBASIS=SPK-TZP $END
3 $CONTRL SCFTYP=RHF RUNTYP=ENERGY ISPHER=1 PLTORB=.TRUE. $END
4 $SCF NPUNCH=1 $END
5
6
7 $DATA
8 Iodoethane
9 CS

10
11 C 6.0 -2.03080 0.74180 0.00000
12 C 6.0 -3.00470 -0.43810 0.00000
13 I 53.0 0.00000 0.00000 0.00000
14 H 1.0 -2.19570 1.34910 -0.89000
15 H 1.0 -4.02860 -0.06410 0.00000
16 H 1.0 -2.83980 -1.04540 -0.89000
17 $END

B.4 1-Iodopropane

1 ! File created by the GAMESS Input Deck Generator Plugin for Avogadro
2 $BASIS GBASIS=SPK-TZP $END
3 $CONTRL SCFTYP=RHF RUNTYP=ENERGY ISPHER=1 $END
4
5 $DATA
6 1-Iodopropane
7 C1
8 I 53.0 -0.81500 0.02500 -0.00000
9 C 6.0 1.22500 -0.69100 0.00000

10 C 6.0 2.18400 0.50100 0.00000
11 C 6.0 3.62800 -0.00600 -0.00000
12 H 1.0 3.80100 -0.61100 0.89000
13 H 1.0 1.39800 -1.29600 0.89000
14 H 1.0 1.39800 -1.29600 -0.89000
15 H 1.0 2.01100 1.10600 -0.89000
16 H 1.0 2.01100 1.10600 0.89000
17 H 1.0 3.80100 -0.61100 -0.89000
18 H 1.0 4.31100 0.84400 -0.00000
19 $END

B.5 2-Iodopropane

Symmetry-equivalent atoms (CS) have been removed.
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1 $BASIS GBASIS=SPK-TZP $END
2 $CONTRL SCFTYP=RHF RUNTYP=ENERGY ISPHER=1 PLTORB=.TRUE. $END
3 $SCF NPUNCH=1 $END
4
5 $DATA
6 2-Iodopropane
7 CS
8
9 I 53.0 -0.65710 -0.01140 0.00000

10 C 6.0 1.45620 0.44510 -0.00000
11 C 6.0 2.10700 -0.15220 1.24920
12 H 1.0 1.59430 1.52630 -0.00000
13 H 1.0 1.96890 -1.23340 1.24920
14 H 1.0 3.17240 0.07800 1.24920
15 H 1.0 1.64330 0.27340 2.13920
16 $END

B.6 1-Iodobutane

Symmetry-equivalent atoms (CS) have been removed.
1 ! File created by the GAMESS Input Deck Generator Plugin for Avogadro
2 $BASIS GBASIS=SPK-TZP $END
3 $CONTRL SCFTYP=RHF RUNTYP=ENERGY ISPHER=1 PLTORB=.TRUE. $END
4 $SCF NPUNCH=1 $END
5
6
7 $DATA
8 1-Iodobutane
9 CS

10
11 I 53.0 -1.17000 0.06800 -0.00000
12 C 6.0 0.77000 -0.88700 0.00000
13 C 6.0 1.86400 0.18200 0.00000
14 C 6.0 3.23700 -0.49300 -0.00000
15 C 6.0 4.33200 0.57600 0.00000
16 H 1.0 4.23300 1.19700 -0.89000
17 H 1.0 0.87000 -1.50800 -0.89000
18 H 1.0 1.76500 0.80400 -0.89000
19 H 1.0 3.33600 -1.11500 -0.89000
20 H 1.0 5.31000 0.09400 -0.00000
21 $END

B.7 2-Iodobutane

1 ! File created by the GAMESS Input Deck Generator Plugin for Avogadro
2 $BASIS GBASIS=SPK-TZP $END
3 $CONTRL SCFTYP=RHF RUNTYP=ENERGY ISPHER=1 PLTORB=.TRUE. $END
4 $SCF NPUNCH=1 $END
5
6 $DATA
7 2-Iodobutane
8 C1
9 I 53.0 -0.79260 -0.09530 0.01380
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10 C 6.0 1.20320 0.62600 -0.39920
11 C 6.0 1.31560 2.09000 0.03090
12 C 6.0 2.21970 -0.21330 0.37750
13 C 6.0 2.19440 -1.65280 -0.14010
14 H 1.0 1.40520 0.54450 -1.46730
15 H 1.0 1.11370 2.17140 1.09890
16 H 1.0 2.32190 2.45360 -0.17740
17 H 1.0 0.59150 2.68780 -0.52250
18 H 1.0 3.21690 0.20480 0.23990
19 H 1.0 1.96480 -0.20370 1.43720
20 H 1.0 2.91860 -2.25070 0.41320
21 H 1.0 1.19720 -2.07090 -0.00260
22 H 1.0 2.44930 -1.66240 -1.19990
23 $END
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Appendix C

Photoemission delay retrieval

C.1 The diff. rTDSE method

In the rTDSE class of delay extraction methods a spectrogram recorded in the experiment is modeled
as an incoherent sum of spectrograms, one for each photoemission feature. The individual spectro-
grams are parametrized in terms of their corresponding photoelectron wave packets and one NIR
vector potential 𝐴(𝑡) common for all. The relative time delays between photoemission features in a
spectrogram are then simply parameters of the model and can be detemined via a least-squares fit to
the experimental data. Photoemission features comprised of multiple photolines which overlap due
to the large XUV bandwidth (cf. the I4𝑑 spin-orbit doublet encountered in chap. 5 or the W4𝑓
doublet in chap. 6) are conflated and share the same delay parameter. We exploit that due to the
application of the central momentum approximation a spectrogram can be calculated very efficiently
via the fft algorithm. Defining

𝐺(𝐸0, 𝑡) = exp (−𝑖𝛷𝑉 (√2𝐸0, 𝑡)) , (C.1)

the model spectrogram can be written as

𝑆rTDSE(𝐸, 𝛥𝜏) =
𝛮𝑖
∑
𝑖

𝛮(𝑖)𝑗

∑
𝑗
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−1 {𝜒(𝑡 + 𝛥𝜏; 𝜔XUV − 𝐼
𝑖,𝑗
𝑝 , 𝛿𝑖, 𝛽𝑖, 𝛥𝜔) (C.2)
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𝑝 ; 𝐴0, 𝒯, 𝜔𝐿, 𝛽𝐿, 𝜑)}∣

2
,

with 𝐼𝑖,𝑗𝑝 being the ionization potential of the 𝑗-th component of the 𝑖-th photoemission feature and
𝑎𝑖,𝑗 its respective amplitude with which it contributes to the spectrogram. The inner sum runs over
the 𝑗 components of a photoemission feature (e.g. the W4𝑓5/2 and W4𝑓7/2), the outer sum runs over
the photoemission features (e.g. the entirety of the tungsten VB and the W4𝑓 emission). The ansatz
for the wave packet

𝜒(𝑡; 𝜔0, 𝛿, 𝛽, 𝛥𝜔) = ℱ−1 {e−4 log 2(
𝜔−𝜔0
𝛥𝜔 )

2

ei𝛿(𝜔−𝜔0)+
1
2 i𝛽(𝜔−𝜔0)

2
} (C.3)

is made in the spectral domain (and brought to the time domain numerically) as a gaussian of width
𝛥𝛺 centered around 𝜔0. Its chirp parameter is 𝛽, and 𝛿 is its temporal offset from the center of the
NIR pulse. The relative photoemission times are the differences between the 𝛿𝑖 determined in the fit.
The NIR vector potential

𝐴NIR(𝑡; 𝐴0, 𝒯, 𝜔𝐿, 𝛽𝐿, 𝜑) = 𝐴0 exp (−4 log 2 (
𝑡
𝒯)

2
) sin (𝜔𝐿𝑡 +

1
2𝛽𝐿𝑡

2 + 𝜑) (C.4)
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is parametrized in the time domain as a sinusoidal carrier with frequency 𝜔𝐿, ce-phase 𝜑, chirp pa-
rameter 𝛽𝐿, and an envelope with temporal width𝒯 and maximal value 𝐴0.

In order to make the fit insensitive to static background in the spectrogram both the data and
the model spectrogram are differentiated numerically along the XUV/NIR delay dimension before
calculating the error function. Figure C.1 illustrates the fitting principle.
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Figure C.1: Example of the diff. rTDSE fitting method, here applied to a spectrogram recorded on
a mixture of iodoethane and Helium at 118 eV. The leftmost spectrum of the experimental spec-
trogram is shown in the leftmost panel. The energetic position and amplitude of the wave packet
modelling the He1𝑠 photoemission is shown as a yellow stick, for the I4𝑑 the same is shown in red.
The relative delay is determined between these two photoemission features. This means that in or-
der to model this spectrogram the inner sum in eq. C.3 has two terms for the I4𝑓, and one term
for the He1𝑠. The total model spectrogram is then the sum of these. The delay-derivative of the
experimental spectrogram is shown in the third panel, and the last panel shows the result of the fit.

While it is possible to use eq. C.3 to fit experimental data after background subtraction and
without differentiation along the delay dimension this approach is not used within this work.

C.2 The extended ptychographic iterative engine

The implementation of the extended ptychographic iterative engine (ePIE) used in this work is based
on the algorithm described in [69]. As the purpose of the algorithm in the original publication is
pulse characterization and therefore the application to a single streaking trace and not the extraction
of time delays between two streaking traces it needed to be modified. First, the algorithm in its single-
trace formulation is presented, then its extension towards photoemission delay extraction.

C.2.1 Reconstructing a single wave packet

Starting point for the ePIE is eq. 4.15. Defining the gate function

𝐺(𝐸0, 𝑡) = exp (−𝑖𝛷𝑉 (√2𝐸0, 𝑡)) , (C.5)

4.15 takes the form

𝑆(𝐸, 𝛥𝜏) ∝ ∣∫
∞

−∞
𝑑𝑡𝜒(𝑡 + 𝛥𝜏)𝐺(𝑡)e−𝑖𝛦𝑡∣

2
, (C.6)

where the dependency of the Gate function on the energy is dropped for notational clarity in the
following. The NIR vector potential can be extracted from 𝐺(𝐸0, 𝑡) using equation 4.10. Starting
out from an initial guess for 𝜒(𝑡) and 𝐺(𝑡) generated from an unstreaked photoelectron spectrum
and a center-of-energy analysis of the streaking trace, the algorithm walks through all spectra in a
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spectrogram in every iteration and alternatively applies an error-minimization to the time-domain
wave packet 𝜒(𝑡) and the gate function 𝐺(𝑡). Exploiting that |𝐺(𝑡)| = 1 must be fulfilled at all
times one can implement the enforcement of a constraint (normalizing the gate function in each
iteration) in the reconstruction which significantly aids convergence. Figure C.2 shows an overview
of the workings of the ePIE when applied to a single streaking trace. The error correction strength
parameters are set to 𝛽𝜒 = 0.05 and 𝛽𝛲 = 0.1 for the wave packet 𝜒(𝑡) and the gate function 𝐺(𝑡)
respectively.

Generally, before the ePIE can be applied to a spectrogram any static background must be re-
moved. A piecewise implementation of the Shirley-Proctor-Sherwood [168] method in the passive
approach is used for background subtraction.

C.2.2 Simultaneous reconstruction of two wave packets

In order to extract the group delay between two streaking traces in one spectrogram they need to be
reconstructed simultaneously under the constraint of being streaked by the same NIR pulse. The
spectrogram is separated into two smaller spectograms containing only one streaking trace each, then
ePIE is appplied where after each iteration the vector potentials 𝐴(𝑡) are extracted from the corre-
sponding gate functions and averaged, before being fed into the next iteration in the calculation of
the gate functions. After some hundred iterations the NIR fields/gate functions are no longer up-
dated, all corrections are applied to the wave packets to ensure that their respective phases converge
to the proper relative photoemission time delay. Figure C.3 illustrates the procedure. Typically 1000
iterations are sufficient, where the gate functions are frozen after 600 iterations.

C.2.3 Numerical differentiation of a phase

The spectral phases retrieved by the ePIE may suffer from phase jumps due to the equivalence of a
phase 𝜑 and 𝜑+2𝜋 in this numerical problem (cf. also [29, p. 17ff]), but these jumps hinder the direct
determination of the wave packet group delay by differentiation. We found that the available phase-
unwrapping routines in numpy also don’t always perform satisfactorily so that for the evaluation of
large datasets of ePIE retrievals another method must be sought.

A combined numerical finite-differences derivative and unwrapping algorithm in implemented
in python (using the numpy library) is listed below.

1 import numpy as np
2
3 def phase_derivative(p, E, discont = np.pi * .75):
4 out = np.zeros_like(p)
5 for i, p_i in enumerate(p[:-1]):
6 dp = p[i + 1] - p[i]
7 dE = E[i + 1] - E[i]
8 if(np.abs(dp) > discont):
9 dp -= np.sign(dp) * 2. * np.pi

10 if(np.abs(dp) > discont):
11 out[i] = np.nan
12 else:
13 out[i] = dp / dE
14 out[-1] = out[-2]
15 return out
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Figure C.2: . The flow-chart illustrates what happens in a single iteration of the ePIE (the ePIE
loop). This procedure is appliedmany times to a spectrogram until satisfactory convergence is reached.
As it is seen from the lower panels the retrieval quality attainable with ePIE is excellent. The NIR
vector potential 𝐴(𝑡) can be extracted from 𝐺(𝑝0, 𝑡). It is beneficial to walk through the spectra in a
spectrogram in random order to prevent walk-off of the NIR pulse from the wave packet. The index
𝑛 denotes the individual spectra comprising a spectrogram, 𝑗 denotes iterations.
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Figure C.3: In order to determine the delay between trace 1 and trace 2 the spectrogram is split, and
ePIE is applied to both traces, under the constraint that they both share she same vector potential
𝐴(𝑡). After a few hundred iterations the gate functions are frozen and no longer updated to ensure
convergence of the wave packets.
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Appendix D

Back-end of the experimental setup

The AS101 setup has been described in thorough detail in [117], an in-depth review of the AS3
beamline has been published in [140]. For the sake of completeness the AS101 beamline’s backend is
described here. At its heart is a commercial FemtopowerHE/HRCEP4 laser systemwhich nominally
delivers ce-phase stabilized pulses of ∼ 20 fs duration and ∼ 3mJ pulse energy at a repetition rate of
4 kHz at its output. Internal to it, a mode-locked Ti:Sa oscillator delivers ce-phase stabilized pulses
of ∼ 6 fs duration at a repetition rate of ∼ 80MHz and a pulse energy of ∼ 4 nJ. The ce-phase
stabilization works in a simultaneous feed-forward and feed-back scheme with the 𝑓ce detection being
done in-line via 𝑓 − 0 interferometry (cf. sec. 3.1.1). The slow feedback line regulates 𝑓ce via the
intracavity dispersion to a fixed value, while a frequency shifting unit following the oscillator pulls
the 𝑓ce offset to zero. In a subsequent two-stage chirped-pulse multipass amplifier the repetition
rate is reduced to 4 kHz. After re-compression with a grating compressor one reaches the nominal
specifications of the apparatus.

These pulses are spectrally broadened in a differentially pumped hollow core fiber wave guide
filled withHe gas (cf. sec. 3.1.2). After subsequent compression with dispersive (chirped) mirrors the
pulse duration is about ∼ 5 fs and the pulse energy some 1.5mJ with which the attosecond beamline
(high harmonic generation and the experiment) is driven. CE-phase drifts in the amplification and
broadening stage are measured via 𝑓 − 2𝑓 interferometry (cf. sec. 3.1.1) directly before the high
harmonic generation and corrected via feed back to the controllable stretcher before the amplifier.
Figure D.1 shows a coarse sketch of the system.

Figure D.1: Overview of the backend of the AS101 beamline.
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Appendix E

Characterization of two multilayer XUV

mirrors for attosecond streaking

experiments at 90 eV and 92.5 eV

The pool of XUV reflectors available at the attosecond beamlines of the Technische UniversitätMün-
chen contains a quite peculiar mirror centered at 92.5 eVwith a band-width of 3.5 eV as characterized
by a reflectometry measurement [169, p. 72f]. While the the static reflectivity of this mirror is known
accurately, its temporal properties are unknown as its reflection phase, which is a crucial parameter
for the characterization of XUV reflectors to be used in attosecon chronoscopy (cf. [170]) is not
known. Furthermore, it has been remarked in [169, p. 72f] that the shape of the mirror’s reflectivity
curve might make it unsuitable for the generation of isolated attosecond pulses, and thereby in ex-
tension unsuitable for attosecond streaking experiments. While an awkward reflection profile alone
is not enough to disqualify a reflector from use in attosecond experiments, it is shown here that the
respective mirror introduces a spectral phase of third order to the XUV pulse, which as described in
sec. 2.2 lead to the pulse exibiting satellites in the time domain.

We use the 92.5 eV reflector in an attosecond streaking experiment on the Ne2𝑝 level which does
not exhibit significant photoemission dynamics around this energy [125] whereby we can expect the
streaking measurement to faithfully characterize the syntehsized XUV pulse. After reconstruction via
ePIE, the group delay, chirp and second order chirp (third order spectral phase) of the XUV pulses
are determined via a polynomial fit to the retrieved spectral phases. In total 57 scans are evaulated,
which were recorded over the course of multiple days and therefore different alignments of laser and
beamline. We find that the third-order term of the spectral phase of the pulses synthesized with the
92.5 eV mirror is on average drastically different from zero (cf. fig. E.1), especially in comparison
with pulses retrieved from measurements with an XUV mirror centered at 90 eV (the one used in
the experiments in chap. 5) recorded on the He1𝑠 photoemission (here, 67 scans were evaluated).

The signature of the third-order term in the attosecond streaking measurement is the ’fin-like’
pattern seen in the 92.5 eV around 𝛥𝐸 ≈ −2 eV, tilting towards lower XUV/NIR time delays.

While mostly qualitatively these results should demonstrate sufficiently that the 92.5 eV mirror
is unfit for use in attosecond streaking experiments and should best be discarded.
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Figure E.1: Comparison of the spectral phase components of XUV pulses synthesized with a ’good’
90 eVmirror and the 92.5 eVmirror of unknown design. The measurements with the former reflec-
tor were done using the He1𝑠 photoemission, the latter are done on the Ne2𝑝, but as neither of these
exhibit strong variations in their photoemission dynamics both measurements can be seen as suffi-
ciently representative of a characterization of the synthesized XUV pulse. The top panels show mea-
sured and reconstructed streaking traces, the bottom panels show the statistics of the first-, second-
and third-order phase term of the XUV pulse as retrieved via ePIE. The immensely large third-order
term observed for the 92.5 eV mirror disqualifies it from use in attosecond streaking experiments.
The third-order phase distortion is also seen in the measured and retrieved streaking spectrograms
as a ’fin-like’ pattern around 𝛥𝐸 ≈ −2 eV tilting towards lower XUV/NIR delay times 𝛥𝜏 which is
completely absent for the 90 eV mirror.
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Appendix F

Open source software used in this work

This thesis was typeset using LuaTEX1. Graphs, figures and visualizations were created with

• PovRay [166]

• Inkscape2

• matplotlib [171]

• imagemagick [172]

Data analysis made heavy use of the python programming language and its standard library as
well as the numpy [173] and scipy [174] packages. The Debian GNU+Linux operating system3

provided the computing environment.

1https://www.luatex.org/, retrievedMay 15, 2023
2https://inkscape.org/credits/, retrievedMay 15, 2023
3https://www.debian.org/, retrievedMay 15, 2023
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