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Abstract

The current study focuses on elucidating the flame dynamics in the lean
burnout zone of a Rich-Quench-Lean (RQL) combustion chamber. The
lean burnout zone is spatially separated from the rich primary zone,
and its thermoacoustic response to velocity fluctuations is investigated
independently using a novel experimental approach.

The combustor dynamic response to acoustic forcing from the primary
zone and the mixing air jets is characterized using the multi-microphone
method. The lean secondary zone is treated as an acoustic 3-port net-
work element connected to a 2-port flame element. Heat release
fluctuations due to velocity fluctuations are described by two linear
superimposed flame transfer functions (FTFs) as a function of the
velocity fluctuations. The FTFs are extracted from the experimental data
obtained from non-reacting and reacting measurements and compared
with those obtained using chemiluminescence acquired with photomul-
tiplier tube.

It is observed that the inverse diffusion flame in the burnout zone
responds to velocity fluctuations from the primary zone in the low-
frequency range, with a clear low-pass behavior. The mixing air jets
velocity fluctuations produce a more broadband response resulting
from an additional crossflow-to-jet-nozzle-coupling. The FTFs calcu-
lated from chemiluminescence match well with those obtained using
the acoustic method.
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In fuel-rich combustion, the secondary zone contributes to approxi-
mately 10 − 25% of the total heat release, with most of the heat being
released in the primary zone. The influence of the secondary zone on
the overall system dynamics can be weighted according to its heat re-
lease rate relative to the primary zone, which leads to a relatively minor
contribution of the secondary zone to the combined system dynamics.
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Kurzfassung

Die vorliegende Studie fokussiert sich auf die Untersuchung der Flam-
mendynamik in der mageren Ausbrandzone einer Rich-Quench-Lean
(RQL)-Brennkammer. Durch eine räumliche Trennung von der fet-
ten Primärzone kann ihr thermoakustisches Verhalten als Reaktion
auf Geschwindigkeitsschwankungen mithilfe eines neuartigen experi-
mentellen Ansatzes unabhängig untersucht werden.

Zur Charakterisierung der dynamischen Reaktion der Flamme auf
akustische Einflüsse aus der Primärzone und den Mischluftlöchern
wird die Multi-Mikrofon-Methode verwendet. Die magere Sekundär-
zone wird dabei als akustisches 3-Tor Netzwerkelement betrachtet,
welches mit einem 2-Tor Rankine-Hugoniot Flammenelement verbun-
den ist. Die Wärmefreisetzungsschwankungen werden durch zwei
überlagerte lineare Flammentransferfunktionen (FTFs) beschrieben,
die als Funktion der Geschwindigkeitsschwankungen extrahiert wer-
den. Basierend auf experimentellen Daten von nicht-reagierenden und
reagierenden Messungen werden die FTFs ermittelt und mit denjenigen
verglichen, die über die Chemilumineszenz mittels Photomultiplier
gemessen wurden.

Es wird beobachtet, dass die inverse Diffusionsflamme in der Aus-
brandzone auf Geschwindigkeitsschwankungen aus der Primärzone
im niederfrequenten Bereich mit einem deutlichen Tiefpassverhalten
reagiert. Die Geschwindigkeitsschwankungen an den Mischluftlöchern
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erzeugen hingegen eine breitbandigere Reaktion, die aus einer zusätz-
lichen Kopplung von Querströmung zu Mischluftlöchern resultiert. Die
FTFs, die mittels der akustischen Methode ermittelt wurden, stimmen
gut mit denen überein, die aus der Chemilumineszenz berechnet wur-
den.

Die Ergebnisse zeigen, dass die Sekundärzone, bei einer brennstof-
freichen Verbrennung in der Primärzone, zu etwa 10 − 25% der
gesamten Wärmefreisetzung beiträgt, wobei der Großteil der Wärme
in der Primärzone freigesetzt wird. Der Einfluss der Sekundärzone
auf die Gesamtsystemdynamik kann entsprechend ihrer Wärmefreiset-
zungsrate im Verhältnis zur Primärzone gewichtet werden, was zu
einem vergleichsweise geringen Beitrag der Sekundärzone zur kom-
binierten Systemdynamik führt.

viii



Contents

List of Figures xiii

List of Tables xix

Nomenclature xxi

1 Introduction and Motivation 1
1.1 Jet in Crossflow Concept . . . . . . . . . . . . . . . . . . . . 5

1.1.1 Coherent Flow Features of Jets in Crossflow . . . . 6
1.1.2 Entrainment, Mixing and Flame Stabilization of

Jets in Crossflow . . . . . . . . . . . . . . . . . . . . 9
1.1.3 Forced Response of Jets in Crossflow . . . . . . . . 10

1.2 Research Questions and Thesis Outline . . . . . . . . . . . 13

2 Basic Concepts of Thermoacoustics 17
2.1 Linearized Acoustic Equations . . . . . . . . . . . . . . . . 17
2.2 The Wave Equation . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Propagation of One-Dimensional Plane Waves . . . . . . . 19
2.4 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . 22
2.5 Linear Acoustic Network Modeling . . . . . . . . . . . . . 23

2.5.1 General Representation of N-port Elements . . . . 24
2.5.2 Ducts with Constant Cross-Section (2-port) . . . . . 26
2.5.3 Area Jumps (2-port) . . . . . . . . . . . . . . . . . . 26
2.5.4 Junctions (3-port) . . . . . . . . . . . . . . . . . . . . 27

2.6 Flame Dynamics . . . . . . . . . . . . . . . . . . . . . . . . 28
2.6.1 Flame Transfer Function . . . . . . . . . . . . . . . . 29

ix



Contents

2.6.2 Rankine-Hugoniot Jump Condition for Acoustic
Perturbations . . . . . . . . . . . . . . . . . . . . . . 31

3 MISO Network Approach for the Lean Secondary Zone 35

4 Model of Convective Time Delay 41

5 RQL Combustor Facility 47
5.1 Mixing Air Section and Jet Geometries . . . . . . . . . . . 50
5.2 Acoustic and Thermal Design . . . . . . . . . . . . . . . . . 51

6 Measurement Techniques and Data Processing 55
6.1 Pressure Transducers . . . . . . . . . . . . . . . . . . . . . . 55
6.2 Plane Wave Decomposition . . . . . . . . . . . . . . . . . . 56
6.3 Determination of the Scattering Matrices . . . . . . . . . . 59

6.3.1 Scattering Matrices of 2-port Elements . . . . . . . 60
6.3.2 Scattering Matrices of 3-port Elements . . . . . . . 61

6.4 Measurement of 2-port Flame Transfer Functions Based
on the Rankine-Hugoniot Relations . . . . . . . . . . . . . 63

6.5 Measurement of Flame Transfer Functions Based on OH⋆

Chemiluminescence . . . . . . . . . . . . . . . . . . . . . . . 64
6.6 Operating Modes and Flame Temperatures . . . . . . . . . 66

7 Flame Response to Primary Zone Velocity Fluctuations 71
7.1 Acoustically Stiff Mixing Air Jets . . . . . . . . . . . . . . . 71
7.2 Transfer Behavior with Stiff Mixing Air Jets . . . . . . . . . 73
7.3 Flame Response with Varying Momentum Flux Ratio and

Stiff Mixing Air Jets . . . . . . . . . . . . . . . . . . . . . . . 75
7.4 Flame Response with Constant Momentum Flux Ratio

and Stiff Mixing Air Jets . . . . . . . . . . . . . . . . . . . . 81

8 Flame Response to Primary Zone and Mixing Jet Velocity Fluc-
tuations 85
8.1 MISO Network Approach Verification . . . . . . . . . . . . 86
8.2 Flame Response with Varying Momentum Flux Ratio . . . 96

x



Contents

8.3 Flame Response with Constant Momentum Flux Ratio . . 100
8.4 Flame Response for Different Jet Configurations . . . . . . 103

9 Summary, Conclusion and Future Work 109

Appendix 115

Previous Publications 119

Supervised Student Theses 121

References 123

xi





List of Figures

1.1 Schematic of a transverse jet-in-crossflow, depicting the jet
trajectory and the primary swirling vortex patterns. . . . . 6

3.1 Top: Comparison of combustion chamber topology be-
tween compact and separated arrangement in terms of
a network element approach; bottom: MISO (Multiple-
Input-Single-Output) approach for the secondary zone as
a network system of a 3 × 3 scattering matrix (SM) and a
2 × 2 flame element. . . . . . . . . . . . . . . . . . . . . . . 36

5.1 Atmospheric RQL test rig; top view of the setup for the
investigation of the secondary zone. . . . . . . . . . . . . . 47

5.2 Mixing air section setup and view of variable mixing inserts. 49
5.3 Detailed view of mixing air section and position of refer-

ence planes xu and xs.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.4 Image of the inverse diffusion flame in the lean secondary
zone; dashed lines represent the calculated trajectories for
rows one and two. . . . . . . . . . . . . . . . . . . . . . . . 53

6.1 Left: Illustration of the plane wave decomposition; right:
Sketch of the pressure transducer with water-cooled
holder and the purging adapter made of brass. . . . . . . . 56

6.2 Schematic of the 2-port setup to determine scattering ma-
trices based on the MMM and wave decomposition. . . . . 60

6.3 Schematic of the 3-port setup to determine scattering ma-
trices based on the MMM and wave decomposition. . . . . 62

xiii



List of Figures

7.1 Mixing air section setup with view of mixing inserts and
variable boundary - open and orifice. . . . . . . . . . . . . 72

7.2 Simplified test section for characterization of mixing air
section with different boundaries. . . . . . . . . . . . . . . 72

7.3 Reflection coefficient for different boundary conditions
determined at the simplified test section; reference posi-
tion inside the mixing jet nozzles. . . . . . . . . . . . . . . 73

7.4 Left: burner transfer matrix of OP2⋆; right: flame transfer
matrix of OP2⋆, calculated from BTM and BFTM mea-
surements with normalized pressure p′/ρc and velocity u′. 74

7.5 Velocity fluctuations in red markers at the reference posi-
tion upstream with the standard deviation as shaded light
red surface for the operating range OP1 - 4. . . . . . . . . . 75

7.6 Flame transfer function of OP2⋆, pure acoustic FTFRH in
dark gray dots, compared with the hybrid FTFPMT in dark
gray triangles; top: amplitude of the FTFs; bottom: phase
angle of the FTFs. . . . . . . . . . . . . . . . . . . . . . . . . 76

7.7 Flame transfer functions for operating points OP1-4; or-
dered by reactivity, with the most reactive OP1 in dark
gray and the least reactive OP4 in light gray; left: pure
acoustic FTFRH in dot markers; right: hybrid FTFPMT in
triangle markers; bottom left: phase angle φ given by the
time delay model (dashed gray line for OP4). . . . . . . . . 78

7.8 Stationary images of the OH⋆ intensity depicting the
changes in flame length with the flame center of gravity
xCOG for the operation points OP1 and OP4. . . . . . . . . 79

7.9 Flame transfer functions for OP2⋆ in gray and OP5 - 7;
ordered by reactivity, with the most reactive OP5 in dark
pink and the least reactive OP7 in light pink; left: pure
acoustic FTFRH in dot markers; right: hybrid FTFPMT in
triangle markers; bottom left: phase angle φ given by the
time delay model (dashed pink line for OP7). . . . . . . . . 82

xiv



List of Figures

8.1 Flame transfer function of OP1; top: amplitude |( )| of
FTFu,M in red dots obtained via the MISO method, com-
pared to FTFu,RH,2p in black dots; middle: corresponding
phase ∠( ) of the two FTFs; bottom: normalized velocity
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1 Introduction and Motivation

The aviation industry has a significant impact on the environment,
and reducing its carbon footprint is essential for a sustainable future.
In 2001, the Advisory Council for Aviation Research and Innovation
in Europe (ACARE) was established to develop a long-term strategic
research agenda for aeronautics in Europe [1]. In 2011, ACARE launched
Flight Path 2050, a comprehensive plan to reduce aviation emissions
and improve technology. Flight Path 2050 sets ambitious targets for the
aviation industry to reduce carbon dioxide (CO2) emissions by 75%,
nitrogen oxide (NOx) emissions by 90%, and noise levels by 65% com-
pared to 2000 levels. One of the key priorities of Flight Path 2050 is the
advancement of technologies to reduce emissions from aircraft engines.
A crucial technology in this regard is the development of low-emission
combustion chambers, which aim to improve the efficiency of fuel
combustion, thereby reducing the emissions of harmful gases [2]. One
such technology that has gained significant attention in recent years is
the rich-quench-lean (RQL) combustion chamber. The RQL combustion
chamber is a type of low-emission combustion chamber that has been
shown to reduce nitrogen oxide emissions by up to 60% compared
to traditional combustors. This is achieved by controlling the fuel-air
mixture in three distinct zones: a fuel-rich primary zone, a quenching
zone, and a lean-burn secondary zone.

In an RQL combustor, combustion starts in the primary zone, where
fuel-rich mixtures with an equivalence ratio typically between 1.2 − 1.8
are used to initiate combustion. The rich-burn approach offers two
main benefits: it enhances combustion stability by generating a high
concentration of potent hydrogen and hydrocarbon radical species; and
diminishes NOx production due to the low flame temperatures and
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insufficient oxygen-containing intermediate species. The combustion
process is completed in an additional burnout section, into which a large
part of the dilution air is introduced downstream of the rich zone [3].
In order to limit NOx levels, the primary zone exhaust must effectively
mix with air and transition quickly from a rich to a lean burning mode
to minimize thermal NOx production. The lean-burn section is used to
oxidize carbon monoxide (CO), hydrogen, and unburned hydrocarbons
exhaustively (UHC) so that the exit of the combustor contains major
byproducts of CO2, N2, O2, and H2O. This process helps to manage an
optimal combustor exit temperature distribution and quality. Generally,
a global equivalence ratio within the 0.5 − 0.7 is usually preferred to
limit the turbine inlet temperature.

One of the key characteristics of RQL combustor’s secondary zone is
their ability to rapidly and effectively mix the two gaseous streams.
Geometrically simple yet remarkably effective, the jet-in-crossflow
(JIC) is a popular flow configuration used in these combustors and
in such circumstances. Research on jets in crossflow has been actively
pursued for more than half a century due to their impressive mixing
performance and the complex physics they are associated with. Their
widespread adoption proves this in countless industrial applications.
Karagozian [4, 5] and Mahesh [6] recently carried out comprehensive
reviews on this topic.

Multiple experimental and numerical studies evaluated the ability of
RQL combustors to achieve low emissions and focused on the secondary
zone’s flow-field and mixing and reaction processes. Holdeman [7] and
Rosfjord et al. [8] investigated an RQL combustion chamber with a
cylindrical flame tube and various JIC configurations to reduce emis-
sions. The results showed that CO2 and NOx emissions were very
sensitive to the performance of the JIC mixing zone and less sensitive to
the performance of the used injector. Holdeman [7] discovered that the
momentum-flux ratio J = ρjetu2

jet/ρ∞u2
∞, as well as the orifice geometry and

spacing are critical parameters influencing mixing, combustion, and
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emission processes. Developing staged fuel systems presents unique
issues, particularly when anticipating and controlling mixing and flame
stabilization in the secondary combustion zone. The local mixture
within this region also greatly influences the temperature balance. Thus,
it is essential to accurately predict these interactions and combustion
dynamics to guarantee optimal engine performance.

Applying these low-emission combustion chamber solutions is re-
stricted by the emergence of thermoacoustic instabilities, adversely
affecting operational flexibility. Like all high-power density combustors,
RQL combustors are prone to thermoacoustic instabilities resulting
from dynamic interactions between acoustic oscillations, flow, and
unsteady heat release in the combustion system. Thermoacoustic phe-
nomena have been studied in-depth for decades, but their application
to RQL combustion chambers, particularly the secondary JIC mixing
zone, is relatively recent. The prediction of the thermoacoustic stability
of the engine combustor is important for optimizing its design and
performance. Understanding thermoacoustics within RQL combustion
chambers can also help improve operation stability and reliability.

Eckstein et al. [9] was one of the first to study the dynamic behavior
of RQL combustors. He investigated the excitation mechanisms of
low-frequency instabilities in aero-engine combustors called "rumble" or
"growl" through experiments and linear stability analysis. The experi-
ments revealed that self-excited combustion instabilities occur when the
atomizer is sensitive to changing air mass flows, resulting in oscillations
between 80Hz and 135Hz. Observations reveal that entropy waves are
convected towards the combustor outlet with bulk velocity, although
their strength rapidly diminishes due to dispersion. Nevertheless, the
quantitative determination of the systems’s thermoacoustic response,
e.g., captured as flame-transfer-matrix (FTM) or flame-transfer-function
(FTF), was not possible with their setup.

The lean combustion zone’s thermoacoustic behavior is believed to im-
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pact the overall combustion dynamics of RQL combustors significantly.
Recent research by Cai et al. [10] provides supporting evidence for this
conjecture. The authors investigated the thermoacoustic characteris-
tics of an RQL combustor operating with natural gas under ambient
pressure. They identified various instabilities associated with different
operational modes using chemiluminescence heat release images and
dynamic pressure measurements within the combustion chamber. Cai
et al. [10] showed that acoustic emissions during the RQL operation
mode were correlated with the interaction between the fuel-rich mixture
and the secondary air jets, thus highlighting the importance of this
interaction in the combustion process.

Wilde [11] conducted a comprehensive study investigating the impact
of near-field heat release and crossflow acoustics on JIC dynamics.
The author employed simultaneous time-resolved Stereo Particle Im-
age Velocimetry (SPIV) measurements, OH⋆ Planar Laser-Induced
Fluorescence (PLIF) reaction zone imaging, and dynamic pressure
measurements to analyze the flow structure and flame stabilization for
both unforced and forced jets in crossflow under different J and density
ratios S = ρjet/ρ∞. The study revealed that low-frequency crossflow
forcing could significantly affect JIC behavior, even at relatively low
amplitudes. The relative importance of asymmetric versus axisymmetric
excitation depended on parameters such as J, S, and Mach number.
Low J jets (≈ 5) exhibited significant exit velocity fluctuations, resulting
in stronger jet flapping and altering both the mean and RMS velocity
fields. In contrast, high J jets (≈ 25) experienced lower jet flapping
due to increased resistance from jet nozzle impedance, which reduced
crossflow-jet-nozzle-coupling effects. The study also highlighted that
near-field heat release is crucial in affecting the shear layer stability of
reacting jets in crossflow (RJIC), as combustion modifies the shear layer
growth rate. For low S cases, the shear layer roll-up was significantly
lower for reacting iso-density jets compared to non-reacting ones. When
parameterizing density stratification effects on reactant jet in crossflow
shear layers, parameters such as flame stabilization location and reaction

4



Introduction and Motivation

zone thickness relative to diameter need to be considered. However, it
should be noted that the study only investigated density ratios of S ≤ 1,
whereas density ratios of S > 1 are expected in real engine applications.

In the study of Nair et al. [12], the author extended Wilde’s research on
RJIC. Specifically, Nair et al. investigated the impact of flame position
on the shear layer dynamics and the reaction zone structure for reactive
jets in crossflow with flames located outside or inside the shear layer.
The experiments were conducted using OH⋆-PLIF data, and a vortex
identification technique was introduced to quantify swirling strength,
circulation, and vortex area. The influence of jet parameters such as
J and S on the dynamics of the shear layer was also assessed. High
repetition rate SPIV measurements were also conducted to classify cases
as globally or convectively unstable for different JIC and RJIC conditions
based on spectral characteristics. Nair et al. presented Strouhal numbers
based on a vorticity thickness and the convective velocity to calculate
the dominant jet frequency in the convectively unstable regime. These
Strouhal numbers represent the frequency at which the jets will likely
"lock in" and alter the dynamic behavior. Despite the comprehensive
investigations conducted by Wilde and Nair et al., the global response
behavior of reactive jets in crossflow under forcing conditions and the
quantification of flame dynamics response in terms of thermoacoustics
remained elusive.

1.1 Jet in Crossflow Concept

In order to explain the significance of the research topic in this thesis, it
is important first to provide an overview of the JIC and RJIC concepts
utilized in RQL combustion chambers. The JIC, a versatile configuration
widely used in industrial and commercial combustion systems, enables
quick mixing between two streams within a compact space driven by a
complex three-dimensional flow field. Its applications span across vari-
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Figure 1.1: Schematic of a transverse jet-in-crossflow, depicting the jet
trajectory and the primary swirling vortex patterns.

ous fields, including gas turbine combustors for industrial power plants,
jet engine dilution zones to control mixing and reduce NOx emissions,
and to provide film cooling to turbine blades [13, 14]. In order to de-
termine optimal operating conditions and control strategies for JIC, it
is crucial to understand their structural, mixing, and, when applicable,
reactive characteristics.

1.1.1 Coherent Flow Features of Jets in Crossflow

Typically, the jet emerges perpendicularly from a flush opening embed-
ded in the wall into a crossflow. However, alternative openings, such as
elevated ducts or nozzles with different shapes, can also be used. Dimen-
sionless parameters are employed to represent the operating conditions
of the JIC. These parameters include the jet-to-crossflow momentum flux
ratio J, the velocity ratio R, and the density ratio S. Typically, these pa-
rameters scale the characteristic features of the JIC. The jet trajectories,
local temperature distributions, local concentration maxima, or the cen-
ter of mass of characteristic flow structures such as the counter-rotating
vortex pair (CVP) have been described using R or J [14–17]. For trans-
verse jets, the dimensionless parameters J and R are determined using
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the mean velocities ujet and u∞, and the densities of the jet (ρjet) and
crossflow (ρ∞) as follows:

J =
ρjetu2

jet

ρ∞u2
∞

=
A∞ṁjetujet

Ajetṁ∞u∞
(1.1)

R = ujet/u∞ (1.2)

In RQL combustion chambers, the momentum flux ratio of the trans-
verse jets is usually maintained at approximately J ≈ 20 − 30 to ensure
their adequate penetration into the crossflow [8].

The JIC dynamics are complex and governed by a combination of
interdependent vortex systems, some depicted in Fig. 1.1. The counter-
rotating vortex pair (CVP) is the most prominent among these. In
addition, horseshoe vortices are formed in the upstream region of a jet
flush injected from a wall. The upright wake vortices are thought to
originate within the wall boundary layer and recur periodically around
and beyond the JIC. These vortices entrain fluid from the boundary layer
into the jet, with the entrainment being strongest close to R ≈ 4 [18].
Recent studies on JIC injection from a pipe have suggested that wake
vortices dominate the flow dynamics at R ≈ 3.3, while for lower R
values (R ≈ 1.3), shear-layer vortices (SLV) are the primary dynamical
structures within the flow field [19].

In fuel injectors, flow instabilities expedite the transition towards tur-
bulent flow and improve mixing. However, flow instabilities and shear
layer dynamics, such as the CVP and the SLV, can trigger combustion
instabilities under certain conditions, a phenomenon known as the
vorticity-coupled combustion instability mechanism [20]. Despite simi-
larities with the roll-up of axial jets, SLV exhibits distinct characteristics.
The asymmetric transport of vortices in the JIC arises from the reverse
flow into the jet nozzle due to the strong adverse pressure gradient ex-
isting around it [21]. As the SLV convects along its streamwise direction,
it gradually grows until vortex pairing and breakdown to turbulence
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occur. The Reynolds number of the jet Rejet, J, and the jet exit velocity
profile heavily influence the complexity of the SLV’s behavior [22]. Such
instabilities and disturbances occur in many combustion systems due
to shear flows under certain conditions, including swirling jets with
high swirl number and axisymmetric jets with low density compared
to the surroundings. An initial disturbance is amplified in an unstable
flow field, while the same disturbance in a stable flow decays. These
disturbances could manifest in many forms, such as turbulent eddies,
acoustic waves, or autoignition events. Unstable shear flows are either
convectively or globally unstable [23]. Convective instability causes
the amplification of any external disturbance inputs and often shows
a broadband response, while global instability allows for self-excited
oscillations without continuous stimulation resulting in a narrowband
response.

Recent studies indicate that the stability of JIC shifts from broadband
unstable to narrowband unstable when R is sufficiently low, approx-
imately at 3.2. Hot-wire measurements in the windward shear layer
showed a drastic change in flow spectral characteristics for S ≈ 1
conditions and J ≈ 10.2 [24]. Davitian et al. [25] found that low J jets
resist low-level acoustic forcing, a characteristic of many narrowband
unstable flows.

Bagheri et al. [26] conducted a linear stability analysis on JIC with R = 3
and identified two linearly unstable narrowband modes in the flow: one
high frequency mode associated with SLV and another lower frequency
mode in the wake of the jet, which can cause oscillation for mixing
enhancement purposes. Getsinger et al. [27] extended experimental
work from unity S to variable density ratio jets in crossflow. The single-
component hot-wire measurements indicated that broadband instability
transitions into narrowband instability when S ≤ 0.45, but regardless
of the magnitude of S, it always becomes narrowband unstable at
sufficiently low J levels.
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However, the stability of a reacting JIC has not yet been fully examined.
Therefore, it is essential to be careful when generalizing non-reacting
results due to evidence that chemical heat release can change the
stability limits in shear flows [28]. Juniper et al. [29] studied an axial jet
with narrowband instability under reactive and non-reactive conditions.
Consequently, they concluded that narrowband instability significantly
increases when reactions are involved. The combustion process can
affect the stability of a system in two ways: actively participating in
an instability mechanism or changing the base flow. Mahalingam et
al.’s [30] analysis revealed that changes to the base flow had a much
more significant impact on stability than active participation, which is
not unexpected due to significant modifications caused by heat release
during combustion.

1.1.2 Entrainment, Mixing and Flame Stabilization of Jets in Cross-
flow

Recent findings identified coherent vortical structures as the driving
force behind the improved mixing performance of JIC compared to axial
jets [15]. These structures alter the jet to crossflow interface, allowing
crossflow fluid to enter into the jet at a faster rate. Subsequently, this
increases surface area and strong gradients in mixture fraction fields,
promoting molecular diffusion for enhanced results. Non-premixed
reacting jets in crossflow rely heavily on the fuel/air mixing dynamics
to ensure flame stabilization, heat release distribution, and minimal
pollutant formation. A high difference is noticed between those jets
stabilized in cold air crossflows and those established in hot vitiated
crossflows. Alternative flame stabilization mechanisms, including au-
toignition, are possible in vitiated flows. Reaction zones are sustained
in locations with flow velocities that are not achievable when a jet is
injected into an air crossflow of low temperature. Schmitt et al. [31]
investigated flame stabilization in premixed jets injected into a vitiated
crossflow with a temperature of T∞ = 1776 K and equivalence ratios,
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ϕ, between 0.05 ≤ ϕ ≤ 0.77 and J ranging from 4 ≤ J ≤ 10. The
flames were all attached along the entire circumference of the nozzle
at every condition tested, while penetration significantly increased
when compared against non-reactive jets. Jets with higher ϕ showed
substantially shorter flame lengths compared to those of lower ϕ. The
OH⋆ chemiluminescence imaging revealed that turbulence had a more
profound effect on the structure in low ϕ jets. Moreover, flow-flame
interaction at elevated T∞ and premixed flames verify the turbulent
conditions within jet in crossflow near-field region.

Furthermore, researchers have studied the response of jets in vitiated
crossflows in RQL literature. These combustors involve "inverse flames"
where the jet contains the oxidizer while the crossflow carries fuel. The
investigations mainly focus on interactions between multiple JIC, typi-
cally under high J conditions with significant confinement. Despite this
structural variation between inverse flames and traditional fuel jets, only
a few studies have examined what sets them apart; thus, a deeper un-
derstanding of their behavior remains largely unknown.

1.1.3 Forced Response of Jets in Crossflow

Several studies have examined forcing the JIC to maximize jet pene-
tration and enhance mixing [32–35]. These investigations have focused
exclusively on jet forcing and have not considered crossflow forcing.
Notably, a single optimal forcing condition for maximum penetration
has not been identified, as various studies have reported significant
differences in the conditions required for optimal performance [35].
In forced response studies, a wide range of parameters need to be
considered, including the forcing frequency ( fF), amplitude (u′

jet), duty
cycle (αF), and pulse shape. Investigations have further shown that jet
penetration is substantially enhanced when the forcing frequency fF

is lower than the fundamental mode of shear-layer vortices (SLV) [33,34].

Jets operating in the narrowband unstable regime with low values of J
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and S exhibit resistance to low amplitude sinusoidal forcing [24, 25, 27].
On the other hand, broadband unstable jets with their shear layer
structures heavily respond to this same kind of perturbation. While it
is challenging to excite a narrowband instability with small amplitude
forcing, it has been noted that high-amplitude forcing near the funda-
mental mode can induce lock-in to the forcing frequency.

Recently, Marr et al. [36] conducted a study to investigate the effects
of acoustic forcing on jet flames stabilized in crossflow with low tem-
peratures and discovered that it significantly shortened non-premixed
flame lengths. Eroglu and Breidenthal [33] observed similar behavior.
Their reactive LIF measurements of a forced JIC revealed that flame
length decreased by 50% at optimal pulsing conditions. The findings
demonstrate that the near-field mixing due to forcing creates remark-
ably similar emission profiles comparable with those from partially
premixed unforced jets.

In neither of the studies significant impacts of jet forcing altering the
crossflow has been found or described.

Vice versa, crossflow forcing on jets in crossflow has only been studied
a few times in the literature, and even less for reactive jets in cross-
flow [11, 12, 37–39]. Acoustic driving the jets from jet-flow direction will
likely result in axisymmetric excitation and consequential production of
ring vortices at the jet nozzle exit plane. In contrast, crossflow forcing
exhibits an inherent asymmetry, similar to forcing conditions used to
study transverse excitation in swirl flames [40]. Crossflow forcing in
the JIC system suppresses the dominant spectral features observed
in the unforced JIC. However, applying crossflow forcing at a certain
frequency can lead to the initiation of flapping and detaching motions,
which increase in dominance as the forcing amplitude increases. POD
analysis of the velocity and scalar fields taken from forced LES results
shows a longer, thinner jet plume with a lower flame center of gravity
for its scalar values. The flapping of the jet helps spread out the fluid
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over time but also leads to more noticeable fluctuations within its
mixing processes [38].

The studies of Wilde [11] indicated that low-frequency crossflow acous-
tics provide both asymmetric and axisymmetric excitation of the jets.
The fluctuating crossflow velocity, u′

∞, induces a bulk, asymmetric veloc-
ity response. On the other hand, the fluctuating crossflow pressure, p′

∞,
induces a time-varying pressure drop across the jet nozzle, which leads
to a fluctuating jet exit velocity, u′

jet, that axisymmetrically excites the
jet. This axisymmetric excitation of the jet is called jet-nozzle-coupling
to emphasize the similarity with behavior observed in liquid rocket
instability research and causes periodic jet flapping, whose magnitude
depends heavily on the JIC parameters, such as J, R, and S.

Following the earlier discussion of acoustics and combustion instability
in jet engine combustors, e.g., RQL combustors, this section pivots
slightly to emphasize the connection to the forced response of JIC.
The acoustic environment within gas turbines and jet engines can
be thought of as a built-in forcing mechanism. The JIC is considered
acoustically compact since its natural frequencies generally lie around
several hundreds of Hertz, the preheated speed of sound is high, and
jet diameters are typically quite small.

An oscillating acoustic field will induce a varying mass flow rate
through the jet nozzle, fluctuating in intensity and phase as deter-
mined by the local sound pressure level and nozzle impedance Zjet.
This impedance is further reliant on several factors, including the av-
erage mass flow rate, the velocity within the jet nozzle, fluid properties
at that location, and its overall geometric configuration. The intensity
of acoustic waves inside a combustor is strongly determined by its ge-
ometry and boundary conditions. Even small oscillations in combustion
chamber pressure p′ can cause massive time-varying mass flux, because
of the low pressure drop of JIC nozzles. The unsteady mass flow rate
generated by the JIC nozzle can enhance combustion instability due to
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the additional unsteady heat release. In any stability analysis of gas tur-
bine or jet engine combustors using jets in crossflow, it is essential to take
into account crossflow oscillations, the resulting jet-nozzle-coupling, and
jet oscillations. The coupling between the jet nozzles and acoustically
unsteady crossflow can affect JIC performance by altering penetration
depth and mixing even if the unsteady mass flow does not amplify ther-
moacoustic instabilities.

1.2 Research Questions and Thesis Outline

This thesis focuses on elucidating the flame dynamics of the lean
burnout zone of a Rich-Quench-Lean (RQL) combustion chamber.
With the new experimental approach of spatially separating the rich
primary zone from the lean burnout zone, both can be independently
investigated to determine the respective contribution to the total system
dynamics. The experimental setup offers the possibility to acoustically
force the RJIC configuration in the secondary zone from crossflow and
jet direction and perform thermoacoustic investigations. The dynamic
flame behavior is measured in terms of two individual flame transfer
functions representing the response to velocity fluctuations from both
directions.

Chapter 2 provides a comprehensive overview of the fundamental con-
cepts of thermoacoustics and presents the equations and assumptions
utilized in this investigation. The application of conservation equations
to elucidate plain wave propagation and necessary boundary conditions
forms the foundation for describing thermoacoustic systems. Fluctuating
pressure p′ and velocity u′ are interdependent to define thermoacoustic
systems using basic network components. The chapter concludes by ex-
amining the flame dynamics within the framework of thermoacoustic
network modeling. Previous studies have emphasized the necessity to
consider two excitation positions, namely, forcing the jets themselves
and the crossflow, as both significantly impact the dynamic behavior of
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reactive jets in crossflow. The first question tackled by this thesis is as
follows:

• How to describe the dynamic response of the lean secondary zone while
differentiating between the velocity fluctuations from the crossflow and the
jet?

In Chapter 3, a modeling approach is presented to characterize the
dynamic flame response of the lean secondary zone based on the
resulting complex acoustic velocity fluctuations produced by forcing the
jets or the crossflow. The objective is to develop a network system-based
formulation that allows the individual description of the dynamic
behavior using FTFs.

Given that the RJIC setup under investigation is categorized as a
convectively and broadband unstable jet, it is postulated that induced
disturbances propagate within the shear layer of the inverse diffusion
flame. In this context, inverse diffusion implies that fuel mass flow
is entrained while air constitutes the jet. A first-order physical model
describing the convective time delay experienced by a perturbation
traveling within the reactive shear layer of the secondary air jets is
formulated in Chapter 4. This model is utilized to validate the phase
response of the presented FTFs and offers insight into the governing
physical mechanisms. Chapters 5 and 6 provide a detailed overview
of the experimental facility used in this study, including a thorough
description of the test matrix employed. The chapters also include a
discussion of the reasoning behind the selection of the specific condi-
tions tested, providing a comprehensive summary of the experimental
methodology employed in the study.

The modeling approach is validated by identifying asymptotic cases
where the RJIC system responds solely to crossflow or jet velocity fluc-
tuations. These results are presented in Chapter 7 and at the beginning
of Chapter 8, thus leading to the second and third research questions
discussed in the remaining sections of Chapter 8:

14



Introduction and Motivation

• How does the inverse diffusion flame in the lean secondary zone react to
velocity fluctuations in the crossflow and the jets depending on various
operating conditions?

• How does the dynamic flame response differ with changing geometrical jet
parameters and configurations?

In Chapter 9, the findings are summarized and highlighted. The chap-
ter provides an overview of the major contributions of this work and
outlines the potential routes for future research in this area.
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2 Basic Concepts of Thermoacoustics

The following chapter provides the basic equations and assumptions for
thermoacoustic investigations. Using conservation equations to explain
the plain wave propagation and essential boundary conditions serves
as a foundation for describing thermoacoustic systems. The relationship
between dynamic pressure and velocity is used to characterize thermoa-
coustic systems using simple network elements. The chapter closes with
the characterization of the flame dynamics in the context of thermoa-
coustic network modeling.

2.1 Linearized Acoustic Equations

In the realm of jet engines and gas turbine combustors, the flow can often
be characterized by examining compressible flow transport properties in
both temporal and spatial domains. Such flow phenomena can be gen-
erally represented by the conservation equations of mass, momentum,
and energy, which are accompanied by the ideal gas law, p = ρRT:

∂ρ

∂t
+

∂ρui

∂xi
= 0 (2.1)

∂ui

∂t
+ uj

∂ui

∂xj
+

1
ρ

∂p
∂xi

=
∂τij

∂xj
(2.2)

∂p
∂t

+ ui
∂p
∂xi

+ pγ
∂ui

∂xi
= (γ − 1)q̇V + (γ − 1)τij

∂ui

∂xj
(2.3)

Density ρ, velocity field ui with the coordinates xi, and pressure p rep-
resent the spatio-temporal solution variables. The ratio of specific heats
is referred to as γ, and q̇V captures the volumetric heat source from the
combustion process. The stress tensor is denoted by τ. Numerous sim-
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plified sets of equations can be derived utilizing the fundamental sys-
tem of non-linear, coupled partial differential equations [41]. To calcu-
late the spatio-temporal propagation of coherent disturbances, they are
separated into a varying mean quantity ¯( ) and a superimposed pertur-
bation part ( )′ [42]. The amplitudes of the flow perturbations observed
in jet engines are assumed to be small compared to their corresponding
mean flow quantities. In the case of the velocity fluctuations u′ this refers
to the speed of sound c:

ρ′ ≪ ρ̄ p′ ≪ p̄ u′ ≪ c (2.4)

With this assumption, the products of the second and higher order dis-
turbance components are neglected; thus, nonlinear effects can be ig-
nored. The instantaneous values of the flow variables can be expressed
as follows:

ρ = ρ̄ + ρ′ (2.5)
p = p̄ + p′ (2.6)
u = ū + u′ (2.7)

q̇V = ¯̇qV + q̇′V (2.8)

Inserting Eqs. 2.5-2.8 into Eqs. 2.1-2.3, using the linearity assumptions
and neglecting any viscous stresses (thus τ = 0), which is common in
thermoacoustics [43], leads to the Linearized-Euler Equations (LEE):

∂ρ′

∂t
+ ūi

∂ρ′

∂xi
+ u′

i
∂ρ̄

∂xi
+ ρ̄

∂u′
i

∂xi
+ ρ′∂ūi

∂xi
= 0 (2.9)

∂u′
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+ ūj
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∂xi
+ u′

j
∂ūi

∂xj
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1
ρ̄

∂p′

∂xi
+

ρ′

ρ̄
ūj

∂ūi

∂xi
= 0 (2.10)

∂p′

∂t
+ u′

i
∂ p̄
∂xi

+ ūi
∂p′

∂xi
+ γ

(
p̄

∂u′
i

∂xi
+ p′∂ūi

∂xi

)
= (γ − 1)q̇′V (2.11)
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2.2 The Wave Equation

With the application to thermoacoustics and acoustic wave propagation,
the velocity gradients (∂ūi/∂xi = 0) in the LEE are neglected to derive
a simplified form. Additionally, isentropicity is assumed, which defines
the linear dependency between acoustic pressure and the density by
ρ′ = p′/c2 [44]. The LEE Eqs. 2.9-2.11 are then simplified to:

∂p′

∂t
+ ūi

∂p′

∂xi
+ ρ̄c2 ∂u′

i

∂xi
= (γ − 1)q̇′V (2.12)

∂u′
i

∂t
+ ūi

∂u′
i

∂xi
+

1
ρ̄

∂p′

∂xi
= 0 (2.13)

Subtracting the spatial derivative of Eq. 2.13 from the temporal deriva-
tive of Eq. 2.12 leads to the common expression for the convective wave
equation in the time domain:

1
c2

(
∂

∂t
+ ūi

∂

∂xi

)2

p′ − ∂2p′

∂x2
i
=

γ − 1
c2

∂q̇′V
∂t

(2.14)

Similarly, it is possible to derive a convective momentum equation relat-
ing the acoustic velocity to the acoustic pressure:

ρ̄

(
∂

∂t
+ ūi

∂

∂xi

)
u′ +

∂p′

∂xi
= 0 (2.15)

This equation is based on the proposal that in the linear, first-order the-
ory, the flow field can be decoupled into acoustics, vorticity, and entropy
parts [45].

2.3 Propagation of One-Dimensional Plane Waves

The acoustic wave propagation in ducts can be considered approxi-
mately one-dimensional if the wavelength λ = c/ f is significantly larger
than the duct diameter dduct. A more precise criterion is defined by the
cut-off frequency [46]. Below this cut-off frequency, the wavenumber of
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multidimensional acoustic modes has a negative imaginary part, e.g., the
modes do not spatially propagate in the considered duct. The convective
wave equation Eq. 2.14 can be solved analytically assuming a uniform
temperature distribution and ignoring the heat release source term on
the right-hand side of the equation (q̇′V = 0). In a moving medium, the
transport equation can be obtained by considering wave propagation
along the x direction as follows:(

1
c2

(
∂

∂t
+ ū

∂

∂x

)2

− ∂2

∂x2

)
p′ = 0 (2.16)

In the context of linear-acoustic systems, assuming a harmonic wave
character is common. This assumption allows the representation of time-
dependent fluctuating quantities as harmonic functions in the frequency
domain:

ρ′ (xi, t) = ρ̂i (xi) e(iωt) (2.17)

p′ (xi, t) = p̂i (xi) e(iωt) (2.18)

u′
i (xi, t) = ûi (xi) e(iωt) (2.19)

q̇′V (xi, t) = ̂̇qV (xi) e(iωt) (2.20)

The (̂ ) denotes the complex Fourier transformed of the harmonically os-
cillating quantities with the angular frequency ω = 2π f . The harmonic
ansatz for the pressure p′ is now used to solve the partial differential Eq.
2.16. Therefore, the convective wave number k = ω/c is introduced, and
the fluctuating pressure is written as:

p′ = p̂e(iω(t− x
c )) (2.21)

Inserting Eq. 2.21 into Eq. 2.16 leads to the following equation:

((iω + ūk)2 − c2k2)p′ = 0 (2.22)
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The two solutions are found with:

k± =
ω

c ± ū
(2.23)

The wavenumber Eq. 2.23 is inserted into Eq. 2.22, and a linear combi-
nation of both gives the solution of the quadratic equation:

p′(x, t) = C+
1 e(−iωt+k+x) + C−

2 e(iωt+k−x) (2.24)

The acoustic velocity u′ is calculated assuming a similar form as for the
acoustic pressure p′:

u′(x, t) = C+
1

1
ρ̄c

e(−iωt+k+x) − C−
2

1
ρ̄c

e(iωt+k−x) (2.25)

The product ρ̄c of the mean density and the speed of sound is called
the characteristic field impedance. It can be interpreted as fluid ele-
ment’s resistance (inertia) to a deflection due to a pressure fluctuation.
The integration constants C+

1 and C−
2 are determined by the boundary

conditions to close the differential equation and represent the complex
amplitudes traveling in co-flow, and counter-flow direction [47]. These
traveling waves are often referred to as the Riemann invariants and are
denoted by the variables f̂ for co-flow and ĝ for counter-flow direction.
The acoustic pressure and velocity can be expressed as follows:

p′(x, t) = ρ̄c
(

f e(iωt+k+x) + ge(iωt+k−x)
)

(2.26)

u′(x, t) = ( f e(iωt+k+x)︸ ︷︷ ︸
f̂

− ge(iωt+k−x)︸ ︷︷ ︸
ĝ

) (2.27)
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2.4 Boundary Conditions

Starting from Eq. 2.26 and 2.27, it can be shown that f̂ and ĝ are related
to the acoustic variables p′ and u′ as follows:

f̂ =
1
2

(
p′

ρ̄c
+ u′

)
(2.28)

ĝ =
1
2

(
p′

ρ̄c
− u′

)
(2.29)

2.4 Boundary Conditions

Acoustic boundary conditions are often described by a reflection coef-
ficient R or an acoustic impedance Z. The reflection coefficient is de-
termined for one-dimensional wave propagation downstream from the
ratio of the complex amplitudes of the reflected wave with respect to the
incoming wave propagating. A distinction is made whether the bound-
ary condition is a flow inlet or an outlet:

Rin =
f̂in

ĝin
, Rout =

ĝout

f̂out
(2.30)

As an alternative to the reflection coefficient, the impedance Z can be
used to describe acoustic boundary conditions:

Z =
p̂

ρ̄cû
(2.31)

Impedance and reflection coefficient are linked as follows:

Z =
1 + R
1 − R

(2.32)

Three idealized acoustic boundary conditions are common. First, the
acoustic soft end where the fluctuating pressure p′ reaches values close
to zero at the boundary, thus R = −1, Z = 0. For example, this re-
sults in an opening of a duct to an infinite volume. An incident wave
is completely reflected with a phase shift of π. Second, the acoustic stiff
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end where velocity fluctuations u′ become zero e.g., for rigid walls. Here
R = 1 and the impedance becomes Z = ∞. Third, the ideally absorbing
end is determined by R = 0 and Z = ρ̄c becoming the characteristic
impedance. An incident wave is completely absorbed or transmitted.

2.5 Linear Acoustic Network Modeling

The network modeling method used in acoustics originates from
electrical network analysis. In this method, a port connects the poles
of a black box and describes the relationship between in-going and
out-going waves represented by the state variables. The most commonly
chosen state variables are the electric current and voltage in electrical
multi-ports and the acoustic pressure p′ and velocity u′ or the Riemann
invariants f̂ and ĝ in acoustic applications. In the analysis of electrical
circuits, the number of poles corresponds to the number of degrees
generated by flowing electric currents. Each requires a separate wire,
considered a port in the topological representation. Similar to the
number of ports that occur in an acoustic system, assuming that only
plane wave propagation is considered. In analyzing the acoustic field,
the number of ports is essential, as it represents the geometry and
topology of the system under consideration. For this reason, the concept
of an acoustic N-port defined by the N-number of ducts coupled to the
element under investigation has been introduced. As a result, a selected
acoustic subsystem connected to some others by N-ducts is referred to
as an acoustic N-port.

Linear thermoacoustic systems can be described by a superposition or
network of subsystems (N-ports) according to systems theory [48–50].
Each element of the modular network thus characterizes a component
of the overall system, e.g., the burners or dampers and even flames
of a combustion chamber. More complex subsystems can be replaced
by a network of simple acoustic N-port elements. Frequently used
representatives for simple N-port elements are ducts (2-ports), area
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jumps (2-ports), or junctions (mostly 3-ports). The transfer behavior of
these elements characterizes the linear relationship between the acoustic
variables at their inputs and outputs. A low-order model can represent
the system’s acoustic properties by connecting multiple elements or
subsystems. This modularity allows the inclusion of an experimentally
determined flame transfer function in such models.

Based on the most common and documented applications of an element
with one in- and output (N = 2), the linear acoustic network model-
ing approach is explained next, and a general representation of N-port
elements is derived. These elements are described via a linear time-
invariant transfer or scattering matrix. Detailed expressions for ducts
and area jumps are provided. Afterward, the representation of a 3-port
junction is presented.

2.5.1 General Representation of N-port Elements

The transfer matrices TM describe the linear relationship between the
acoustic state upstream (subscript ( )u) and downstream (subscript ( )d)
of acoustic elements which is given as follows [50]:[

f̂

ĝ

]
d

=

[
TM11 TM12

TM21 TM22

]
︸ ︷︷ ︸

TMfg

[
f̂

ĝ

]
u

(2.33)

In order to couple acoustic pressure and velocity between two reference
planes, the transfer matrix can be rearranged rather than linking the
Riemann variants: [ p′

ρ̄c

u′

]
d

=

[
TM11 TM12

TM21 TM22

]
︸ ︷︷ ︸

TMpu

[ p′

ρ̄c

u′

]
u

(2.34)
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The transformation between both representations can be performed uti-
lizing the transformation matrix Ω [51, 52]:

Ω =

[
1 1
1 −1

]
(2.35)

Ω−1 = 1
2

[
1 1
1 −1

]
(2.36)

TMpu = Ω · TMfg · Ω−1 (2.37)

TMfg = Ω−1 · TMpu · Ω (2.38)

Multiplication of the transfer matrices of all subsystems yields the
transfer behavior of the overall system of i network elements such as
TMsys = TMi · TMi−1 · TMi−2 · ... · TM1.

Besides the transfer matrix, the network element can also be character-
ized by a scattering matrix SM. Therein, the individual matrix elements
referred to as complex reflection (R+, R−) and transmission coefficients
(T+, T−) couple the Riemann invariants to the wave propagation through
the element. As waves leave and enter the acoustic element separately,
scattering matrices maintain causality over transfer matrices:[

ĝu

f̂d

]
=

[
R+ T−

T+ R−

]
︸ ︷︷ ︸

SMfg
2×2

[
f̂u

ĝd

]
(2.39)

Similar to the transformation between transfer matrices, the scattering
matrix can be transformed into a transfer matrix representation:

SMfg =
1

TMfg
22

 TMfg
11TMfg

22 − TMfg
12TMfg

21 TMfg
12

−TMfg
21 1

 (2.40)

In the following, the transfer and scattering matrices of different com-
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ponents are presented, which are used in Chapter 3 to describe the sec-
ondary zone in terms of a network system.

2.5.2 Ducts with Constant Cross-Section (2-port)

Considering a duct without losses of length l at a constant cross-section,
with flow at the mean velocity ū, then the acoustic waves f̂ and ĝ trav-
eling at the speed of sound undergo a phase change between the two
nodes upstream ( )u and downstream ( )d according to:

f̂d(x = l) = f̂ue(−ik+l) (2.41)

ĝd(x = l) = ĝue(ik−l) (2.42)

The transfer matrix now connects the two states upstream and down-
stream over the length of the duct:[

f̂

ĝ

]
d

=

[
e(−ik+l) 0

0 e(ik−l)

] [
f̂

ĝ

]
u

(2.43)

Transformed with Eq. 2.35 and 2.36, using the normalized acoustic pres-
sure and the velocity at the specific states, it follows:

[ p′

ρ̄c

u′

]
d

=

[
e(−ik+l) + e(ik−l) e(−ik+l) − e(ik−l)

e(−ik+l) − e(ik−l) e(−ik+l) + e(ik−l)

] [ p′

ρ̄c

u′

]
u

(2.44)

2.5.3 Area Jumps (2-port)

Area jumps in a duct are usually modeled as acoustically compact. The
axial extent l of the change in cross-section is much smaller than the
wavelengths considered. This assumptions hold if He = ωl/c = kl ≪ 1.
The transfer matrix can be determined based on the conservation equa-
tions for mass and momentum. After linearization, neglecting terms of
higher order and any losses, for an iso-thermal area jump, the transfer
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matrix for low Mach numbers is given as follows:[ p′

ρ̄c

u′

]
d

=

[
1 0

0 Au
Ad

] [ p′

ρ̄c

u′

]
u

(2.45)

If losses and length correction (reduced lred, and effective leff) are con-
sidered, then the resulting transfer matrix can be found in the litera-
ture [52–55].

2.5.4 Junctions (3-port)

A 3-port junction describes an element in which, e.g., two incoming
flows are combined to one outgoing flow. Based on the conservation
of mass and momentum, the following equations can be formulated for
an isothermal flow through the junction [53]. For a basic simplified ap-
plication, an ideal case without losses is considered:[(

p′

ρ̄c
M + u′

)
A
]

u,1
+

[(
p′

ρ̄c
M + u′

)
A
]

u,2
=
[(

p′

ρ̄c M + u′
)

A
]

d
(2.46)

[(
p′

ρ̄c
+ u′M

)]
u,1

=
[(

p′

ρ̄c + u′M
)]

d
(2.47)

[(
p′

ρ̄c
+ u′M

)]
u,2

=
[(

p′

ρ̄c + u′M
)]

d
(2.48)

The subscripts ( )u,1,2 represent the two incoming ducts. Combining the
Eqs. 2.46, 2.47 and 2.48, assuming low Mach-numbers (M ≈ 0) leads to
the following equation system:

0 Au,1

1 0

0 0


[ p′

ρ̄c

u′

]
u,1

+


0 Au,2

0 0

1 0


[ p′

ρ̄c

u′

]
u,2

=


0 Ad

1 0

1 0


[ p′

ρ̄c

u′

]
d

(2.49)
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Conversion to the Riemann invariants leads to:
Au,1 −Au,1

1 1

0 0


[

f̂

ĝ

]
u,1

+


Au,2 −Au,2

0 0

1 1


[

f̂

ĝ

]
u,2

=


−Ad Ad

−1 −1

−1 −1


[

f̂

ĝ

]
d

(2.50)

Rearranged in the scattering matrix sense preserving flow directions,
leads to:


ĝu,1

ĝu,2

f̂d

 =


−Au,2+Au,1−Ad
Au,1+Au,2+Ad

2Au,2
Au,1+Au,2+Ad

2Ad
Au,1+Au,2+Ad

2Au,1
Au,1+Au,2+Ad

−Au,1+Au,2−Ad
Au,1+Au,2+Ad

2Ad
Au,1+Au,2+Ad

2Au,1
Au,1+Au,2+Ad

2Au,2
Au,1+Au,2+Ad

−Au,1−Au,2+Ad
Au,1+Au,2+Ad


︸ ︷︷ ︸

Scattering Matrix SM


f̂u,1

f̂u,2

ĝd


(2.51)

The individual SM elements represent the reflection and transmission
coefficients R and T of the ports. In Chapter 3, a similar form of the
3-port junction is described to determine the lean secondary zone as a
network element.

2.6 Flame Dynamics

In order to predict thermoacoustic oscillations in gas turbine combustors
or jet engines, the precise characterization of the frequency-dependent
heat-release source term of the flame is essential. Flame transfer func-
tions (FTFs) are employed as part of this endeavor to quantify the dy-
namic flame response to acoustic perturbations. The following will de-
scribe the FTF, including its fundamental underlying assumptions.
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2.6.1 Flame Transfer Function

The FTF characterizes the frequency-dependent response of a flame to a
disturbance or excitation upstream of the flame location. In the context
of perfectly premixed flames, the FTF is characterized as the quotient
of relative heat release rate oscillations to relative velocity or mass flow
perturbations at a designated reference location ( )ref, which is typically
located at the inlet of the combustion chamber. The heat release rate and
velocity/mass flow perturbations are normalized with their respective
mean values, resulting in a dimensionless quantity:

FTF(ω) =
Q̇′(ω)/Q̇

u′
ref(ω)/ūref

(2.52)

Assuming that the flame is, on average, a linear, time-invariant system,
these fluctuations can be represented as harmonic oscillations at a cer-
tain angular frequency ω. They can be expressed using the complex-
valued Fourier transformed:

Q̇′(ω) = ̂̇Q(ω)e(iωt+φQ̇) (2.53)

u′
ref(ω) = ûref(ω)e(iωt+φuref) (2.54)

The FTF can thus be decomposed into a frequency-dependent amplitude
F̂TF and phase ∠F̂TF.

F̂TF(ω) =
̂̇Q/Q̇

ûref/uref
(2.55)

∠F̂TF(ω) = φQ̇ − φuref (2.56)

From a systems theory perspective, the FTF represents the transfer func-
tion of a Single-Input-Single-Output (SISO) system. Regarding the for-
mation of thermoacoustic instabilities, the FTF contains precisely the in-
formation, which decisively influences the stability of a combustion sys-
tem. The amplitude of the FTF describes, concerning the loss or damping
effects of the combustion system, whether the acoustic field quantities
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2.6 Flame Dynamics

experience an energy source or sink due to the flame dynamics. Together
with the acoustics of the combustion system, the phase of the FTF deter-
mines the frequency ranges in which constructive or destructive super-
position of the pressure and heat release fluctuations occurs and whether
thermoacoustic combustion instabilities can form in principle. Convec-
tive transport processes largely determine the dynamic flame behavior
in thermoacoustic combustion systems. An oscillation of the mass flow
(premixed fuel-air or reactive hot gases) at the reference combustion
chamber inlet causes an oscillation of the heat release in the combustion
chamber. However, these two oscillations exhibit a characteristic time
delay resulting from the convective transport of the oscillation from the
reference plane to the main reaction zone of the flame. This time delay
is essentially a function of the distance between the main reaction zone
and the reference plane, as well as the mean transport velocity along this
distance. The phase of the FTF can consequently be approximated as a
function of this time delay τ [56, 57].

∠F̂TF(ω) ≈ −ωτ (2.57)

This description of the phase of the FTF represents a very good ap-
proximation from a global point of view. This allows the derivation of
limit values of the FTF for particularly small and high frequencies. Low
frequency limits ω → 0 for perfectly premixed combustion are listed
below:

lim
ω→0

|F̂TF| = 1 (2.58)

lim
ω→0

∠F̂TF = 0 (2.59)

For small frequencies, the flame reacts quasi-stationary to fluctuations
in the reference plane. The velocity fluctuation at the reference plane
causes a fluctuation in the heat release rate of the same magnitude in
proportion [58]. Consequently, a negligible phase difference results for
periods significantly larger than the convective delay time τ. Partially
premixed flames are very common in technical applications. Here
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fluctuations of the equivalence ratio can also cause heat release rate
oscillations. These are superimposed on velocity fluctuations caused by
an oscillating fuel mass flow, mostly at the injector, and have different
low frequency limits [54, 56, 59, 60].

For high frequencies, especially the spatial distribution of heat release
causes an increasing dispersion of the flame response, resulting in a de-
creasing and eventually vanishing amplitude of the FTF. From a mathe-
matical point of view, the phase of the FTF would continue to decrease
with increasing frequency and tend towards minus infinity. However,
meaningful phase values can only be determined up to a frequency
where the flame response still has sufficient amplitude. These limit val-
ues can be used as an evaluation criterion for verifying the dynamic
flame behavior. In addition, fulfilling these limit values is a prerequisite
for the validity of model approaches.

2.6.2 Rankine-Hugoniot Jump Condition for Acoustic Perturbations

The Rankine-Hugoniot conditions are one-dimensional integral condi-
tions describing mass, momentum, and energy conservation across a
discontinuity - in the present case, a flame. This discontinuity can be
modeled to be at rest or in motion. For the derivation, it is assumed
that the heat source is a flame in a quasi-1D flow configuration and is
positioned between the cold reactants upstream (subscript ( )c) and the
hot combustion products downstream (subscript ( )h) [61]. Considering
a wavelength much larger than the axial flame expansion, the flame can
be treated as an acoustically compact network element with N = 2 ports.
The Rankine Hugoniot relations have been used many times and were
derived in different ways [61–65]. Tho following derivation is strongly
based on the given literature. The relevant governing equations for mass,
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momentum, and energy across the flame are given as follows :

ρhuh − ρcuc = 0 (2.60)

ph + ρhu2
h − pc − ρcu2

c = 0 (2.61)

ρhu2
h

(
hh +

u2
h

2

)
− ρcu2

c

(
hc +

u2
c

2

)
− Q̇ = 0 (2.62)

Here Q̇ is the heat release rate of the flame over the flame surface and h is
the specific enthalpy. Assuming a stationary, isentropic, one-dimensional
flow field upstream and downstream of the flame the specific enthalpy is
expressed by the ideal gas law (p = ρRT) with the specific gas constant
R:

h = cpT =
γ

γ − 1
p
ρ

(2.63)

In addition, the state equation can be formulated:

ρhRTh

ph
− ρcRTc

pc
= 0 (2.64)

Introducing the Mach-number M = u/c and rearranging the Eqs. 2.60 -
2.64 leads to the Rankine-Hugoniot equations across a flame [61, 64, 66]:

uh

uc
= 1 +

γ − 1
γ

Q̇
pcuc

(2.65)

ph

pc
= 1 − (γ − 1)

Q̇
pcuc

M2
c (2.66)

Th

Tc
=

(
ch

cc

)2

= 1 +
γ − 1

γ

Q̇
pcuc

(2.67)

Note that low Mach-numbers have been assumed; only terms up to 1st

order are retained, and higher order terms are neglected. These rela-
tions are now linearized for small acoustics fluctuations. Splitting the
variables p, ρ, u and the heat release rate Q̇ into mean and fluctuating
quantities leads to two equations for the acoustic pressure and velocity
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downstream of the flame:

p′
h = p′

c − ρccc

(
Th

Tc
− 1
)

Mcuc

(
Q̇′

Q̇
+

u′
c

uc

)
(2.68)

u′
h = u′

c +

(
Th

Tc
− 1
)

uc

(
Q̇′

Q̇
− p′

c

pc

)
. (2.69)

A more convenient expression is found by introducing the following
ratios for the temperatures and specific impedance:

A =

(
Th

Tc
− 1
)

B =
(ρc)h

(ρc)c
(2.70)

The Eqs. 2.68 and 2.69 can then be written as:

p′
h

ρhch
= B

p′
c

ρccc
− BAMcu′

c

(
1 +

Q̇′/Q̇
u′

c/uc

)
(2.71)

u′
h = −AγMc

p′
h

ρccc
+

(
1 + A

Q̇′/Q̇
u′

c/uc

)
u′

c (2.72)

With the FTF definition according to Eq. 2.52 and using the transfer ma-
trix notation for 2-port elements with the acoustic pressure and veloc-
ity yields the following equation for the so-called flame transfer matrix
(FTM): [ p′

ρc

u′

]
h

=

[
B −BAMc(1 + FTF)

−AγMc 1 + AFTF

]
︸ ︷︷ ︸

FTM

[ p′

ρc

u′

]
c

(2.73)

The flame transfer matrix can be used to implement the dynamic re-
sponse of a flame into an acoustic network system. It can be coupled to
other elements via its upstream or downstream port as used in Chapter
3.
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3 MISO Network Approach for the
Lean Secondary Zone

The network element technique is a well-known tool for identifying
and describing the thermoacoustic properties of combustion systems,
e.g. [49,62]. In such a network, the thermoacoustic element describes the
functional relations between the acoustic variables, e.g., acoustic pres-
sure p′ and acoustic velocity u′, at its ports based on the conservation
equations and element specific transfer functions. The latter represents,
for example, acoustic losses of ducts, junctions, and injectors or the dy-
namic flame response. In many simple cases, these elements consist of
two in- and outputs and can be referred to as 2-port systems. Never-
theless, the approach is not restricted in the number of inputs, and for
elements with more than two ports (N > 2), so-called N-ports are pos-
sible as derived by Lavrentjev and Åbom [67]. Any linear time-invariant
N-port can be described by relating the input state variables to the cor-
responding output variables.

By selecting the reference location of the ports as shown in Fig. 3.1 on
the upper left, the compact RQL combustor can be considered as a 2-port
system ( A⃝- A⃝). In this arrangement, the flame dynamics of the primary
and secondary zones are inseparable. To identify the individual parts
of flame dynamics, the zones of the RQL combustor are separated, as
seen in Fig. 3.1 on the upper right. The secondary zone of the separated
RQL forms an N-port system with N = 3 connecting the flow from the
primary zone and the secondary mixing air flow to the combustor outlet
( C⃝- C⃝). This system can be modeled as a network consisting of a 3-port
with an adjoining 2-port flame, as shown in the lower part of Fig. 3.1,
where the 3-port represents the acoustic system behavior, and the flame
element describes the heat release. State 1⃝ represents the upstream ( )u
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Thermoacoustic Topology

B B C CA A

A A C CB B

compact RQL separated RQL

rich zone lean zone

network configuration

1 in 1 out

2-port 3-port2-port

1 in 1 out
2 in

1 out

1

2 3

4

fu
gu

fs
gs

fi

gi

fd
gd

BFSM
ʹhot case
with flame

BSM
ʹcoldʹ case
without flame

Flame2   2

element
2-port

SM3   3

element
3-port

MISO System (Multiple - Input - Single - Output)

Figure 3.1: Top: Comparison of combustion chamber topology between
compact and separated arrangement in terms of a network
element approach; bottom: MISO (Multiple-Input-Single-
Output) approach for the secondary zone as a network sys-
tem of a 3 × 3 scattering matrix (SM) and a 2 × 2 flame ele-
ment.

state at the end of the primary zone, 2⃝ represents the state of the mixing
air added through the side mixing air jets ( )s, 3⃝ is the virtual interme-
diate ( )i coupling state and 4⃝ represents the state downstream ( )d of
the lean secondary zone.
Karlsson and Åbom [68] and Holmberg et al. [69] introduced a technique
where a 3-port can be evaluated with a 3× 3 scattering matrix represent-
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ing the reflection R and transmission T coefficients of the system for the
selected state variables. With the application to thermoacoustics in RQL
combustors in mind, it is convenient to introduce the acoustic Riemann
invariants f̂ and ĝ as state variables to describe the network elements
in terms of harmonic acoustic disturbances that propagate in co-flow
and counter-flow direction. This leads to the following representation of
a 3-port where subscripts ( )u,s,i refer to the corresponding ports of the
disturbances at the system boundary, see the lower part of Fig. 3.1: ĝu

ĝs

f̂i

 =

 Ru Ts,u Ti,u

Tu,s Rs Ti,s

Tu,i Ts,i Ri


︸ ︷︷ ︸

SMfg,3×3

 f̂u

f̂s

ĝi

 (3.1)

Adding the Rankine-Hugoniot 2-port type element to the network sys-
tem results in a compact arrangement for the SMfg,3×3 and the 2 × 2
flame element with coupling intermediate state variables f̂i and ĝi. The
Rankine-Hugoniot jump conditions are one-dimensional integral con-
ditions describing mass, momentum and energy conservation across a
discontinuity - here a flame [61]. Applying the jump condition to the
presented case, using the speed of sound c, the Mach number M, leads
to: [

f̂d

ĝd

]
=

1
2

[
B − AγMi + 1

B + AγMi − 1

B − AγMi − 1 Aui

B + AγMi + 1 −Aui

]  f̂i

ĝi

Q̇′/Q̇

 (3.2)

A =

(
Td

Ti
− 1
)

B =
(ρc)i

(ρc)d

The subscript ( )i denotes variables upstream, and ( )d denotes quan-
tities downstream of the flame. The downstream acoustic quantities
are related to the upstream fluctuations through mean flow quanti-
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ties (Ti, Td, ūi) and heat release fluctuations Q̇′. Following the well-
established method for 2-port elements (e.g. [70–73]), the dynamic flame
response is often quantified with an FTF. In the case of velocity cou-
pled flame response, the definition of the FTF is given as the normalized
heat release fluctuation Q̇′/Q̇ divided by a normalized reference velocity
fluctuation u′ref/uref. As two flows enter the lean secondary zone, both are
considered to contribute to the heat release fluctuations. The secondary
zone can be seen as a Multiple-Input-Single-Output (MISO) network sys-
tem. It is assumed that the individual contributions of the two velocity
fluctuations from upstream u′

u and the side mixing air jets u′
s, on the

unsteady heat release rate can be linearly superposed and quantified by
individual FTFs [65, 74]. For the linear case, the heat release rate fluctu-
ations can be expressed as two SISO FTFs:

Q̇′

Q̇
= FTFu,M

u′
u

uu
+ FTFs,M

u′
s

us
(3.3)

= FTFu,M
f̂u − ĝu

uu
+ FTFs,M

f̂s − ĝs

us
(3.4)

Thereby, FTFu,M and FTFs,M are the complex-valued flame trans-
fer functions of each input. This MISO approach is particularly useful
for separating the physical mechanisms adding to the system’s behavior.

For validation purposes, the starting point of the modeling must be un-
derstood. It is important to examine the impact of the linearity assump-
tion and how it affects the FTFs. Equation 3.4 is interpreted as a vector
space with base vectors (FTFu,Mu′u/uu) and (FTFs,Mu′s/us). By definition of
the linearized momentum flux ratio

J′

J
= 2(

u′
u

uu
− u′

s

us
) , (3.5)

the relationship between the velocity fluctuations is known. Considering
the limit case of small infinitesimal changes in the absolute phase differ-
ence between both harmonic fluctuations (J′/J → 0), the phase difference
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MISO Network Approach for the Lean Secondary Zone

of the velocity fluctuations has to become dφu−s = π for Eq. 3.5 to be
valid. Since the phase vectors of the velocity fluctuations point in oppo-
site directions, the vector space used to represent the heat release rate
fluctuations is defined by the complex valued FTFs. In the case of stable
operation and no heat release rate fluctuations Q̇′/Q̇ = 0, the right-hand
side of Eq. 3.4 must turn zero. This is only the case if the scalar product
of both vectors becomes zero and the vectors are orthogonal:

FTFu,M · FTFu,M
!
= 0 (3.6)

This implies that both complex valued FTFs must have an absolute phase
difference of 90◦ or π/2 to satisfy Eq. 3.6:

|∠FTFu,M −∠FTFs,M| !
= 90◦ = π/2 (3.7)

Inserting Eq. 3.4 into 3.2 and eliminating f̂i and ĝi and by substituting
the resulting formulation into Eq. 3.1 leads to a 3 × 3 matrix (called
BFSMMISO) including the reflection and transmission coefficients, tem-
peratures before and after the flame, and the desired FTFs: ĝu

ĝs

f̂d

 = BFSMMISO

 f̂u

f̂s

ĝd

 (3.8)

The BFSMMISO is evaluated in Chapter 8, and the condition given by
Eq. 3.7 is carefully examined. A detailed description of the complete
matrix and all matrix elements is supplied in the Appendix. The de-
tailed procedure for obtaining the coefficients and measurements per-
formed is given in Section 6.6. To determine the desired complex valued
FTFu,M and FTFs,M from acoustic measurements, a regression algorithm
is applied. Genetic algorithms (GA) in particular, have proven robust
in finding the optimum solutions for various engineering optimization
problems [75]. GA do not rely on gradients and has superior parameter
search patterns. The GA is applied to the resulting MISO optimization
problem BFSMMISO.
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4 Model of Convective Time Delay

For the presented JIC, it is assumed that induced disturbances propagate
within the shear layer of the inverse diffusion flame. Inverse means that
the fuel mass flow is entrained while the air forms the jet. A first-order
physical model of the convective time delay of a perturbation traveling
in the reactive shear layer of the secondary air jets is developed. The
model is used to verify the presented FTF phase response and provides
the interpretation of the variation of the phase time delay τ with the op-
erating conditions as seen in the flame response measurements. Thereby,
the phase time delay is defined as follows:

τ =
φ

2π · f
(4.1)

Even with forcing from two different locations, upstream and the mix-
ing jets, both fluctuations cause a convectively transported disturbance
growing from the edge of the mixing air jets along the shear-layer
into the flame. In this case, it can be expected that the time delay of
both FTFs is identical τu = τs and represents the gradient of the phase
response of the FTFs.

It is assumed that the time delay scales with the length of the flame LF

and the convective velocity of perturbations in the reactive shear layer
ucon:

τ =
LF

ucon
(4.2)

Combustion in the secondary zone takes the form of a turbulent inverse
jet diffusion flame. For these characteristics, expressions for the flame
length LF and the convection velocity ucon will be derived next. The fuel
is given by the non-oxidized components of the hot gas mass flow from
the rich primary zone ṁpr = ṁf + ṁair,pz where ṁf is the fuel mass flow
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rate and ṁair,pz the air mass flow rate of the primary zone of the RQL
combustor. As seen from the experiment, the reaction of the primary
flow starts quasi-instantaneously when in contact with the secondary
air. Thus, it is reasonable to assume that the reaction in the secondary
zone will occur in a region close to the stoichiometric mixture fraction
of the primary flow with secondary air. For simplicity the stoichiometric
air ratio of the primary flow lmin,p =

ṁair,pz,st
ṁpr

is expressed in terms of
the primary zone equivalence ratio ϕpz and the stoichiometric air ratio
lmin = ṁa,st

ṁf
:

lmin,p =
ṁair,st − ṁair,pz

ṁpr

=
lmin − lmin/ϕpz

1 + lmin/ϕpz

= lmin
1 − 1/ϕpz

1 + lmin/ϕpz
(4.3)

The stoichiometric mixture fraction of the secondary combustion zone is
defined as follows:

fpr,st =
ṁpr

ṁpr + ṁair,pz,st

=
1

1 + lmin,p

=
1 + lmin/ϕpz

1 + lmin
(4.4)

The model for LF is obtained by considering the entrainment of turbulent
jets according to Hasselbrink and Mungal [76]:

ṁ(x)
ṁ0

= Cent ·
x

deff

(
ρ∞

ρjet

)1/2

(4.5)

For the turbulent inverse diffusion flame, the radially inward entrain-
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Model of Convective Time Delay

ment of ambient fluid is connected with the equivalent radially outward
transport of jet fluid in the shear layer by the shear layer turbulence.
When the stoichiometric amount of air for the primary mass flow rate
lmin,pṁpr has been entrained, the flame length is reached. Thus it can be
written as:

lminṁf − ṁair,pz

ṁair,sz
= Cent ·

LF

djet,eff

(
ρ∞

ρjet

)1/2

(4.6)

The jet entrainment coefficient Cent can be obtained according to Lawn
[77]:

Cent =
2 · αc

βc
(4.7)

The axial scalar decay αc and the radial scalar spread βc are empiri-
cal constants determined in the literature from measurement results. In
the review of Lawn [77], the values of various authors are presented
as αc = 8.9 − 10.1 and βc = 56 − 67. While the entrainment coeffi-
cient Eq. 4.7 applies strictly only to the jet’s similarity region, it also
allows approximation of the entrainment in the core region. The flame
length LF can be estimated from the primary hot gas mass flow rate
ṁpr = ṁf + ṁair,pz, the secondary air mass flow rate ṁair,sz, and the mo-
mentum flux ratio J, resulting in:

LF =
djet,eff

Cent

(
ρ∞

ρjet

)−1/2 lmin,pṁpr

ṁair,sz

=
djet,eff

Cent

(
ρ∞

ρjet

)−1/2 lminṁf − ṁair,pz

ṁair,sz
(4.8)

In the core region of the jet, the transport velocity ucon can be estimated
from the stoichiometric mass fraction fpr,st. For the considered inverse
diffusion flame, the equivalent jet mass fraction fjet,st = 1 − fpr,st is in-
troduced to linearly interpolate between the core velocity ujet =

ṁair,sz
ρjet Ajet

and the part of crossflow velocity parallel to the jet. As the primary zone
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crossflow u∞ and ujet are at 90◦ this velocity is neglected:

ucon ≈ fjet,st · ujet (4.9)

In a turbulent jet’s fully developed shear layers, scalar spreading is sig-
nificantly faster than the distribution of specific momentum. This is con-
sidered by the turbulent Schmidt number Sct. Moving into the shear
layer for more significant entrainment for the weighting of ujet with fjet,st,
a correction factor should be applied to ensure accuracy. For JIC with
momentum flux ratio J = 8 − 72, He et al. [79] found Schmidt numbers
of Sct = 0.2− 0.5 to fit well with experimental data. For simplicity in this
work, an exponential function of fjet,st is used to determine the Schmidt
number for each OP:

Sct = max
[
Cu fjet,st exp(−aSc fjet,st), 0.728

]
(4.10)

Here Cu = 1.3 and aSc = 1.15 were derived from measurements at each
operating point, to arrive at Schmidt numbers of Sct = 0.136− 0.402. For
the convective velocity, it follows:

ucon =
fjet,st

Sct
· ujet (4.11)

With the flame length LF from Eq. 4.8 and the convective velocity ucon

from Eq. 4.11, the time delay τ is calculated using Eq. 4.2. Table 4.1
summarizes the resulting parameters for the operating range, which is
discussed in Chapter 6.
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Model of Convective Time Delay

Table 4.1: Time delay model parameters for the different mixing air jet
configurations and operating points.

OP
LF ucon τ

[m] [m/s] [ms]

OP1 0.0327 8.28 3.953

OP2 0.0249 6.69 3.728

OP3 0.0178 5.05 3.540

OP4 0.0114 3.37 3.387

OP5 0.0328 8.83 3.719

OP6 0.0179 4.75 3.768

OP7 0.0111 3.00 3.708

OP8 0.0278 5.46 5.094

OP9 0.0250 6.69 3.744

OP10 0.0145 19.33 0.750
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5 RQL Combustor Facility

The experiments were performed on the RQL test rig depicted in Fig.
5.1. The test rig operates at atmospheric pressure in a thermal power
range of 45 − 80kW and offers full optical access and application of

preheated
secondary
air

preheated
primary
air

excitation 
mixing section

rich 
primary 
zone

excitation
upstream

fuel/kerosene
lean
secondary
zone

mixing air
section preheated

secondary
air

excitation
downstream

rectangular
end duct

transistion
duct

side ducts

photomultiplier

pressure 
tansducers

Tcold,
Thot

sz
Tpre

BSM,BFSMTu

pz

x
y

Tpre

Figure 5.1: Atmospheric RQL test rig; top view of the setup for the in-
vestigation of the secondary zone.

47



intrusive measurement methods to the combustion zones. The design of
the test rig is modular, which permits the investigation of the test stand
acoustics using various setups. The topology of the test rig is explained
in detail in the following paragraphs, with specific focus on key compo-
nents and parts of the design strategy, such as the acoustic and thermal
design of the central ducts, the mixing air section’s variability, the jet
nozzle parameters, and ensuring ignition in the lean secondary zone.

The primary and secondary air mass flows are separately measured and
controlled. In order to approximate the conditions encountered in full-
scale engines, it is possible to employ two electric preheaters to elevate
the air temperature at the burner inlet in the primary zone and at the
inlet of the mixing air segment. These preheaters can deliver operating
air temperatures of 423 − 523 K and are fitted with thermocouples to
ensure temperatures do not exceed safe limits. The primary air flow
enters the test rig on the left with a constant inlet temperature of Tpz

pre,
measured with a Type-K thermocouple as indicated in Fig. 5.1. The
primary combustion chamber has a 90x90 mm2 square cross-section and
a total length of lcc = 0.28 m. It is equipped with a generic fuel injector
and can operate using both kerosene or gaseous fuel. The upstream
excitation element with two loudspeakers (Type: Eminence Kappa 12in)
follows the primary combustion chamber. The transition duct with a
length of ltd = 0.96 m and a diameter dtd = 0.117 m is used to reconstruct
the 1D acoustic field and connects the excitation element to the lean sec-
ondary combustion chamber. Three dynamic pressure transducers are
mounted at a non-equidistant spacing to ensure high-quality wavefield
reconstruction with the MMM in the transition duct [50, 51, 80, 81].

The lean secondary combustion chamber has a geometry similar to the
primary zone with 90x90 mm2, lcc = 0.28 m and is optically accessible.
The preheated secondary air Tsz

pre is measured with a Type-K thermo-
couple and enters the test rig through the two side ducts mounted
to the secondary zone. The side ducts with a length of lside = 0.85 m
and a diameter of dside = 0.112 m are used for the MMM technique
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and are connected to the lean combustion chamber via the mixing air
section shown in Fig. 5.2. The jet geometry, the number of rows, and
the pattern within the mixing air section can be varied using inserts.
Compared to the investigated low-frequency range wavelength, the
inserts are expected to be compact. Acoustic excitation of the mixing jets
and application of the MMM is possible on both sides of the chamber
with loudspeakers at the end of the side ducts. The secondary zone is
followed by a rectangular end duct with the same side length as the
combustion chamber and a total length of led = 0.92 m. Non-equidistant
spaced pressure transducers are mounted, and a downstream excitation
element is used to perform acoustic forcing.

The test rig outlet can be equipped with various end terminations,
such as perforated plates with orifices that reduce the reflection of
low-frequency acoustic waves [82]. The reflection coefficient of an open
end can be significantly reduced by installing an orifice or perforated
plate whose area contraction ratio is equal to the Mach number of the
flow in the orifice or plate. The acoustic energy is converted into vortices
shedding from the edges of the orifice [82].

z
y

x crossflow

preheated 
secondary air

mixing inserts e.g.:
1st row open
2nd row closed

Figure 5.2: Mixing air section setup and view of variable mixing inserts.
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5.1 Mixing Air Section and Jet Geometries

5.1 Mixing Air Section and Jet Geometries

The mixing air sections, which house the mixing inserts, are located
on the left and right-hand sides of the secondary combustion chamber.
The mounting and positioning of the mixing sections and inserts are
illustrated in Fig. 5.2 and Fig. 5.3, respectively. Each section can hold up
to five mixing inserts, with a maximum diameter of djet,max = 27 mm.
Various arrangements can be achieved with these inserts, such as
opposing single row (first or second row only) or opposing two rows
staggered. Figure 5.2 shows a one-row setup with six inserts. Unused
ports can be closed with plugs. Orifice plates can also be used to
control the acoustic boundary conditions before the mixing inserts,
as shown in Fig. 5.2. The plates hold the inserts in place and prevent
them from vibrating. The inserts are assumed to be compact, with a
length of linsert = 0.077 m, compared to the investigated frequency range.

Four configurations have been designed to test different jet nozzle diam-
eters and patterns. Table 5.1 lists the investigated configurations.

mixing inserts

reference plane us, side xref

variable configurations
one row, two rows, ...y

x

Figure 5.3: Detailed view of mixing air section and position of reference
planes xu and xs.
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Table 5.1: Characteristic parameters of the designed mixing air configu-
rations.

Jet
Unit

Config. A⃝ Config. B⃝ Config. C⃝ Config. D⃝

Parameter 1 row 1 row 2 rows 1row

djet,eff,I mm 14.89 16.64 12.45 8.74

djet,eff,I mm − 10.00 −
njet,I − 6 4

njet,II − − 4 −
JI − 23.97 17.94 26.46 194.94

JII − − 10.89 −
sx mm − 30 −

5.2 Acoustic and Thermal Design

The experimental setup comprises a series of ducts with varying in-
ner diameters. In order to obtain a one-dimensional acoustic field along
the axis of the ducts, it is necessary to suppress transverse modes. To
achieve this, the diameter of the ducts must be smaller than the inves-
tigated wavelength. Higher order modes occur beyond specific cut-off
frequencies fcut, which depend on the acoustic mode and the duct ge-
ometry [83]. For cylindrical ducts, modes that are not entirely axial start
propagating at frequencies above

fcut,cyl,(1,0) =
1.84
πd

c (5.1)

as a function of the duct diameter d and the speed of sound c. For rect-
angular ducts, fcut is expressed as

fcut,rec,(1,0) =
c
2

√(m
b

)2
+
(n

h

)2
, (5.2)
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5.2 Acoustic and Thermal Design

Table 5.2: Cut-off frequencies for main ducts in RQL test rig.

Transition duct (cyl) Side duct (cyl) End duct (rec)

fcut,(1,0) 3347 Hz 2156 Hz 3716 Hz

where m = 1, n = 0, b = h = 0.09 m represent the inner dimensions
of the rectangular duct [49]. The critical cut-off frequencies for the
various duct geometries of the test rig are summarized in Table 5.2,
which were obtained at different temperatures in the corresponding
duct. All frequencies exceed the operating range of excitation by a
factor greater than 5. Therefore, radial and circumferential modes can
be considered negligible, which is essential for interpreting the acous-
tic measurements and applying the multi-microphone method (MMM).

The length of the ducts used for wavefield reconstruction in the test
rig is determined by the lowest frequency of the acoustic field. Based
on previous experimental studies [54, 71, 83], assuming a similar speed
of sound and scaling with the Helmholtz-number for the frequency
range starting at f = 60 Hz, the optimal duct length for high-quality
reconstruction is approximate lduct ≈ 1.07 m. All major ducts in the RQL
facility comply with this criterion.

The thermal design of the test rig played a crucial role in ensuring the
re-ignition of the reactive hot gas in the secondary zone. The secondary
zone inlet temperature of the reactive flow were determined based on
a one-dimensional enthalpy balance for the primary zone and the tran-
sition duct. Impingement cooling was employed for the primary zone
in the experimental setup to prevent overheating of the steel and quartz
glass windows. In contrast, the transition duct utilized natural convec-
tion and radiation for cooling. In order to guarantee re-ignition in the
secondary zone, the effects of chemical kinetics needed to be consid-
ered. A homogeneous constant pressure reactor (CPR) was integrated
into the CANTERA software platform to calculate the re-ignition time
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Figure 5.4: Image of the inverse diffusion flame in the lean secondary
zone; dashed lines represent the calculated trajectories for
rows one and two.

delay. This involved combining the exhaust gas constituents of the rich
primary zone, at the transition duct’s exit temperature, with the pre-
heated air of the lean secondary zone. The reactor was propagated in
time until a temperature rise to 50% of the maximum temperature in
the secondary combustor was reached, leading to an ignition time delay
of tign ≈ 0.145 ms. Ignition in the experiment takes place in the mixing
jet shear layer close to the stoichiometric mixture fraction. However, for
the CPR approach, ignition is observed at leaner and colder mixtures
as for the experiments. Thus, the CPR gives a more conservative result.
This seemed to justify the assumption of immediate re-ignition in the
lean burn-out zone despite the considerable heat loss upstream. Figure
5.4 shows an image of the secondary zone flame structure. In side view,
the chemiluminescence of the first-row flames partly hides the second-
row jets. The flames anchor immediately at the mixing jet nozzle, and
combustion mainly occurs in the shear layers following the jet trajectory,
resulting in overall lean inverse diffusion flames in the secondary zone.

53





6 Measurement Techniques and Data
Processing

This chapter describes measurement techniques and methodologies
used to investigate the lean secondary zone thermoacoustics in detail.
A comprehensive investigation of the thermoacoustic cycle necessitates
high spatio-temporal resolution of the acoustic quantities and the heat
release. The acoustic pressure oscillations and the flame chemilumines-
cence, a measure of the flame heat release, are synchronously sampled.
The main diagnostic equipment employed in this study includes dy-
namic pressure transducers, a photomultiplier tube (PMT), and an inten-
sified high-speed CMOS camera. The plane wave decomposition tech-
nique is utilized to analyze the dynamic pressure and provides a basis
for the multi-microphone method (MMM), which is used to determine
acoustic scattering matrices (SM) and flame transfer functions (FTF) in
the low-frequency domain. Optical measurement techniques are also in-
troduced to capture the heat release distribution of the flame using time-
resolved OH⋆-chemiluminescence (CL) with the PMT. In addition, an
intensified high-speed CMOS camera is employed to acquire the flame
shape, position, and intensity distribution based on OH⋆-CL images.

6.1 Pressure Transducers

Multiple piezoelectric pressure transducers (Type: PCB 106B) are used
in the test rig transition and end duct, up and downstream of the
secondary zone, and in the side ducts to fully identify the plane wave
acoustic pressure field. Each duct has three piezoelectric pressure trans-
ducers, which are mounted in a water-cooled holder (Type: PCB 064B06)
with a cavity working as a heat shield; both are shown on the right
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6.2 Plane Wave Decomposition
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Figure 6.1: Left: Illustration of the plane wave decomposition; right:
Sketch of the pressure transducer with water-cooled holder
and the purging adapter made of brass.

in Fig. 6.1. The electronics integrated in the piezoelectric transducers
has a great advantage over other standard systems. Signal strength
is converted within the sensor housing, making further amplification
units needless and improving signal robustness. Each water-cooled
adapter is purged with nitrogen to prevent condensation on the sensor
membrane. A total nitrogen mass flow of ṁN2 = 0.2 g/s is used for all
pressure transducers. Sensor sensitivity ranges from 35 − 45 mV/kPa.
All dynamics pressure transducers are sampled synchronously with
two National Instruments PCIe-4472 cards.

6.2 Plane Wave Decomposition

The spectral analysis returns a complex pressure amplitude for each
frequency and dynamic pressure transducer. Assuming plane waves, the
sound pressure measured by a pressure transducer is a superposition
of two waves traveling in opposite directions with a certain frequency
fn = ωn/2π. This is expressed by Eq. 6.1 in terms of complex amplitudes
of the Riemann invariants f̂ and ĝ represent the waves flowing in co-flow
and counter-flow direction:

p̂(x, ω) = f̂ (ω)e−ik+x + ĝ(ω)eik−x (6.1)
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The acoustic pressure has been scaled by the characteristic impedance,
ρ̄c̄ for ease of notation. The plane wave decomposition determines the
complex amplitudes f̂ and ĝ from the knowledge of p̂(x) at multiple ax-
ial positions, as illustrated on the left in Fig. 6.1. This yields the following
linear system of equations:

p̂(x1, ω) = f̂ (ω)e−ik+x1 + ĝ(ω)eik−x1

p̂(x2, ω) = f̂ (ω)e−ik+x2 + ĝ(ω)eik−x2 (6.2)
...

p̂(xm, ω) = f̂ (ω)e−ik+xm + ĝ(ω)eik−xm

Equation system 6.3 can be written in matrix form:
e−ik+x1 eik−x1

e−ik+x2 eik−x2

... ...

e−ik+xm eik−xm


︸ ︷︷ ︸

H

×

 f̂ (ω)

ĝ(ω)


︸ ︷︷ ︸

x

=


p̂ (x1, ω)

p̂ (x2, ω)
...

p̂ (xm, ω)


︸ ︷︷ ︸

b

(6.3)

Here b is represented by the Fourier transform p̂(x, ω) of the acoustic
pressure signal p′

(x, t) acquired at a specific location xm and evaluated
at the discrete forcing frequency fn = ωn/2π. The size of the system
matrices is given by the number of unknowns in vector x and the
number of available observation data ’m’. The two (n = 2) unknowns
are f̂ and ĝ, and ’m’ represents the number of pressure transducers in
each duct at distinct axial positions.

With at least two linearly independent equations, Eq. 6.3 can be solved.
If the number of equations and unknowns are equal, then the method
is commonly referred to as the two-microphone method [84, 85]. With
the number of equations greater than unknowns, the method is com-
monly referred to as the multi-microphone method (MMM) [51, 62, 80].
Using more than the desired minimum of two equations yields an over-
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6.2 Plane Wave Decomposition

determined system of equations and results in an optimization problem.
Equation 6.3 is reformulated in a least-square sense, giving the best fit
to the solution [86, 87]:

x = H†b (6.4)

The matrix H† is the Moore-Penrose pseudoinverse of matrix H which
is defined by

H† = (H⊤H)−1H⊤ . (6.5)

The superscripts ’-1’ and ’T’ denote the inverse and the conjugate trans-
pose of matrix H, respectively. An estimated error of the fitted solution
values of the Riemann invariants in matrix x can be calculated from

δ =

∥∥(In − HH†
)

b
∥∥

2

∥b∥2
, (6.6)

where In denotes the identity matrix of size n × n with n as the number
of pressure transducers, the vector b contains the complex amplitudes
and || . . . ||2 is the l2-norm. The smaller the calculated error δ, the better
the agreement between the measured pressures and the calculated
Riemann invariants. Values around 1% to 4% are typical for a good
measurement.

Prior to conducting experiments, microphones are calibrated using a
reference pressure transducer sensor to reduce measurement errors.
This approach minimizes the relative amplitude and phase discrepan-
cies among the pressure transducers. Further information regarding the
calibration procedure can be found in [52] and [88].

Besides noise contributions, another possible source of error could be
the speed of sound c =

√
γRT, e.g., the temperature T, which is taken

to calculate the wave number k. Errors might be introduced here if
the constant axial temperature profile assumption is invalid. For those
cases, solutions for linear, exponential, or polynomial mean temperature
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profiles could be applied [89–91]. No further correction was made in
this thesis, and a constant profile was assumed.

6.3 Determination of the Scattering Matrices

Acoustical characterization of a burner, duct, or junction requires
knowledge of the outgoing response to given ingoing acoustic per-
turbations and vice versa. These elements can be considered as linear
time-invariant multi- or N-port elements, where N denotes the total
number of ports of the element [67, 92]. In linear acoustics, transmission
and reflection of plane harmonic waves in such N-port elements at
frequencies below the first cut-off frequency are described by a matrix.
The properties of the N-port are independent of the rest of the system
elements, and networks of multiple N-port elements can be set up for
robust calculations [93].

A model for N-port elements without sources can be expressed as
y = Ax, where y (N × 1) is the output state vector, x (N × 1) is the input
state vector, and A (N × N) is the matrix containing the element proper-
ties. The multi-port can be modified to include source terms by adding
a source vector ys, representing active parts of the multi-port [94]. This
approach is often used in aero-acoustics, where amplification and atten-
uation between the acoustics and the hydrodynamic field are considered.

Experimental determination of multi-ports can be based on two meth-
ods, the N-load method and the N-source method. The N-load method
is only applicable when an acoustic source exists and the generated pres-
sure amplitudes are very high (> 130 dB in air) [94]. The latter, the N-
source method, is applied in this work and has been used extensively
in thermoacoustic research. The determination of scattering matrices is
based, like the MMM, on wave field decomposition.
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Figure 6.2: Schematic of the 2-port setup to determine scattering matri-
ces based on the MMM and wave decomposition.

6.3.1 Scattering Matrices of 2-port Elements

Acoustically coupled elements with one input and output can be best
described using a 2-port model, where N = 2. Various formulations of
the 2-port model exist, and each can be derived from a linear combina-
tion. In thermoacoustics, it is convenient to choose the Riemann invari-
ant variables f̂ and ĝ as state variables, where the matrix A is referred
to as the scattering matrix SM. A schematic of a generic setup to deter-
mine acoustic scattering matrices is presented in Fig. 6.2. The frequency
domain formulation of the 2-port model can be expressed as follows: ĝ1(ω)

f̂2(ω)


︸ ︷︷ ︸

y

=

 R1 T21

T12 R2


︸ ︷︷ ︸

SMfg
2x2

 f̂1(ω)

ĝ2(ω)


︸ ︷︷ ︸

x

(6.7)

The matrix connects the Riemann invariants at the two sides of the 2-
port denoted by 1⃝ and 2⃝, respectively. The unknown reflection R and
transmission T coefficients of the incoming waves can be determined us-
ing four equations, provided that the vectors y and x are known. Two
of these equations can be obtained from an acoustic field measurement
on either side of the 2-port using the wave-decomposition method dis-
cussed earlier. The other two equations can be obtained by modifying
the acoustic field and performing a second measurement, which can be
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achieved by altering the system’s acoustic load or by changing the exci-
tation location [50]. In this study, the latter approach is used, as shown in
Fig. 6.2 with the two loudspeakers A⃝ and B⃝, creating independent load
cases for the 2-port. The solution is obtained by solving the following
linear equation system: R1 T21

T12 R2


︸ ︷︷ ︸

SMfg
2x2

=

 ĝA
1 (ω) ĝB

1 (ω)

f̂ A
2 (ω) f̂ B

2 (ω)


︸ ︷︷ ︸

y

 f̂ A
1 (ω) f̂ B

1 (ω)

ĝA
2 (ω) ĝB

2 (ω)

−1

︸ ︷︷ ︸
x−1

(6.8)

The subscripts for the Riemann invariants ( )1,2 refer to the axial refer-
ence plane of the corresponding states 1⃝ and 2⃝ and were determined
using the pressure transducers upstream and downstream of the refer-
ence planes. The superscripts ( )A,B represent the two excitation positions
for the two-source method. The presented 2-port technique is applied to
determine the lean secondary zone characteristics in the stiff mixing air
jets configuration, which is presented in Chapter 7.

6.3.2 Scattering Matrices of 3-port Elements

This section discusses the determination of scattering matrices for ele-
ments with N = 3 ports, as presented by Karlsson and Åbom [68] and
Holmberg et al. [69]. A 3 × 3 scattering matrix (SM) is used to represent
the reflection and transmission coefficients R and T of the system for the
selected state variables. Figure 6.3 shows a schematic of a generic setup
to determine the scattering matrix for a 3-port system by adding a third
branch 3⃝. Similar to the 2-port element, the 3-port can be written in the
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frequency domain as:
ĝ1(ω)

ĝ2(ω)

f̂3(ω)

 =


R1 T21 T31

T12 R2 T32

T13 T23 R3


︸ ︷︷ ︸

SMfg
3x3


f̂1(ω)

f̂2(ω)

ĝ3(ω)

 (6.9)

With the addition of one port, the matrix now contains nine unknown
reflection and transmission coefficients, which describe the system be-
havior. To solve for these coefficients, three excitation cases can be real-
ized by adding a third loudspeaker C. This results in a system of nine
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Figure 6.3: Schematic of the 3-port setup to determine scattering matri-
ces based on the MMM and wave decomposition.
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linear independent equations. The solution is given by the same matrix
multiplication as in Eq. 6.8:

R1 T21 T31

T12 R2 T32

T13 T23 R3

 =


ĝA

1 (ω) ĝB
1 (ω)

ĝA
2 (ω) ĝB

2 (ω)

f̂ A
3 (ω) f̂ B

3 (ω)

ĝC
1 (ω)

ĝC
2 (ω)

f̂ C
3 (ω)




f̂ A
1 (ω) f̂ B

1 (ω) f̂ C
1 (ω)

f̂ A
2 (ω) f̂ B

2 (ω) f̂ C
2 (ω)

ĝA
3 (ω) ĝB

3 (ω) ĝC
3 (ω)


−1 (6.10)

The presented states 1⃝, 2⃝ and 3⃝ in Fig. 6.3 represent the states up-
stream coming from the primary zone, the side mixing air jets and the
downstream state, denoted by the subscripts ( )u,s,d.

6.4 Measurement of 2-port Flame Transfer Functions
Based on the Rankine-Hugoniot Relations

Utilizing the relationship between flame transfer matrix (FTM) and
flame transfer function FTF given by Eq. 2.73, it is possible to obtain the
FTF from pure acoustic measurements based on the MMM. It is exper-
imentally impossible to determine the flame transfer matrix separately
from the burner transfer matrix since measurements involving flames
always include the burner transfer matrix. However, this contribution
can be eliminated in the evaluation process. The measurement pro-
cedure involves acquiring two transfer matrices for burners with and
without flames, with the procedure presented in Section 6.3.

The scattering matrices in f g-notation are converted to transfer matri-
ces in pu-notation using Eqs. 2.38 and 2.38. Despite the presence of the
flame, the burner transfer matrix is assumed to remain unchanged in
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the reacting case with flame downstream of the burner. The FTM can be
determined using the matrix operation

FTM = BFTM · BTM−1 , (6.11)

where BFTM and BTM represent the matrices from measurements with
combustion (burner+flame) and without combustion (burner only).
Several previous works have utilized and justified this assumption
[52, 54, 66, 95]. With the following relationship the FTF is determined:

FTF(ω) =
FTM22(ω)− 1

Thot
Tcold

− 1
(6.12)

Here, FTM22 represents the lower right 22-Element of the flame trans-
fer matrix, Thot is the flame temperature and Tcold is the reactant and
starting temperature of combustion. The temperature description and
the measurement locations are presented in Section 6.6.

6.5 Measurement of Flame Transfer Functions Based on
OH⋆ Chemiluminescence

The measurement of spontaneous emission of electromagnetic radiation
from excited species generated during chemical reactions - so-called
chemiluminescence (CL) - is a common measurement technique widely
used to evaluate flame properties. The main light emitters in hydro-
carbon flames suitable for monitoring the flame are OH⋆, CH⋆, C⋆

2 and
CO⋆

2 (( )⋆ denoting the excited state) with peaks at 309, 431, 516 and
300-600 nm, respectively. The relationship between light emission and
flame properties has been studied multiple times [96–100]. OH⋆ CL
has become widely used for heat release in premixed flames and has
been extended to non-premixed combustors by Morrell et al. [101].
Most approaches relying on CL are prone to regions of high strain and
strong equivalence ratio fluctuations. The latter provides an additional
influence to the heat release, and thus the FTF often cannot be calcu-
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lated correctly from the OH⋆-radical CL [102]. On the other hand, Lauer
and Sattelmayer [96] proved that CL can capture the heat release of
turbulent flames with a classic burner−flame setup. Considering the
highly reactive nature of the hot gases from the primary zone, it can be
expected that the secondary flame will react in the flamelet regime with
a narrow stoichiometry band around the most reactive mixture fraction.
Thus, the CL of the flame would, similar to premixed combustion, be
a function of the flamelet density and could serve as a measure of the
heat release.

The OH⋆ CL is monitored with a photomultiplier tube (PMT). As
described in the experimental setup in Chapter 5, the OH⋆ CL PMT
is mounted above the test rig. It simultaneously captures the flame
CL during the forcing cycle with the pressure transducers. A narrow
bandpass filter with a wavelength of 308nm full width at half maximum
of 10nm is used to detect emissions in the OH⋆ band.

Flame transfer functions are a common way to describe the dynamic
response of the flame to acoustic perturbations. FTFs are determined
experimentally using OH⋆-CL and the PMT to represent the flame dy-
namics in the lean secondary zone. The signal from the PMT I(t) can be
related to the heat release Q̇ as I ∝ Q̇. For well-known 2-port setups the
FTF is often referred to only one reference velocity fluctuation leading
to the following representation of the FTF:

Q̇′(ω)
¯̇Q(ω)

=
I ′OH⋆(ω)

ĪOH⋆(ω)
= FTFu,PMT(ω)

u′
u(ω)

ūu
(6.13)

This formulation has widely been used in experimental investigations,
and the gained OH⋆ CL FTF is often compared to the pure acoustic
Rankine-Hugoniot FTF as derived in the previous Section 6.4 [54, 66].

This approach is now applied to the lean secondary zone with two ve-
locity fluctuations. As for the pure acoustic approach (see Chapter 3),
it is assumed that the total intensity fluctuation recorded with the PMT
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is a superposition of two independent contributions. Each of them is a
function of the corresponding velocity fluctuations upstream and in the
mixing ports and can be evaluated as follows:

Q̇′(ω)
¯̇Q(ω)

=
I ′OH⋆(ω)

ĪOH⋆(ω)
= FTFu,PMT(ω)

u′
u(ω)

ūu
+ FTFs,PMT(ω)

u′
s(ω)

ūs
(6.14)

Here I′OH⋆/ĪOH⋆ represents the ratio between the measured fluctuations
of the OH⋆ CL intensity, normalized by the mean value. The desired
velocity fluctuations at the reference position upstream u′

u and in the
mixing air jets u′

s can be obtained from dynamic pressure measurements
applying the MMM. The mean value of the velocities ūu and ūs are
calculated from the mass flow through the combustor area and the
mixing air jets.

Both FTFs found with the OH⋆ CL method are compared with the ones
measured with the pure acoustic MISO approach (subscript ( )...,M) in
the results chapter.

6.6 Operating Modes and Flame Temperatures

Determination of the flame dynamics with the MISO approach and the
classical 2-port MMM technique requires first characterizing the ’cold’
non-reacting flow and then the ’hot’ reacting flow case.

Typically, ’cold’ measurements (BTM / BSM) are performed with
preheated air flowing through the burner. In the presented case, the
inlet temperatures at the secondary zone from upstream are too high for
using an air preheater. As a result, the ’cold’ case is measured with the
same secondary air settings as the ’hot’ case but with the primary zone
operating at lean conditions (ϕpz < 1) and the same hot gas temperature
TBSM

u as the reacting case. The air mass flow rates are kept the same so
that only pure mixing occurs in the lean secondary zone.
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For the ’hot’ case (BFSM / BFTM), with flame in the secondary zone,
the rich mixture (ϕpz > 1) from the primary zone forms an inverse
diffusion flame in the shear layers of the secondary jets. Matching inlet
conditions for both measurements are ensured by adjusting the fuel
mass flow rate in the ’cold’ case so that TBSM

u = TBFSM
u (measured at the

inlet of the secondary zone).

For the determination of the BSM’s nine matrix coefficients (Rn, Tnm) the
N-source technique is employed, which involves forcing from upstream,
side and downstream direction. The BSM is illustrated by the left
acoustic 3-port element in the lower part of Fig. 3.1 (dashed blue line).
The same technique is applied to determine the ’hot’ BFSM. The BFSM
includes the flame behavior and represents the total MISO network
system, and is also illustrated in the lower part of Fig. 3.1 (dashed red
line).

The flame is considered acoustically compact such that the Rankine-
Hugoniot (RH) relations between the two temperatures Tcold and Thot

can be invoked [95]. Both temperatures are measured using Type-N
thermocouples downstream of the secondary zone and the measure-
ment position is depicted in Fig. 5.1. The fuel and oxidizer enter the
secondary zone separately. Mixing then takes place by convection and
diffusion. Combustion occurs in a thin layer in the vicinity of the
mixture surface. Here, the local mixture fraction gradient is sufficiently
high; thus, this surface is defined by a most reactive mixture fraction
Zmr and a corresponding mixture temperature Tmr,mix. Measured in the
’cold’ (BSM) case, Tcold represents the virtual mixture temperature of
the primary and secondary flows before the heat addition from the
inverse diffusion flame. Thot is measured in the BFSM case with flame
and is the flame temperature. Both temperatures Tcold, Thot are used for
the classical 2-port RH approach. With the additional predetermined
’cold’ matrix coefficients and the second ’hot’ measurement the MISO
network system can be solved for the two FTFs.
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Table 6.1: Operating range for the lean secondary zone; OP2⋆ is consid-
ered as baseline operating point; the configuration parameters
are listed in Table 5.1.

Flow
Unit

Operating Point (OP)

Para. 1 2⋆ 3 4 5 2⋆ 6 7 2⋆ 8 9 10

Tpre K 473

ṁfuel g/s 1.07 1.14 1.07 1.01 0.95 1.07

ṁair,pz g/s 13.45 14.35 15.25 16.15 14.35

ṁair,sz g/s 15.18 16.19 17.20 18.22 16.19

ṁair,tot g/s 28.63 30.54 32.45 34.37 30.54

ϕpz − 1.33 1.25 1.18 1.11 1.33 1.25 1.18 1.11 1.25

ϕtot − 0.63 0.59 0.55 0.52 0.63 0.59 0.55 0.52 0.59

Configuration A⃝ A⃝ A⃝ B⃝ C⃝ D⃝

In the experimental investigation of the combustion process, several
operating points (OPs) were considered, summarized in Table 6.1. OP2⋆

is considered the baseline design operating point and is part of all three
major operating ranges.

The fuel flow rate was fixed for operating points OP1 to OP4, ensuring
constant thermal power in the first stage. The primary and secondary
air flow rates are increased to reduce the primary zone ϕpz and total
equivalence ratio ϕtot. This leads to a change in momentum flux ratio
J among these four OPs. Concerning the heat release in the secondary
zone, OP1 is the most and OP4 the least reactive OP.

For OP5 to OP7, both air mass flow rates were fixed at the values of
OP2⋆, while the fuel mass flow rate was varied to create an operating
range with constant exit velocities in the burner and the secondary
mixing air jets. This ensured a constant momentum flux ratio J and
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velocity ratio R in the secondary zone and preserved the JIC mixing
field characteristics, with OP5 being the most and OP7 the least reactive
OP in this group.

Finally, OP8 to OP10 involved changes in the mixing air jet configu-
ration to investigate different total cross-sectional areas and patterns of
the mixing air jets. This permitted a more detailed analysis of the mixing
and coupling processes in the secondary zone.
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7 Flame Response to Primary Zone
Velocity Fluctuations

In Chapter 3, the MISO approach was introduced to describe the dy-
namic behavior of the lean secondary zone treated as a 3-port network
system. At this point, asymptotic cases can be identified in which the
3-port system degenerates into a 2-port system and can readily be
analyzed using the established MMM 2-port technique presented in
Section 6.4. One of these asymptotic cases is generated by acoustically
stiff secondary mixing air jets. The large distance between both com-
bustion zones ensures a homogeneous temperature and velocity profile
at the entrance of the secondary zone. Thereby, no other than velocity
fluctuations are taken into account in describing the flame dynamic
heat release. The flame in the lean secondary zone is expected only to
react to the velocity fluctuations coming from the end of the primary
zone. The established technique will also verify the generalized acoustic
3-port MISO approach, and the procedure is applied in Chapter 8 for
multiple operating points. Operating points OP1 - 4 were evaluated
to verify the asymptotic case findings. The setup and the procedure is
explained in the following, and the resulting FTFs are discussed.

7.1 Acoustically Stiff Mixing Air Jets

In order to reduce the acoustic 3-port system to an acoustic 2-port
system, the acoustic fluctuations of the mixing air jets must be sup-
pressed. This was achieved using choked orifices in place of open
insert holders at the entrance of the inserts as illustrated in Fig. 7.1 and
tested in the simplified setup shown in Fig. 7.2. Figure 7.3 shows the
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Figure 7.1: Mixing air section setup with view of mixing inserts and vari-
able boundary - open and orifice.
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Figure 7.2: Simplified test section for characterization of mixing air sec-
tion with different boundaries.

reflection coefficient of the downstream side of the inserts measured
for the open and choked orifice configurations. It should be noted that
no notable flame surface modification occurred despite changing the
acoustic boundary condition. The open insert configuration, marked
with circle symbols, results in the reflection coefficient R with a local
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Figure 7.3: Reflection coefficient for different boundary conditions deter-
mined at the simplified test section; reference position inside
the mixing jet nozzles.

minimum at f = 120 Hz with |R| = 0.34. Subsequently, the reflection
coefficient increases towards higher frequencies and approaches one. In
contrast, using choked orifices as the boundary results in a reflection
coefficient of approximately one for the entire frequency range, which
is indicated by square symbols. Based on these findings, the velocity
fluctuations in the mixing air jets of the test rig can be assumed to be
nearly zero u′

s = 0. Consequently, the acoustic topology of the test rig
can be simplified from a 3-port to a 2-port system.

7.2 Transfer Behavior with Stiff Mixing Air Jets

In the following, the location of the two ports of the transfer matrices
also referred to as reference planes, are defined at the same position
xu = xd. The reference plane is the axial location of the cross-section
through the secondary air jets and is marked in Fig. 5.3. Based on the
operating point OP2⋆ the transfer behavior will be evaluated. An illus-
trative example of a measured BTM is shown in Fig. 7.4 on the left.
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Figure 7.4: Left: burner transfer matrix of OP2⋆; right: flame transfer ma-
trix of OP2⋆, calculated from BTM and BFTM measurements
with normalized pressure p′/ρc and velocity u′.

The secondary zone is approximated by a straight duct with a small
infinitesimal length, implying that an analytical transfer matrix in the
form of Eq. 7.1 is expected:

BTM = lim
L→0

1
2

e−ik+L + e−ik−L e−ik+L − e−ik−L

e−ik+L − e−ik−L e−ik+L + e−ik−L

 =

1 0

0 1

 (7.1)

The element T11 relates the pressure upstream and downstream of the
reference position, and its absolute value is close to unity. The phase
matches the expected value of zero. The element T12 represents the in-
fluence of the upstream velocity on the downstream pressure and can
be interpreted as a pressure loss term. The element T21 relates the up-
stream pressure to the downstream velocity and is expected to be small.
The phase deviations have a negligible impact on the response, given the
small magnitude of the transfer coefficient. The element T22 connects the
acoustic velocity upstream and downstream and has a value of approx-
imately one due to the continuity equation for compact elements. The
BTM results agree well with the analytical model, and changes in oper-
ating conditions do not affect any elements, resulting in similar BTMs.
The burner-flame transfer matrix is measured subsequently, and the
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flame transfer matrix (FTM) is calculated using Eq. 6.11. The resulting
FTM is shown on the right in Fig. 7.4. The element T11 has an almost
constant absolute value close to the ratio of the characteristic impedance
upstream (ρ̄c)u and downstream (ρ̄c)d of the flame, with a zero phase
lag. The elements T12 and T21 have small amplitudes compared to the
other elements, making their phases unimportant. The element T22 cor-
relates with the fluid expansion due to the unsteady heat release rate
and is highly dependent on the flame. Similar FTM results are obtained
for all other operating conditions.

7.3 Flame Response with Varying Momentum Flux Ratio
and Stiff Mixing Air Jets

With the application of the Rankine-Hugoniot relations from Eq. 6.12,
the FTFRH were calculated from the pure acoustic measurements. The
hybrid FTFPMT gained from optical OH⋆ PMT measurements will be
compared with the FTFRH. For the hybrid FTFPMT, the flame was acous-
tically excited from upstream. The velocity fluctuations u′

u were calcu-
lated using the MMM in the transition duct. To ensure that the flame
response is in the linear regime, the forcing amplitude for all measure-
ments was set to a maximum of 10 − 15% in terms of the normalized
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Figure 7.5: Velocity fluctuations in red markers at the reference position
upstream with the standard deviation as shaded light red
surface for the operating range OP1 - 4.
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FTFu,RH,2p FTFu,PMT,2pOP2*:

Figure 7.6: Flame transfer function of OP2⋆, pure acoustic FTFRH in dark
gray dots, compared with the hybrid FTFPMT in dark gray
triangles; top: amplitude of the FTFs; bottom: phase angle of
the FTFs.

velocity fluctuations as shown in Fig. 7.5. The shaded zone in light red
shows the standard deviation for all operation points.

The FTF results of OP2⋆ are presented in Fig. 7.6. The absolute value of
FTFRH,OP2⋆ shows a decreasing trend from |FTFRH,OP2⋆ | ≈ 1 at f = 60 Hz
to very low values of |FTFRH,OP2⋆ | ≈ 0.14 for frequencies greater than
f = 200 Hz. The phase starts at ∠FTFRH,OP2⋆ ≈ −π/2 and exhibits
a constant falling trend towards f = 250 Hz. The phase scattering of
∠FTFRH,OP2⋆ at higher frequencies can be attributed to the similarity
of the underlying BFTM and BTM data and the low deviation of the
corresponding T22-elements. These low values result from small changes
between the measurements with and without flame at higher frequen-
cies. The linearly falling phase indicates a constant convective time
delay between the velocity fluctuations in the reference plane and the
heat release in the inverse diffusion flame. At low frequencies ( f → 0),
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the phase becomes ∠FTFRH,OP2⋆ ≈ 0 similar to technically premixed
flames with choked fuel feed [54,73]. The amplitude can be extrapolated
to |FTFRH,OP2⋆ | ≈ 1.35 at f = 0 Hz, whereas a more quasi-stationary
thermal power modulation at low frequencies would be expected.

In addition, FTFRH,OP2⋆ is compared to results of FTFPMT,OP2⋆ mea-
sured with the PMT. The amplitude and phase response of the PMT
measurements show a great agreement with the RH FTFs. The PMT
phase ∠FTFPMT,OP2⋆ seems more robust for higher frequencies. Since
the FTFPMT,OP2⋆ relies only on the hot measurement data, it exhibits a
continuous falling phase up to f = 400 Hz.

Figure 7.7 shows FTFs measured with the pure acoustic RH and the
hybrid PMT method for the most reactive point OP1 to the least
reactive point OP4. For the latter, the highest deviation in amplitude
is observed between |FTFRH,OP4| and |FTFPMT,OP4| in the frequency
range of f = 60 − 200 Hz. For the phase, ∠FTFRH,OP4 starts with high
scattering from f = 150 Hz on where ∠FTFPMT,OP4 still shows a linear
trend. With reference to OP4, only a small amount of heat is released
in the secondary zone resulting in a very small temperature increase
due to combustion. These conditions are unfavorable for the BFTM
and BTM measurements, leading to high scattering and uncertainty in
the FTFRH,OP4 calculation. Conversely, for the most reactive point OP1,
both FTFs fall on top of each other till the phase of ∠FTFRH,OP1 starts to
deviate as does ∠FTFRH,OP2⋆ for frequencies higher f = 200 Hz, again
due to vanishing amplitude.

In comparing the phases of OP1 and OP4, a steeper decline is ob-
served for the more reactive OP1, whereas a flatter decline is seen for
OP4. Specifically, the radially inward entrainment of ambient fluid is
linked to the radially outward transport of jet fluid in the shear layer
by shear layer turbulence. Once the stoichiometric amount of air for
the primary mass flow rate lmin,pṁpr is entrained, the flame length
LF is reached. Consequently, the flame length varies with a larger
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FTFu,RH,2p FTFu,PMT,2pOP1:

FTFu,RH,2p FTFu,PMT,2pOP3:

FTFu,RH,2p FTFu,PMT,2pOP4:

FTFu,RH,2p FTFu,PMT,2p

φ
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Figure 7.7: Flame transfer functions for operating points OP1-4; ordered
by reactivity, with the most reactive OP1 in dark gray and
the least reactive OP4 in light gray; left: pure acoustic FTFRH

in dot markers; right: hybrid FTFPMT in triangle markers;
bottom left: phase angle φ given by the time delay model
(dashed gray line for OP4).

flame length for richer OPs and a shorter flame length for leaner ones
(LF,OP1 > LF,OP4). The change in flame length is depicted in Fig. 7.8 as the
flame center of gravity xCOG, a well-known measure for the flame length.

Figure 7.8 depicts the normalized time-averaged OH⋆-intensity distri-
bution images for OP1 and OP4, along with relevant flame parameters.
The normalization was performed with individual maximum intensity
values of each image, as normalization with the overall maximum value
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Figure 7.8: Stationary images of the OH⋆ intensity depicting the changes
in flame length with the flame center of gravity xCOG for the
operation points OP1 and OP4.

was not feasible, owing to the several orders of magnitude difference
between OH⋆

max,OP1 and the least reactive point OH⋆
max,OP4. The flame

length was determined using the flame center of gravity xCOG, and the
50% OH⋆-intensity isocontour was included in each image. Additionally,
the plot depicts the analytically estimated jet center-line trajectory for
the upper and lower mixing air jets entering the combustion chamber
until the maximum penetration depth at the combustor center-line is
reached.

The stationary images demonstrate that the flame shape in both cases is
similar, and that the OH⋆ distribution is explainable with the JIC theory.
The jets that enter the combustion chamber bend immediately due to
the moderate momentum flux ratio J and are then distorted from the
initial circular shape to a rising kidney shape. This distortion leads to
the characteristic counter-rotating vortex pair (CVP) on the leeward side
of the jet, which has been extensively studied [103–105]. Heat release
starts on the windward side of the jet root, where scalar dissipation
and moderate shear stress are low, while regions of high strain and
quenching exhibit almost no OH⋆ radicals. The combustion expands
around the jet, merges on the leeward side, and then travels along the
jet direction into the CVP [106]. The opposing jet configuration and
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the CVP favor entrainment and heat release on the leeward side. In
the inner region of the CVP, low scalar dissipation rates, moderate
shear, and low flow velocity result in a longer residence time, and high
heat release, which is where the OH⋆ intensity peak is located for all
operating points [96]. The different levels of equivalence ratio between
the operating points change the flame length and position of xCOG, with
less reactive OPs leading to shorter and more reactive OPs producing
longer flames.

The phase response of the FTFs can be compared with the phase
response φ derived via the time delay model presented in Chap-
ter 4. The convective transport velocity ucon is a function of the jet
mass fraction and velocity and decreases for less reactive operational
points (ucon,OP1 > ucon,OP4). A larger change in relative flame length
than convective transport velocity (d(LF/LF,max) > d(ucon/ucon,max)) is
observed. As a result, the time delay τ decreases towards less reac-
tive operational points (τOP1 > τOP4). The phase response results in
φ = −τ/2π f → φOP1 < φOP4, which is evident in the measurement data
and phase response φ shown in the bottom left of Fig. 7.7. The resulting
values for the time delays are summarized in Table 4.1 in Chapter 4.
Comparing the phase response obtained from the FTF measurements
and the time delay model reveals good agreement. The latter predicts
a change in flame length and time delay concerning the change in flow
conditions and momentum flux ratio J.

In addition to the measured FTFs for OP1 - 4, further operating points
were assessed to explore the impact of varying parameters such as air
mass flow rates and momentum flux ratio J. The subsequent paragraphs
present and discuss the results obtained for these operating points.
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7.4 Flame Response with Constant Momentum Flux Ra-
tio and Stiff Mixing Air Jets

In the following section, the operation point of the test rig is varied
by altering the fuel flow rate while keeping the air mass flow ratios
constant. This results in a constant pressure drop across the mixing
ports and, consequently, a fixed jet velocity and momentum flux ratio J.
These operating conditions, designated as OP5 - 7, were examined and
compared to the OP1 - 4 range. Both ranges overlap at the baseline OP2⋆.

The FTFs of OP5 - 7 obtained from the RH and PMT measurements
are displayed in Fig. 7.9. The time delay model is also evaluated, and
the resulting phase graphs φ for the OP5 - 7 range are presented in the
bottom left corner. The results for OP2⋆ are depicted using gray markers
as reference, while the remaining FTFs are shown as pinkish markers.
For all FTFs of OP5 - 7 a similar behavior to those for OP1 - 4 in Fig. 7.7
is observed.

The FTFs based on RH on the left show a maximum value at f = 60 Hz
and drop to very low values from f = 200 Hz on. The slightly spread
amplitudes indicate the sensitivity to the measured temperatures before
and after the flame (Tcold and Thot) used for calculation. Also, the phase
of all RH FTFs starts to scatter for frequencies f > 200 Hz due to the
very low amplitude values. The largest scattering is observed for OP7,
again being the least reactive OP with only a minimal temperature
increase between the cold and hot measurements. Contrary to OP1 - 4,
all phases now fall on each other. This can be seen very well in regions
of significant amplitudes from f = 60 − 200 Hz.

All OPs indicate the same time delay over the operating range. With
constant air mass flow rates in both zones, the operating point is
changed by changing the fuel rate in the first stage. Keeping the
momentum flux ratio J and the jet velocity ujet constant at its design
value conditions is ideal for mixing and entrainment. Comparing the
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FTFu,RH,2p FTFu,PMT,2pOP5:

FTFu,RH,2p FTFu,PMT,2pOP6:

FTFu,RH,2p FTFu,PMT,2pOP7:

FTFu,RH,2p FTFu,PMT,2p

φ

OP2*:

Figure 7.9: Flame transfer functions for OP2⋆ in gray and OP5 - 7; or-
dered by reactivity, with the most reactive OP5 in dark pink
and the least reactive OP7 in light pink; left: pure acous-
tic FTFRH in dot markers; right: hybrid FTFPMT in triangle
markers; bottom left: phase angle φ given by the time delay
model (dashed pink line for OP7).

individual OP with the same equivalence ratio, e.g., ϕtot = 0.63, reveals
the overall mixing quality as the dominant physical process changing
the phase response. The higher air mass flow rates of OP5 compared to
OP1 increases the convective velocity thus ucon,OP5 > ucon,OP1. The lower
air mass flow rates of OP6 and OP7 decrease the convective velocity
thus ucon,OP6 < ucon,OP3 and ucon,OP7 < ucon,OP4. This change in convective
velocity in the jet shear layer compensates the change in flame length,
resulting in identical time delays across the range of equivalence ratios.
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The PMT FTFs on the right side show very good agreement compared
to the amplitudes and phase values of the RH FTFs. With all OPs (OP2⋆,
OP5 - 7) operating under design conditions with constant momentum
flux ratio J, the entrainment rate can be assumed constant, and mixing
behavior and quality for each OP remains the same. For all OPs, the
same low-pass behavior with almost identical amplitude and phase
values is observed.

For OP2⋆ and the range of OP5 - 7, the phase response is almost
constant given the unchanging design conditions, air mass flow ratios,
and momentum flux ratio J. The resulting phases are consistent with the
predictions of the time delay model φ based on entrainment theory. The
corresponding phases for φ from theory are presented in the bottom left
of Fig. 7.9.
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8 Flame Response to Primary Zone
and Mixing Jet Velocity Fluctuations

In this chapter, the secondary zone is evaluated regarding velocity
fluctuations from the end of the primary zone and the mixing jets using
the MISO method proposed in Chapter 3. Therefore, an open boundary
plate is placed upstream of the mixing jet nozzles. Before investigating
the influence of individual operating points on the dynamic flame be-
havior, the applicability of the MISO method is verified by comparing its
results with two asymptotic cases where the individual flame responses
could be isolated. This verification is carried out based on OP1.

After confirming the suitability of the MISO method, the operating
range OP1 - 4 is investigated with changing air mass flow ratios and
momentum flux ratio J. The influence of constant air mass flow ratios
and momentum flux ratio J is discussed based on OP5 - 7. Further-
more, the section also includes the evaluation of various mixing air jet
diameters and configurations within OP8 - 10. This analysis specifically
examines the impact of changing mixing air jet diameter djet and row
pattern on the FTFs of the lean secondary zone.

For all operating points, the FTFs obtained with a PMT are compared
with those obtained with the pure acoustic MISO method. For each OP,
the phase response of both FTFs is compared with the time delay model
presented in Chapter 4.
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8.1 MISO Network Approach Verification

Figure 8.1 shows the resulting FTFs for the most reactive operation
point OP1. In the top graph, the amplitude of the MISO method FTFu,M

is compared with the verification FTF data obtained in Chapter 7. In the
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Figure 8.1: Flame transfer function of OP1; top: amplitude |( )| of FTFu,M

in red dots obtained via the MISO method, compared to
FTFu,RH,2p in black dots; middle: corresponding phase ∠( )
of the two FTFs; bottom: normalized velocity fluctuations
upstream u′u/ūu in red dots and side u′s/ūs in blue squares dur-
ing an upstream forcing with the standard deviation (shaded
surface) for the operating range.
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latter, choked orifices were utilized upstream of the mixing jet nozzles to
suppress the acoustic response of the mixing air jets (u′

s = 0 → Rs ≈ 1),
which allowed the isolation of the response to primary zone velocity
fluctuations u′

u. The resulting verification data and FTFs are marked
with the subscript ( )u,2p. The middle graph shows the comparison of
the FTF phase response, and in the bottom graph, the relative velocity
fluctuations upstream and in the mixing jets obtained in the measure-
ments for upstream forcing are shown.

The frequency response characteristics of the system and the discussion
is divided into three frequency ranges denoted by I⃝, II⃝, and III⃝. The
first range spans from 60 Hz to 120 Hz, and within this range FTFu,2p

and FTFu,M exhibit good agreement. In the second range, although the
amplitudes still compare well, the phase of ∠FTFu,M jumps to just below
−π/4, while ∠FTFu,2p drops further. In Fig. 8.1, the relative velocity
fluctuation amplitudes for the upstream u′u/ūu and side mixing air jets
u′s/ūs indicates that the side branch experiences a damped resonance
frequency and reaches rather high amplitudes up to 40%. This behavior
results from two effects. During an eigenfrequency and forced response
analysis using a 1D network system, a longitudinal mode was identi-
fied that couples with the perpendicular side ducts, leading to strong
fluctuations in the side ducts in this frequency range. Additionally, the
downstream perforated plate has a high reflection coefficient in this
frequency range, and an almost standing wave pattern can evolve. The
wave field reconstruction with the MMM reveals pressure anti-nodes at
the position of the mixing air jets. The strong crossflow pressure fluc-
tuations p′

u due to the eigenfrequency, result in high acoustic velocity
fluctuations in the mixing air ports, as shown in the bottom part of Fig.
8.1. The latter leads to a strong crossflow to jet nozzle coupling, and the
high induced velocity fluctuations.

The crossflow to jet nozzle coupling and the high induced velocity fluc-
tuations in the jets strongly affect the mixing and combustion process
of the inverse diffusion flame. With the remaining low fuel level to be

87



8.1 MISO Network Approach Verification

|J
ʹ/
J|

0 100 200 300 400

f[Hz]

0

0.5

1
I

II

III

upstream
forcing

side
forcing

OP1:

Figure 8.2: Normalized momentum flux ratio fluctuations J′/J of OP1 for
upstream forcing in red and side forcing in blue.

burned in the secondary zone, the flame is sensitive to changes in the
momentum flux- and velocity ratio J and R. Both are key parameters
for the evolution of hydrodynamic structures in JIC and enhance mixing
and entrainment. In Fig. 8.2, the linearized and normalized momentum
flux ratio J′/J̄ for upstream and side forcing is shown. The strong jet
nozzle coupling during upstream forcing causes a strong fluctuation of
momentum flux ratio J′/J indicated with the red diamonds. The strong
fluctuations of the jets create toroidal ring vortices that penetrate further
into the crossflow. The resulting steepening and over-penetration of the
jets changed the mixing characteristics for the worse. Consequently,
the flame length shortens, shifting its center of gravity xCOG upstream
towards the reference plane xu. Similar behavior was also discovered
by Marr et al. [36], and Erogul and Breidenthal [33]. Analogous to the
change in flame length caused by a variation of the operational point,
the time delay τ decreases, thus shifting the phase to smaller values. At
any rate, the substantial variation in oscillation amplitude through this
region makes evaluating the FTF difficult.

The last region III⃝ shows amplitudes of almost zero for both FTFs. The
velocity fluctuations are back in the linear regime, but the flame seems
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unaffected. Due to the very low amplitudes, the associated phase values
are arbitrary in this frequency range, making the data questionable in
this region.
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Figure 8.3: Flame transfer function of OP1; top: amplitude |( )| of FTFs,M

in blue squares obtained via the MISO method, compared
to FTF∗

s,PMT in gray diamonds extracted from PMT OH∗

CL measurement with forcing from the side; middle: corre-
sponding phase ∠( ) of the two FTFs; bottom: normalized
velocity fluctuations upstream u′u/ūu in red dots and side u′s/ūs

in blue squares during a side forcing with the standard devi-
ation (shaded surface) for the operating range.
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The side FTFs for the operation point OP1 with the highest reactivity
are displayed in Fig. 8.3. The top and middle graph of Fig. 8.3 depict
the amplitude and phase of FTFs,M, respectively, using dark blue square
markers. The amplitude rises from 60 Hz to a global maximum plateau
at 110 − 130 Hz with |FTFs,M| = 0.95. Subsequently, the FTF linearly
decreases to a local minimum at 260 Hz, after which it increases again
to a local maximum of |FTFs,M| = 0.40 at 310 Hz. The phase of ∠FTFs,M,
displayed in the middle graph of Fig. 8.3, starts at a value of zero at
60 Hz and shows a constant decreasing linear trend, with a small change
in sign close to 130 − 150 Hz. The phase starts to scatter from 310 Hz
and exhibits the same random behavior as the amplitude.

A secondary evaluation was conducted to verify the FTFs,M obtained
through the acoustic MISO method for the side velocity fluctuations.
As stiff boundaries failed to suppress the upstream velocity fluctuations
u′u/ūu, an alternative approach was employed. The OH⋆ CL that yielded
favorable outcomes previously was utilized again. Regions with minimal
upstream velocity fluctuations u′u/ūu were identified during side forcing.
Under these conditions, Eq. 6.14 was reduced to a formulation where
the global intensity fluctuation is solely dependent on u′s/ūs:

I ′OH⋆(ω)

ĪOH⋆(ω)
= FTFu,PMT(ω)

u′
u(ω)

ūu︸ ︷︷ ︸
=0

+ FTFs,PMT(ω)
u′

s(ω)

ūs
(8.1)

I ′OH⋆(ω)

ĪOH⋆(ω)
= FTF∗

s,PMT(ω)
u′

s(ω)

ūs
(8.2)

The FTF coupling the heat release rate and the velocity fluctuations was
then denoted by FTF∗

s,PMT and represented with gray diamonds. The
FTF∗

s,PMT was obtained through side forcing and is compared to FTFs,M

in Fig. 8.3. The analysis of the FTFs revealed three ranges, IV⃝, V⃝, and
VI⃝. In ranges IV⃝ and VI⃝, u′u/ūu exhibited a significant amplification of
around 4 - 5%, as illustrated in the bottom graph of Fig. 8.3. In these
regions, the amplitude and phase of both FTFs differed greatly as the
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flame reacted to both fluctuations, and FTF∗
s,PMT was only referred to

the side. Conversely, the flame only responded to the velocity fluctu-
ations from the side in the range V⃝, where extremely low upstream
velocity fluctuations were observed. In this range, the amplitude and
phase of both FTFs were in good agreement with minor deviations at
f = 260 Hz and 300 Hz. These results corroborated the findings of the
pure acoustic MISO method.

The side flame transfer function FTFs is also affected by high forcing
amplitudes and jet nozzle coupling during upstream forcing, similar to
the upstream flame transfer function FTFu. However, this time it is the
amplitude that changes. The effect of increasing forcing amplitudes on
flame dynamics has been investigated by several studies, which have
used flame describing functions (FDFs) to capture the results [107–110].
The response of a system to inlet velocity fluctuations can become
non-linear when the forcing amplitude is increased while keeping the
equivalence ratio constant. This transition between linear and non-linear
behavior is frequency-dependent.

In the experiments of Balachandran et al. [107], and Schimek et al. [110],
the magnitude of the FTF decreased as the forcing amplitude increased,
with this effect being stronger for higher frequencies than lower ones.
It should be noted that up to a certain level of forcing amplitude, no
substantial flame surface modification occurred despite amplitudes
changes. However, when the forcing frequency exceeded a certain
range, roll-up on the flame surfaces could be observed, which depended
heavily on the respective magnitudes of the forcing amplitude. This
roll-up coincided with the shedding of vortices from the lip of a bluff
body, such as an injector or the jet nozzle exit, and the resultant dis-
tortion of the flame sheets and shear layer. The shift to a lower FTF
magnitude with higher forcing amplitude could explain the shift seen
in the frequency range IV⃝, as shown in Fig. 8.4. The presented FDFs on
the right are purely heuristic and have not been measured. A shift to a
lower FDF could be possible with the strong increase in amplitude.
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Figure 8.4: Flame transfer function of OP1; left: FTFs,M in blue squares
obtained via the MISO method, compared to FTF∗

s,PMT in gray
diamonds extracted from PMT OH∗ CL measurement dur-
ing a side forcing; right: multiple analytical flame describing
functions FDFs depending on various amplification ampli-
tudes (A); heuristic graphs are shown based on literature.

Palies et al. [109] and Schimek et al. [110] also found the strongest non-
linear behavior in regions where the heat release and OH⋆ CL fluctuation
reaches its maximum, which is also confirmed in this study.

Comparison of MISO method to OH⋆ CL measurements

The FTFs measured with the PMT, FTFu,PMT and FTFs,PMT, were com-
puted using a regression approach based on the "hot" measurements
and Eq. 6.14. The resulting FTFs are compared to those obtained from
the MISO method, FTFu,M and FTFs,M, and the comparison results are
presented in Fig. 8.5.

92



Flame Response to Primary Zone and Mixing Jet Velocity Fluctuations

OP1: FTFu,M

FTFs,M

FTFu,PMT

FTFs,PMT

FTFu,RH,2p

FTF*s,PMT

FTFu FTFs

Figure 8.5: Flame transfer function of OP1; left: FTFu,M in dark red dots
obtained via the MISO method, FTFu,PMT in dark red trian-
gles extracted from PMT measurements, in the background,
FTFu,RH,2p in black dots with acoustically stiff jets serves as
a reference; right: FTFs,M in dark blue squares obtained via
the MISO method, FTFs,PMT in dark blue triangles extracted
from PMT measurements, in the background, FTF∗

s,PMT in
light gray diamonds serves as reference.

In the left column of Fig. 8.5, the upstream FTFs are shown, and good
agreement is observed between FTFu,PMT and FTFu,M over the entire
frequency range. However, minor deviations are observed at very low
frequencies. Additionally, the phase of the PMT measurements shows
similar behavior to the MISO FTFs. Based on the three frequency ranges
shown in Fig. 8.1, it is apparent that in the range I⃝, FTFu,PMT has the
same monotonic trend as FTFu,M. In range II⃝, the PMT approach is
also sensitive to jet nozzle coupling, inducing the high side velocity
fluctuations. As previously discussed, the same phase jump resulting
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from jet flapping and the toroidal ring vortices is seen. In range III⃝, the
PMT phase shows minor scattering and remains the linear decreasing
characteristics towards higher frequencies. The FTFu,PMT appears more
robust than the pure acoustic MISO method, owing to a better signal-
to-noise ratio of the PMT signal and the calculated velocity fluctuations.
However, at very low amplitudes, the phase values remain questionable.

In the right column of Fig. 8.5, the side FTFs are compared. For the side
FTFs, the FTFs,PMT also shows excellent agreement with the |FTFs,M|
for the amplitude. Minor deviations are observed around f = 150 Hz
and at 260 Hz. The ∠FTFs,PMT shows the same linear decline and thus
the same time delay as the ∠FTFs,M. The advantages of the PMT ap-
proach became more apparent when considering the various frequency
ranges. In range IV⃝, the amplitude and phase of FTF∗

s,M based only
on a side forcing exceeded the FTFs,M. In contrast, FTFs,PMT matches
almost perfectly. In range V⃝, where the upstream fluctuations were
very low, all FTFs show similar good agreement. Finally, for range
VI⃝, both FTFs based on the PMT show the same trend, while the
MISO FTF is prone to scattering. In summary, the PMT approach is
found to be more robust than the MISO method for calculating the FTFs.

Crossflow to Jet Coupling

The crossflow in RQL combustion systems is inherently unsteady
due to coherent acoustic oscillations, as explained in the introduction.
Previous studies by Wilde [11] indicated that low-frequency crossflow
acoustics provide both asymmetric and axisymmetric excitation of the
jets. The fluctuating upstream crossflow velocity from the primary zone
u′

u, induces a asymmetric velocity response. On the other hand, the
fluctuating upstream pressure p′

u induces a time-varying pressure drop
across the jet nozzles, which leads to a fluctuating jet exit velocity u′

s

that axisymmetrically excites the jets. This axisymmetric excitation of
the jet is called jet nozzle coupling to emphasize the similarity with
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behavior observed in liquid rocket instability research and causes
periodic jet flapping. The coupling magnitude depends heavily on the
JIC parameters, such as J, R, and S.

The upstream forcing excites the inverse diffusion flame through both
a jet nozzle coupled mechanism and the direct action of the fluctuating
upstream velocity, as shown in the bottom graph of Fig. 8.1. In most
cases, the upstream to jet nozzle coupled mechanism dominates, and
forcing the jets does not lead to significant upstream fluctuations, as
illustrated in the bottom graph of Fig. 8.3. The jet nozzle coupling and
the individual jet forcing from the side lead to a dynamic broadband
flame response described by the FTFs. Contrary, the dynamic flame
response to upstream fluctuations, FTFu, is only noticeable in the
low-frequency range, as depicted in Fig. 8.5.

The magnitude and phase of the fluctuating jet exit velocity u′
s relative to

the fluctuating upstream velocity u′
u is depending on the acoustic mode

shape and the jet nozzle impedance Zjet. The facility boundary condi-
tions and the thermoacoustic properties of the primary zone injector
influence the acoustic pressure and velocity mode shapes. Additionally,
the jet nozzle impedance, which controls the fluctuating jet exit velocity
induced by the fluctuating crossflow pressure, depends on the acous-
tic boundary conditions and the nozzle geometry. Thus, a different JIC
configuration may exhibit a different JIC response to upstream forcing,
which will be discussed in Section 8.4.

Low Frequency Limits of the FTFs

This section concerns the low-frequency limits of both FTFs. For the
low-frequency limit f → 0 of the upstream FTFs, the amplitude can
be extrapolated towards |FTFu| ≈ 1. The phase becomes ∠FTFu ≈ 0,
characteristic for non-premixed flames with stiff fuel injectors [70, 73].
Here the amplitude indicates a quasi-stationary thermal power mod-
ulation for the lower frequencies. The variance of the absolute values
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results from the temperature measurements used in the MMM and the
MISO method for Tcold and Thot. The temperatures are not corrected
for radiation effects. Thus, the resulting amplitude values of the MISO
method FTFu,M should be a little lower. This would shift FTFu,M more
towards FTFu,PMT.

The linear falling phase speaks for a constant convective time delay
between the velocity fluctuations in the reference plane xu and the heat
release of the inverse diffusion flame.

For the side FTFs on the right of Fig. 8.5 the amplitude can be extrapo-
lated towards |FTFs| ≈ 0 for f → 0. The side FTFs represent the flame
reaction to u′

s at the position of air injection into the chamber. In the
absence of significant modulation of the air flow, the entrainment of the
inverse diffusion flame remains unaltered. As a result, the heat release
and flame characteristics also remain unmodulated.

The phase of FTFs is arbitrary if the amplitude approaches zero at the
low-frequency limit. Nevertheless, it can be stated that both FTFs have
the same trend for low frequencies. Additionally, it is worth mentioning
that in Chapter 3 a constant offset of π/2 between the phase response
of FTFu and FTFs is identified throughout the frequency range due to
the linearity assumption, which necessitates perpendicular vectors. This
is covered well by the phase response of both FTFs, ∠FTFu and ∠FTFs.

8.2 Flame Response with Varying Momentum Flux Ratio

Figures 8.6 and 8.7 illustrate the FTFs corresponding to the flame re-
sponse of the upstream and side velocity fluctuations, respectively, for
the operating range OP1 - 4, as listed in Table 6.1. In the left column of
each figure, the FTFs obtained from the pure acoustic MISO method are
displayed, whereas the FTFs obtained using the hybrid PMT OH⋆ CL
technique are shown in the right column.
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Figure 8.6: Flame transfer function for the operating range OP1 - 4; or-
dered by reactivity, with the most reactive OP1 in dark red
and the least reactive OP4 in light yellow; left: FTFu,M in dot
markers obtained via the MISO method; right: FTFu,PMT in
triangle markers extracted from PMT measurements.

In Fig. 8.6, the trend of all FTFu amplitudes is observed to be the same,
with a global maximum at f = 60 Hz, followed by a local minimum
around f = 120 Hz, and an increase in the regions of high jet nozzle
coupling towards a local maximum at f = 140 − 150 Hz. Finally, the
amplitudes are falling to values close to zero for higher frequencies.
The phase response for OP1 - 4 also exhibits similar behavior and is
consistent with the predicted gradient of the time delay model shown
in the bottom part Fig. 7.7. However, OP4 demonstrates the highest
deviation and spread due to the low heat release rate. Additionally, all
FTFs in Fig. 8.6 conform to the low frequency limit of |FTFu| ≈ 1, and
the phase becomes ∠FTFu ≈ 0.
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FTFs,M FTFs,PMT
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Figure 8.7: Flame transfer function for the operating range OP1 - 4; or-
dered by reactivity, with the most reactive OP1 in dark blue
and the least reactive OP4 in light blue; left: FTFs,M in square
markers obtained via the MISO method; right: FTFs,PMT in
triangle markers extracted from PMT measurements; bottom
left: phase angle φ given by the time delay model.

All FTFs,M in Fig. 8.7 exhibit an increasing amplitude from OP1 to OP4.
The amplitudes of FTFs,PMT show a different behavior than the MISO
ones, deviating by about −10% from the most to the least reactive OP.
OP4 exhibits the highest deviation and scatter due to the low level of
remaining heat release at this OP. Thus only a very low temperature
increase from the cold to the hot case is observed. Therefore, the tem-
perature measurement uncertainties lead to larger calculation errors in
the MISO method compared with the optical method using the PMT.
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The phase response shows a staggered behavior, with the steepest phase
drop for OP1 towards the lowest for OP4, indicating a change in flame
length towards shorter flames for less reactive OPs. All FTFs in Fig. 8.6
exhibit the low-frequency limit of ∠FTFu ≈ 0.

Subsequently, the phase response is compared to predictions of the
time delay model φ shown in the bottom left of Fig. 8.7. To cover the
phase shift between the upstream and side FTFs in the time delay
model, the phase difference of |∆φ| ≈ π/2 from Chapter 4 is applied.
The resulting time delay and phase for the side FTF indicate the same
staggered phase graphs for OP1 - 4 as for the upstream FTFs in regions
with significant amplification. Compared with the phase response of
FTFs,PMT, very good agreement is observed. The measured phase drop
becomes smaller for higher frequencies, which the time delay model
could not cover.

Robustness

The behavior of the pure acoustic MISO FTFs indicated a stronger scat-
tering towards less reactive operating points across the entire frequency
range (Fig. 8.6 and 8.7). This observation is discussed in relation to OP4,
where only 10% of additional heat release in the lean secondary zone
follows fuel-rich combustion in the primary zone, leading to a small
temperature increase from Tcold,OP4 = 856 K to Thot,OP4 = 951 K. As a
result, the FTF becomes more vulnerable to measurement inaccuracies,
particularly for less reactive OPs at very low levels of total equivalence
ratio ϕtot.

To assess the dissimilarity between the cold BSM and hot BFSM, the
Frobenuis norm is employed, which is normalized with the maximum
deviation across all values. Fig. 8.8 depicts the results of this analysis
for OP1 - 4. Higher values indicate a larger difference between BSM
and BFSM, implying that flame heat release has a greater impact. Con-
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Figure 8.8: Normalized Frobenuis norm |AOPi|F,norm for each frequency
between the individual BSM and BFSM matrices for the op-
erating range.

versely, lower values suggest that the matrices are almost identical. OP4
scatters roughly around 1% for all frequencies. Given the small differ-
ence between the measurements with and without flame, the solution
of the optimization problem becomes challenging, leaving the resulting
data questionable. However, the hybrid PMT method is unaffected by
such minor variations since it depends solely on the hot measurement.
Consequently, it exhibits a more robust behavior, as demonstrated by
FTFu,PMT and FTFs,PMT, even for less reactive OPs. The amplitude and
phase data for less reactive OPs with a slight temperature rise should be
interpreted with caution.

8.3 Flame Response with Constant Momentum Flux Ra-
tio

In OP5 - 7 the operating range was varied by adjusting the fuel mass
flow rate in the primary stage while maintaining constant air mass flow
ratios to ensure ideal mixing and entrainment conditions in the JIC con-
figuration of the secondary zone. Figure 8.9 and 8.10 show the resulting
FTFs obtained using the verified MISO method and the FTFs acquired
through PMT measurements, which are thoroughly discussed.
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FTFu,M FTFu,PMT
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Figure 8.9: Flame transfer function for OP2⋆ in orange and the operating
range OP5 - 7; ordered by reactivity, with the most reactive
OP5 in dark brown and the least reactive OP7 in light sand;
left: FTFu,M in dot markers obtained via the MISO method;
right: FTFu,PMT in triangle markers extracted from PMT mea-
surements.

In Fig. 8.9 the FTFs showing the flame response to upstream velocity
fluctuations for an equivalence ratio variation with constant air mass
flow and momentum flux ratios are shown. Comparing the results to
the 2-port measurements with stiff jets in Fig. 7.9 reveals similar trends.
All FTF amplitudes show a global maximum and fall towards zero for
higher frequency f > 200 Hz. A clear low-pass behavior is observed,
and the jet nozzle coupling and the high side fluctuations still influence
the FTFs in the range of f = 120 − 180 Hz. Again, the least reactive OP7
shows the highest scattering for the MISO FTFu,M.

On the right side, all FTFu,PMT overlap with minor deviations in the
low-frequency amplitudes. The phase response of both the MISO
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and the PMT FTFs display a uniform linear pattern in regions with
considerable amplitudes. For higher frequencies, however, where the
FTF amplitude is close to zero, the accuracy of the phase response
becomes suspect. Furthermore, since all mass flow ratios are kept
constant while changing equivalence ratios, the response within the
operating range remains unchanged in this regard. Consistent with the
2-port evaluation, reactivity-induced changes in flame position along
with fluctuating convective velocities compensate each other and re-
sult in steady time delays, as already shown in the bottom left in Fig. 7.9.

Figure 8.10 presents the flame response to side fluctuations for the
operating points OP2⋆ and OP5 - 7. The MISO method results FTFs,M

are shown on the left. The amplitude behavior is similar to the one
previously presented for OP1 - 4. The FTFs,PMT results on the right side
show a good agreement with the MISO FTFs. The amplitude response
shows the same maxima and minima. An improvement for frequencies
f > 250 Hz compared to the FTFs,M is found. Here, the PMT still
shows constant amplitude and phase values. The overall deviation in
amplitude is caused by the underlying BSM, BFSM, and temperature
measurements.

In the frequency range of f = 60 − 250 Hz, the phase response
∠FTFs,PMT for OP2⋆ and OP5 - 7 is similar to the phase response of
the MISO method ∠FTFs,M. All FTFs have a steady, declining phase
response until scatter becomes noticeable at higher frequencies. With a
constant momentum flux ratio J, the flame response to side fluctuation
remains constant over the operating range, indicating that the quality
and mixing process dominate the flame dynamics response and shift the
phase depending on the flame length and convective velocity. The latter
is a function of the air mass flow ratio. The matching phase response for
OP2⋆ and OP5 - 7 is also represented by the time delay model as shown
in the bottom left of Fig. 8.10.
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Figure 8.10: Flame transfer function for OP2⋆ in purple and the oper-
ating range OP5 - 7; ordered by reactivity, with the most
reactive OP5 in dark green and the least reactive OP7 in
light green; left: FTFs,M in square markers obtained via the
MISO method; right: FTFs,PMT in triangle markers extracted
from PMT measurements; bottom left: phase angle φ given
by the time delay model.

8.4 Flame Response for Different Jet Configurations

In order to investigate the impact of the momentum flux ratio J and
the mixing quality on the flame responses, a series of experiments
were conducted with varying jet diameters and arrangements while
keeping the operating parameters of the test rig constant, as outlined
in Table 6.1. The arrangements and configurations will only briefly be
summarized below as details can be found in Table 5.1.
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In the preliminary CFD design, the baseline configuration A⃝ exhibited
the best mixing quality. Two additional setups with one row of ports
were designed to compare their performances with each other. Configu-
ration B⃝ has a larger jet diameter, which results in a lower momentum
flux ratio. Configuration D⃝ has a smaller jet diameter with a high
pressure drop and was designed for a compact test rig arrangement
of the primary and secondary zone. The higher crossflow velocities
require a higher jet velocity to maintain good mixing quality. However,
using those small mixing air jet diameters in the separated arrangement
results in a very large momentum flux ratio JD ≈ 195, which causes an
over-penetration of the jet in the secondary combustion chamber and
leads to a significantly different flame shape. The mixing characteristics
is worse than in the single row setups A⃝ and B⃝. Configuration C⃝ is
the only two-row setup designed for ideal and fast mixing. The design
constraints include the total jet cross-sectional area, which was chosen
to be equal to Configuration A⃝: Atot,jet,C = Atot,jet,A. Maintaining the
same cross-sectional area allows a comparison of the flame responses
with different number of rows.

In Fig. 8.11 the FTFs representing the flame response to upstream
velocity fluctuations for the different mixing air jet diameters and
arrangements are given. With constant operating parameters of the test
rig for each OP, similar amplitudes for the three configurations with
moderate momentum flux ratios are observed. Despite the regime where
strong jet nozzle coupling occurs, the individual amplitudes of |FTFu,M|
and |FTFu,PMT| show very good agreement. The lower momentum flux
ratio JB compared to JA leads to a longer flame and a downstream shift
in the center of gravity. With lower convective velocities of B⃝, mixing
and entrainment times increase. Consequently, the time delay τB is
larger than τA giving a steeper phase response.

For the two-row configuration C⃝, good and rapid mixing was ob-
served during the design process, resulting in an almost identical flame
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OP8 - B :OP2  - A :
1 row, ntot = 6
djet,eff,I = 14.89mm
JI = 23.97

1 row, ntot = 6
djet,eff,I = 16.64mm
JI = 17.94

OP9 - C : OP10 - D :
2 rows, ntot = 10
djet,eff,I = 12.45mm
djet,eff,II = 10.00mm
JI = 26.64, JII = 10.89

1 row, ntot = 4
djet,eff,I = 8.76mm
JI = 195

FTFu,M FTFu,PMT

φ

Figure 8.11: Flame transfer function for OP2⋆ in orange and OP8 - 10;
ordered by configuration, with OP8- B⃝ in dark red, OP9-

C⃝ in light orange and OP10- D⃝ in light skin; left: FTFu,M in
dot markers obtained via the MISO method; right: FTFu,PMT

in triangle markers from PMT measurements; bottom left:
phase angle φ given by the time delay model.

position, which the time delay model confirms. Since the convective
velocities for configuration A⃝ and C⃝ are identical, both time delays are
assumed to be equal τA = τC. Comparing the corresponding FTF phase
response in Fig. 8.11 confirms this, as identical results are found for
both configurations.

Configuration D⃝ has a large momentum flux ratio, resulting in steep and
over-penetrating mixing air jets. This causes a change of flame shape
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Figure 8.12: Instantaneous flame images taken with a digital camera of
OP2⋆- A⃝ and OP10- D⃝ depicting the strong over-penetration
of mixing air jets with high momentum flux ratio on the
right.

and position compared to the ideal configuration A⃝. In Fig. 8.12, the
flame images of configurations A⃝ and D⃝ demonstrate this difference.
Unlike the characteristic JIC shape on the left, the high momentum flux
ratio generates a turbulent, backward-facing mixing zone. Combustion
occurs upstream of the reference plane, as demonstrated by images and
time delay modeling. Due to the high jet and convective velocities paired
with a short flame, Configuration D⃝ is assumed to present much smaller
delay times. This is confirmed by the phase response seen on the bottom
right of Fig. 8.11 with the white-colored triangle markers and the dashed
line in the bottom left graph.

Figure 8.13 presents the flame response to side fluctuations for the
operating points OP2⋆ and OP8 - 10. The amplitude and phase re-
sponse of configuration A⃝ and the two-row setup C⃝ exhibit good
consistency, similar to that observed for the upstream case FTFu,M.
This outcome further underlines the importance of mixture quality
and time influencing the flame response. Increasing the jet diameter
and, thus, the total cross-sectional area of the jet reduces the mo-
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φ

FTFs,M FTFs,PMT

OP8 - B :
1 row, ntot = 6
djet,eff,I = 14.89mm
JI = 23.97

1 row, ntot = 6
djet,eff,I = 16.64mm
JI = 17.94

OP9 - C : OP10 - D :
2 rows, ntot = 10
djet,eff,I = 12.45mm
djet,eff,II = 10.00mm
JI = 26.64, JII = 10.89

1 row, ntot = 4
djet,eff,I = 8.76mm
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OP2  - A :

Figure 8.13: Flame transfer function for OP2⋆ in purple and OP8 - 10;
ordered by configuration, with OP8- B⃝ in dark blue, OP9- C⃝
in light blue and OP10- D⃝ in white; left: FTFs,M in square
markers obtained via the MISO method; right: FTFs,PMT in
triangle markers extracted from PMT measurements; bot-
tom left: phase angle φ given by the time delay model.

mentum flux ratio J, slows down the mixing, and shifts the flame
downstream. With decreasing convective time for configuration B⃝, a
higher time delay τB is found again, indicated by the steeper phase drop.

Remarkably, the amplitude response of configuration B⃝ reveals higher
values in the low-frequency range from f = 60 − 120 Hz than con-
figuration A⃝ and C⃝. Section 8.1 already emphasized that different
JIC configurations may exhibit a different response to jet nozzle cou-
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pling on the JIC parameters, such as J and djet. In this case, lower J
configurations have larger u′

s and smaller ūs, resulting in high values
of u′

s/ūs, and leading to the jet nozzle coupled response mechanism
that tends to dominate in low J jets, resulting in higher FTFs amplitudes.

In contrast, high J jets in A⃝ exhibit less jet nozzle coupling and jet flap-
ping than low J jets in B⃝. Identical upstream forcing results in much
lower values of u′

s/ūs in high J cases due to larger mean velocity ūs.
Consequently, increasing the resistive part of the jet injector impedance
Zjet and reducing jet nozzle coupling results in smaller normalized in-
duced side velocity fluctuations u′

s/ūs. On the other hand, the magnitude
of u′

u/ūu remains essentially unchanged in both configurations, making
the upstream fluctuations relatively more important in high J jets than
in low J jets.
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9 Summary, Conclusion and Future
Work

In the scope of this thesis, the lean secondary zone of an RQL combus-
tion chamber was investigated in terms of low-frequency thermoacoustic
instabilities. The experiments were conducted in a new atmospheric
RQL combustor rig by spatially separating the rich primary zone
from the lean burnout zone. Special emphasis was placed on acoustic
velocity fluctuations coming from the end of the primary zone and the
secondary mixing air jets. This leads to this thesis’s primary objective:
separating both influences and their effect on the heat release rate in the
lean secondary zone and quantifying the behavior with flame transfer
functions (FTF). For this purpose, a purely acoustic Multiple-Input-
Single-Output (MISO) network system was derived to describe the
secondary zone’s dynamic behavior. The derived MISO method depicts
the dynamic flame response with two individual FTFs depending on the
corresponding velocity fluctuations at the end of the primary zone u′

u

and the mixing air jets u′
s. Using two independent measurements - with

and without flame - the two FTFs could be determined in a frequency
range of f = 60 − 400 Hz. The resulting acoustic FTFu and FTFs were
compared to FTFs based on a hybrid approach with a photomultiplier
tube (PMT) using OH⋆ chemiluminescence (CL) as measure for the heat
release.

The derived MISO method could be verified by identifying two asymp-
totic cases where either velocity fluctuations could be neglected. First,
acoustically stiff mixing air jets ensured no thermoacoustic interaction
between the crossflow and the jet, generating no additional flame dy-
namics. In the second case, regions with upstream velocity fluctuations
close to zero were evaluated during a side forcing cycle and used
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for verification. The FTFs depending on upstream and side velocity
fluctuations showed an excellent agreement with the verification data.
This supports the linear superposition approach of the two FTFs in the
acoustic MISO method in regions with velocity fluctuations in the linear
regime.

Across the entire investigated operating range, the flame of the lean
secondary zone reacts to acoustic velocity fluctuations from upstream
FTFu with heat release fluctuations in the low-frequency range of
f = 60 − 180 Hz and shows a clear low pass behavior. As a reaction
to the velocity fluctuations from the side, FTFs shows a wider, more
broadband behavior than FTFu, with regions of higher amplitudes from
f = 60 - 200 Hz. At higher frequencies, only the fluctuations from the
side contribute a little to the heat release fluctuations.

The following findings emerged when comparing operating points with
varying and constant momentum flux ratio J and changing equivalence
ratio ϕtot:

• The FTFs measured with the purely acoustic MISO method and the
ones from the hybrid PMT match in terms of their amplitude and
phase values very well. However, the observed scattering in FTFs for
operating points (OPs) with low levels of heat release was found to
be related to minor differences between the underlying cold and hot
measurements and the resulting temperature measurement uncer-
tainty. These factors can contribute to higher uncertainties in FTFs
for less reactive OPs, which can affect the accuracy of the measure-
ments.

• Considering the flame response of OPs with varying momentum
flux ratio J, the results showed that a steeper phase response was
observed for highly reactive OPs. In contrast, a lower response was
observed for less reactive OPs. The underlying mechanism for this
effect was related to the radially inward entrainment of ambient
fluid and the equivalent radially outward transport of jet fluid in the
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shear layer by shear layer turbulence. The flame length was found to
vary with the equivalence ratio. Specifically, a longer flame was ob-
served for highly reactive OPs, while a shorter flame was observed
for less reactive ones.

• Furthermore, the convective transport velocity of vortices along the
shear layer into the flame was smaller for less reactive OPs due to
the lower jet mass fraction and velocity. The time delay τ, which is
the time difference between the acoustic excitation and the flame
response, decreased towards less reactive OPs due to the more con-
siderable change in relative flame length than convective transport
velocity. This observation indicates a flatter phase response for less
reactive OPs.

• In contrast, the phase response of FTFs for OPs with constant mo-
mentum flux ratio J was found to be independent of the equiva-
lence ratio. This observation can be attributed to the compensation
of the change in flame length by constant convective velocities in
the jet shear layer, resulting in identical time delays across the op-
erating range. The results of the present study are consistent with
the predictions of the time delay model based on entrainment the-
ory, which provides a theoretical framework for understanding the
phase response of FTFs. These findings demonstrate the effective-
ness of the time delay model in explaining the phase response of
FTFs for the secondary zone systems, including those with constant
momentum flux ratio J.

A series of experiments were conducted, varying the jet diameters and
arrangements while maintaining constant operating parameters. Four
different configurations were evaluated, including the baseline configu-
ration, which exhibited the best mixing quality in the preliminary de-
sign. Additionally, two configurations with one row of ports were eval-
uated. One of the configurations had larger jet diameters, while the
other had smaller jet diameters than the reference configuration. The
two-row setup was designed for ideal and fast mixing, with a total jet
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cross-sectional area equal to the baseline configuration. In summary, the
following observations were made:

• The jet diameter and the resulting momentum flux ratio J were
found to impact the flame shape, position, time delay, and phase
response. Configurations with a larger diameter, thus lower J, re-
sulted in longer flames and larger time delays with steeper phase
responses. In contrast, configurations with a smaller jet diameter
and high J led to shorter flames and minimal delay times.

• Different JIC configurations exhibited different acoustic responses
to jet nozzle coupling on JIC parameters, such as djet and J, result-
ing in a different flame response to velocity fluctuations. In larger
djet and low J configurations, higher values of normalized induced
side velocity fluctuations were observed, resulting in higher ampli-
tude responses in the low-frequency range compared to smaller djet

and high J configurations. Conversely, smaller normalized induced
side velocity fluctuations were observed in smaller djet and high J
configurations, resulting in a lower amplitude response in the low-
frequency range.

Considering the heat release distribution in both stages of typical
RQL combustors, the secondary zone contributes only approximately
10 − 25% to the total heat release, with most of the heat being released
in the primary zone. The influence of the secondary zone on the overall
system dynamics can be weighted according to its heat release rate rela-
tive to the primary zone, which leads to a relatively minor contribution
of the secondary zone to the combined system dynamics.

The presented study poses the question regarding the extent to which
the findings can be applied to a combined compact RQL combustor. In
the initial stage, it is necessary to characterize the individual dynamic
response of the primary zone. Following this, the compact arrange-
ment can be examined using the MISO method derived in this thesis.
Although the MISO method yielded good agreement with the OH⋆
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chemiluminescence data in the case of the inverse diffusion flame, the
latter is not a suitable representative for heat release fluctuations during
non-premixed liquid fuel combustion. To verify the MISO method in
the compact arrangement, the work conducted by Vogel et al. [99, 100]
could offer an alternative approach. A comparison between separate
measurements of the individual flame dynamics of both zones and the
compact arrangement would reveal the contributions of the individual
zones to the overall dynamic behavior.

The experimental setup employed in this research involved an atmo-
spheric RQL facility, which is complex, and the lean secondary zone’s
setup is somewhat academic. In actual engine test rigs, measuring the
acoustic field inside the secondary air ports is challenging. However, an
analytical formulation of the mixing air jets impedance Zjet, based on
the geometrical parameters, could be used as an alternative. This would
establish a relationship between the crossflow fluctuations of pressure
and velocity inside the combustor and those inside the jets. With know-
ledge of the jet nozzle coupling, the flame dynamics response could be
determined.
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Appendix: Burner Flame Scattering
Matrix from MISO Approach


ĝu

ĝs

f̂d

 = BFSMMISO
3x3


FTFu,M, FTFs,M, . . .

ω, ζ, ξ, χ, Rn, Tnm, . . .

Mi, γ, ūi, ūs, ūu




f̂u

f̂s

ĝd


BFSMMISO

11 = χ(ζFTFu,MTi,uūs + ζFTFs,MRuTi,sūu − ζFTFs,M . . .

Ti,uTu,sūu)ūi + χ(Ruūsūu + ξRuūsūu − RiRuūsūu + . . .

Ti,uTu,iūsūu + ξRiRuūsūu − ξTi,uTu,iūsūu + . . .

ζMiRuγūsūu + ζMiRiRuγūsūu − ζMiTi,uTu,iγūsūu)

BFSMMISO
12 = χ(ζFTFs,MTi,uūu − ζFTFs,MRsTi,uūu + ζFTFs,M . . .

Ti,sTs,uūu)ūi + χ(Ts,uūsūu + ξTs,uūsūu − RiTs,uūsūu + . . .

Ti,uTs,iūsūu + ξRiTs,uūsūu − ξTi,uTs,iūsūu + . . .

ζMiTs,uγūsūu + ζMiRiTs,uγūsūu − ζMiTi,uTs,iγūsūu)

BFSMMISO
13 = 2χTi,uūsūu
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BFSMMISO
21 = χ(ζFTFu,MTi,sūs − ζFTFu,MRuTi,sūs + ζFTFu,M . . .

Ti,uTu,sūs)ūi + χ(Tu,sūsūu + ξTu,sūsūu − RiTu,sūsūu + . . .

Ti,sTu,iūsūu + ξRiTu,sūsūu − ξTi,sTu,iūsūu + . . .

ζMiTu,sγūsūu + ζMiRiTu,sγūsūu − ζMiTi,sTu,iγūsūu)

BFSMMISO
22 = χ(ζFTFs,MTi,sūu + ζFTFu,MRsTi,uūs − ζFTFu,M . . .

Ti,sTs,uūs)ūi + χ(Rsūsūu + ξRsūsūu − RiRsūsūu + . . .

Ti,sTs,iūsūu + ξRiRsūsūu − ξTi,sTs,iūsūu + . . .

ζMiRsγūsūu + ζMiRiRsγūsūu − ζMiTi,sTs,iγūsūu)

BFSMMISO
23 = 2χTi,sūsūu

BFSMMISO
31 = χ(ζξFTFu,Mūs + ζξFTFu,MRiūs − ζξFTFu,MRuūs − . . .

ζξFTFs,MTu,sūu − ζξFTFu,MRiRuūs − . . .

ζξFTFs,MRiTu,sūu + ζξFTFu,MTi,uTu,iūs + . . .

ζξFTFs,MTi,sTu,iūu)ūi + 2ξχTu,iūsūu

BFSMMISO
32 = ūu + ζξFTFs,MRiūu − ζξFTFs,MRsūu − ζξFTFu,MTs,uūs − . . .

ζξFTFs,MRiRsūu − ζξFTFu,MRiTs,uūs + . . .

ζξFTFu,MTi,uTs,iūs + ζξFTFs,MTi,sTs,iūu)ūi + 2ξχTs,iūsūu
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BFSMMISO
33 = χ(ζξFTFs,M, (−χ(ζFTFu,MTi,uūs + ζFTFs,MTi,sūu))ūi − . . .

χ(ūsūu − ξūsūu − Riūsūu − ξRiūsūu + ζMiγūsūu + . . .

ζMiRiγūsūu)

ζ ≜
(

Td
Ti
− 1
)

ξ ≜ (ρc)i
(ρc)d

χ ≜ 1/(ūsūu + ξūsūu − Riūsūu + ξRiūsūu + . . .

ζFTFu,MTi,uūiūs + ζFTFs,MTi,sūiūu + ζMiγūsūu + . . .

ζMiRiγūsūu)
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