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Abstract

Abstract

A long service life, high performance and safety are three of the most important key properties of
lithium-ion batteries. All three are strongly dependent on temperature, which is why temperature
monitoring is a key task of a battery management system. However, conventional monitoring with
temperature sensors on each individual cell proves increasingly difficult as system size increases. The
effort for wiring and the required measurement electronics increase with the number of cells and thus
also the cost, weight and complexity of the battery management system. For these reasons, research
explores new approaches that enable sensorless temperature estimation and make use of existing re-
sources in the battery management system. One promising approach is to utilize the temperature
dependence of the impedance of lithium-ion batteries. Many approaches in the literature rely on
electrochemical impedance spectroscopy as a measurement method in the frequency domain for this
purpose. Although this measurement method uses the existing voltage and current measurements in
the battery management system, it is complex and requires additional hardware for a defined sinu-
soidal measurement excitation. As a result, only a part of the resources can be saved compared to the
measurement with temperature sensors. Therefore, the object of this study is to develop a method
for sensorless temperature estimation, which is also based on cell impedance, but does not require any
further resources. Instead of an artificial excitation for the impedance measurement, as in the case of
electrochemical impedance spectroscopy, the load fluctuations that occur during operation are used in
this work to calculate a resistance in the time domain. Using this resistance, the cell temperature can
be determined for different cell formats and chemistries. By comparison with a thermal cell model,
it is shown that this temperature corresponds most closely to the average internal cell temperature.
Thus, the temperature determined by the resistance offers added value compared to the measurement
with temperature sensors, which only determine the surface temperature. Furthermore, a method
for temperature determination from the load profile is developed and validated in a battery module.
By studying the effects of temperature differences on battery module aging, the need for tempera-
ture monitoring of even small temperature differences is reinforced. Due to the changing impedance
and capacity over the lifetime of the module, a methodology is additionally developed to adapt the
resistance-based temperature estimation to the aging state of the cells. In summary, this results in
a sensorless method for estimating the internal cell temperature that can be applied over the entire
lifetime of a lithium-ion battery without adapting the existing hardware of the battery management
system.
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Kurzfassung

Eine lange Lebensdauer, eine hohe Leistungsfähigkeit und Sicherheit sind drei der wichtigsten Kerneigen-
schaften von Lithium-Ionen-Batterien. Alle drei hängen stark von der Temperatur ab, weshalb die
Überwachung der Temperatur eine zentrale Aufgabe eines Batteriemanagementsystems ist. Eine
konventionelle Überwachung mit Temperatursensoren jeder einzelnen Zelle gestaltet sich jedoch mit
steigender Systemgröße immer schwieriger. Der Verkabelungsaufwand und die benötigte Messelek-
tronik steigen mit der Anzahl der Zellen an und damit auch die Kosten, das Gewicht und die Komplex-
ität des Batteriemanagementsystems. Aus diesen Gründen wird in der Forschung nach neuen Ansätzen
gesucht, die eine sensorlose Temperaturbestimmung ermöglichen und auf bestehende Ressourcen im
Batteriemanagementsystem zurückgreifen. Ein vielversprechender Ansatz ist die Nutzung der Temper-
aturabhängigkeit der Impedanz von Lithium-Ionen-Batterien. Viele Ansätze in der Literatur greifen
dafür auf die elektrochemische Impedanzspektroskopie als Messmethode im Frequenzbereich zurück.
Dieses Messverfahren nutzt zwar die bestehenden Spannungs- und Strommessungen im Batterieman-
agementsystem, ist jedoch komplex und benötigt zusätzliche Hardware für eine definierte sinusförmige
Messanregung. Dadurch lässt sich nur ein Teil der Ressourcen gegenüber der Messung mit Temper-
atursensoren einsparen. In dieser Arbeit wird deshalb das Ziel verfolgt eine Methode zur sensorlosen
Temperaturbestimmung zu entwickeln, die ebenfalls auf der Zellimpedanz beruht, jedoch keine weit-
eren Ressourcen in Anspruch nimmt. Anstelle einer künstlichen Anregung für die Impedanzmessung,
wie bei der elektrochemischen Impedanzspektroskopie, werden in dieser Arbeit die Lastfluktuationen,
die im Betrieb vorkommen genutzt, um einen Widerstand im Zeitbereich zu berechnen. Mit Hilfe dieses
Widerstandes kann eine Zelltemperatur für verschiedene Zellformate und Chemien bestimmt werden.
Über den Vergleich mit einem thermischen Zellmodell kann gezeigt werden, dass diese Temperatur am
ehesten der mittleren internen Zelltemperatur entspricht. Damit bietet die aus dem Widerstand ermit-
telte Temperatur einen Mehrwert gegenüber der Messung mit Temperatursensoren, die nur die Ober-
flächentemperatur bestimmen. Außerdem wird eine Methode zur Temperaturbestimmung aus dem
Lastverlauf entwickelt und in einem Batteriemodul validiert. Durch die Untersuchung der Auswirkung
von Temperaturunterschieden auf die Alterung des Batteriemoduls konnte die Notwendigkeit der Tem-
peraturüberwachung von selbst kleinen Temperaturunterschieden bekräftigt werden. Aufgrund der sich
ändernden Impedanz und Kapazität über die Lebensdauer des Moduls wird zusätzlich eine Methodik
entwickelt, um die bestehende Methode zur Temperaturbestimmung an den Alterungszustand der
Zellen anzupassen. Zusammengefasst wird so eine sensorlose Methode zur Bestimmung der inter-
nen Zelltemperatur entwickelt, die sich ohne Anpassung der bestehenden Batteriemanagementsystem
Hardware und auf die gesamte Lebensdauer einer Lithium-Ionen-Batterie anwenden lässt.
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1 Introduction

Lithium-ion batteries (LIBs) became an integral part of everyday life since they were commercialized
in the 1990s [1]. LIBs pervade every area of life from consumer electronics, such as smart phones,
laptops, or power tools, over stationary battery applications for home storage or for grid stabilization,
up to battery packs for mobile applications reaching from electric bikes and scooters to plug-in hybrid
electric vehicles (PHEVs) and battery electric vehicles (BEVs) [2–4]. The worldwide demand for LIBs in
stationary and mobile applications, as well as consumer electronics is steadily increasing and predicted
to grow beyond 2000GWh by the year 2030 as Fig. 1.1 shows [5]. The growth is further fueled by the
desire for a climate-neutral future and the corresponding legislation, as well as an increasing price and
supply uncertainty in the fossil energy market [6; 7]. As Fig. 1.1 shows, the mobility sector plays a
decisive role in this development. The increasing sales figures from 7780 vehicles in 2010 to 6.6 million

Consumer
Stationary
Mobility

Figure 1.1: Projected global battery demand in GWh from 2020 to 2030 by application. [5]

vehicles in 2021 in Fig. 1.2a and the forecast of 27.7 million vehicles by 2030 in Fig. 1.2b, illustrate that
the market for BEVs and PHEVs is a crucial application area for LIBs worldwide, especially in China
followed by Europe and the USA. Compared to existing competing technologies, such as combustion
engines or lead-acid batteries, LIBs are still a relatively young technology. As with any new technology
that seeks to replace an established one, there are challenges and obstacles to overcome.

Electromobility in particular faces a number of challenges: the still disadvantageous driving range [9;
10] and charging times [11; 12] compared to internal combustion vehicles, the charging infrastructure
that is still under development [13], the high vehicle prices [14], or uncertainties regarding the residual
value of the vehicles, to name just a few. The temperature of LIBs plays a crucial role in many of
these challenges and is therefore an important aspect in the system design and for the operation of
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1 Introduction

China
Europe
USA
Rest of the world

BEV
PHEV

Figure 1.2: BEVs and PHEVs sales by market: a) current figures from 2010 to 2021 and b) forecast
for 2025 and 2030 compared to 2021. [8]

battery packs. For example, the charging time, the range, and the performance of electric vehicles
(EVs) essentially depend on the temperature of the battery pack. The temperature also influences the
aging behavior and thus the lifetime and residual value of EVs. One more aspect that keeps drawing
attention is the safety of LIBs. In particular, the focus is on the hazard posed by a thermal runaway,
which can occur from several forms of mechanical, electrical, and thermal abuse of the LIB [10]. The
continuous rise in temperature due to a thermal runaway results in the release of large amounts of
flammable gases, which in turn leads to an increase in pressure in the LIB and can ultimately lead to
explosion and fire [15–17]. In addition to the absolute temperature of a battery system, non-uniform
temperature distribution between cells within a battery pack and likewise within each cell can lead
to non-uniform current distribution, poor battery performance, capacity fade and power degradation
[18–21]. The non-uniform current distribution due to non-uniform temperature distribution within the
cell can further cause localized aging [18; 22–25]. In summary, it can be said that temperature is a
major influencing factor on the safety [10; 18; 26–29], aging [18; 28–32], and performance [18; 28; 29;
33] of a LIB. For these reasons, monitoring and if possible controlling the temperature is an essential
task of the battery management system (BMS) for any LIB-based system.

In general, the temperatures of cells within a battery pack differ during operation [34; 35], simply
caused by the spatial location of the cells, which leads to varying thermal boundary conditions among
the cells. Consequently, homogeneous cooling or heating of each cell poses a challenging task [36; 37].

2



1.1 Motivation for Sensorless Temperature Estimation

As previously mentioned, the resulting temperature inhomogeneity within the battery pack may cause
safety issues and facilitate inhomogeneous aging. Thermal simulations of the battery pack are capable
of detecting systematic design flaws causing the inhomogeneous temperature distribution within a
battery pack [38; 39]. Nevertheless, simulations cannot take all events into account, such as deviations
during pack assembly, abnormal heating due to poor electrical contacting, or intrinsic cell parameter
variations [40]. Also a shift of the pack temperature distribution during operation, for instance induced
by non-uniform cell aging, is difficult to model. Therefore, monitoring the temperature of each cell
in the battery pack is of high interest for a BMS. Most frequently, conventional temperature sensors,
such as thermocouples or thermistors, which are mounted on the housing of the cell, are used for
temperature monitoring [41]. Since a battery system can be composed of several hundred cells, such
as a Nissan Leaf or Renault Zoe with 192 cells, where 2 parallel cells are 96-times serially connected
(2p96s), up to thousands of cells, such as a Tesla Model 3 with 4416 cells (46p96s) or a Tesla Model S
with 7104 cells (74p96s) [42; 43], monitoring each cell poses a difficult task. The consequences, if
temperature sensors are used on each individual cell, are increased wiring effort, more weight due
to the additional hardware, and rising BMS costs [44]. As a trade-off, sensors are only installed at
strategic important positions in the battery pack, possibly leaving the majority of cells unmonitored.
Moreover, external sensors barely deliver a overall picture of the cell temperature. In case of high load
currents applied to the cell or an external temperature change, for example introduced by a thermal
management system, the internal temperature can differ significantly from the surface temperature.
The difference in temperature can only be detected with a time-shift or requires extensive thermal
models, due to the thermal mass and limited heat transfer of a cell [41; 45; 46]. Approaches using
instrumented cells with an internal temperature sensor circumvent this problem. However, inserting
the sensor into the cell results in increased costs, manufacturing complexity and negative effects on
cell aging [28; 41; 47]. Furthermore, a temperature sensor covers only a limited area on the surface of
the cell and their accuracy is bound to the quality of the thermal contact to the cell and the position
on the cell [41; 45; 48].

1.1 Motivation for Sensorless Temperature Estimation

Although individual cell temperature monitoring is desirable, it cannot be realized with conventional
temperature sensors for systems with many cells, as described above, without considerable resource
investment and the associated disadvantages. For this reason, new approaches have been explored
in research to achieve sensorless temperature monitoring using existing resources of the BMS. One
promising approach is to utilize the temperature dependence of the impedance of LIBs. For this
purpose, many approaches in the literature [44; 45; 47; 49–53] make use of electrochemical impedance
spectroscopy (EIS) as a measurement method in the frequency domain to determine the impedance
of a LIB. By utilizing the relation of a cell’s temperature and certain features within the impedance
spectrum, the temperature can be estimated without the use of an external temperature sensor. Using
EIS-based methods does not increase the wiring effort, since the existing connections for voltage and
current monitoring can be utilized, but the additional effort and cost for the hardware, which performs
the sinusoidal excitation for the EIS measurement, remains. Wang et al. [54] developed an approach
using the instant current changes and the corresponding voltage response in the time domain as input
for a wavelet transformation to calculate the cell impedance. With the transformed result, they build
on the findings of the EIS-based methods to estimate the temperature. Using pulses in the time domain
is also used for estimating other critical battery states. For instance, Mathew et al. [55] have already
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shown that using only sharp current pulses for direct resistance estimation can be utilized for state of
health (SOH) estimation. Their approach significantly reduces the required computational complexity
compared to model-based solutions. With the pulse-based approach in the time domain, the need
for additional hardware for EIS measurements can be eliminated as shown by [54]. Furthermore, the
complex transformation to the frequency domain to calculate the impedance as in [54] is not necessary,
if the pulse response is directly used to calculate a resistance in the time domain for the estimation as
shown by [55]. Load changes, which naturally occur during the operation of battery powered devices,
such as acceleration or braking of an EV can be used as an excitation. These considerations gave rise
to the idea for this thesis with the aim of investigating the relationship between cell temperature and
cell resistance in the time domain. A detailed breakdown of the research questions and the structure
of the thesis follow in the next section.

1.2 Scope and Outline

The scope of this thesis is the investigation of the relation between a LIB’s temperature and its time
domain pulse resistance, also referred to from here on as direct current resistance (RDC), with the goal
to answer four central research questions:

Q1 What is the relation of temperature and RDC in a general and spatial sense?
Q2 Can the RDC be calculated from load changes in an application and under what boundary

conditions can it be utilized for estimating the temperature of a cell?
Q3 How does aging affect the RDC and therefore the approach developed in Q2?
Q4 And consequently, how can the approach developed in Q2 be adapted to aging?

To answer these four central research questions, the thesis is structured as shown in Fig. 1.3. The
figure also indicates which content was published in a paper. After the introduction in this chapter
and before focusing on the central aspects of the thesis, the fundamentals and the relevant methodology
are presented in Chapter 2. This includes the basic functional principle and components of a LIB,
the theoretical relation between temperature (T ) and the conduction phenomena in a LIB, and the
effects of temperature in terms of safety, performance, and aging. Furthermore, Chapter 2 deals with
general impedance measurement principles and the state of the art for impedance-based temperature
estimation for LIBs. In Chapter 3, the focus lies on question Q1, pinpointing at the relation between
spatial internal temperature distribution in the cell (Tint) and the temperature indicated by the RDC,
and the influence of the cell’s dimension and chemistry. Chapter 4 answers question Q2 by investigating
temperature estimation with the RDC in a module under an external enforced temperature gradient
(∆T ). A general approach for the parametrization of a temperature estimation function from current
pulses and the boundary condition for its online application with load profiles are discussed as well.
The next two chapters deal with the topic aging and hence with Q3 and Q4, whereby Chapter 5 focuses
on temperature gradients on module level and analyzes their effects on the RDC and capacity under
cyclic aging. Chapter 6 focuses on the effects of aging on the method presented in Chapter 4 and
how to compensate these effects in order to maintain a stable temperature estimation over the lifetime
of the module. The final chapter Chapter 7 of the thesis briefly summarizes the key conclusions and
closes with an outlook on open topics.
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Abstract: The temperature of lithium-ion batteries is crucial in terms of performance, aging, and
safety. The internal temperature, which is complicated to measure with conventional temperature
sensors, plays an important role here. For this reason, numerous methods exist in the literature for
determining the internal cell temperature without sensors, which are usually based on electrochemical
impedance spectroscopy. This study presents a method in the time domain, based on the pulse
resistance, for determining the internal cell temperature by examining the temperature behavior for
the cylindrical formats 18650, 21700, and 26650 in isothermal and transient temperature states for
different states of charge (SOCs). A previously validated component-resolved 2D thermal model was
used to analyze the location of the calculated temperature TR within the cell, which is still an unsolved
question for pulse resistance-based temperature determination. The model comparison shows that
TR is close to the average jelly roll temperature. The differences between surface temperature and TR

depend on the SOC and cell format and range from 2.14 K to 2.70 K (18650), 3.07 K to 3.85 K (21700),
and 4.74 K to 5.45 K (26650). The difference decreases for each cell format with increasing SOC and is
linear dependent on the cell diameter.

Keywords: lithium-ion battery; temperature estimation; pulse resistance; thermal model; internal
temperature difference

1. Introduction

Key features of lithium-ion batterys (LIBs), such as performance [1–3], aging [1–3], and
safety [1,2], are heavily influenced by temperature. Therefore, monitoring and controlling
the temperature within a battery pack is an essential task for any battery management
system (BMS), with various methods for indicating LIB temperatures in existence [4].
Surface-mounted temperature sensors, such as thermistors or thermocouples, are a com-
mon method to measure the temperature of LIBs within a battery pack. Although these
sensors are assumed to indicate temperatures close to the (average) internal LIB tem-
perature [5], they suffer from heat transfer delay due to the thermal mass and thermal
conductivity of batteries, and consequently, give an incomplete and delayed temperature
information of the LIB. Particularly in certain operating scenarios, such as fast charging
or demanding load conditions, the internal temperature may significantly differ from the
surface temperature [4,6]. The resulting internal temperature differences, especially in
larger format LIBs, may remain undetected and affect performance, aging, and safety of the
LIB in an adverse way [7]. Therefore, several temperature estimation methods have been
developed to overcome the limitation of surface temperature measurements and indicate
the internal temperature of LIBs. These methods usually utilize a certain impedance feature
of the electrochemical impedance spectroscopy (EIS) to determine the LIB’s temperature,
whereby the nature of the determined temperature varies from method to method. Table 1
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A B S T R A C T

Knowing the temperature distribution within a battery pack is vital, because of the impact on capacity
loss, power degradation and safety. Temperature measurements are usually realized with temperature sensors
attached to a limited number of cells throughout the battery pack, leaving the majority of cells in larger battery
systems unattended. This work presents a novel sensorless method for determining the temperature of a cell by
exploiting the relation of the cell’s overpotential and temperature exemplary using a 18650 nickel-rich/silicon–
graphite cell, although the method is basically applicable to any cell. Current changes in the battery load are
utilized as pulse excitation for the calculation of a direct-current resistance 𝑅DC,𝛥𝑡 determined after a certain
time 𝛥𝑡. Reference pulses at 10/20/30/40 ◦C are recorded to investigate the influence of state-of-charge and
pulse rise/fall-time, as well as the pulse-current amplitude and direction on 𝑅DC,𝛥𝑡. The analysis of the reference
pulses shows that a 𝛥𝑡 in the 10ms to 100ms regime has the greatest sensitivity to temperature and the least
dependence on other parameters. The method is finally validated using a 6s1p-module with an externally
constant temperature gradient applied to the serial connection, showing an average estimation error smaller
than 1K for each cell.

1. Introduction

Monitoring the temperature of a lithium-ion battery (LIB) is a
crucial task of a battery management system (BMS). The temperature
not only influences the performance of the battery [1], but also the
aging behavior [2–4] and safety [5,6]. In general, the temperatures
of cells within a battery pack differ during operation [7,8], simply
caused by the spatial location of the cells, which poses a challenging
task for homogeneous cooling/heating of each cell [9,10]. The result-
ing temperature inhomogeneity within the battery pack may lead to
safety issues and inhomogeneous aging [11,12]. Thermal simulations
of the battery pack are capable of detecting systematic design flaws
causing the inhomogeneous temperature distribution within a battery
pack [13,14]. Nevertheless, simulations cannot take all events into
account, such as deviations during pack assembly and intrinsic cell
parameter variations. Also a shift of the pack temperature distribu-
tion during operation, for instance induced by cell aging, is difficult
to model. Therefore, monitoring the temperature of each cell in the
battery pack is of high interest for a BMS. Since a battery system
can be composed of several hundred up to thousands of cells [15],
monitoring each cell poses a difficult task. Increased wiring effort,
hardware and BMS costs are the consequence, if temperature sensors
are used [16]. Moreover, external sensors barely indicate the internal
cell temperature and cover a limited area on the surface of the cell [17].
Electrochemical impedance spectroscopy (EIS) is proposed in several

∗ Corresponding author.
E-mail address: sebastian.ludwig@tum.de (S. Ludwig).

studies to partially overcome these challenges [16–23]. By utilizing
the relation of a cell’s temperature and certain features within the
impedance spectrum, the temperature can be estimated without the
use of an external temperature sensor. Using these EIS-based methods
does not increase the wiring effort, since the existing connections for
voltage monitoring can be utilized, but there is still the additional
effort and cost for the hardware performing the sinusoidal excitation.
Wang et al. [24] recently developed an approach using the instant
current changes and the corresponding voltage response in the time
domain as input for a wavelet transformation to calculate the cell
impedance. With the transformed result they build on the findings of
the EIS-based temperature estimation methods and use the impedance’s
phase at 10Hz to estimate the temperature. Using pulses in the time
domain is also used for estimating other critical battery states. For
instance, Mathew et al. [25] have already shown that using only
sharp current pulses for direct resistance estimation can be utilized for
state-of-health (SOH) estimation. Their approach significantly reduces
the required computational complexity compared to model-based solu-
tions. With the pulse-based approach in the time domain the need for
additional hardware for EIS measurements is eliminated. Load changes,
which naturally occur during the operation of battery powered devices,
such as acceleration or braking of an electric vehicle (EV), can be used
as an excitation. Nevertheless, it is not ensured that the load changes

https://doi.org/10.1016/j.jpowsour.2021.229523
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Online aging determination in lithium-ion battery module with forced
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A B S T R A C T

Voltage imbalance in lithium-ion battery packs, which leads to impaired utilization of the whole energy-storage system,
is often linked to different self-discharge rates. Despite the established use of balancing circuits, neither the true origin of
voltage imbalance nor the benefits of cell balancing are as yet completely understood. In this study, a forced tem-
perature gradient along six in-series connected, commercial 18650 nickel-rich/SiC cells was applied during cycles
resulting in cell temperatures of between 25 ∘C and 30 ∘C. Every 20 cycles, the 6s1p module was equalized using
dissipative balancing. Aging behavior was analyzed using checkup measurements, differential voltage analysis (DVA)
and conclusive scanning electron microscope (SEM) imaging of negative electrodes. The results obtained in this work
reveal that the forced temperature gradient caused different degradation rates, whereas the colder cells exhibited
aggravated aging behavior, which was linked to lithium plating. Furthermore, the lithium plating caused the majority
of the voltage drift within the module. The application of dissipative balancing enabled an improved utilization of the
module, and increased the discharge energy. Finally, the cumulative balancing charge reflected the capacity differences
between the cells, and could therefore be used for the online determination of relative aging of single cells or cell blocks
in lithium-ion battery packs..

1. Introduction

Over the past decade lithium-ion technology has overcome several
downsides such as high costs, safety hazards and short system life [1,2].
Now, the wide field of applications ranges from mobile devices to de-
centralized energy storage and electric vehicles (EVs). In order to cover
the high energy demand, battery packs usually consist of up to thou-
sands of single lithium-ion cells connected in series and in parallel. A
serial connection of cells increases the system voltage, which, due to
lower current loads, reduces ohmic losses within the battery pack and
charging infrastructure. State-of-the-art battery packs exhibit system
voltages of up to 800V with almost 200 cell blocks in series [3],
whereas each cell block contains cells in parallel. As a consequence,
there is a higher chance for cell block voltages to drift apart, limiting
the available capacity of the battery pack. Deployment of balancing
circuits usually solves this issue [4], however the true origin of voltage
imbalance is still not completely understood. Different self-discharge
rates, which evoke voltage decay without any irreversible capacity loss,
are often stated for being the major reason behind the voltage drift
[5,6]. However, recent studies of state-of-the-art lithium-ion cells with
nickel-rich cathodes and silicon-graphite anodes revealed that differing
self-discharge rates had almost no influence on possible voltage

imbalance, due to low self-discharge currents [7,8].
Due to finite accuracy during the manufacturing processes, cells

vary in their characteristics even immediately after the production
stage. In general, cell parameter variations are usually linked to
minimal differences in the electrode thickness, material composition,
overall component connectivity, etc. among same type produced li-
thium-ion cells [9]. Rumpf et al. showed that initial cell parameters of
mass-produced lithium-ion cells are usually normally distributed,
which is symptomatic of random - and not systematic - deviation during
cell manufacturing [10]. Subsequently, due to negative outliers, it is
inevitable that a serial interconnection of cells or cell blocks results in
reduced pack capacity [11,12]. However, in addition to initial para-
meter variation, lithium-ion cells exhibit intrinsically varying aging
rates, even under the same operational conditions [13], although the
absolute differences remain rather low [7]. Due to spatial location of
each cell in the battery pack it is almost impossible to provide the same
cooling power and thermal condition to each cell [14,15], which leads
to temperature gradients during operation [16,17]. Several studies re-
ported that major degradation mechanisms are influenced by tem-
perature [18,19]. Furthermore, it has been shown that temperature
gradients deteriorate the capacity spread among the cells in battery
packs [20–22].
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Adaptive method for sensorless temperature estimation over the lifetime of
lithium-ion batteries
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H I G H L I G H T S

• Sensorless method for resistance-based temperature estimation for lithium-ion batteries.
• Investigation of the effects of cell aging on temperature estimation in a battery module.
• Aging compensation with offset correction and accurate estimation of state of charge.
• Stable temperature estimation over battery lifetime with online adaptation scheme.

A R T I C L E I N F O
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A B S T R A C T

Over the last decade, several impedance-based temperature estimation methods for lithium-ion cells have been
proposed in the literature. However, the influence of cell degradation on these methods is rarely considered. In
this paper, we therefore investigate the influence of aging on the temperature estimation method, presented in
our previous work, by tracking the capacity fade and resistance change of a 6s1p module over 200 cycles. Both
capacity fade and resistance change were found to affect the accuracy of the temperature estimation method,
leading to a root mean square error (RMSE) of up to 15K without adaptation to cell aging. Fitting the reference
used for temperature estimation with linear operations and a nonlinear least-squares solver (NLS) to the aging
data proved to be a valid method of compensating for the effects of aging. Derived from the fitting results,
an online applicable aging adjustment scheme based on the checkup values is proposed to maintain a stable
temperature estimation over battery lifetime. Using a simple resistance offset correction and an accurate state
of charge and health estimation, the temperature estimation error stabilizes at an average RMSE of below 2K
for each cell in the module over its entire lifetime.

1. Introduction

Temperature is one of the key influence factors affecting the capac-
ity loss [1–3], performance [4] and safety [5,6] of lithium-ion batteries
(LIBs). Monitoring and controlling the temperature of cells in a battery
pack is therefore an essential task of any battery management system
(BMS) and/or thermal management system. This can be a challenging
task, especially in larger battery packs with many cells, since a system
for monitoring all cell temperatures would create additional weight,
cost and complexity resulting from the temperature sensors, wiring
and sensor evaluation. For this reason, several methods have been
developed to determine a cell’s temperature that do not require a
temperature sensor [7–23]. The majority of these methods are based
on criteria gained from an electrochemical impedance spectroscopy
(EIS). Although these approaches eliminate the need for a tempera-
ture sensor, the required excitation hardware for the EIS results in

∗ Corresponding author.
E-mail address: sebastian.ludwig@tum.de (S. Ludwig).

additional cost and weight. Recently, Xie et al. [21] and Wang et al.
[22] developed methods of directly estimating the temperature from
current and voltage measurements of the battery load. The approach
of Xie et al. [21] is based on a 1D thermal model combined with a
dual Kalman filter. Wang et al. [22] also use a dual Kalman filter,
however, in combination with a single-particle model. In a similar
way to [21,22], we have developed a new method for temperature
estimation, as presented in our most recent work [23], based on battery
load changes. This method determines the cell temperature using a
direct current resistance (𝑅DC) reference, and the resistance calculate
from naturally occurring load changes in the time domain to determine
the cell temperature. All three approaches [21–23] eliminate the need
for additional excitation hardware.

However, many methods in the literature, including our own, con-
tinue to display a major knowledge gap regarding long-term stability.

https://doi.org/10.1016/j.jpowsour.2021.230864
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2 Fundamentals and Methodology

Before addressing the actual research questions of this thesis, this chapter deals with the required
fundamentals and methodology. Fig. 2.1 visualizes the focus of the individual sections. First, the
structure and functional principle of a LIB are explained in Section 2.1, followed by the theoretical
basics with focus on temperature dependency in Section 2.2 and the impact on safety, performance
and lifetime of a LIB in Section 2.3. Section 2.4 covers the basic methods for determining the cell
impedance in the frequency and time domain. Finally, Section 2.5 summarizes the state of the art for
sensorless temperature estimation for LIBs.
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Figure 2.1: Scope of Chapter 2.

2.1 Fundamentals of Lithium-Ion Batteries

In order to understand the temperature-dependent processes and their effects on a LIB, a basic un-
derstanding of the structure and functional principle of a LIB is required. For this purpose, Fig. 2.2
shows the schematic representation of the fundamental electrochemical cell.

2.1.1 Components of Lithium-Ion Batteries

In general, the main components of a LIB are two porous electrodes, which are separated by a separator
and soaked in a liquid electrolyte enabling ion exchange between the two electrodes. The individual
components are explained in more detail below.

2.1.1.1 Electrode

In chemistry, the designation of the electrode depends on whether it is oxidized (anode) or reduced
(cathode). Since LIBs are operated in both charging and discharging direction, the electrode designa-
tion would change with the operating mode, which can easily lead to confusion. For this reason, the
convention to specify the designation of the electrodes based on the discharging process prevailed in
battery research, implying that the negative electrode is the anode and the positive electrode is the
cathode. Each electrode consists of a current collector coated with a composite material. The current
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Figure 2.2: Schematic representation of the components of a lithium-ion cell and the current and ion
flow during the discharge process. Above the cell, the structure of an anode particle made
from graphite (left) and a cathode particle made from lithium-metal oxide (LiMO2) (right)
is illustrated. The solid electrolyte interphase (SEI) is shown only simplified at the interface
between the anode and the separator.

collectors are usually made of copper at the anode and aluminum at the cathode, as shown in Fig. 2.2.
From a functional point of view, the choice of current collector materials is based on their high elec-
trical conductivity and electrochemical stability in the presence of the remaining cell materials, which
ensures long term functionality and safe operation of the cell, provided the cell is operated within its
current, voltage and temperature limits [56–59]. The electrode composite consist of an active material,
holding the lithium inventory, a binder, ensuring mechanical stability [60], and optional additives such
as carbon black to increase the electronic conductivity of the composite [61].

Various active materials are used for commercial LIBs, differing in their physical properties, such as
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2.1 Fundamentals of Lithium-Ion Batteries

structure, potential, specific capacity and cycle stability. Furthermore, economical, social and ecological
aspects, such as costs, mining conditions, and environmental friendliness, play a part in the selection of
active materials. Fig. 2.3 shows the specific capacity and potentials of commonly used active materials
for the cathode (Fig. 2.3a) and the anode (Fig. 2.3b).

LMO

NMC

LCO NCA

LFP

LTO

Si-
C

C

Si

Li

Figure 2.3: Overview of common active materials for a) cathodes and b) anodes with regard to their
approximate discharge potentials vs. Li/Li+ over the specific capacity. Derived from [62–
69].

Cathode Active Materials The most common cathode active materials for commercial LIBs are lay-
ered transition metal oxides [66; 70], such as lithium cobalt oxide (LCO), lithium nickel manganese
cobalt oxide (NMC), and lithium nickel cobalt aluminum oxide (NCA). LCO was the first commer-
cialized cathode active material, is still used for portable electronic devices [3; 65; 71], and has an
advantageous cycle life. However, it comes with high economical cost, due to the large share of cobalt,
and a low thermal stability [3; 67; 69; 72]. NMC has a good energy density, power capability, ther-
mal stability and cycle life and is therefore used in many application areas from portable electronics to
power tools and EVs [3; 73]. The large variation in specific capacity for NMC in Fig. 2.3a reaching from
about 160mAhg−1 to 200mAhg−1 and above is related to the ratio of nickel, cobalt, and manganese
in the active material, whereby the nickel-rich version NMC-811 is at the upper end and NMC-111 at
the lower end [66; 68; 71]. In addition to the increase in energy density of the NMC-811 system, the
price advantage due to the reduction in the cobalt content also plays a role. Another layered transition
metal oxide is NCA, which has a comparable good energy density, power capability, and cycle life as
NMC. Areas of application are premium electronics and EVs [3; 73; 74].

In addition to the layered transition metal oxides, there are spinel transition metal oxides such as
lithium manganese oxide (LMO) and systems using poly-anionic compounds such as lithium iron
phosphate (LFP). Both, LMO and LFP are cost-efficient due to the lack of cobalt and nickel, show
a very good thermal stability, but have a lower specific capacity. Moreover, LMO has a very good
power capability and is therefore mostly used in high power applications [3]. However, it shows only
a moderate cycle life [3]. LFP on the other hand has a very good cycle life, but an adverse energy
density due to the comparably low potential of 3.45V against Li/Li+ [65]. For this reason, the main
area of application have been stationary energy storage applications, for which the energy density is
not as important as for EVs [3; 4; 32; 75]. Despite the disadvantageous energy density and thus shorter
driving range, many manufacturers, such as Tesla, Chevrolet, BMW, and BYD, are opting for BEVs
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powered by LFP batteries [76; 77]. This is mainly driven by the lower prices, the cycle stability and
the safety of LFP [76; 77].

Anode Active Materials On the anode side, graphite (Gr) has been asserting itself as the go to
intercalation material for more than 20 years, although the theoretical specific capacity of 372mAhg−1

is rather small compared to other anode active materials [32; 67; 78; 79]. Advantageous are the long
cycle life, its cost-efficiency, low volume expansion and safety [18; 67; 69]. A side effect of graphite as
an anode active material is the formation of a passivation layer on the surface of the graphite particles,
the solid electrolyte interphase (SEI). The SEI is displayed in a simplified way at the interface between
anode and the separator in Fig. 2.2. It is formed from electrolyte decomposition products mainly during
the first few cycles and it is permeable to lithium-ions [78–80]. Just as the oxide layer on aluminum
prevents the underlying aluminum from corroding, so does the SEI prevent further reductive electrolyte
decomposition and adverse solvent co-intercalation [78; 79]. Apart from graphite, there is also lithium
titanate (LTO) as another intercalation material. The advantages of LTO are long cycle life, high rate
capability, and very good thermal stability [67; 69]. Figure 2.3b shows the disadvantages of LTO: a
rather low specific capacity of about 175mAhg−1 and a relatively high potential of 1.55V with respect
to Li/Li+ [65; 67; 69]. In recent years, anodes with alloying type materials, such as silicon (Si) and
silicon oxides, have been investigated. The appeal of these materials lies in their very high specific
capacity of 3579mAhg−1, which, however, comes at the price of very high volume changes of up to
300% [65; 67; 69; 81]. This excessive change in volume leads to strong mechanical stress and chemical
degradation of the active material [65]. There are two approaches to circumvent this negative property.
One approach reduces the effectively used proportion of available silicon, which also reduces the change
in volume and thereby increases the cycle stability [81]. This case is represented in Fig. 2.3b by the
lower range of the specific capacity of silicon of about 1000mAhg−1. The other approach relies on
blended electrodes, combining silicon and graphite, and thereby increasing the specific capacity of the
anode and limiting the volume expansion [79; 82; 83]. This case represents the transition from graphite
to silicon anode materials in Fig. 2.3b. LIBs with blended electrodes are commercially available [84–86]
and are already used in EVs [73; 74]. Seen from an energetic perspective, the theoretically optimal
anode active material for LIBs is pure lithium itself with a specific capacity of 3860mAhg−1 and the
lowest potential of 0V compared to Li/Li+. However, in such a cell, the anode is constantly being
dissolved and built up again during cycling, which leads to mechanical stability problems. In addition,
lithium dendrites may form during cycling, which can lead to safety-critical internal short circuits [69;
87].

2.1.1.2 Electrolyte

The electrolyte ensures the ionic transport of lithium-ions between the active materials through the
pores of the separator and is crucial for the safety, performance and lifetime of a LIB [88; 89]. Non-
aqueous liquid electrolytes consisting of organic solvents, conducting salts and various additives are
widely used for LIBs [90]. LiPF6 is the most commonly used conducting salt, although a large variety
of other salts, such as LiBF4, LiAsF6, LiClO4, LiDFOB, LiBOB, or LiTFSI, are known [89–91].
A large number of carbonate derivatives such as ethylene carbonates (ECs), propylene carbonates
(PCs), ethyl methyl carbonates (EMCs), diethyl carbonates (DECs), dimethyl carbonates (DMCs), or
fluoroethylene carbonates (FECs) and combinations of these are used as a solvent [88; 90; 92].
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2.1.1.3 Separator

The main purpose of the porous separator for LIBs using liquid electrolytes is to prevent an internal
electronic short circuit between the electrodes and at the same time to provide a passage for the lithium-
ions to cross between the electrodes [93; 94]. Ideally, separators therefore have very low electronic and
very high ionic conductivity, whereby the electronic conductivity is dependent on the used separator
material and the ionic conductivity on the electrolyte and structural features, such as porosity and
tortuosity, of the separator. Another relevant property of separators is thermal stability to avoid
shrinking or melting of the separator during elevated temperatures, which could lead to safety critical
short circuits [94; 95].

2.1.2 Cell Format and Size

As large as the number of applications with LIBs as energy source is, as large is the number of
different LIB formats and sizes [96–98]. The optimal format and design of LIBs strongly depend on
the application and its system related constrains. The basic design of an electrochemical cell as shown
in Fig. 2.2 can be scaled up to commercial LIBs in different ways. In order to increase the energy
density, both sides of the current collector foil are usually coated with composite materials as shown
in Fig. 2.4a [99]. The double-sided coated electrode sheets are then wound or stacked as shown in
Fig. 2.4b, whereby the winding can be either spiral or flat. Due to winding or stacking, a second
separator layer as shown in Fig. 2.4a is needed to prevent a short circuit between neighboring layers.
The wound or stacked electrodes are assembled into a casing. The three most common casing formats
are cylindrical, prismatic and pouch as shown in Fig. 2.4c. Cylindrical and prismatic cells have a
hard casing typically made from stainless steel or an aluminum alloy respectively. Pouch cells on the
other hand are enclosed by a flexible aluminum foil, which is laminated with plastics on both sides
to ensure electrical insulation and electrochemical stability against the encapsulated cell materials
[100]. Cylindrical casings typically contain the spiral wound electrodes, prismatic casings can either be
equipped with flat wound or stacked electrodes, and the pouch format generally uses stacked electrodes
[101–103].

a) b) c)

cylindric

prismatic

pouch

sp
ira
l w

ind
ing

flat winding

stacked
Copper

Aluminum

Cathode

Anode Separator

Figure 2.4: a) Stacking of a double-sided coated electrodes for anode and cathode isolated by separator
layers. b) Winding methods for the stacked electrodes and c) integration in corresponding
cell casings. Adapted from [96].

The individual casing formats each have different advantages and disadvantages. Prismatic cells, for
instance, are mechanically stable [104; 105] and are often equipped with additional safety devices,
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such as fuses and vents [106], but at the expense of increased weight and volume. The casing foils
of pouch cells on the other hand are thin and thereby reduce weight and volume, but at the cost
of mechanical stability. Cylindrical cells are mechanically stable, due to the metal casing and the
round shape and include several safety features. Additionally, they have affordable prices, due to the
highly industrialized and standardized production in large numbers such as the 18650 format (18mm
diameter, 65mm height) [84; 107; 108]. For systems with high energy requirements in a small space
such as EVs, cylindrical cells are disadvantageous at first glance, since the cylindrical casing means that
the packaging density is lower than for prismatic or pouch cells. Since standardized cylindrical cells
come in relatively small formats and therefore capacity, many cells are needed to achieve corresponding
capacities, leading to a more complex battery pack with more cell interconnections and thus potential
fault sources [109]. However, the low packaging density and the large number of cylindrical cells are
not only disadvantages, but also offer design advantages. The free space between the cells can be
used for a cooling/heating system and the effects of a defective cell are more manageable than with
large-format cells, due to the lower capacity of the cylindrical cells. For these and other reasons, Tesla
was one of the first EVmanufacturers, who incorporated cylindrical cells into their models [73; 74;
109; 110]. Other EV manufacturers, such as Lucid, Rivian, or BMW, follow the trend and already
offer or plan to produce EVs with cylindrical cells [111; 112]. With larger formats, such as 21700 or
46800, the energy content per cell is improved and manufacturing costs can be decreased [73; 74; 107;
113]. However, the larger cell formats also lead to internal inhomogeneities in temperature and current
distribution [96; 97; 113].

Overall, cylindrical cells are most appropriate for addressing the research questions Q1 to Q4 from
Section 1.2 in this thesis for several reasons:
They are of high production quality and widely available in different chemistries and sizes, which
is favorable for the comparison of different chemistries and the investigation of internal temperature
inhomogeneities. They have a relatively low capacity, which is convenient for laboratory-scale investi-
gations, and they are in line with the current trend of EV manufacturers. Consequently, the focus of
this thesis is on the investigation of cylindrical cells. The specific cells that are actually investigated
in this thesis is covered separately in Chapter 3.

2.1.3 Functional Principle of Lithium-Ion Batteries

After the introduction to the main components of a LIB follows a brief description of the main chemical
reactions in a electrochemical cell. The cell in Fig. 2.2 shows the external current and internal ion
flow during discharging. This means that the anode is oxidized and lithium-ions deintercalate from the
graphite host lattice (C6) as shown in the closeup above the anode in Fig. 2.2. The released lithium-ions
diffuse/migrate over the electrolyte through the separator towards the cathode where they intercalate
in the host lattice of the cathode active material, which is shown in the closeup above the cathode in
Fig. 2.2. As mentioned in Section 2.1.1, the active material of the cathode is usually a lithium-metal
oxide (LiMO2) with M representing the metals nickel, cobalt and/or manganese. Simultaneously, the
path of the electrons lead from the active material of the anode via the anode current collector (Cu)
and the external load to the cathode current collector (Al) and finally into the active material of the
cathode. During charging the process is reversed. This redox reaction can be described with two
equations [114–117]:
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Eq. (2.1) at the cathode

LiMO2 Li1−xMO2 + xLi+ + x e− (2.1)

and Eq. (2.2) at the anode

C6 + xLi+ + x e− LixC6 , (2.2)

where x represents the level of lithiation of the host lattice in the theoretical range of 0 ≤ x ≤ 1.
In practice, the reversible delithiation range for cathode materials is limited and reaches for instance
x ≤ 0.5 for metal oxides with nickel, cobalt or manganese [117].

2.2 Temperature-dependent Processes in Lithium-Ion Batteries

The ionic and electronic current flow paths, as just described in Section 2.1.3, are dependent on the
material properties and underlying transport mechanisms in the cell, causing losses that manifest in
different overpotentials and at different time scales. Among other factors, these losses and consequently
the cell impedance are strongly dependent on temperature, which is the reason why an impedance-
based temperature estimation is possible in the first place. For this reason, this section discusses the
theory behind the individual loss processes. A special focus is put on their temperature dependence
and the relation to the cell impedance.

Ucell = UOCV − ηIND − (ηelec + ηion + ηcont)︸ ︷︷ ︸
ηΩ

− (ηct,a + ηct,c)︸ ︷︷ ︸
ηCT

− (ηdiff,l + ηdiff,a + ηdiff,c)︸ ︷︷ ︸
ηDIFF

(2.3)

The cell voltage Ucell in Eq. (2.3) can be broken down to five parts [18; 33; 118–121]:

1. the open-circuit-voltage (OCV) UOCV,
2. the inductive overpotential ηIND,
3. the ohmic overpotential ηΩ related to electronic ηelec and ionic ηion losses also including contact

losses ηcont,
4. the overpotential ηCT related to interface losses between the anode/cathode ηct,a/ηct,c and the

electrolyte,
5. as well as the overpotential ηDIFF related to diffusion losses in the liquid phase ηdiff,l and the

solid phase ηdiff,s, whereby a further differentiation can be made between diffusion in the active
material of the anode ηdiff,a and the cathode ηdiff,c.

A more detailed discussion of the individual voltage shares follows in the upcoming sections. The
discussion is confined to the acceptable temperature operating range of LIBs, which is approximately
−20 to 60 °C [2; 122]. This temperature range is also covered by the majority of all methods discussed
later in the context of Table 2.5 and is thus also the range in which the method developed in Chapter 4
is intended to operate. Continuous operation near the lower or upper temperature limit of the operating
range can have a severe negative impact on the lifetime, performance and safety of a LIB [18; 29]. For
instance, operation at elevated temperatures has a negative effect on aging and can lead to thermal
runaway of the LIB [10; 18]. At very low temperatures, in contrast, the performance of a LIB is severely
limited and the risk of lithium plating rises [18; 123; 124]. A more detailed discussion of the effects of
temperature on LIBs is provided in Section 2.3. Due to the negative effects, the temperature range of
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a LIB should be further restricted to approximately between 15 °C and 35 °C for optimal operation [2].

2.2.1 Open-Circuit-Voltage

The OCV describes the cell voltage in equilibrium when there is no external load applied to the cell.
Since impedance measurements are always based on differential values in voltage and current, the
temperature dependency of the OCV is of no further concern for this work and is only mentioned for
the sake of completeness. The OCV is described by the Nernst equation in Eq. (2.4) [125].

UOCV = US + R Ta

n F
ln

(
αox

αred

)
(2.4)

Its potential is dependent on the standard cell potential US which is the difference between the half-cell
potentials of the cathode and anode material under standard conditions, the absolute temperature Ta,
the number of electrons transferred in the cell reaction n, and the ratio of the chemical activities αred

and αox. The other parameters are the universal gas constant R and the Faraday constant F . The
Nernst equation and consequently the OCV have three temperature dependent parts. The directly
proportional part comes with the prefactor of the logarithm. Two indirectly proportional parts are
concealed in the chemical activities, which themselves are dependent on temperature [126; 127], and
the standard cell potential. The standard potential is defined at a reference temperature, for example
at room temperature (25 °C), but changes with temperature due to the reaction entropy [128; 129].

2.2.2 Overpotentials

By applying a current to a cell, it leaves its electrical equilibrium and the overpotentials from Eq. (2.3)
build up related to different losses at different time scales as shown in Fig. 2.5. The scale below
the example of the pulse response in Fig. 2.5 focuses on the overpotentials relevant for temperature
estimation from µs to s. However, it also includes effects occurring at load durations beyond that
scale, such as a change in the OCV due to a change in state of charge (SOC) and aging as a long
term effect. The losses/overpotentials can be related to different conduction phenomena, which in
turn can be expressed as a conductivity or resistivity. The following sections discuss the relation of
the conductivity/resistivity expressions to temperature. The result and the corresponding equations
are summarized in the table at the bottom of Fig. 2.5. In this table, all proportionalities refer to the
overpotential of the cell and thus to the resistivity. Note that the individual equations referenced in the
table do not always do so. In the literature, conductivity, the reciprocal of resistivity, is often used when
considering the temperature dependence of processes and is therefore also used in the corresponding
equations.

2.2.2.1 Ohmic Overpotential

Since both, ohmic and inductive overpotentials occur almost instantaneously after a current change,
it is difficult to separate the two at first. However, the inductive behavior of LIBs decays quickly after
the current has settled at a new constant level and is in general beyond the measuring ability of a
BMS. The ohmic overpotential ηΩ is influenced by the electronic (ηelec) and ionic (ηion) conductivity
of the materials used in the cell and the contact resistance (ηcont) between anode/cathode and current
collector, as well as particle to particle contact at anode/cathode as indicated in Fig. 2.5 [33; 120].
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Figure 2.5: Exemplary voltage response of a LIB to a current pulse excitation and classification into
the corresponding overpotentials. Below the approximate time intervals in which the over-
potentials occur as well as the corresponding dependencies to temperature with reference
to the associated equations. Based on [33; 118; 120].

Contact Losses A LIB is not made from a homogeneous block and therefore the transition between
materials causes a contact resistance leading to the overpotential ηcont. The contact losses between an-
ode/cathode and current collector and between anode/cathode particles are evident in measurements
at high frequencies and are superimposed by the inductive behavior of the cell [119; 120]. However,
Illig et al. [130] showed with a specially prepared experimental cell that the contact resistance be-
tween the cathode and the current collector is independent of both, the SOC and the temperature.
Rattanaweeranon et al. [131] studied the influence of mechanical pressure and temperature on the
conductivity of bulk graphite samples. The conductivity increased with pressure due to the improved
electrical contact between the particles. The general temperature behavior was not changed by the
pressure. This suggests that the contact resistance between particles does not depend on temperature.
Together with the results of Illig et al. [130], it can be assumed that the contact losses are independent
of the temperature.

The electronic overpotential ηelec is determined by the electronic conductivity of the materials in a cell.
This includes the electronic conductivity of the active material particles, the conductive additives, the
current collector, and the cell taps [33; 120], which are discussed next.
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Current Collectors Current collectors and cell taps are made from metals, which in general show
an increasing resistance with increasing temperature. The most comprehensive description of the
resistance behavior of metals over a large temperature range is provided by the Bloch-Grüneisen formula
[132–134]. However, the discussion is limited to the acceptable temperature range of approximately
−20 to 60 °C [2; 122]. In this temperature range, the resistance behavior of metals is almost linear.
For this reason, the linear approximation in Eq. (2.5) for the relationship between temperature and
resistance is often used

ρM(Ta) = ρ0 [1 + α (Ta − T0)] , (2.5)

where Ta is the absolute temperature, ρ0 is the resistivity measured at the reference temperature T0,
and α is the temperature coefficient of resistivity. This empirical fitted values describe the resistivity
change due to temperature in the region of the reference temperature T0. The values of α may vary
depending on T0. For the LIB relevant materials of the current collectors, copper and aluminum, the
values for ρ0 and α are given in Table 2.1 along with the conductivity σ0. The values in Table 2.1 and
in all following tables in this section refer to the reference temperature of T0 = 20 °C, which is exactly
in the center of the considered temperature range between −20 °C and 60 °C.

Table 2.1: Resistivity ρM, conductivity σM, and temperature coefficient α for the reference temperature
T0 = 20 °C for the current collector metals copper and aluminum.

Ref. Material resistivity conductivity temperature coefficient
ρM / Ω cm σM = 1

ρM
/ S cm−1 α / K−1

[133] copper 1.68 × 10−6 5.96 × 105 4.04 × 10−3

[135] aluminum 2.65 × 10−6 3.77 × 105 3.90 × 10−3

Active Materials Active materials of a LIB are made from several different materials, as discussed
in Section 2.1.1. At the anode, graphite and increasingly more silicon and silicon-oxides are used,
whereas at the cathode metal-oxides are dominant. The active materials serve as electronic and ionic
conductor in a LIB.

Graphite is a crystalline form of carbon and consists of stacked layers of graphene. It is known as a
semi-metal [33; 136] with an electronic conductivity in the range of 103 to 104 S cm−1 [33; 137], which
is still good but already at least a magnitude less than that of the current collector metals in Ta-
ble 2.1. Due to loose bonding between the graphene layers, the conductivity of graphite differs with
direction [33; 138]. The conductivity along each graphene layer is about 100 times better than the
conductivity perpendicular to it [139]. The literature offers different statements on the temperature
dependence of the electric conductivity of graphite, whereby different temperature ranges and spec-
imens were investigated. Dutta [140] determined a roughly exponential behavior for single graphite
crystals between 80 to 500K. He found a rising conductivity with temperature parallel to the graphene
layers and a falling conductivity perpendicular to the graphene layers. On particle/bulk level several
studies showed an increasing conductivity with increasing temperature [131; 141–143], suggesting that
the conductivity parallel to the graphene dominates on this level. Iwashita et al. [143] described the
temperature-conductivity relation for graphite with an Arrhenius behavior as stated in Eq. (2.6)

σGr(Ta) = σ0 exp
(

− EA,b

kB Ta

)
, (2.6)
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where σ0 is a pre-exponential conductivity factor and kB is the Boltzmann constant. In this case,
the activation energy EA,b is related to a particle due to the representation of the Arrhenius behavior
by means of the Boltzmann constant and thus has the unit [J]. Using the Avogadro constant NA

and the relation R = kB NA, the Arrhenius behavior can also be represented with reference to the
general gas constant R. Thus, the activation energy EA,r refers to the amount of substance and has
the unit [Jmol−1]. In the literature, both variants are used and are distinguished in this work with
the respective index in EA,b and EA,r. The temperature behavior in Eq. (2.6) applies to the above
mentioned practical temperature range between −20 °C and 60 °C for LIBs [2; 122]. In the case of
semi-metals such as graphite, the conductivity decreases again as the temperature rises above 500 °C
[131; 139; 141–143]. In addition, the electrical conductivity of a graphite anode is SOC dependent.
With increasing SOC the lithium content in the anode rises and thus the conductivity due to the
electron donor nature of the lithium [33; 144].

Because of its extremely high specific capacity as shown in Fig. 2.3b, silicon is considered as a promising
anode material for LIBs. It is mostly used in graphite composite electrodes to increase the energy
density [79]. As a semiconductor, silicon has a relatively poor intrinsic electronic conductivity of
about 10−3 S cm−1 [145], which is eight orders of magnitude lower than the conductivity of the current
collector metals in Table 2.1 and at least six magnitudes less than graphite.
The conductivity of semiconductors depends on the number of electrons transferred from the valence
band to the conduction band. The required energy ∆E depends on the type of semiconductor and
its doping or impurity. For a pristine semiconductor ∆E corresponds to the difference between the
conduction band energy Ec, which lies higher in energy, and the valence band energy Ev at a lower
level. This energy difference decreases by doping or impurity to ∆E = Ec − Ed, where Ed > Ev. The
number of electrons, and hence the conductivity, depends on temperature as given in Eq. (2.7).

σSi(Ta) = σ0 exp
(

− ∆E

kB Ta

)
(2.7)

The pre-exponential factor σ0 is an empirically determined value, which depends on the temperature
range. For low temperatures, for which kB Ta � (Ec − Ev) holds, σ0 is proportional to the doping
or impurity density, since most of the electrons originate from the doping atoms or impurities. At
higher temperatures, the electrons originating from the valence band of the semiconductor into the
conduction band dominate. [146]
The increasing conductivity with increasing temperature was already demonstrated for amorphous
silicon [147; 148], silicon dioxide [149], and silicon carbide [150]. In addition to the temperature
dependency, Pollak et al. [148] report that, as with graphite, the conductivity depends on the inserted
lithium content. However, there is no monotonous relation to the SOC and an additional relation to
the extraction and insertion of lithium.

After considering the anode materials, the cathode materials follow. These are mainly composed of
metal-oxides, which still have semiconductor features [33; 151], but with more insulating properties as
the conductivity values in Table 2.2 show. As with silicon, the electron conductivity of cathode active
materials σCAM is a thermally activated phenomenon and generally follows an Arrhenius-like trend
[18; 33; 158; 159]:

σCAM(Ta) = σ0

Ta
exp

(
− EA,b

kB Ta

)
(2.8)

Due to their poor electron conductivity, additives are used in cathodes to improve conductivity, often
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Table 2.2: Resistivity ρCAM and conductivity σCAM values of common cathode and anode active ma-
terials at 20 °C.

Ref. Material resistivity conductivity
ρCAM / Ω cm σCAM = 1

ρCAM
/ S cm−1

[33; 137] Graphite ∼10−3 to 10−4 ∼103 to 104

[145] Silicon ∼103 ∼10−3

[33; 137; 152] LCO ∼103 to 104 ∼10−3 to 10−4

[33; 137; 153] LMO ∼105 to 106 ∼10−5 to 10−6

[33; 90; 137; 154] LFP ∼109 ∼10−9

[155; 156] NMC ∼103 to 106 ∼10−3 to 10−6

[157] NCA ∼104 ∼10−4

in the form of conductive carbon black (amorphous carbon) [33; 137; 160]. The temperature behavior
of amorphous carbon can be approximated with [161]

σCB(Ta) = σ0 exp
(

−T0

Ta

)β

, (2.9)

where T0 is a reference temperature and β is a conduction process dependent factor with β ∈ [ 1
4 , 1

3 , 1].
The conductivity always increases with temperature, regardless of the value of β. In addition to
temperature, the conductivity of cathode materials is dependent on the lithiation level. Amin and
Chiang [156] showed in their study that the electrical conductivity of different NMC materials increases
with increasing delithiation. Other studies showed that this fact is also true for NCA [157] and LCO
[152]. The fraction of different materials in the cathode can also affect the conductivity, as indicated
by the relatively large conductivity range for NMC in Table 2.2. For instance, Wang et al. [155] showed
that the conductivity of NMC improves with increasing nickel content.

Electrolyte In addition to the ohmic overpotential caused by electronic conductivity of the active
materials, additives, and the current collectors, an ionic overpotential occurs, which is caused by
the ionic current flow through the cell and is essentially determined by the ionic conductivity of the
electrolyte [18; 33; 120; 162]. For the ohmic conductivity, the time scale of consideration in Fig. 2.5 is
in the range of a few microseconds and less. For this reason, effects such as diffusion and convection,
which arise later in the electrolyte, can be neglected in this context. Without considering diffusion and
convection, the overpotential ηion and the absolute ionic current is directly proportional to the ionic
conductivity κ of the electrolyte [18]. The ionic conductivity of the electrolyte depends strongly on the
temperature. It increases monotonically in a Arrhenius-like manner with temperature up to very high
temperatures, where the ionic conductivity is more dominantly affected by the dielectric constants of
the solvent mixture [163]. A frequently used fitting function to describe this convex behavior is derived
from the Vogel-Tamman-Fulcher (VTF) equation [18; 33; 163]

κ(Ta) = κ0√
Ta

exp
(

− EA,r

R(Ta − Tg)

)
, (2.10)

where Tg is the theoretical glass transition temperature in Kelvin [33]. The constant κ0, the activation
energy EA,r, and Tg are fitted parameters.

In addition to the temperature, the initial salt concentration influences the conductivity, whereby the
relationship is also convex. Thus, the conductivity increases with increasing salt concentration up to
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a certain point, and then decreases again, since at too high salt concentration ions of opposite charges
can become associated or paired, and thereby cease to contribute to the overall conductivity [163; 164].
Moreover, it should be mentioned that the separator used also has an influence on the overall ionic
conductivity of the cell, yet preserving the Arrhenius-like behavior [165]. Table 2.3 summarizes the
ionic conductivity of several electrolytes.

Table 2.3: Ionic conductivity of lithium salt solution at 20 °C. All samples referenced are 1mol dm−3

solutions of their respective salts. Table adapted from [33].
Salt Solvent Ionic conductivity κ / S cm−1

Lithium perchlorate PC 5.6
(LiClO4) EC/DMC 8.4
Lithium hexafluoroarsenate PC 5.7
(LiAsF6) EC/DMC 11.1
Lithium tetrafluoroborate PC 3.4
(LiBF4) EC/DMC 4.9
Lithium trifluoromethanesulfonate PC 1.7(LiTf)
Lithium bis(trifluoromethanesulfonyl)imide PC 5.1
(Lilm) EC/DMC 9.0
Lithium hexafluorophosphate PC 5.8
(LiPF6) EC/DMC 10.7

2.2.2.2 Inductive Overpotential

The fastest effect, beside the instantaneous ohmic voltage drop, contributing to the overpotential of
the cell shown in Fig. 2.5 in the microseconds regime is dominated by the inductance of the cell.
In this time domain, the cell geometry and electrode design, including tab number and positioning,
affect the overpotential behavior [166; 167]. Landinger et al. [166] showed that the impedance of
LIBs is temperature dependent in the frequency range beyond 10MHz. However, the Arrhenius-like
temperature dependency was attributed to resistive losses, caused by ionic current flow [166]. Due
to the high measurement frequency in the MHz regime and the specially adapted measurement setup
using a vector network analyzer to measure the inductive effects, temperature estimation relying on
inductance is out of the scope for a temperature estimation method running on a BMS.

2.2.2.3 Interface Overpotential

After the instantaneous ohmic and the inductive voltage drop, losses due to the charge transfer between
the electrolyte and the anode/cathode active material, including the SEI, build up in a time domain
from milliseconds to seconds as shown in Fig. 2.5 [118; 120; 168]. The time delay compared to
the ohmic overpotential is caused by the double layer capacitance, which is formed at the interface
between the electrolyte and the electrode. Although the double layer capacitance does not cause a
direct overpotential, its capacitance causes the interface potential to behave like a first-order timing
element.

Charge Transfer Resistance The charge transfer resistance of a LIB is related to the reaction kinetics
from the Butler-Volmer equation and can be linearized for relatively small currents and notably fast
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electrode kinetics [18; 169; 170]:

Rct = R Ta

F i0
. (2.11)

Temperature and SOC dependence of the charge transfer resistance Rct in Eq. (2.11) are linked to the
exchange current density i0

i0 = FA ks cδ, (2.12)

where ks is the standard rate constant, A is the electrode area, c is the concentration of lithium-ions
in the solid phase, and δ is the transfer coefficient [18; 169]. The dependence on SOC related to the
electrode is given by

c = SOC · cs,max, (2.13)

with the maximum accessible lithium concentration in the solid phase cs,max [18; 169]. The dependence
on temperature is related to the Arrhenius behavior of the standard rate constant

ks = k0 exp
(

−EA,r

R Ta

)
, (2.14)

with the pre-exponential factor k0 [18; 169]. By replacing the exchange current density in Eq. (2.11)
with Eq. (2.12) and substituting ks and c in Eq. (2.12) with the corresponding dependencies of
Eq. (2.13) and Eq. (2.14), a resistance can be derived which describes the dependence of the charge
transfer on temperature and SOC [18; 169]

Rct = R

F 2A k0 (SOC · cs,max)δ
Ta exp

(
EA,r

R Ta

)
. (2.15)

With ks from Eq. (2.14) inserted in the denominator of Eq. (2.15), the sign in the exponent changes
from minus to plus. As with the electrolyte, the temperature dependence of the charge transfer
resistance can be divided into two regions: A region for moderate temperatures with an Arrhenius-like
behavior, where the charge transfer resistance decreases with temperature, and an elevated-temperature
region, where the charge transfer resistance increases again with temperature. Gantenbein et al. [120]
showed via EIS measurements that the charge transfer resistance at the cathode increases at the SOC
boundaries, whereas the charge transfer resistance at anode is almost independent of SOC. Another
impact of the Butler-Volmer equation on the charge transfer resistance is the non-linear behavior of
its overpotential at increased current densities, causing the charge transfer resistance to decrease as
the current density increases [171].

Surface Film Resistance As discussed in Section 2.1.1, a SEI forms at the anode during cycling. The
SEI is often expressed as a temperature-dependent surface film resistance RSEI following the Arrhenius
equation [18; 120; 169]

RSEI = R1 exp
(

EA,b

kB Ta

)
, (2.16)

where R1 is a pre-exponential factor. In addition, RSEI is SOC-dependent, but the dependency is only
marginal and occurs at low temperatures according to [120; 169].
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2.2.2.4 Diffusion Overpotential

The transport of lithium-ions associated with diffusion and migration can be attributed to various gra-
dients caused by particle concentration, chemical potential, and electric fields [137]. The overpotential
losses ηdiff,l and ηdiff,s due to concentration gradients have the slowest time constants and take affect
after a few seconds [118; 120; 168] as Fig. 2.5 shows. They are diffusion-driven processes, which are
governed by Fick’s first and second law [33; 137].

Fick’s first law: j = −D∇c (2.17)

Fick’s second law: ∂c

∂t
= D∇2c (2.18)

The diffusivity or diffusion coefficient D is the proportionality factor relating the spatial gradient of the
ion concentration c to the ionic flux j in Eq. (2.17) and linking the temporal change in concentration to
the spatial change in concentration in Eq. (2.18). In liquids and solids, diffusion is the result of random
motions of atoms or ions, which results in an exchange of positions with their neighbors. The process
itself shows an Arrhenius-like temperature dependency, whereby the diffusion in the solid phase (active
material) is much more temperature-dependent than in the liquid phase (electrolyte). [33; 137]

In the works of Park et al. [33] and Wu et al. [137], a link between ionic conductivity and diffusivity
is provided. The connection is obtained by describing the motion of charged particles, which includes
lithium-ions, in a medium caused by the two following forces. The first force is generated by an
externally applied electric field and the related motion is described using the mobility µ of ions. The
second force arises from a concentration gradient and the related motion is described by the diffusivity
D of the ions. Using the Nernst-Einstein equation, the relationship between ionic conductivity and
diffusivity in Eq. (2.19) can be obtained [33; 137]

σDiff = q2
ion cion
kB Ta

D, (2.19)

where qion is the charge of the solute of a certain species and cion is the concentration of the species.
The relation in Eq. (2.19) is linked to the temperature-dependent description of the diffusivity in the
liquid and the solid phase in the following paragraphs.

Liquid Phase The Einstein-Stokes relation in Eq. (2.20) is often used to describe the diffusivity in
the liquid phase Dl, since there is no successful first-principles calculation for diffusivity in liquids yet
[33].

Dl = kB Ta

6π µl rp
(2.20)

Here, spherical particles with radius rp are assumed to move through a liquid with the viscosity µl.
Viscosity itself is temperature dependent as well and can be described using the empirical Andrade
equation [172]

µl = b0 exp
(

b1

Ta

)
, (2.21)
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with the fitting parameters b0 > 0 and b1 > 0. By substituting Eq. (2.21) in Eq. (2.20) and consequently
in Eq. (2.19), a temperature-dependent description for the ionic conductivity in the liquid phase σDiff,l

can be gained.

σDiff,l(Ta) = q2
ion cion

6π rp b0
exp

(
− b1

Ta

)
(2.22)

The increasing conductivity with rising temperatures in Eq. (2.22) is caused by the change in viscosity,
since the temperature dependent terms in Eq. (2.20) and Eq. (2.19) cancel each other out.

Solid Phase For the solid phase, the diffusivity shows an Arrhenius behavior [137; 173].

Ds = D0 exp
(

− EA,b

kB Ta

)
(2.23)

In Eq. (2.23), D0 denotes the pre-exponential factor, also called frequency factor [173]. A temperature-
dependent description for the conductivity in the solid phase σDiff,s is obtained by substituting D in
Eq. (2.19) by the expression for the diffusivity in the solid phase from Eq. (2.23).

σDiff,s(Ta) = q2
ion cion D0

kB Ta
exp

(
− EA,b

kB Ta

)
(2.24)

The resulting expression in Eq. (2.24) has the same structure as the equations for charge transfer
resistance in Eq. (2.15) or the electronic conductivity of cathode materials in Eq. (2.8). A first ex-
ponentially dominated part, in which the conductivity increases with increasing temperatures, and a
second part, in which the conductivity decreases again with temperature.

2.2.3 Summary and Conclusion on Temperature-dependent Processes in
Lithium-Ion Batteries

In summary, the theoretical considerations in this chapter show that all materials and processes that
contribute to the overpotential of a LIB, except for the metals of the current collectors, have an
increasing conductivity with increasing temperature for the temperature range between −20 °C and
60 °C in which LIBs can be reasonably operated [2; 122]. Due to the comparatively high conductivity of
the current collectors (see Table 2.1), their contribution to the overall overpotential is relatively small
and therefore their inverse temperature behavior can be neglected [45; 120]. The general temperature
behavior of the overpotential is primarily characterized by exponential dependencies as Eqs. (2.6)
to (2.10), (2.15), (2.16), (2.22) and (2.24) emphasize. This results in an explicit relationship between
temperature and overpotential in the reasonable temperature operation range for LIBs, which can be
exploited for a temperature estimation method. It should be mentioned that at elevated temperatures
some processes, such as in Eq. (2.8), Eq. (2.10), Eq. (2.15), and Eq. (2.24), tend to exhibit the inverse
temperature behavior where the conductivity decreases with rising temperatures. Due to that there
is probably no explicit relation between impedance and temperature, if temperatures beyond the
reasonable operating range of LIBs are considered. In the study by Spinner et al. [174], this effect was
apparent in the impedance (-Im{Z} at 300Hz) at temperatures above 60 °C. The impedance decreases
progressively less with increasing temperature and levels out. Above 90 °C, there is even an indication
of an increasing impedance in their study.
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2.3 Effects of Temperature on Lithium-Ion Batteries

After considering the dependence of the internal processes of a LIB on temperature, this section is
devoted to the effects of temperature on a LIB. The various effects of temperature on a LIB, as
described in this section, emphasize the importance of monitoring and controlling the temperature
of a LIB-based energy storage system with a BMS. This is of interest not only because the crucial
properties of lifetime, performance, and safety depend on temperature, but also because, as shown
in Chapter 5, the resistance of a LIB changes permanently due to temperature-induced effects and
thus any impedance-based method for determining temperature faces the challenge of finding a way
to adapt to these changes.
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Figure 2.6: Effects of low and high temperatures on the anode, cathode, and separator and their impact
on the lifetime, safety, and performance of LIBs. Adapted from [18; 175].

Fig. 2.6 illustrates the main effects of temperature on the two electrodes and the separator of a LIB,
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whereby interaction with the electrolyte is regarded as a part of the corresponding electrode and is
not discussed separately [18]. The following sections give a brief review on the effects of temperature
with respect to Fig. 2.6. The effects considered here are classified into the two temperature categories
low and high, in which they occur to a greater extent. However, the effects can also be observed in
the other category.

2.3.1 Low Temperatures

Anode Especially the aging mechanisms of the anode are strongly affected by temperatures in the
subzero range. Low temperatures in combination with high charging currents foster lithium plating
[123; 124] and increase intercalation gradients [18; 175]. The consequence of lithium plating is the
loss of lithium inventory resulting in a reduced capacity [30; 176]. The film that the plated lithium
forms on the anode also influences the SEI resistance of the anode and therefore has an effect on the
performance of the LIB [177]. Eventually, the plated lithium forms dendrites, which deteriorate the
thermal stability of the SEI layer, thereby reducing the temperature of the thermal runaway of the LIB
[38]. In the worst case, the dendrites pierce the separator and cause a short circuit leading to severe
safety hazards [38; 177–179]. The other consequence of the combination of low temperatures and high
charging currents are increased intercalation gradients, which can cause a mechanical strain in the
anode particles, eventually resulting in particle cracks and even site loss of particles [18; 180–182].
These particles are electrically disconnected from the rest of the electrode and therefore the capacity
of the LIB is reduced, because the lithium inventory of these particles is no longer available for cycling.

Cathode and Separator Compared to the number of effects of low temperatures on the anode, there
are rarely reports on the effects of low temperatures on the cathode and the separator. In many
studies [175; 183; 184], no effects are reported. However, according to the study of Wu et al. [185], low
temperatures (10 °C) can lead to an increase in the charge transfer resistance at the cathode.

2.3.2 High Temperatures

Anode The main effect of high temperatures at the anode is the decomposition of the electrolyte,
mainly due to the formation and growth of the SEI on the electrode surface, which is accompanied by
the loss of lithium and thus reducing the capacity [18; 78–80]. As the SEI layer thickness increases,
the diffusion path length in the solid phase becomes longer and the SEI resistance increases, resulting
in reduced performance of the LIB. The SEI layer is not thermally stable and increasingly decomposes
with increased temperature [18; 186]. The collapsed SEI layer is then regenerated and lithium-ions
are consumed again, leading to an ongoing capacity fade. Furthermore, the parts of the collapsed SEI
fill the free space between the particles, resulting in a reduced available reaction surface on the active
material and thus reducing the performance and available capacity [18; 187; 188].

Separator Separators can melt and breakdown at high temperatures, which can lead to a short
circuit between the two electrodes and thus pose a significant safety risk. However, the melting point
of common separators starts between 135 °C and 220 °C, which is already far outside the acceptable
operating range of LIBs. With multilayer separators, a lower melting point of one of the layers may
also be intentional. The melted layer blocks the pores of the other separator layers which stops the
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ion flow and thus the current flow. The aim of this safety measure is to prevent a thermal runaway
due to abnormal heating of the LIB caused by too high current loads. [46; 189]

Cathode The effects on the cathode at high temperatures in Fig. 2.6 can be categorized in oxidation
of the electrolyte and the decomposition of the cathode. The oxidation of the electrolyte at the cathode
electrolyte interface leads to the formation of the solid permeable interface (SPI) on the surface of the
cathode [18], a surface film that is similar to the SEI at the anode [89]. The thickness of the SPI layer
increases with rising temperature, indicating the stronger electrolyte oxidation at higher temperatures
[190], which is accompanied by a loss of lithium. For LCO electrodes, the growth of the SPI layer at high
temperatures is accompanied by structural changes in the cathode. Both effects reduce the reaction
rate of lithium-ion (de)intercalation and the charge transfer rates [18; 20], which ultimately reduces
the performance of the LIB. The oxidation of the electrolyte further generates gases on the cathode
side, such as CO2 and CO [178; 191; 192]. According to Ohsaki et al. [192], the exothermic oxidation
reaction of the electrolyte accelerates at temperatures above 60 °C and increased gas generation occurs
with increasing temperature. More gas generation leads to an increase in the internal pressure of the
LIB. As soon as the pressure reaches a critical value, the casing can burst open, which is however
prevented in many LIBs with a safety valve [178]. In addition to the safety hazard, the gas generation
also degrades the LIB’s performance and lifetime, as the gas can block pores, reduces the electrolyte
diffusivity and causes delamination of layers in pouch cells [18; 175]. At high temperatures and high
SOC, the transition metals of the cathode, such as Mn, Ni, or Co, can dissolve in the electrolyte, thus
losing active material at the cathode and consequently reducing the accessible storage capacity of the
cathode. This phenomenon, also referred to as cross-talk , not only affects the cathode structure, but
also changes the composition of the SEI layer on the anode surface [18; 193; 194]. After dissolution
in the electrolyte, the transition metals diffuse/migrate via the electrolyte through the separator to
the anode, where they are deposited. The transition metals accumulate in the anode’s SEI layer and
subsequently block the lithium diffusion path or they react with the SEI layer to form new compositions
[18; 195]. This in turn leads to an increase in impedance and loss of capacity, thus aggravating the
performance and lifetime of the LIB. In several studies [195–198], a descending order of transition
metals in terms of dissolution in electrolytes was found, with Ni being the most stable one, followed
by Co, and finally Mn.

2.3.3 Other Influencing Factors than Temperature

In addition to temperature, other factors such as the depth of discharge (DOD) [199–201], the number
of cycles, the applied current during the cycles [26; 199; 202], the storage SOC [21; 32; 203], as well
as the general design and the materials used for the cell have an influence on the lifetime, safety,
and performance. Further information on their impact can be found in several review articles in the
literature, such as in Alipour et al. [18], Uddin et al. [175], and Birkl et al. [184].

2.4 Impedance Measurement Techniques for Lithium-Ion Batteries

The field of impedance measurement methods for LIBs can be divided into two branches: a fre-
quency and a time domain approach. Both approaches are used for various purposes, including the
parametrization of equivalent circuit models (ECMs) [114; 120] , state estimation [114; 204; 205] or the
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characterization of LIBs [31; 206–209]. The measurement methods are also the basis for the state of
the art temperature estimation methods presented in Section 2.5 and the one developed in this thesis.
Since both measurement techniques, in the frequency domain and in the time domain, determine the
impedance of a LIB, it is an obvious step to compare the calculated values with each other. Barai
et al. [210] make this attempt by comparing the results of the EIS with pulse measurements. They
conclude that the results are comparable but not identical. However, the results of both measurement
techniques are dependent on temperature and can therefore be used for the development of a temper-
ature estimation method. In the following sections, the underlying measurement principles of the two
techniques are briefly explained and evaluated in terms of their relevancy in an application.

2.4.1 Frequency Domain

Electrochemical impedance spectroscopy is a common method to investigate the dynamic behavior
of a LIB. It is used to measure the frequency-dependent impedance of a cell. The two measurement
methods galvanostatic and potentiostatic can be distinguishing. Fig. 2.7a shows the measurement
setup. For the galvanostatic electrochemical impedance spectroscopy (GEIS), the cell is excited with
a sinusoidal current i(t) as in Eq. (2.25)

i(t) = i0 sin (ωt + ϕi) (2.25)

and the corresponding voltage response of the cell u(t) is measured as in Eq. (2.26)

u(t) = u0 sin (ωt + ϕu) . (2.26)

For the potentiostatic electrochemical impedance spectroscopy (PEIS), excitation and measurement
signals are inverse. The condition for an EIS is that a causal, linear time-invariant (LTI) system is
measured, which is only true for LIBs under equilibrium conditions, where no load except for the
perturbation of the EIS is applied [211]. At a first glance, this more or less limits EIS to laboratory
use.
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Figure 2.7: a) Measurement principle for EIS and b) exemplary Nyquist diagram of a 18650 cell (see
Table 3.1) between 10mHz and 10 kHz at 20 °C and a SOC of 45%.

Two competing objectives apply to both measurement methods. On the one hand it is the objective
to keep the excitation amplitude (i0 in the case of a GEIS) as small as possible in order to maintain
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the small-signal behavior and satisfy linearity of the cell at the respective operating point (the angular
frequency ω = 2πf). On the other hand it is the objective to generate a large enough excitation
to ensure a correspondingly high response signal (u0 in the case of a GEIS), mainly to guarantee
a high enough signal-to-noise ratio (SNR) and therefore measurement quality. Using the complex
representation I(jω) = i0 exp(j(ωt + ϕi)) and U(jω) = u0 exp(j(ωt + ϕu)) of equations Eq. (2.25) and
Eq. (2.26), the complex impedance of the cell Z(jω) can be calculated

Z(jω) = U(jω)
I(jω) = u0

i0
exp (j(ϕu − ϕi)) = Z0 exp (jϕ) = Re{Z(ω)} + jIm{Z(ω)}, (2.27)

where ϕ = ϕu − ϕi is the phase shift between excitation and response signal and Z0 is the absolute
value of the impedance. In the field of battery research, the resulting complex impedance is usually
visualized in a Nyquist plot. Fig. 2.7b showcases the spectrum of one 18650 cell investigated in this
thesis at 20 °C and a SOC of 45%. The impedance spectrum can be divided in some characteristic
areas and points, which roughly describe the dynamic behavior of a LIB [114; 120; 209]:

• The highest frequency parts in Fig. 2.7b (green) describe the inductance of the cell and can thus
be assigned to ηIND. However, they can also be influenced by the wiring and the measurement
setup.

• The point at which the capacitive and inductive effects of the cell eliminate each other and
Im(Z) = 0 is often referred to as ohmic resistance and associated with ηΩ.

• In the subsequent frequency range, a semicircle appears in Fig. 2.7b (orange), which represents
the impedance of the charge transfer reaction combined with the double layer capacitance, as well
as the SEI, and thus is associated it with ηCT. Depending on the cell, measurement conditions,
such as temperature and SOC, and the time constants of the processes, two semicircles may
also be visible in the spectrum, where the semicircle with the higher frequencies reflects the
impedance of the SEI and the semicircle with the lower frequencies reflects the charge transfer
reaction and the double layer capacitance of the cell.

• After the semicircle in Fig. 2.7b, the spectrum reaches a local minimum and turns into a rising
branch with capacitive behavior. The effects measured at these low frequencies can be related
to diffusion in the solid and liquid phase and thus to ηDIFF.

By specifically determining single or multiple temperature-dependent characteristics of the spectrum, a
wide variety of (online) methods for temperature estimation using EIS have emerged since 2010. These
methods are presented and discussed in Section 2.5. At first glance, this does not seem practically
realizable, since the EIS is a measurement technique developed for a lab environment and not for use
in a commercial application. The commercially available EIS measurement devices are designed as
standalone devices and are very expensive. Integration would add additional cost and weight to the
system. Also, the desired conditions (LTI) for a EIS measurement do not prevail during operation of
the LIB, due to the superimposed load currents. Nevertheless, there are already approaches to solve
some of these challenges by the following measures:

(A) Several studies developed examples of low-cost circuits with the goal of integrating them into a
BMS and making EIS measurements in operation viable [51; 212–214].

(B) The use of existing power electronics to generate the excitation for EIS measurements is also
feasible [215].

(C) To avoid any additional hardware effort, a transformation of the current and voltage measure-
ments from the time domain to the frequency domain can be implemented [216].
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However, all solution attempts are either still associated with an increase in weight and costs (A),
with an intervention in the system behavior (B), or with complex and therefore possibly error-prone
software (C). For these reasons, a simple time-domain based approach for temperature estimation is
pursued in Chapter 4, which does not require any additional hardware or excitation signals.

In addition to the EIS measurement method just described, there are more advanced EIS-based ap-
proaches, such as non-linear electrochemical impedance spectroscopy (NLEIS) or multi-sine EIS. With
NLEIS, the LIB is excited with an increased amplitude, which allows better characterization of non-
linear effects of the LIB and improves the SNR [217]. With the help of multi-sine EIS, the measurement
time can be shortened by exciting the LIB not sequentially with one frequency after the other, but
with several superimposed frequencies. This is also a step towards the applicability of the EIS under
normal operation conditions in an application. Normally, a conventional EIS measurement is not suit-
able for use in operation, since under load the SOC and the temperature change during the rather
long EIS measurement, thus violating the requirement of a LTI system. The multi-sine EIS minimizes
the change during the measurement and allows it to be used under regular operation conditions. [120;
211] However, the measurement quality is reduced, the frequency range is limited, and the complexity
of the measurement is increased [120].

2.4.2 Time Domain

In comparison to the quite uniform determination of the impedance in the frequency domain, there is a
large number of variants to determine the resistance of a cell in the time domain. The following sections
give a brief introduction to a selection of methods for calculating a time domain based resistance in
the field of battery research. A more detailed overview on determining the resistance of LIBs can be
found in the work of Schweiger et al. [218].

2.4.2.1 Resistance calculated from Voltage Curve Difference

Several authors [219–221] propose the calculation of a voltage curve difference resistance RVCD at a
given SOC by using the difference between two voltage curves UI1 and UI2 of a cell recorded at different
constant current rates I1 and I2 as shown in Fig. 2.8. The quotient of the voltage and the current
difference in Eq. (2.28) then results in a SOC-dependent resistance

RVCD(SOC) =
∣∣∣∣UI1(SOC) − UI2(SOC)

I1 − I2

∣∣∣∣ . (2.28)

By setting one of the currents to a very small charge/discharge rate such as 0.01C and the other to
higher charge/discharge rates, a RDC is obtained, which relates a pseudo equilibrium thermodynamic
charge/discharge curve to a fully polarized cell. On the one hand, the method is easy and fast to apply.
On the other hand, it is unsuitable for model parametrization as the cell temperature changes over
discharge/charge and the SOC accuracy is low. [219; 221]
In terms of temperature estimation in an application, this method can only be applied in applications
with constant current loads, which disqualifies it for BEVs during most driving scenarios.

28



2.4 Impedance Measurement Techniques for Lithium-Ion Batteries

SOC

U

UI1(SOC)

UI2(SOC)

Umin

Umax

SOCmax SOCmin

Figure 2.8: Example of discharge voltage curves to calculate the RVCD with the voltage curve difference
method. Based on [221].

2.4.2.2 Energy Loss Method

This rather complex method calculates a resistance considering the heat loss of a cell [218; 222]. By
measuring the heat loss QHL, for example with a calorimeter, generated by a current I(t) in an interval
t1 to t2, the resistance RHL can be calculated using Eq. (2.29).

RHL = QHL∫ t2
t1

(I(τ))2
dτ

(2.29)

Since the effort to determine the heat loss QHL in an application is difficult to justify, this method is
not suitable for BEVs and the method development in this work.

2.4.2.3 Resistance calculated from Direct Current Pulses

The most common method to obtain the resistance of a LIB in the time domain uses a direct current
(DC) pulse as an excitation [114; 168; 209; 223; 224]. Due to the excitation with direct current, this
resistance is often called RDC [209]. However, there are different methods and boundary conditions to
determine the RDC from the current pulse, which also lead to different results. The DC pulse itself can
be specified with the following parameters: base current I0, height of current change ∆I from I0 to I1,
and pulse duration tp as shown in Fig. 2.9a. For most methods I0 is equal to 0A. However, there are
also methods such as in the United States advanced battery consortium (USABC) manual appendix I
where I0 is not equal to 0A [210; 218; 221; 223]. In general, the pulse duration varies between 1 s and
30 s depending on purpose and applied measurement standard [210]. In the procedure of the Verband
der Automobilindustrie (VDA) for example, a pulse duration of 18 s is prescribed [218]. Furthermore,
the pulse rise/fall time (tr/f) for the duration of the current change can be defined. Ideally, tr/f would
be zero, which is not possible due to physical limitations of the test equipment. However, the pulse
rise/fall time for characterization pulses is often neglected since it is very small in relation to the
pulse duration. If consecutive pulses are used for characterization, the break duration tb between the
pulses also matters in order to avoid the pulses influencing each other. For instance, a break of 40 s
is mandatory between pulses in the procedure of the VDA [218]. However, equalization processes in
a cell due to local inhomogeneities can also take several hours and influence the measurement result
[209; 225].

In general, there are the six current pulse types marked P1 to P6 in Fig. 2.9a and Fig. 2.9c that are
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Figure 2.9: Current and voltage profiles for the characterization of the resistance of a LIB with methods
based on a direct current pulse. a) The four different current change types P1 to P4 suitable
for resistance calculation and definition of the pulse duration tp, pulse break tb, and the
duration ∆t between current change and resistance calculation. b) Example of different
base lines and ∆t for resistance calculation and their relation to the overpotentials in
Fig. 2.5. c) Voltage and current signals for the current switch method for determining the
RDC and the current change types P5 and P6.

suitable for the characterization of a LIB with a RDC. They are distinguished by the base current and
the direction of the current change:

P1 Starting from I0 ≥ 0 and increasing to a current I1 > I0.
P2 Starting from I1 > 0 and decreasing to a current I0 ≥ 0.
P3 Starting from I0 ≤ 0 and decreasing to a current I1 < I0.
P4 Starting from I1 < 0 and increasing to a current I0 ≤ 0.
P5 Starting from I1 > 0 and decreasing to a current I2 < 0.
P6 Starting from I1 < 0 and increasing to a current I2 > 0.

For the resistance calculation itself, two current and voltage values are required at defined points in
time. These values and their time stamps are shown as an example for a P1 current change in Fig. 2.9a.
At the first time stamps t0, the base current I0 and the corresponding voltage U0 are measured. At the
second time stamp t1, specified by the time t0 < ∆t ≤ tp, the pulse current I1 and the corresponding
voltage U1 are measured. In the VDA procedure for instance, ∆t is set to the values 2 s, 10 s, and 18 s.
With the four values, the pulse resistance can be calculated according to Eq. (2.30).

RDC,∆t = U(t0) − U(t0 + ∆t)
I(t0) − I(t0 + ∆t) = U0 − U1

I0 − I1
= ∆U

∆I
(2.30)

The method can be applied in the most flexible way and also allows the determination of a resistance
with different current directions and base currents, which corresponds to a change in driving speed
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or braking with recuperation in a BEV. Depending on the choice of ∆t different overpotentials, as
discussed with Fig. 2.5, contribute to RDC,∆t. However, the resistance calculated by this method
always describes the sum of all effects occurring up to ∆t [210]. Moving the baseline for the calculation
away from U0 to other reference points, such as U1 or U2 in Fig. 2.9b, partially remedies this. Keeping
U0 as the baseline, the voltage U01 and a resistance according to Eq. (2.31) can be obtained with very
short ∆t, which most likely corresponds to the ohmic resistance RDC,Ω of the cell.

RDC,Ω = U0 − U1

I0 − I1
= ∆U01

∆I
(2.31)

The timing for ∆t is not standardized. Zhao et al. [223] set the time for the calculation to 10ms after
the current change. Anseán et al. [221] and Barai et al. [210] specify 100ms for ∆t. Waag et al. [209]
and Wang et al. [114] refer to the instantaneous voltage drop and do not specify a concrete time for ∆t.
Ultimately ∆t is limited by the sampling time of the test device or the BMS measurement hardware
respectively.

If the base value for the calculation is shifted to U1, as shown in Fig. 2.9b, an overpotential U12 can
be determined with a ∆t in the millisecond to a few seconds range [209; 210; 221], which corresponds
approximately to the interface overpotential in Fig. 2.5. The resulting resistance RDC,int can be
calculated with Eq. (2.32) analog to RDC,Ω.

RDC,int = U1 − U2

I0 − I1
= ∆U12

∆I
(2.32)

Repeating this scheme and taking U2 as the reference point, Eq. (2.33) and the voltage difference
U23 can be used to calculate a resistance RDC,diff for ∆t in the seconds to minutes regime [221] that
approximately reflects the diffusion overpotential in Fig. 2.5.

RDC,diff = U2 − U3

I0 − I1
= ∆U23

∆I
(2.33)

The issue in calculating RDC,Ω, RDC,int, and RDC,diff with this methodology is that the voltage response
in the time domain does not have specific characteristics like the spectrum of an EIS, and thus the
determination of the precise reference points and values for ∆t is not possible [210].

Waag et al. [209] and Barai et al. [210] used another current pulse-based method, which compensates
for both the influence of changing OCV and the influence of diffusion as the pulse duration tp increases.
The method is demonstrated in Fig. 2.9b and uses the two voltages U2 and U3 measured at t2 and
t3. The voltages are linearized and extrapolated to the point t0 to calculate the voltage Up. The
voltage drop U0p and the current change ∆I are then used to calculate a polarization resistance RDC,p

according to Eq. (2.34).

RDC,p = U0 − Up

I0 − I1
= ∆U0p

∆I
(2.34)

Waag et al. [209] propose t2 = 5 s and t3 = 10 s, but also mention that the points may vary with
conditions, such as aging state or temperature, and depend on the investigated battery. Therefore,
they suggest to consider the frequency behavior when selecting t2 and t3 for the linearization.

The last current pulse based method presented here is shown in Fig. 2.9c and is called current switch
method. The cell is first charged with a pulse and then discharged with a counter pulse without
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a break. The reverse pulse sequence is also possible, starting with a discharge pulse. Finally, the
resistance RDC,cs is calculated with the help of Eq. (2.35).

RDC,cs = U1 − U2

I1 − I2
= ∆U12

∆I
(2.35)

The procedure has two advantages. First, the SOC is not changed by the procedure because the same
amount of charge is charged and discharged, if the same pulse durations and currents are used for
charging and discharging. Second, the current change is doubled compared to the other methods and
the corresponding voltage is increased as well, which improves the SNR. A disadvantage is the sign
change in current at time t1 in Fig. 2.9c, which is demanding for the measurement equipment. [218]

2.4.3 Factors Influencing the Impedance Determination for Lithium-Ion Batteries

The effect of temperature on the processes in a LIB, discussed in Section 2.2, affect the impedance
calculation in the time and frequency domain. Several studies [120; 168; 209; 226] show that both
Z(f) for a wide frequency range and RDC,∆t for various ∆t depend on temperature. In addition to
temperature, other influencing factors, such as SOC or current, which affect the impedance of a LIB
were already mentioned in Section 2.2.

Several studies [120; 168; 209; 210; 223; 224] show that the spectrum of an EIS and also the resistance in
the time domain changes with magnitude of the current excitation and also with SOC. Both effects have
often been attributed to the SOC and current dependence of the charge transfer reaction [120; 168; 209],
regardless of the method for resistance determination. The impedance decreases with increased current
due to the nonlinear behavior of the Butler-Volmer kinetics and increases at the SOC boundaries due
to the limiting electrode.

Schweiger et al. [218] additionally showed that at high currents and long pulse durations (tp = 18 s) the
resistance values calculated with Eq. (2.30) increase and attributed this to the additional voltage drop
due to the SOC change during the pulse. In contrast, at low currents and pulse durations (tp ≤ 2 s),
their study showed only minor difference in the calculated resistance values.

Ratnakumar et al. [168] showed that the type of current change also affects the resistance result in
the time domain. For current changes from the resting state to a state under load, such as P1 and P3

in Fig. 2.9a, they found an increased resistance compared to current changes from a state under load
returning to the resting state, such as P2 and P4 in Fig. 2.9a. They attributed this effect to diffusion
polarization, which is already present for the pulse types P2 and P4, since these pulses start from a
state under load. Zhao et al. [223] also compared the resistance for the different pulse types P1 to
P4 and showed that differences between the pulse types P1 and P4 emerged especially for long pulse
durations (tp = 30 s).

All of these effects just mentioned, along with the desired temperature dependence, must be considered
when developing a method for temperature estimation. Furthermore, it cannot be assumed that every
current change in an application complies with the pulse profiles shown in Fig. 2.9. Therefore, a
dedicated investigation on the influence of pulse parameters and shape is conducted in Chapter 4.
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2.5 Review on the State of the Art Temperature Estimation
Methods for Lithium-Ion Batteries

As mentioned in the introduction, a large variety of methods for estimating the temperature of a LIB
from its impedance values exist in the literature. The goal of this chapter is to give an overview on
the state of the art in the literature and to address the questions summarized in the following three
tables. The first, Table 2.4, focuses on the estimation method itself and addresses the questions:

a) Which temperature is estimated?
b) What kind of measurement technique is needed for the estimation?
c) How is the temperature estimated?
d) Which impedance features are used for the estimation?

The second, Table 2.5, focuses on the investigated system and addresses the questions:

e) What are the properties (capacity, chemistry, format) of the investigated cell(s)?
f) At which system level (cell, module, or pack) is the investigation conducted?
g) In which temperature range is the system investigated?
h) Is aging investigated/considered in the study?

The third, Table 2.6, focuses on the method validation and addresses the questions:

i) How is the developed method validated?
j) Which metric is used to evaluate the method?
k) And how accurate is the estimation result?

The reference numbering for the studies under investigation with #1 to #25 remains identical across
the three tables and for the remainder of the thesis. The following discussion also pursues the goal to
identify the weak spots and unresolved issues in the literature, finally motivating and identifying the
topics investigated in this thesis. Detailed reviews on impedance-based temperature and other state
estimators can be found in [114; 204; 205; 227].

2.5.1 Estimation Methods

Estimated Temperature In the literature at least the 25 methods listed in Table 2.4 have been con-
ducted from 2011 to 2021. All methods provide information about the internal temperature behavior
of the cell. In the majority of the studies in Table 2.4, the impedance is used to determine an internal
or core temperature, with two studies (#2 and #17) even examining an electrode-specific tempera-
ture. Some studies determine the internal distribution of temperature (#5, #8, #14, and #23) and
the average temperature (#2, #13, and #20), or additionally provide the cell’s surface temperature
(#8, #19, and #25).

Method Inputs Depending on the study, different inputs are required to determine the temperatures
just mentioned. A majority of twenty studies relies on measuring the impedance in the frequency
domain by means of EIS, whereas two studies (#8 and #14) use the load profile (U & I) as a sup-
plementary input variable for the method. In two studies (#16 and #20) a frequency spectrum is
generated from the load profile in the time domain by means of Fourier transform (FT) and in only
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Table 2.4: State of the art impedance-based temperature estimation methods: Type of estimated tem-
perature, utilized inputs, estimation method, and used impedance features.
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1 [51] 2011 x x M 40 Hz
2 [52] 2012 A x x 40 Hz
3 [45] 2013 x x M 10.3 kHz
4 [49] 2014 x x x Im{Z} = 0
5 [47] 2014 x x x (M) 2nd (I) 1D 215 Hz (215 Hz)
6 [228] 2015 x x x 50 Hz 50 Hz
7 [44] 2015 x x 3rd 42 Hz 100 Hz 42 Hz 420 Hz arg{Z} = 3°
8 [229] 2015 x x x x 2nd (I) (D)EKF 1D 215 Hz
9 [174] 2015 x x M 300 Hz

10 [230] 2015 x x x KF 1D N.A.
10 Hz to11 [53] 2015 x x x (<17 Hz)
100 Hz

12 [214] 2015 x x 2nd Im{Z} = 0
13 [50] 2016 x x x Im{Z} = Z0
14 [231] 2016 x x x 2nd EKF 2D 215 Hz
15 [232] 2017 x x 1st 10 Hz
16 [233] 2017 x DFT x 500 Hz

C 10 Hz17 [212] 2018
A

x unspecified fitting function
70 Hz

18 [234] 2018 x x M (5 Hz) 5 Hz
19 [29] 2018 x x x x 2nd ECM 1D (1 kHz) 1 kHz
20 [54] 2019 x FFT x 10 Hz

133 Hz/ 133 Hz/21 [235] 2020 x x x
630 Hz 630 Hz

10 Hz to22 [38] 2020 x x M
100 Hz

KF+23 [236] 2020 x x
ECM

1D N.A.

10 Hz to 10 Hz to24 [41] 2021 x x ANN
10 kHz 10 kHz

SPM +25 [114] 2021 x x
DEnKF

N.A.

A Anode
ANN Artificial Neural Network

C Cathode
D Dimensional

DEKF Dual Extended Kalman Filter
DEnKF Dual Ensemble Kalman Filter

DFT Discrete Fourier Transform
ECM Equivalent Circuit Model
EKF Extended Kalman Filter
FFT Fast Fourier Transform

KF Kalman Filter
M Modified Arrhenius

N.A. Not applicable
SPM Single Particle Model

(I) Method uses admittance (Y =
1
Z )

three publications (#10, #23, and #25) the voltage and current profile is used directly. In addition,
temperature sensors are used for the methods in #5 and #10.

Estimation Method Numerous approaches exist to establish a relationship between the input pa-
rameters and the cell temperature. Most of the methods rely on functions based on the Arrhenius law
or a variation of it to obtain a relation between temperature and an impedance feature Zf . In this
context, the Arrhenius law can be expressed as in Eq. (2.36).

Zf (Ta) = Z1 exp
(

EA,b

kB Ta

)
(2.36)
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The modified variations of the Arrhenius law either have an additional temperature-independent con-
stant Z0, as in Eq. (2.37) (#3, #5, #9, and #22), or there is a linear temperature dependence in
addition to the pre-exponential factor Z1, as in Eq. (2.38) (#1 and #18).

Zf (Ta) = Z0 + Z1 exp
(

EA,b

kB Ta

)
(2.37)

Zf (Ta) = Ta · Z1 exp
(

EA,b

kB Ta

)
(2.38)

All function variations introduced with Eqs. (2.36) to (2.38) coincide with the theoretical relations of
the ohmic overpotential in Eqs. (2.6) to (2.8) and the interface overpotential in Eqs. (2.15) and (2.16)
of a LIB with temperature as discussed in Section 2.2.2. The functions would also be consistent with
the diffusion overpotential in Eqs. (2.22) and (2.24). However, the frequency range used in the studies,
which lies above 5Hz, excludes these effects to a large extent. Furthermore, look-up tables (LUTs),
first to third degree polynomials, and exponential functions independent of the Arrhenius law are used
as estimation functions. All functions have in common that they describe an impedance that decreases
with increasing temperature. In addition, some methods use different variations of a Kalman filter
(KF) and supporting cell models such as ECMs (#19 and #23) or even physics based models such
as a single particle model (SPM) (#25). In study #24, an artificial neural networks (ANN) based
approach is explored. Six papers use thermal cell models that represent the thermal behavior of the
cell one-dimensional (1D), except for the two-dimensional (2D) approach in #14. The thermal models
are mainly used in studies that estimate the internal temperature distribution in a cell.

Features Almost all methods use at least one specific feature from the impedance spectrum at a
specific frequency or the frequency at a specific condition such as Im{Z} = 0 in #4 and #12. The only
exception are the studies #10, #23, and #25, which use no specific EIS feature, but the load profile as
input and are therefore marked with N.A. The frequencies of interest range between 5Hz and 10.3 kHz,
which approximately corresponds to the time domain of the ohmic and interface overpotentials in
Fig. 2.5.

Conclusion - Estimation Methods In summary, the majority of methods in Table 2.4 determine an
internal cell temperature and require an additional excitation for an EIS measurement as described
in Section 2.4.1, thus increasing complexity, weight, and cost of the BMS in use. Those methods
that operate with the load profile in the time domain and thus avoid the additional EIS measurement
either use complex models, as in #23 or #25, still need a temperature sensor, as in #10, or rely
on computationally intensive calculations for an BMS, as the FT in #16 and #20. The majority of
the estimation methods rely on an exponential relationship, often but not exclusively related to the
Arrhenius law, and are fitted with features from the frequency spectrum with frequencies above 5Hz.
From this review of the literature, the following points can be derived for the succeeding chapters with
reference to the research questions from Section 1.2:

• The relationship between temperature and resistance in the time domain for the method to be
developed can be expected to be described by an exponential relationship (Chapters 3 and 4)
and describes an internal cell temperature (Chapter 3). → Q1

• For the previous point to hold, the computation time ∆t of the resistance RDC (see Eq. (2.30))
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must be in a range corresponding to the processes above 5Hz in the frequency spectrum, which
is addressed in Chapters 3 and 4. → Q1

• Chapter 4 addresses the fact that there is yet no method in the time domain that uses a resistance
calculation as in Section 2.4.2 with load profiles as input and does not increase complexity, weight,
or cost. → Q2

2.5.2 Investigated Systems

Table 2.5: State of the art impedance-based temperature estimation methods: Investigated LIB sys-
tems, temperature range, and consideration of aging effects.
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53 Ah prismatic LCO|Gr cell
2.3 Ah 26650 LFP|Gr cell −20 to +66 °C excluded1 [51]
4.4 Ah 18650 ?|Gr 1s2p

2 [52] 53 Ah prismatic LCO|Gr cell −10 to +50 °C not considered
3 [45] 2 Ah pouch LCO+NCA|Gr cell −40 to +40 °C not considered

2.3 Ah 26650 LFP|Gr cell considered, but no/minor effect on method;4 [49]
7.5 Ah cylindrical NCA|Gr cell

−20 to +50 °C
NCA|Gr cell aged for 600 cycles to SOH of 75%

5 [47] 2.3 Ah 26650 LFP|Gr cell −20 to +45 °C not considered
6 [228] 90 Ah ? LFP|? cell −20 to +50 °C not considered, but mentioned
7 [44] 60 Ah pouch NMC|Gr cell +15 to +45 °C not considered
8 [229] 2.3 Ah 26650 LFP|Gr cell −20 to +45 °C excluded with reference to #1
9 [174] 2.6 Ah 18650 LCO|? cell −10 to +95 °C not considered

10 [230] 40 Ah pouch LFP|Gr cell +25 to +46 °C not considered, but mentioned
considered, but no/minor effect on method;11 [53] 8 Ah prismatic ? cell −20 to +50 °C

aged for 400 cycles to SOH of 75%
12 [214] 20 Ah ? LTO cell +0 to +40 °C excluded with reference to #4
13 [50] 90 Ah prismatic LFP|? 3s1p −20 to +50 °C excluded with reference to #4

cylindrical14 [231] 4.4 Ah
32113

LFP|Gr cell +10 to +25 °C excluded

15 [232] 30 Ah pouch LFP|Gr cell −20 to +40 °C excluded with reference to #4 and #11
considered and compensation suggested;16 [233] 20 Ah prismatic LMO+NMC|? cell +0 to +40 °C
aged 12 months at three temperatures

17 [212] 5.3 Ah 18650 ? 1s2p ca. +21 to +26 °C not considered
50 Ah prismatic LCO|Gr cell +14.3 °C
5.3 Ah 18650 ? 1s2p to18 [234]
3 Ah 18650 NMC|? cell TR (>+128 °C)

not considered

19 [29] 34 Ah prismatic NMC|? cell +21 °C not considered
8 Ah prismatic20 [54]

40 Ah pouch
LFP|? cell +0 to +45 °C excluded with reference to #11

21 [235] 23.3 Ah prismatic NMC|? 2s1p −20 to +50 °C not considered, but mentioned
considered, but no/minor effect on method;22 [38] 1.3 Ah 18650 LFP|? cell +0 to +55 °C
aged to SOH of 93%, 86%, 75%, and 59%

23 [236] 3.2 Ah 18650 ? cell +0 to +60 °C not considered
1.5 Ah
3.0 Ah

18650 NMC|Gr not considered, but aged for other reason;
24 [41]

2.35 Ah prismatic NCA|Gr
cell +0 to +60 °C

aged from SOH of 99 to 83%
25 [114] 4.85 Ah 21700 NMC|Gr+Si cell +20 to +35 °C not considered

TR Thermal Runaway
? unknown or not specified

36



2.5 Review on the State of the Art Temperature Estimation Methods for Lithium-Ion Batteries

Format & Capacity Reviewing Table 2.5, it is apparent that every common cell format from Sec-
tion 2.1.2 is examined in the state of the art studies. A total of ten prismatic, five pouch, and sixteen
cylindrical cell types are examined. However, in two studies, no information about the cell format is
provided. The capacities of the examined cells cover a range of 1.3 to 90Ah. In most cases, however,
the capacity is in the single-digit Ah range, since common cylindrical cells in 18650, 21700, and 26650
format are often examined, which are also investigated in this thesis.

Chemistry The chemistries of the investigated cells cover all common systems for LIBs shown in
Fig. 2.3. With eleven cells, LFP is studied most frequently, followed by NMC with seven, LCO
with five, and NCA with two cells. The blend electrodes in #3 and #16, and the LTO cell in #12
are the exception, but show the versatility of the applicability of the impedance-based temperature
estimation methods. On the anode side, graphite dominates as active material. Only in study #25
silicon is additionally used in a blend electrode. In several studies, no statement is made about the
cell chemistry at all or about individual electrodes.

System Except for the parallel-connected systems in #1, #17, and #18, and the series-connected
systems in #13 and #21, only individual cells are examined. The scaling from cell to module and
system level is thus often left out in the studies.

Temperature Range The temperature range examined in the studies essentially corresponds to the
reasonable operating range between −20 to 60 °C [2; 122]. Only in #3 lower temperatures down to
−40 °C are studied. Much higher temperatures than 60 °C are studied only in #9, with up to 95 °C,
and in #18, where a thermal runaway (TR) is induced.

Aging An often neglected part of the studies is aging. Fourteen studies do not mention aging at all
or mention it only in passing, although it can have a significant effect on impedance as discussed in
Section 2.3 and thus on the methods. In seven studies, aging effects are excluded, referring either to a
relevant reference in the literature or to another study from Table 2.5. However, the cells and methods
differ between studies, often not ensuring that aging can truly be excluded. In #4, #11, and #22
aging studies are performed with the result that there is no or a minor effect on the method. The
corresponding methods use either the phase arg{Z} or the frequency at a specific condition. Aging
seems to affect mainly the magnitude of the impedance in the corresponding studies. For this reason,
these methods are thus more independent of aging. Only in #16 an adjustment to the method is
suggested to compensate aging effects.

Conclusion - Investigated Systems The existing methods in Table 2.5 show that impedance-based
temperature estimation is suitable for all common cell formats, cell chemistries, and in the reasonable
temperature operating range of −20 to 60 °C. Fewer studies, however, address elevated temperature
ranges above 60 °C, interconnected systems, cells with graphite-silicon blend anodes, or the effect of
aging on the methods. From the conclusion of the literature, the following unresolved points are
addressed in this work, excluding the behavior at elevated temperatures:

• A 18650 cylindrical cell with NMC cathode and graphite-silicon anode is part of each study in
this work to address the trend of silicon as anode blend material (see Table 3.1).
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• In Chapter 4 both single cells and a module in 6s1p configuration are investigated. The transfer-
ability of the method from one cell to unknown cells of the same type in the module is also a part
of the investigation. Unknown cell in this case means that there is no previous characterization
of the resistance behavior of the specific cell. → Q2

• Aging and adaptation of the method to aging are discussed in Chapters 5 and 6. → Q3 and Q4

2.5.3 Validation

One of the most relevant aspects of method development is the validation. Table 2.6 shows an overview
of the validation and accuracy of the methods in the literature. Overall, four studies do not carry out
a validation of the method and in another four studies a validation is carried out, but without giving
a quantitative statement on the accuracy of the method.

Validation Scenarios The validation scenarios are divided into six categories for the evaluation. In
eight studies, and thus most frequently, drive cycles (D) are used. The drive cycles range from validation
in a true EV (#13) to standardized cycles, such as the new European driving cycle (NEDC) (#20),
cycles derived from the assessment and reliability of transport emission models and inventory systems
(ARTEMIS) project [237] (#5, #8, and #14), or the urban dynamometer driving schedule (UDDS)
(#19). On second place, with seven studies, are constant current loads (CC). These include pulses
or entire charge and discharge cycles with constant currents. Coming up next are alternating current
pulses (AC), with four studies, followed by evaluations based on function or method parametrization
errors (PE), with three studies. Also represented with three studies are validation scenarios that
evaluate the accuracy of the method under temperature changes due to external heating (H). The
validation of a single study (#6) is based on results of Monte-Carlo simulations (S).

Evaluation Measure Three quantities are used as a measure for evaluating the accuracy of the meth-
ods: the root mean square error (RMSE), the maximum error, and the average error. With thirteen
studies, the most common evaluation measure is the RMSE, which is calculated as in Eq. (2.39) for a
number of n measurement points x and the corresponding estimated values x̂:

RMSE =

√√√√ 1
n

n∑
i=1

(xi − x̂i)2 (2.39)

In some studies, the standard deviation (STD) is also given, which is calculated as in Eq. (2.40) using
the mean of the measurement points µ.

STD =

√√√√ 1
n

n∑
i=1

(x̂i − µ)2 (2.40)

Depending on the validation scenario and estimation method, the RMSE ranges from 0.1085K (#25)
to 4.94K (#9). The average error across all studies in Table 2.6 reporting a RMSE is 0.858K. Second
most frequently, the maximum error is used in ten studies as an evaluation measure. Across all studies,
accuracy can be narrowed to a maximum error range between −7.9K (#7) and +11.4K (#9). The
average over the absolute values of all maximum errors is 2.242K. In five studies, the average error
is reported as evaluation measure. It ranges from 0.2767K (#23) to 4.8059K (#23) and its average
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2.5 Review on the State of the Art Temperature Estimation Methods for Lithium-Ion Batteries

across all studies is 1.509K.

Table 2.6: State of the art impedance-based temperature estimation methods: Method validation and
accuracy.

Accuracy

# R
ef

er
en

ce

V
al

id
at

io
n

RMSE Maximum error Average Error

1 [51] - no values given
2 [52] CC, AC 1.0 K (STD: 3.4 K) (I)

PE SOC known: ±0.17 K3 [45] PE, H 0.6 K (STD: 3.4 K) (I)
PE SOC unknown: ±2.5 K

4 [49] - 0.9 K (STD: 3.2 K) (I)

±10 A load: ±0.4 K5 [47] AC, D 0.6 K (STD: 1.9 K) (I)
±20 A load: ±0.9 K drive cycle(III): 0.6 K

6 [228] S 0.4 K (STD: 0.7 K)
150 A charge | discharge:

|Z|: −7.8 K | +3.6 K
arg{Z}: −4.6 K | +1.8 K
Re{Z}: −7.9 K | +3.5 K
Im{Z}: −2.3 K | +1.5 K

7 [44] CC

f : −4.6 K | +2.1 K
EKF + Re{Z}: Tcore: 2.04 K | Tsurf: 2.06 K8 [229] D(III)

DEKF + Re{Z}: Tcore: 1.43 K | Tsurf: 1.24 K
T < 68 °C: 0.67 K (II) T < 68 °C: 2.1 K (II)

9 [174] H
T ≥ 68 °C: 4.94 K (II) T ≥ 68 °C: 11.4 K (II)

40 A charge | discharge: 0.287 K | 0.503 K
60 A charge | discharge: 0.294 K | 0.243 K10 [230] CC
80 A charge | discharge: 0.301 K | 0.362 K

≈ 1 K

11 [53] CC no values given
SOC known: 2.08 K12 [214] PE

SOC unknown: 2.48 K
13 [50] D real EV drive cycle with STD of ±1 K

Insulated, RMSE < 0.659 K14 [231] D(III)
Uninsulated, RMSE < 0.458 K

Tamb = 10 °C: 0.76 to 1.58 K15 [232] CC
Tamb = 20 °C: 0.91 to 2.07 K

16 [233] D, H no values given
17 [212] - no values given
18 [234] - no values given
19 [29] D(V) no values given

drive cycle (IV): 0.5 K20 [54] AC, D ±20 A load: 0.43 K ±20 A load: 1.45 K
±20 A load: 0.33 K

21 [235] D drive cycle: ±1 K
22 [38] PE −2.3 to +2.06 K 1 K
23 [236] AC 0.2767 to 4.8059 K

1.5 Ah cell: 1.0 K
3.0 Ah cell: 0.5 K24 [41] CC

2.35 Ah cell: 0.7 K
1 C discharge: 0.1085 K 1 C discharge: 0.6 K
2 C discharge: 0.2550 K 2 C discharge: 2.0 K25 [114] CC
3 C discharge: 0.3224 K 3 C discharge: 0.6 K

AC Alternating current pulses
CC Constant current load

D Drive cycles
H External heating

PE Function/Method parametrization error
S Simulation result

DEKF Dual Extended Kalman Filter
EKF Extended Kalman Filter

STD standard deviation
(I) Values calculated as benchmark in #6 using Mote-

Carlo simulations
(II) Calculated from Table 3 in #9

(III) assessment and reliability of transport emission
models and inventory systems (ARTEMIS)

(IV) new European driving cycle (NEDC)
(V) urban dynamometer driving schedule (UDDS)
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2 Fundamentals and Methodology

Conclusion - Validation In summary, it is not possible to make a straight comparison between
the studies because the validation scenarios and their boundary conditions, as well as the validation
measure used, differ significantly. Nevertheless, the following conclusions can be drawn for this thesis:

• The RMSE is the most common evaluation measure and is also used in Chapters 3, 4 and 6.
• Three validation scenarios (PE, H, and D) of the six introduced with Table 2.6 are used in this

work.
• While a straight comparison of the results from Chapters 3, 4 and 6 with the values in Table 2.6

is difficult to realize, the accuracy of the method developed in this thesis can still be ranked
using Table 2.6.

After reviewing the state of the art in the literature with reference to the research questions of this
thesis, the next three chapters are devoted to investigating and answering the individual research
questions Q1 to Q4 of Section 1.2 on the basis of four publications that were published as part of this
dissertation.
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3 Relation between Cell Temperature and Pulse
Resistance

Chapter 3 focuses on the goal to gain a general understanding of the relationship between the RDC

and the temperature of a LIB. The scope of Chapter 3 is once more highlighted in Fig. 3.1 for content
guidance. The three thematic priorities:

• determination of the functional relation between RDC and the internal cell temperature (Tint),
• influence of the cell dimension,
• and influence of the cell chemistry

are discussed in Section 3.1. The relation between the average cell temperature and the temperature
determined from the measured cell resistance is covered as fourth topic in a subsequent discussion in
Section 3.2. The section addresses the aspect that only the superimposed resistance of a cell can be
measured and investigates the question of whether the average value of the internal cell temperature
corresponds to the temperature determined from the superimposed resistance.
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Abstract: The temperature of lithium-ion batteries is crucial in terms of performance, aging, and
safety. The internal temperature, which is complicated to measure with conventional temperature
sensors, plays an important role here. For this reason, numerous methods exist in the literature for
determining the internal cell temperature without sensors, which are usually based on electrochemical
impedance spectroscopy. This study presents a method in the time domain, based on the pulse
resistance, for determining the internal cell temperature by examining the temperature behavior for
the cylindrical formats 18650, 21700, and 26650 in isothermal and transient temperature states for
different states of charge (SOCs). A previously validated component-resolved 2D thermal model was
used to analyze the location of the calculated temperature TR within the cell, which is still an unsolved
question for pulse resistance-based temperature determination. The model comparison shows that
TR is close to the average jelly roll temperature. The differences between surface temperature and TR

depend on the SOC and cell format and range from 2.14 K to 2.70 K (18650), 3.07 K to 3.85 K (21700),
and 4.74 K to 5.45 K (26650). The difference decreases for each cell format with increasing SOC and is
linear dependent on the cell diameter.

Keywords: lithium-ion battery; temperature estimation; pulse resistance; thermal model; internal
temperature difference

1. Introduction

Key features of lithium-ion batterys (LIBs), such as performance [1–3], aging [1–3], and
safety [1,2], are heavily influenced by temperature. Therefore, monitoring and controlling
the temperature within a battery pack is an essential task for any battery management
system (BMS), with various methods for indicating LIB temperatures in existence [4].
Surface-mounted temperature sensors, such as thermistors or thermocouples, are a com-
mon method to measure the temperature of LIBs within a battery pack. Although these
sensors are assumed to indicate temperatures close to the (average) internal LIB tem-
perature [5], they suffer from heat transfer delay due to the thermal mass and thermal
conductivity of batteries, and consequently, give an incomplete and delayed temperature
information of the LIB. Particularly in certain operating scenarios, such as fast charging
or demanding load conditions, the internal temperature may significantly differ from the
surface temperature [4,6]. The resulting internal temperature differences, especially in
larger format LIBs, may remain undetected and affect performance, aging, and safety of the
LIB in an adverse way [7]. Therefore, several temperature estimation methods have been
developed to overcome the limitation of surface temperature measurements and indicate
the internal temperature of LIBs. These methods usually utilize a certain impedance feature
of the electrochemical impedance spectroscopy (EIS) to determine the LIB’s temperature,
whereby the nature of the determined temperature varies from method to method. Table 1
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Figure 3.1: Scope of Chapter 3.

3.1 Internal Cell Temperature in Relation to Pulse Resistance and
the Influence of Cell Dimension and Chemistry

The results in this section were published in the study Determination of Internal Temperature Dif-
ferences for Various Cylindrical Lithium-ion Batteries Using a Pulse Resistance Approach [238]. The
three cylindrical cells in Table 3.1 with different dimensions and chemistry were examined in the study.
The 18650 and 21700 cells have the same chemistry with NMC on cathode and a silicon-graphite com-
posite on anode side. The 18650 cell serves as a bridge between the individual studies of this thesis
and is used as object of study in all subsequent chapters. The 26650 cell is the largest cell and has a
different chemistry with a LMO cathode and a graphite anode. All three cells in Table 3.1 underwent
the same test procedure.

In the first step, the RDC of the cells was characterized using pulses at the SOC levels 10%, 50%, and
90%. At each SOC, charge and discharge pulses were applied at ambient temperatures from 5 to 45 °C
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3 Relation between Cell Temperature and Pulse Resistance

Table 3.1: General information and parameters of the investigated cells. Adapted from [238].
18650 21700 26650

Identifier INR18650-MJ1 INR21700-M50T IMR26650-V1
Manufacturer LG Chem LG Chem Efest
Dimensions 18.1 | 65.1 [239] 21.1 | 70.2 [239] 26.5 | 65.2 [240]
(d | h) / mm

Chemistry NMC | Gr/Si (I) NMC | Gr/Si (II) LMO | Gr (III)
(Cathode | Anode)

Capacity (Cnom) 3.35Ah 4.85Ah 5.00Ah

(I) Li(Ni0.84Co0.11Mn0.05)O2 | Graphite + 1 wt% Silicon [84]
(II) Li(Ni0.84Co0.10Mn0.06)O2 | Graphite + 1 wt% Silicon [84]

(III) LiMn2O4 [241; 242] | Graphite

in 5K steps. The determined isothermal relation between measured temperature and RDC was mapped
with Eq. (3.1), which is the corresponding time domain equation to the modified Arrhenius law used
in Eq. (2.37).

RDC (Ta) = R0 + R1 exp
(

EA,b

kB Ta

)
(3.1)

The resistance values to parametrize Eq. (3.1) were optimized regarding the period ∆t for the esti-
mation and the pulse type (see Section 2.4.2.3). For the purpose of estimating the temperature, the
inverse of Eq. (3.1) was taken, resulting in the estimation function in Eq. (3.2).

TR = f (RDC) = EA,b

kB · [ln (RDC − R0) − ln (R1)] (3.2)

The estimation function was applicable to all three cell types, although the function parameters differed
with cell format, chemistry, and SOC.

In the second step, pulses were continuously applied to the cells at each SOC and used for temperature
estimation while externally increasing the ambient temperature from 10 to 40 °C. This resulted in
a SOC and cell format dependent temperature difference ∆TR between the measured cell surface
temperature and the temperature TR determined by Eq. (3.2). With increasing cell dimensions and
thus increasing heat capacity, the heating of the cell interior slowed down. Consequently and as
expected, the temperature difference increased with increasing cell dimension from 2.14 to 2.70K for
the 18650 cell, 3.07 to 3.85K for the 21700 cell, and 4.74 to 5.45K for the 26650 cell, whereby ∆TR

decreased with increasing SOC by about 0.5K.

In the third step, the temperature difference was further investigated using the existing 2D thermal
model from Steinhardt et al. [239], which was already parametrized for the 18650 and 21700 cell. The
comparison with the simulation results revealed that TR was closest to the averaged jelly roll temper-
ature, but could not explain the SOC-dependent change in ∆TR. The difference between simulation
and calculated ∆TR could be traced back to two possible reasons: model parameter uncertainties and
missing mechanical dependencies of the model on pressure and thermal contact resistance.

Authors Contribution
Sebastian Ludwig developed the idea of the study, conducted the experiments and evaluated the
experimental data. Marco Steinhardt created the models and performed the thermal simulations. The
manuscript was written by Sebastian Ludwig with the help of Marco Steinhardt, who contributed to
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the modeling part. Andreas Jossen supervised the work and reviewed the manuscript. All authors
discussed the data and commented on the results.
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Abstract: The temperature of lithium-ion batteries is crucial in terms of performance, aging, and
safety. The internal temperature, which is complicated to measure with conventional temperature
sensors, plays an important role here. For this reason, numerous methods exist in the literature for
determining the internal cell temperature without sensors, which are usually based on electrochemical
impedance spectroscopy. This study presents a method in the time domain, based on the pulse
resistance, for determining the internal cell temperature by examining the temperature behavior for
the cylindrical formats 18650, 21700, and 26650 in isothermal and transient temperature states for
different states of charge (SOCs). A previously validated component-resolved 2D thermal model was
used to analyze the location of the calculated temperature TR within the cell, which is still an unsolved
question for pulse resistance-based temperature determination. The model comparison shows that
TR is close to the average jelly roll temperature. The differences between surface temperature and TR

depend on the SOC and cell format and range from 2.14 K to 2.70 K (18650), 3.07 K to 3.85 K (21700),
and 4.74 K to 5.45 K (26650). The difference decreases for each cell format with increasing SOC and is
linear dependent on the cell diameter.

Keywords: lithium-ion battery; temperature estimation; pulse resistance; thermal model; internal
temperature difference

1. Introduction

Key features of lithium-ion batterys (LIBs), such as performance [1–3], aging [1–3], and
safety [1,2], are heavily influenced by temperature. Therefore, monitoring and controlling
the temperature within a battery pack is an essential task for any battery management
system (BMS), with various methods for indicating LIB temperatures in existence [4].
Surface-mounted temperature sensors, such as thermistors or thermocouples, are a com-
mon method to measure the temperature of LIBs within a battery pack. Although these
sensors are assumed to indicate temperatures close to the (average) internal LIB tem-
perature [5], they suffer from heat transfer delay due to the thermal mass and thermal
conductivity of batteries, and consequently, give an incomplete and delayed temperature
information of the LIB. Particularly in certain operating scenarios, such as fast charging
or demanding load conditions, the internal temperature may significantly differ from the
surface temperature [4,6]. The resulting internal temperature differences, especially in
larger format LIBs, may remain undetected and affect performance, aging, and safety of the
LIB in an adverse way [7]. Therefore, several temperature estimation methods have been
developed to overcome the limitation of surface temperature measurements and indicate
the internal temperature of LIBs. These methods usually utilize a certain impedance feature
of the electrochemical impedance spectroscopy (EIS) to determine the LIB’s temperature,
whereby the nature of the determined temperature varies from method to method. Table 1
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summarizes the statements on the determined temperature from existing methods in the
literature, which range from electrode-specific temperatures [8,9], internal/core tempera-
ture [2,5,10–19] to average/integral [20–22], and internal temperature distribution [6,23–25].
The cells examined in the studies of Table 1 cover a wide variety of chemistries and casing
types, including various cylindrical, prismatic, and pouch cells with capacities reaching
from 2.3 Ah to 90 Ah. Mainly individual cells were studied. Only [5,9,10,18,20] consid-
ered interconnected systems. Depending on the thermal boundary conditions, heating
scenario, and cell format, the observed differences between internal cell temperature and
surface temperature range from about 2 K to 3 K [11,21], over 5 K to 7 K [2,11,23], and up to
10 K [24,26].

Table 1. Overview of impedance-based temperature estimation methods in the literature.

# Reference Temperature Cell System

Internal
Core

Internal
Distribution

Average
Integral

Capacity Format Chemistry
Cathode|Anode

1 [8] A 53 Ah prismatic LCO|Gr cell

2 [9] C 5.3 Ah 18650 ? 1s2pA

3 [2] x 34 Ah prismatic NMC|? cell

4 [5] x 23.3 Ah prismatic NMC|? 2s1p

5 [10] x
53 Ah prismatic LCO|Gr cell
2.3 Ah 26650 LFG|Gr cell
4.4 Ah 18650 ? 1s2p

6 [11] x 2 Ah pouch LCO+NCA|Gr cell

7 [12] x 2.3 Ah 26650 LFP|Gr cell
7.5 Ah cylindrical NCA|Gr cell

8 [13] x 90 Ah ? LFP|? cell

9 [14] x 2.6 Ah 18650 LCO|? cell

10 [15] x 40 Ah pouch LFP|Gr cell

11 [16] x 8 Ah prismatic ? cell

12 [17] x 30 Ah pouch LFP|Gr cell

13 [18] x
50 Ah prismatic LCO|Gr cell
5.3 Ah 18650 ? 1s2p
3 Ah 18650 NMC|? cell

14 [19] x 1.3 Ah 18650 LFP|? cell

15 [20] x 90 Ah prismatic LFP|? 3s1p

16 [22] x 8 Ah prismatic LFP|? cell
40 Ah pouch LFP|? cell

17 [23] (x) x 2.3 Ah 26650 LFP|Gr cell

18 [24] (x) x 2.3 Ah 26650 LFP|Gr cell

19 [6] x x 20 Ah prismatic LMO/NMC|? cell

20 [25] x 3.2 Ah 18650 ? cell

A = Anode, C = Cathode, ? = unknown or not specified by reference.

In our previous work [27] we developed a temperature estimation method, which
is not dependent on a certain impedance feature from the EIS, but directly relates the
pulse resistance or direct current resistance (RDC) to the LIB’s temperature. Since the
pulse resistance can be calculated from load fluctuations generated by the application

3 Relation between Cell Temperature and Pulse Resistance
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itself, the method does not require excitation hardware to generate the specific sinusoidal
signal required for an EIS or complex filters and transformations to extract the frequency
spectrum from the current and voltage time-domain measurements of the BMS. Thereby,
our method reduces the complexity and cost of an online sensorless temperature indication.
In our previous studies, we avoided discrepancies between the measured surface and
internal LIB temperature, since the focus was placed on method development [27] and
aging behavior [28]. This was achieved by applying a controlled surface temperature with
Peltier elements to a module of small cylindrical (18650) battery cells and moderate load
conditions. For a better understanding and the differentiation of this work, the key results
of the two previous publications are briefly summarized below.

The first publication [27] focused on the development and applicability of the method.
For this purpose, the influence of different pulse parameters on the RDC and the relation
to SOC and temperature for three individual 18650 cells (same type as in Table 2) was
examined. The parameters examined were the pulse amplitude, pulse duration, pulse
current direction, and pulse shape. The pulse shape was varied by changing the pulse
rise and fall time from instant (40 µs) to 4.0 s. In the next step, a resistance-based tem-
perature estimation method was developed and its accuracy was evaluated for various
parametrization and validation scenarios. Subsequently, the transferability of the method
from individual cells to a module consisting of six cells connected in series was examined.
The cells of the module were of the same type, but different from those used for the original
parametrization. To adjust the differences between the individual cells and the module,
only an offset correction of the RDC values was necessary. Finally, the applicability of the
method was validated. For this purpose, the module was discharged with a dynamic load
profile and the temperature was estimated using the developed method. The root mean
square error (RMSE) for the validation ranged between 0.65 K and 1.11 K. Since aging
has a major impact on the resistance of a cell, this topic was investigated in the second
publication [28]. For this purpose, exactly the same module as in [27] was examined and
aged with constant current and dynamic load profiles until the first cell in the module
reached a state of health (SOH) of 80%. The influence of aging on the accuracy of the
method was investigated and an extension of the method to adapt to capacity loss and
resistance change was developed. By adapting the method to the effects of aging, the RMSE
could be reduced from a maximum of 15 K to 3.78 K.

With cylindrical battery cell formats reaching from 18650, over 21700 to 26650 and
even larger formats, such as Tesla’s 4680 cell, internal temperature discrepancies and their
influence on LIBs vary significantly [29]. For instance, fast charging poses the risk of severe
battery damage [30] if the battery temperature is not controlled correctly by the BMS
and/or thermal management system, especially under harsh environmental conditions,
such as extreme heat or cold. Therefore, this study focuses on the relation of a LIB’s pulse
resistance, which was used for temperature estimation in our previous study [27], and the
internal temperature of the three common cylindrical battery cell formats: 18650, 21700,
and 26650. The study focuses on analyzing the relationship between the surface and the
internal cell temperature in relation to the temperature indicated by the RDC (TR ). The aim
is to determine to what extent the pulse resistance from our previous study [27] is suitable
for monitoring the internal cell temperature and thus contributes to increasing the safety,
performance, and lifetime of LIBs. For this purpose, three representative cylindrical cells
are experimentally investigated under isothermal conditions and in a transient temperature
state by applying an external temperature change similar to Haussmann and Melbert [21].
A validated 2D thermal model is utilized to analyze the internal temperature behavior of
the cells and additionally serves as a reference for comparison with the pulse resistance-
based temperature.

The remainder of this study is structured as follows. Section 2 describes the investi-
gated cells, the utilized equipment as well as the test procedures. Section 3 briefly introduces
the 2D thermal model used to analyze the relationship between the temperature indicated
by the pulse resistance and the internal temperature of the investigated cells. Section 4

3.1 Internal Cell Temperature in Relation to Pulse Resistance and the Influence of Cell Dimension
and Chemistry
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presents the results for the RDC to temperature relation under isothermal conditions and
the function to relate the RDC to the cell temperature. Subsequently, the results for the tem-
perature indicated by the RDC (TR ) under an external temperature change and the surface
temperature are compared and discussed. At the end of Section 4, the spatial relation of TR
and the internal temperature simulated by the 2D thermal model are addressed. Section 5
summarizes the results, presents the key conclusions of the study, and gives an outlook on
possible future work.

Table 2. General information and parameters of the investigated cells, including the nominal capacity
(Cnom), the average capacity (C) and resistance (RΩ) as well as the corresponding relative standard
deviations σC,rel and σR,rel of the five cell batches used for the cell selection.

18650 21700 26650

Identifier INR18650-MJ1 INR21700-M50T IMR26650-V1
Manufacturer LG Chem LG Chem Efest
Dimensions 18.1|65.1 [31] 21.1|70.2 [31] 26.5|65.2 [32]
(d | h) / mm

Chemistry
NMC|Gr/Si (a) NMC|Gr/Si (b) LMO|Gr (c)

(Cathode|Anode)

Capacity (Cnom) 3.35 Ah 4.85 Ah 5.00 Ah

Batch

Capacity C 3.424 Ah 4.885 Ah 5.511 Ah
σC,rel 0.483% 0.124% 0.233%

Impedance RΩ 31.079 mΩ 22.657 mΩ 16.097 mΩ

σR,rel 0.379% 0.868% 0.618%
(a) Li(Ni0.84Co0.11Mn0.05)O2|Graphite + 1 wt% Silicon [33]; (b) Li(Ni0.84Co0.10Mn0.06)O2|Graphite + 1 wt% Sili-
con [33]; (c) LiMn2O4 [34,35]|Graphite (see Appendix A).

2. Experiment
2.1. Investigated Cells

For this study, the three cylindrical cells listed in Table 2 were selected. The 18650 and
the 21700 cells were selected since they represent the latest nickel manganese cobalt oxide
(NMC) chemistry with silicon content in the anode composite and a nickel-rich cathode
material [33]. Furthermore, the 18650 was investigated in our previous studies [27,28]
and the 2D thermal model of both cells (18650 and 21700) was already implemented
and validated in the study of Steinhardt et al. [31]. The 26650 cell’s LiMn2O4 (LMO)
chemistry [34,35] was chosen to investigate if the relation of the RDC and temperature
is altered by different chemistry. To verify the cell chemistries, the open-circuit voltages
(OCVs) of the cells were analyzed using differential voltage analysis (DVA). The results
are briefly presented in Appendix A. For each cell format, a batch of five sample cells
was initially cycled for ten cycles according to the manufacturer’s standard charge and
discharge procedure.

Subsequently, a representative cell was selected for this study from each batch, which
showed the least deviation in resistance and capacity from the average batch parameters
listed in Table 2. The cells were fully charged with a constant current (CC) followed by
a constant voltage (CV) protocol until reaching the upper cut-off voltage, with ICC equal
to the manufacturer’s standard charging current and ICV = 0.01 C. The capacity of each
cell in the batches was determined by discharging the fully charged cell with 0.033 C to the
lower cut-off voltage. The resistance of each cell was determined with a galvanostatic EIS
from 10 kHz to 10 mHz at a state of charge (SOC) of 50%, whereby RΩ represents the real
part of the impedance at the zero-crossing of the imaginary part.

2.2. Experimental Setup

Figure 1 shows the experimental setup used in this study. Three PT100 temperature
sensors were distributed over the cells’ surface: one sensor to measure the temperature
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at the positive terminal (Tp), one sensor to measure the temperature at the center of the
cell (Tc), and one sensor to measure the temperature at the negative terminal (Tn). The
temperature sensors were bonded to the cells’ surface with superglue and monitored in
a 4-wire connection with a cell measurement unit (CMU) from BaSyTec. An additional
negative temperature coefficient (NTC) thermistor connected to a cell test system (CTS)
from BaSyTec was used to measure the ambient temperature (Tamb) close to the cells’
surface. All temperature sensors were initially gain and offset calibrated using a Fluke 1524
reference thermometer and a platinum resistance probe with an accuracy of ±0.012 K. A
potentiostat (VMP3) from BioLogic was used to electrically characterize the cells, which
were connected via clipboards with gold contact pins in a 4-wire connection. Only the data
acquisition of CTS and CMU were synchronized by integrating the CMU in the CTS test
protocol. To synchronize the electrical measurements of the VMP3 and the temperature
data of the CTS and CMU, the unused sense wires of the CTS were connected with the sense
wires of the VMP3. Thereby, the pulses generated by the VMP3 were also measured from
the CTS and served as a means of data synchronization. The thermal boundary conditions
were set with a Binder KT 115 climatic chamber, achieving a temperature fluctuation of less
than 0.1 K.

2.3. Test Procedures

Two test procedures were conducted in this study. The first one is depicted in Figure 1b,
showing the isothermal characterization of the RDC . The second test procedure in Figure 1c
shows the transient temperature characterization under an external change in temperature.
Both test procedures are presented in detail in the following sections.
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Figure 1. Study overview. (a) Experimental setup: climatic chamber for temperature control, temper-
ature sensor placement on investigated cells (temperature at the positive terminal (Tp ), temperature
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at the center of the cell (Tc ), and temperature at the negative terminal (Tn )), ambient temperature
(Tamb ), and measurement equipment as follows: Potentiostat (VMP3) from BioLogic, cell test sys-
tem (CTS) and cell measurement unit (CMU) from BaSyTec. (b) RDC characterization (flowchart
from top to bottom): investigated cell formats, SOCs, and temperature range followed by the pulse
pattern used for the characterization of the investigated cells, the equation for the RDC calculation
(Equation (1)), and an exemplary result for the temperature estimation function. (c) Internal tempera-
ture characterization: flowchart for the investigation of the relation between the internal temperature
calculated by the 2D thermal model and the temperature calculated from RDC values during an
external change in temperature (∆Text ) by increasing the ambient temperature (Tamb ) from 10 °C to
40 °C.

2.3.1. Isothermal RDC Characterization

The different cell formats from Table 2 were characterized at a SOC of 10%, 50%,
and 90% in the temperature range of 5 °C to 45 °C in 5 K increments to gain the RDC
characteristics at isothermal conditions. The resistance of a cell is usually relatively constant
over the middle SOC range, but can increase sharply at the edges of the SOC range [27,36].
In order to investigate the influence at the SOC fringe, the SOCs 10% and 10% were chosen,
for the middle range a SOC of 50%. The RDC of each cell at each SOC and temperature was
calculated from the pulse pattern shown in Figure 1b. The cells rested for at least 6 h at each
temperature before the pulse pattern was applied to ensure that the cells were thermally
and electrically equilibrated. For a continuous temperature estimation, continuous RDC
values and therefore continuous pulses were needed. To avoid a change in SOC, the pulse
pattern contained one charging pulse followed by an equivalent discharging pulse to
maintain an even charge balance. The individual pulse parameters listed in Table 3 were
carefully selected to fulfill the following requirements:

(P.1) Our previous analysis in [27] revealed that the optimal evaluation time ∆t for
the RDC for temperature estimation is in the region of 10 ms to approximately
100 ms. To cover this range with margin, the pulse duration (tpulse) was set to
150 ms. However, the exact evaluation time (∆t) is determined in Section 4.1 with
the results listed in Table 4.

(P.2) The continuous pulses may affect each other since LIBs are time-variant systems.
The pause between the charging and discharging pulses (tbreak) was set to 5 s, which
proved to be long enough to avoid the preceding pulse to affect the following one
(see Section 4.1).

(P.3) To analyze the transient temperature behavior (see Section 2.3.2), the cell tempera-
ture is changed by externally heating the cell and simultaneously applying current
pulses. Internal temperature changes due to heating of the cells through ohmic
losses [37] caused by the continuous application of the pulses had to be avoided.
Therefore, the pulse current and duration had to be small. The pulse duration with
150 ms selected in (P.1) is already relatively short. Nevertheless, the current had to
be large enough to induce a voltage response with a sufficient signal-to-noise ratio
(SNR) to avoid inaccurate measurements. The trade-off resulted in a pulse current
Ip of ±0.1 C. Taking the resistance values for RΩ from Table 2 into account, the
resulting heat generation of the applied pulses is less than 5.329 mW for each cell.

Table 3. Parameters for the pulses depicted in Figure 1b used for the RDC characterization. The
C-rate for the pulse current is related to the nominal capacity (Cnom) from Table 3.

Parameter Value

Pulse Current (Ip) ±0.1 C
Pulse Duration (tpulse) 150 ms
Break Duration (tbreak) 5 s
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Table 4. Minimal fitting RMSE from Figure A6 for the different cell formats and SOCs with the
corresponding pulse current types Px and ∆t, which were used for the parametrization of the
estimation function in Equation (4).

SOC Format RMSE / K Px ∆t / ms

90%
18650 0.223 3 149
21700 0.378 1 130
26650 0.162 1 145

50%
18650 0.248 1 149
21700 0.423 1 90
26650 0.158 1 145

10%
18650 0.208 1 25
21700 0.367 1 25
26650 0.106 1 145

To test the validity of the properties (P.1) to (P.3), the pulse pattern was repeated for
over an hour (360 times) at each temperature, and SOC of the isothermal RDC characteri-
zation. The pulses in Figure 1b were used to calculate the RDC according to Equation (1),
where RDC,∆t is the resistance calculated from the current change ∆I and the corresponding
voltage change ∆U after the time ∆t has passed. Only ∆t < tpulse between 1 ms and 149 ms
were evaluated.

RDC,∆t =
∆U
∆I

(1)

Since the pulse pattern contains four different current changes, marked with P1 to
P4 in Figure 1b, four different RDC were calculated from the pattern. The final goal of
the isothermal RDC characterization was the derivation, parametrization, and analysis of
the temperature estimation function TR = f (RDC) for the different pulse current types
(P1 to P4) and evaluation times (∆t), exemplary depicted at the bottom of Figure 1b. The
corresponding results are presented and discussed in Section 4.1.

2.3.2. Transient Temperature RDC Characterization

The test procedure for the transient temperature characterization in Figure 1c was
realized by simultaneously generating an ∆Text from 10 °C to 40 °C with the climatic
chamber and continuously applying the pulse pattern from Figure 1b to the cells. Before
heating the cells with the maximum heating rate to 40 °C, the cells rested at least for 6 h at
10 °C to ensure that they start from a thermally equilibrated state. The resulting temperature
behavior is exemplarily shown in the upper right corner of Figure 1c. The pulses were used
to continuously calculate RDC values, which in turn were used to estimate the temperature
TR with the function determined in Section 4.1. The data of Tp , Tc , and Tn was used
during the external temperature change to determine the relation between the estimated
temperature TR and the averaged surface temperature (Tsurf ) for the different cylindrical cell
formats. Here, Tsurf is the average of Tp , Tc , and Tn . Additionally, the surface temperature
served as input for the 2D thermal model [31] for the 18650 and 21700 cells to identify the
internal cell temperature distribution (Tmodel) during the external temperature change and
investigate the relation between TR and TModel. The corresponding results are presented
and discussed in Section 4.2. The model itself is briefly described in the upcoming section.

3. 2D Thermal Model

A previously validated 2D thermal model was used to relate TR to the internal tem-
perature distribution for the 18650 and 21700 cells. This model was developed and param-
eterized by Steinhardt et al. [31] for the same cell types as used in this work. The model
is a component-resolved model, which means that components such as the steel case and
the current interrupt device in the positive cell pole are resolved separately. Overall, the
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axisymmetric model geometry in Figure 1c defines seven domains with no heat source term,
since the cells are not operated in this study. The dimensions of the geometry were either
measured in [31] with a micrometer screw or taken from computed tomography scans of
the cell. All simulations were run in COMSOL Multiphysics 5.4 with an adiabatic boundary
in the inner core of the cell and a defined temperature for the rest of the boundaries.

Every material parameter in the model is considered isotropic except for thermal
conductivity, which is defined by the in-plane and through-plane directions of the cell’s
jelly roll. In the study by [31], the thermal conductivity and the specific heat capacity of the
electrode-separator stack were measured at three different SOCs. The measured thermal
parameters at the lowest, middle, and highest SOC by [31] were used in this work for
the SOC of 10%, 50%, and 90%, respectively. Since the dependence of the thermal model
parameters on temperature is less than 0.2% K−1, a dependence on temperature in the
model is omitted and all parameters were set to their 300 K value, which also helped to
reduce the model complexity. For example, for the 18650 cell at a SOC of 50%, a specific
heat capacity for the jelly roll of 1004 J kg−1 K−1 and a through-plane conductivity of
1.29 W m−1 K−1 were taken from [31] and used for the simulation in this work. For all
further details, we refer the interested reader to the work of Steinhardt et al. [31].

4. Results & Discussion
4.1. Isothermal RDC Characterization

In our previous works [27,28], we used a general exponential equation, such as [21,22],
to describe the relationship between resistance and temperature. However, in the literature,
the relation between resistance for different cell internal processes and temperature is
frequently described with a (modified) Arrhenius relation [8,10–12,14,18–20,23]. Since the
Arrhenius relation is a more commonly used and physics-based approach, the goal of this
chapter is to deduce and parameterize an Arrhenius-based function describing the relation
between the RDC values, derived from the characterization pulses, and the cell temperature
in thermal equilibrium. First, the processes that make up the overpotential during the
150 ms pulse need to be identified. Subsequently, a function in the time domain is derived
to map the resistance-temperature behavior. The current pulse duration of 150 ms limits
the effects, building up the voltage response to the following processes [36,38,39]:

(E.1) Ohmic losses, due to limiting electronic/ionic conductivity of the current collec-
tors, the electrolyte, the active materials of the electrodes, and additives, such as
carbon black.

(E.2) Contact losses, attributed to contact resistance between one of the electrodes and
the current collector, as well as from particle-to-particle contacts.

(E.3) Interface losses, related to the charge transfer at the electrodes, as well as the
contribution of the solid electrolyte interface (SEI).

The contribution of slower processes, such as diffusion, to the voltage response of
the characterization pulses, was assumed to be negligibly small within 150 ms and is
therefore neglected.

After identifying the processes building up the voltage response and consequently the
RDC , a functional description of the relation between the processes and cell temperature
is needed. The ohmic and contact losses are dominated by the ionic conductivity of the
electrolyte [36]. Schmidt et al. [11] used the general Arrhenius relation in Equation (2) to
describe the functional relation between temperature and the electrolyte impedance of a
LIB from EIS measurements.

Rarr(Ta) = R1 · exp
(

EA

kB · Ta

)
(2)

To account for the influence of temperature-independent resistances, such as the
current collectors and contact resistances, in the impedance spectra Schmidt et al. [11]
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expanded the general Arrhenius to Equation (3) by adding the temperature-independent
term R0.

Rexp(Ta) = R0 + R1 · exp
(

EA

kB · Ta

)
(3)

Although the electronic resistance of the current collector increases with temperature,
the authors assumed the resistance to be almost constant in the investigated temperature
region between 0 °C to 30 °C [11]. The remaining variables are the activation energy Ea, the
Boltzmann constant kB, a pre-exponential factor R1 representing the hypothetical resistance
at an infinite temperature, and the absolute temperature Ta. Gantenbein et al. [36] confirmed
the results of Schmidt et al. [11] for Equation (3) and additionally used Equation (2) to
describe the temperature dependence of the resistance related to the charge transfer and
SEI process using EIS measurements and analyzing the distribution of relaxation times.
Barai et al. [40] showed that different resistance characterization methodologies, such as
RDC and EIS, can be aligned if the time scales match. Therefore, a parametrization of
Equations (2) and (3) with RDC values comparable to Schmidt et al. [11] and Gantenbein
et al. [36] should be achievable. Since the RDC is calculated in the time domain, it is difficult
to assign a particular ∆t to an individual process, such as ionic electrolyte conductivity
or charge transfer, in contrast to analysis making use of impedance spectra as in [11,36].
Consequently, at least the sum of Equations (2) and (3) would be required to describe
the temperature behavior of the RDC , although a meaningful parametrization is hardly
feasible, since, as mentioned above, no clear separation of the processes in the time domain
is possible. However, the aim of the study is not to describe the temperature dependence
of the individual processes (E.1) to (E.3) separately, but to describe them in total. For
this reason, the authors assume that a single temperature-independent term (R0) and one
temperature-dependent exponential term (R1 · exp

(
EA

kB·Ta

)
), as in Equation (3), are sufficient

to represent the overall behavior of the RDC over temperature. For the finally needed
description of temperature as a function of resistance, the inverse function of Equation (3)
is formed, resulting in Equation (4).

TR = f (RDC) =
EA

kB · [ln(RDC − R0)− ln(R1)]
(4)

The function of Equation (4) was parameterized for the four current changes P1 to
P4 of the pulse pattern in Figure 1b for each cell format and ∆t in the range of 1 ms to
149 ms. Figure 2 serves as a representative fitting result for ∆t = 100 ms to discuss the
results of the parametrization. The results of the parameters EA (see Figure A2), R0 (see
Figure A3), and R1 (see Figure A4) for all ∆t are depicted in Appendix B. Although a
physical interpretation of the parameters is not the aim of this work, it is worth noting
that the results for the activation energy in Figure A2 are in a reasonable range of 0.1 eV
to 0.6 eV for ∆t between 1 ms and 149 ms. The EA values for ∆t < 5 ms tend towards
common literature values for the activation energy related to the ionic conductivity of
the electrolyte with 0.09 eV [39], 0.10 eV [36], and 0.155 eV [41]. With increasing ∆t the
activation energy rises to almost 0.6 eV, covering common literature values related to the
interface processes between the anode, including the SEI, and the electrolyte with 0.35 eV
to 0.45 eV [42], 0.52 eV [36], 0.55 eV to 0.62 eV [43], and 0.66 eV [44], and also related to the
charge transfer at the cathode with 0.68 eV [36] and 0.64 eV to 0.69 eV [43]. The values for
the temperature-independent resistance R0 in Figure A3 are close to the initially measured
RΩ in Table 2, which was determined with EIS measurements.

Each subfigure in Figure 2 shows one of the investigated SOCs: 90%, 50%, and 10%.
The fitting results for different cell formats are distinguished by color and the current
changes by line and marker type, whereby the marker type represents the averaged value
from the repeated pulse pattern (360 values) at each temperature point. No trend in
RDC could be observed over the 360 pulses for a specific temperature. Therefore, the
break of 5 s between pulses proved to be long enough to prevent the repeating pulses
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from significantly interfering with each other (P.2) or heating the cells internally (P.3). As
assumed, Equation (4) can reflect the temperature behavior of the RDC values, despite the
fact that the resistance values represent the superposition of several processes. Similar
to [19,22], who used the R-Square (R2) as a criterion for assessing the fitting quality for
their temperature estimation method, the adjusted R-Square (R2

adj
) [45] was used for a

quantitative assessment of the fitting results in this work. The R2 and R2
adj

are statistical

measures for the goodness of a curve fitting result, whereby values closer to one indicate a
better fit quality. In contrast to the R2, the number of fitted variables is taken into account
with the R2

adj
to avoid over-fitting. As the number of fitted variables increases, R2 will also

increase. However, the fitting quality may not improve in a practical sense. To avoid such
over-fitting, the R2

adj
statistic can be utilized. The overall R2

adj
above 0.98 for all ∆t (see

Figure A5), strongly indicates the validity of Equation (4) as the proposed fitting function.
Assessing the fitting results in Figure 2 for any of the three cells over the SOC range,

the expected dependency on the SOC can be seen. The dependency becomes apparent by
comparing the x-axis values where the fitting function exceeds 45 °C. For example, this
value for the 26650 cell is around 32 mΩ at a SOC of 90% in Figure 2a, then drops slightly
in Figure 2b at a SOC of 50% to around 31 mΩ and rises in Figure 2c at a SOC of 10% to
about 35 mΩ. These SOC-dependent fluctuations can also be observed in the 18650 and
21700 cell and are consistent with previous studies [27,36]. The difference in the curves,
parameterized with P1 and P3, compared to the curves, parameterized with P2 and P4, is
particularly evident at temperatures below 25 °C and the SOC of 10% in Figure 2c. At a first
glance, there is no difference in the fitting results for the different current changes for the
SOCs 90% and 50% in Figure 2a,b. However, the close-ups in Figure 2a,b reveal that there is
a difference in the curves, albeit a small one. In our previous study [27], we already noticed
this difference in RDC for the 18650 cell for different current changes, which is probably
caused by the initial condition of the cells at the start of the pulse. For P1 and P3 the cells
start from an almost equilibrated state, where no current is applied. On the other hand, P2
and P4 start from a already polarized state, since current was already flowing for 150 ms,
creating a small Li-ion concentration gradient [46]. With the current changes at P2 and P4,
the system returns to the equilibrium state and the concentration gradients decrease. This
difference in Li-ion concentration at the start of P2/4 compared to P1/3 results in a small
overpotential difference and might be the cause for the difference in RDC [40].

For the determination of the cell temperature behavior during the external temperature
change in Section 4.2, a ∆t and current change type (P1 to P4) must be selected that is used
for the parametrization of Equation (4). Since all ∆t have a very high R2

adj
in Figure A5,

the RMSE of the fitting is used as the second criterion for the selection. In Figure A6, the
RMSE of the individual fit variants is shown as a complement to the R2

adj
in Figure A5.

Table 4 summarizes the minimal RMSE for each SOC and cell format together with the cor-
responding pulse current type (Px) and ∆t for the temperature estimation with Equation (4)
in Section 4.2, the settings (Px and ∆t) for the minimal RMSE from Table 4 as well as all
other settings within an error margin of 0.05 K in respect to the minimum error were used.
This measure intends to minimize the influence of noise and increase the accuracy of the
temperature estimation during the external temperature change, which is discussed in the
next section.
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Figure 2. Exemplary fitting results of Equation (4) for ∆t = 100 ms for different cell formats and
current changes P1 to P4 (see pulse pattern in Figure 1b) at the investigated SOCs (a) 90%, (b) 50%,
and (c) 10%. The marker type represents the averaged value from the repeated pulse pattern (360
values) at each temperature point. The close-ups in (a,b) visualize the minimal difference between
current changes P1/3 and P2/4.

4.2. Transient Temperature RDC Characterization

The results for the temperature estimation with Equation (4) and the setting according
to Table 4 are presented in Figure 3. The figure only showcases the results for a SOC of
50%. The originally calculated values (TR,org) in Figure 3a–c all tend to increased noise for
increased temperatures, whereby the level of noise differs from cell to cell. By considering
the corresponding estimation functions in Figure 3d–f, it is apparent that the different slopes
of the estimation functions are responsible for the different noise levels. Schmidt et al. [11]
also noticed this for their EIS-based temperature estimation method. The exemplary input
deviation of ±0.2 mΩ for the nominal value of 10 °C causes a deviation in temperature
below 0.3 K. In contrast, the same input deviation at 40 °C causes a variation between 1.1 K
(Figure 3d) and 2.7 K (Figure 3e). However, the filtered values (TR,fltr) emphasize that the
noise can be significantly reduced by applying a moving average filter.
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Figure 3. Exemplary temperature estimation results for the investigated cell formats 18650 (a),
21700 (b), and 26650 (c) at a SOC of 50% evaluated with Equation (4) and the setting according to
Table 4. TR,org shows the originally calculated values and TR,fltr shows the values filtered with a
moving average filter. The different and increased noise can be related to the individual slopes of the
estimation functions in (d–f).

Figure 4 relates the sensor temperature data to the filtered TR . The moment when
the setpoint for the climatic chamber temperature (Tset) changes from 10 °C to 40 °C was
set to zero on the x-axis. The variation of the ambient temperature (Tamb ) for the different
cell formats at the different SOCs is negligibly small. However, there is a small difference
between cells, probably caused by the positioning of the cells within the climatic chamber.
The ambient temperature rises from 10 °C with a constant heating rate of about 100 K h−1

to 35 °C in about 0.25 h and converges to the final temperature of 40 °C in about 1.25 h.
Since the mean absolute deviation over all cell surface related temperatures (Tp , Tc , Tn)
during each experiment is less than 0.073 K, only the average over the three cell surface
temperature sensors (Tsurf) is depicted in Figure 4. The resistance-related temperature TR
always lags behind the average surface temperature Tsurf for each cell format and SOC,
whereby the difference increases with increasing cell size. This already shows that TR , like
the temperatures of the existing EIS-based methods in Table 1, is related to the internal cell
temperature and depends on the cell dimensions. For a detailed analysis, the difference
between the surface temperature and the RDC is considered and discussed in comparison
to the 2D thermal model in the following section.
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Figure 4. Temperature development during the external temperature change from 10 °C to 40 °C for
the different cell formats 18650 (a), 21700 (b), and 26650 (c) at the investigated SOC of 10%, 50%,
and 90%.

4.3. Internal Temperature: Model versus TR

With the help of the 2D thermal model from Section 3, the internal temperature of the
cells, especially the jelly roll, can be broken down in more detail and TR can be assigned to a
corresponding internal temperature. For this purpose, six simulations were run evaluating
the core (Tcore), the center (Tctr), and the average (Tavg) temperature of the jelly roll. The
spatial location of the temperatures is shown in Figure 5j, with the temperature simulated
at half of the cell height and at the core of the jelly roll (Tcore), the temperature simulated
at half of the cell height and at the center of the jelly roll (Tctr), and the simulated average
jelly roll temperature (Tavg). The averaged surface temperature (Tsurf) was used as the
temperature boundary condition on the entire surface of the cells, also shown in Figure 5j.
The evaluation of the temperature difference between Tsurf and the jelly roll temperatures
(Tcore , Tctr , Tavg ) resulted in the corresponding temperature differences (∆Tcore, ∆Tctr, ∆Tavg)
for the 18650 and 21700 cell at the three SOC points shown in Figure 5a–f. Additionally, the
corresponding differences (∆TR,18650 , ∆TR,21700 ) between Tsurf and TR are depicted. For the
26650 cell, only the differences (∆TR,26650 ) between Tsurf and TR are depicted in Figure 5g–i,
since the model parameters for this cell type were not investigated by Steinhardt et al. [31].
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Figure 5. Temperature differences ∆TR,18650 (a–c), ∆TR,21700 (d–f), and ∆TR,26650 (g–i) between the
averaged surface temperature (Tsurf ) and the temperature indicated by the RDC (TR ) at each SOC
point and for each cell format. Additional temperature differences ∆Tcore, ∆Tctr, and ∆Tavg in (a–f)
for the three simulated temperature locations of the jelly roll in (j) according to the 2D thermal model
simulation results for the 18650 and 21700 format. The differences are again related to the averaged
surface temperature. Tcore and Tctr are simulated at half of the cell height (h/2) and at the core
(xcore), respectively at the center (xctr) of the jelly roll. Tavg represents the average simulated jelly
roll temperature.

Comparing the differences ∆TR in Figure 5 over the cell format, it is remarkable
that they increase with the cell size and decrease with the SOC. For the 18650 format, in
Figure 5a–c the maximal difference for TR , marked with symbols, ranges between 2.70 K
and 2.14 K. For the 21700 format in Figure 5d–f, the range lies between 3.85 K and 3.07 K;
for the 26650 format in Figure 5g–i, between 5.45 K and 4.74 K. There are deviations be-
tween simulation- and resistance-related temperature differences for the individual formats
depending on the SOC. For a SOC of 10% in Figure 5a,d, the resistance-related differences
∆TR,18650 and ∆TR,21700 are in good accordance with the simulated differences and range
between the average and the center temperature, which is in accordance with [20–22]
from Table 1. This result seems realistic for two reasons: First, TR maps the temperature
dependence of the aggregated processes of the cell (see (E.1) to (E.3)), which corresponds to
the concept that TR also maps the aggregated/average temperature of the jelly roll. Second,
assuming that the relationship between resistance and temperature (see Figure 2) is almost
linear for the temperature differences considered (∆TR ≤ 5.45 K), the area-related average
temperature (Tavg) also corresponds to the area-related average value of the resistance.
With increasing SOC in Figure 5b,c,e,f ∆TR,18650 and ∆TR,21700 keep decreasing, whereas the
simulated temperatures show minor differences between SOCs, although the simulation
parameters are adapted to the SOC. For the 18650 format, the maximum simulated differ-
ence for Tcore decreases only by 0.07 K from 2.98 K at 10% SOC to 2.91 K at 90% SOC, which
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is in accordance with the increasing through-plane thermal conductivity for this cell [31].
The difference ∆TR,18650 , in contrast, decreases by 0.56 K. The simulation results for the
maximum difference of Tcore for the 21700 format stay within 0.03 K, whereas ∆TR,21700
decreases by 0.78 K. The deviations between simulated and RDC -based temperature differ-
ences are obvious, but stay below 1.04 K and are closest to Tavg . The deviations arise from
two possible reasons:

(R.1) Although the simulation parameters are for the same pristine cell type, they were
not determined for exactly the same cell and thus might slightly differ between
the cells used in [31] to parameterize the 2D thermal model and the ones used in
this study. Also, the SOC points in the study by Steinhardt et al. [31] do not exactly
match the SOC points investigated in this study. Since the thermal conductivity of a
LIB is dependent on the SOC [47], the parameter deviation in thermal conductivity
might partly cause the deviation between the simulation and ∆TR.

(R.2) The 2D thermal model does not consider thermal conductivity changes related to
mechanical changes. The jelly roll expands when the cell is charged [48] and the
contact area and pressure between the layers in the jelly roll and between the jelly
roll and the metal casing of the cell increases. Several studies [49,50] showed that
increased compression reduces the thermal contact resistance, leading to improved
thermal conductivity and therefore reducing the difference between surface and
core temperature.

While no specific reason in the previous list can be pinpointed as the decisive one, in
sum they explain the deviations between simulated temperature differences and ∆TR.

4.4. Internal Temperature: Cell Geometry & State of Charge

All cells reach the maximum difference after approximately 0.25 h at the end of the
constant heating phase (see Figure 4). The peaks are highlighted with different markers in
Figure 5, representing the different SOC, and are used to discuss the dependence on cell
geometry and SOC in Figure 6. The dependence of the maximum difference (∆Tmax) on the
cell diameter is depicted in Figure 6a and on the SOC in Figure 6b.
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Figure 6. Relation between the maximum of the RDC -based temperature difference (∆Tmax) from
Figure 5 and cell diameter d (a), respectively SOC (b).
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The correlation with the cells’ diameter, surface, and volume was investigated using
the values for height h and diameter d from Table 2 and the general equations for a
cylindrical body. All three geometrical values show a high linear correlation to ∆Tmax
at any SOC, indicated by a Pearson correlation coefficient of at least 0.99. In Figure 6a,
the relation between ∆Tmax and the cell diameters is depicted, which had the highest
correlation. As expected, the difference ∆Tmax increases with rising cell diameter.

The maximum difference steadily decreases with increasing SOC, as depicted in
Figure 6b. As already discussed, this is in contrast to the simulation results in Figure 5a–f,
but can be explained with model parameter uncertainties (R.1) and missing mechanical
dependencies of the model on pressure and thermal contact resistance (R.2).

5. Summary & Conclusions

Knowing the internal temperature of LIBs is essential for performance, aging, and
safety aspects. In the literature various studies exist, which determine different internal cell
temperatures with EIS-based methods (see Table 1). In contrast to the existing literature
methods, we proposed a time-domain approach based on the pulse resistance RDC in
our recent work [27]; however, we did not focus on the cell’s internal location of the
temperature determined with the RDC . Therefore, we investigated the relation of the RDC -
based temperature TR and the surface temperature of three different cylindrical LIBs listed
in Table 2 and compared the results to a validated 2D thermal model for the 18650 and
21700 format. First, the temperature estimation function (see Equation (4)) was deduced
and parameterized under isothermal conditions for the three SOCs: 10%, 50%, and 90%.
Subsequently, the estimation functions were used to determine TR during an external
temperature change from 10 °C to 40 °C. The different slopes of the estimation functions
resulted in different temperature noise levels, especially at elevated temperatures above
30 °C with up to 2.7 K. The noise was reduced with a moving average filter, which resulted
in the necessary measurement accuracy (see Figure 3). Compared to the averaged surface
temperature, TR was found to represent an internal temperature of the cells, whereby
the difference to the averaged surface temperature increased with cell dimensions (see
Figure 4). In order to establish a more precise relationship between TR and the internal cell
temperature, the surface temperature difference ∆TR was compared with the corresponding
simulation results of the 2D thermal model (see Figure 5). The simulation results for
the average/center temperature of the jelly roll and ∆TR match for a SOC of 10%. For
increased SOCs the simulation results show minor changes, whereas ∆TR steadily decreases,
but is still within 1.04 K to the simulation results and closest to Tavg . The difference
between simulation and ∆TR could be traced back to two possible reasons: model parameter
uncertainties (R.1) and missing mechanical dependencies of the model on pressure and
thermal contact resistance (R.2). Correlating the cell diameter to the temperature difference
∆TR showed an almost perfect linear relation with a Pearson correlation coefficient of
above 0.99 (see Figure 6a). This result shows that the use of resistance-based temperature
estimation is more relevant for larger cell formats, as the difference between surface and
internal temperature increases and the method determines the average jelly roll temperature.
The development of the temperature difference over the SOC showed a decreasing trend
(see Figure 6b). This is probably a consequence of the jelly roll expansion, causing a reduced
thermal contact resistance between the jelly roll and metal casing and increasing the thermal
conductivity.

In conclusion, the following key results of the study can be identified:

1. The RDC can be utilized to determine the internal cell temperature for different cell
chemistries and cylindrical cell formats.

2. The comparison with the 2D thermal model shows that TR most likely represents the
average jelly roll temperature (Tavg ). Thus, TR offers an advantage over conventional
temperature sensors, which only determine the surface temperature at one point of
the cell.
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3. Consequently, methods as in our previous works [27,28], which are based on the RDC ,
can contribute to improving the performance, lifetime, and safety of LIBs by detecting
internal temperature discrepancies before conventional temperature sensors.

4. An important point regarding the applicability is the temperature range, for which
RDC -based methods are applicable. As shown in Figure 3, the accuracy of the method
strongly depends on the slope of the estimation function (Equation (4)), which steadily
increases with rising temperatures. For this reason, correspondingly precise measure-
ment hardware for the current and voltage monitoring of the BMS is a prerequisite to
avoid large temperature estimation errors in the elevated temperature range.

Based on the results of this study, new questions arise that are worth investigating. For
example, a detailed study on the relationship between jelly roll expansion and TR would
be interesting, especially the question if TR follows the nonlinear course of the diameter
change of cylindrical LIBs over the SOC, such as measured by [48]. The present study only
considered homogeneous surface temperature changes. For safety reasons, an investigation
into “hot spots”, induced by locally heating the cells, would also be of interest.
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Abbreviations
The following abbreviations are used in this manuscript:

BMS battery management system
CC constant current
CMU cell measurement unit
CTS cell test system
CV constant voltage
DVA differential voltage analysis
EIS electrochemical impedance spectroscopy
FEM finite element model
LIB lithium-ion battery
LMO LiMn2O4
NMC nickel manganese cobalt oxide
NTC negative temperature coefficient
OCV open-circuit voltage
R2 R-Square
R2

adj adjusted R-Square
RDC direct current resistance
RMSE root mean square error
SEI solid electrolyte interface
SNR signal-to-noise ratio
SOC state of charge
SOH state of health
SSE sum of square error
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SST total sum of squares
Tamb ambient temperature
Tavg simulated average jelly roll temperature
Tc temperature at the center of the cell
Tcore temperature simulated at half of the cell height and at the core of the jelly roll
Tctr temperature simulated at half of the cell height and at the center of the jelly roll
∆Text external change in temperature
Tn temperature at the negative terminal
Tp temperature at the positive terminal
TR temperature indicated by the RDC
∆TR,18650 temperature difference between Tsurf and the TR for the 18650 cell
∆TR,21700 temperature difference between Tsurf and the TR for the 21700 cell
∆TR,26650 temperature difference between Tsurf and the TR for the 26650 cell
Tsurf averaged surface temperature

Appendix A. Differential Voltage Analysis

Figure A1 shows the DVA of the three investigated cells and the corresponding markers
for silicon (Six), graphite (Grx), and NMC. The DVAs were evaluated from OCVs gained
from a discharge with 0.033 C between 4.2 V to 2.5 V with Q0 being the discharge capacity.
Since the 18650 and 21700 cell have the same chemistry, the markers for silicon, graphite,
and NMC in Figure A1a,b are almost identical in SOC and magnitude. The DVA of the
26650 cell in Figure A1c lacks the silicon peaks and only shows the typical graphite peaks,
which speaks for a pure graphite anode with no silicon content. The LMO cathode could
not be verified by the DVA, but is reported by [34,35].
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Figure A1. Differential voltage analysis with representative peak markers for silicon (Six), graphite
(Grx), and NMC for the three investigated cell formats: 18650 with NMC | Si/Gr (a), 21700 with
NMC | Si/Gr (b), and 26650 with LMO | Gr (c).
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Appendix B. Function Parameters

The three fitting parameter EA, R0, and R1 for Equation (4) in the range of 1 ms to
149 ms are depicted in Figure A2, Figure A3, and Figure A4, respectively. Each figure shows
the parameters for the three investigated cell formats and the four different pulse current
types (P1 to P4), with a subplot for the corresponding SOCs 90%, 50%, and 10%.
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Figure A2. Fitting results for Equation (4) for the parameter EA, each investigated cell format, and
the four different pulse current types (P1 to P4) at the SOCs 90% (a), 50% (b), and 10% (c).
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Figure A3. Fitting results for Equation (4) for the parameter R0, each investigated cell format, and
the four different pulse current types (P1 to P4) at the SOCs 90% (a), 50% (b), and 10% (c).
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Figure A4. Fitting results for Equation (4) for the parameter R1, each investigated cell format, and
the four different pulse current types (P1 to P4) at the SOCs 90% (a), 50% (b), and 10% (c).

Appendix C. Fitting Quality & Error

This section briefly introduces the calculation of the R2
adj

as a statistical measure of the

goodness of a curve fitting result and the RMSE as measure of the fitting error. The results
were generated using MATLAB’s curve fitting toolbox. The R2

adj
can be calculated from

Equations (A1)–(A4), where:

- the sum of square error (SSE) in Equation (A1) describes the total deviation of the
response values of the fit ŷi from the measured response values yi,

SSE =
n

∑
i=1

(yi − ŷi)
2 (A1)

- the total sum of squares (SST) in Equation (A2) describes the total deviation of the
mean ȳ from the measured response values yi,

SST =
n

∑
i=1

(yi − ȳ)2 (A2)
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- the general R2 in Equation (A3) determines how successful the fit is in explaining the
variation of the data,

R2 = 1− SSE
SST

(A3)

- and the adjusted R-Square statistic in Equation (A4) considers the number of fitted
model variables m in addition to the number of response values n.

R2
adj = 1− (1− R2) · n− 1

n−m
= 1− SSE

SST
· n− 1

n−m
(A4)

A more detailed description on the calculation of R2
adj

can be found in [45]. Figure A5

shows the R2
adj

for ∆t in the range of 1 ms to 149 ms for the investigated cell formats and

the four different pulse current types (P1 to P4), with each subplot showing one of the
investigated SOCs of 10%, 50%, and 90%. The R2

adj
values close to 1 indicate an almost

optimal fitting quality for the parameters of Equation (4).
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Figure A5. R2
adj

results for fitting Equation (4) for each investigated cell format and the four different

pulse current types (P1 to P4) at the SOCs 90% (a), 50% (b), and 10% (c).
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The RMSE is calculated using Equation (A1) according to Equation (A5):

RMSE =

√
SSE

n−m
(A5)

The RMSE in Figure A6a,b steadily decreases with increasing ∆t leveling below 0.5 K,
whereby the error for P1 and P3 is minimally smaller than for P2 and P4. This is partially
true for a SOC of 10% in Figure A6c as well. In contrast to Figure A6a,b, the RMSE increases
again for ∆t greater than 25 ms except for the parametrization with P1 and P3 for the 26650
cell. Again, the error for P1 and P3 is in general smaller than for P2 and P4.
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Figure A6. RMSE results for fitting Equation (4) for each investigated cell format and the four
different pulse current types (P1 to P4) at the SOCs 90% (a), 50% (b), and 10% (c).
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3.1 Internal Cell Temperature in Relation to Pulse Resistance and the Influence of Cell Dimension
and Chemistry
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3 Relation between Cell Temperature and Pulse Resistance

3.2 Relation between Average Cell Temperature, Temperature
Gradients and Pulse Resistance

In Section 3.1, TR closely matches the average jelly roll temperature. It was assumed that this is
the case for relatively small internal temperature gradients (∆TR ≤5.45K) and that therefore the cell
resistance and the derived temperature TR correspond to the average temperature of the electrode area
[238]. This relation has already been investigated in a few studies in the literature and is discussed in
more detail in the following with respect to Section 3.1.

Troxler et al. [243] investigated a pouch cell with different internal temperature gradients, applied
externally with Peltier elements perpendicular to the electrode stack. The average cell temperature
Tavg remained constant at 15 °C and the temperature gradient was increased from the isothermal state
in 5K steps up to a temperature spread of 40K between −5 °C and 35 °C. Compared to the isothermal
state, the EIS measurements of the cell exhibited progressively lower impedance, in terms of the charge
transfer resistance, with imposed temperature gradients. The authors explained this behavior based on
the assumption that the cell is a parallel connection of n internal single cells, like the stacked electrodes
in Fig. 2.4b suggest, over which the temperature gradient extends linearly. The total resistance of the
parallel connection Rp was then calculated with Eq. (3.3).

Rp =
[

n∑
i=1

1
R(Ti)

]−1

(3.3)

Thus, the overall impedance behavior of the cell is dominated by the part that has the smallest
resistance and is therefore the hottest.

Schmidt et al. [45] conducted a comparable study also investigating a pouch cell, which is study #3 in
Tables 2.4 to 2.6. In this study, both the average cell temperature Tavg and the temperature gradients
were varied, with temperature gradients ranging from 4K at Tavg = 28 °C to 20K at Tavg = 20 °C. In
contrast to [243], the impedance values measured under temperature gradients in [45] did not clearly
tend to the higher temperature impedance values, but rather corresponded to the impedance behavior
of Tavg under isothermal conditions. However, Schmidt et al. [45] did not consider the charge transfer
resistance as in [243], but the characteristics of the real part of the impedance at 10.3 kHz, which they
related to the impedance behavior of the electrolyte. In addition to a linear progression of the internal
temperature gradient as in [243], the authors in [45] considered a constant internal progression and
a progression that follows a third degree polynomial. The three progressions were based on different
assumptions on the thermal conductivity properties within the cell. Using the same assumption for
Rp as in [243], they calculated a corresponding parallel resistance with Eq. (3.3) for the three different
internal temperature progressions. The calculated resistance values for Rp differed only slightly with a
maximum deviation below 1%, whereby the assumption of a constant temperature progression matched
the measurement results most accurately. They further argued that no hotspot within the cell can be
detected with their method, due to the small differences to Tavg.

Richardson et al. [47] considered the internal temperature distribution of a 26650 cylindrical cell using
EIS measurements and a 1D thermal model, which is study #5 in Tables 2.4 to 2.6. They continuously
refined their approach in [229] (#8) and [231] (#14). In accordance with [243] and [45], they developed
a model to reflect the influence of the temperature distribution in the cell on the impedance. Since
the authors used cylindrical cells, as in this work, rather than pouch cells with individual electrode
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3.2 Relation between Average Cell Temperature, Temperature Gradients and Pulse Resistance

stacks as in [243] and [45], they could not express the impedance using Eq. (3.3). Instead, they used
a radially symmetric representation of the measured admittance Y , the inverse of the impedance, as a
function of the temperature progression T (r) over the radius r as in Eq. (3.4).

Y = 2πh

∫ ro

ri

r · y (T (r)) dr (3.4)

The part of the cell contributing to Y in Eq. (3.4) has an outermost radius ro and height h, as shown
in Fig. 3.2a. The production-related empty space in the core of the cell is taken into account with
the lower integration limit ri. The function y describes the volume-related admittance as a function
of the temperature progression T (r) in the cell and was modeled by a second degree polynomial. The
polynomial was determined using the real part of the admittance at 215Hz from EIS measurements at
isothermal temperature conditions and normalized using the volume V = (r2

o − r2
i )πh. In the Nyquist

plot in [47], this frequency falls within the range of the processes of SEI and charge transfer, as shown
in Fig. 2.7b. Using this approach, they were able to show that their method can be used to deduce the
temperature distribution of the cell at internal temperature gradients from the admittance measured
at isothermal temperature. For this purpose, they compared the internal temperature distribution
determined from the admittance with the values of temperature sensors attached to the cell core
(≈ ri) and surface (≈ ro). In their study, they investigated temperature gradients of at most 10K
at an average temperature Tavg of about 35 °C. They also pointed out in [229] that the temperature
determined from the measured admittance can be seen as the volume average temperature. However,
with the restriction that this is only valid for small temperature gradients. For larger temperature
gradients, the measured impedance does not necessarily correspond to Tavg, since the relationship
between temperature and impedance is non-linear [229].

The conclusion from all three studies [45; 47; 243] is that the temperature determined from the
impedance does not necessarily correspond to the average temperature of the cell in the presence
of temperature gradients. However, the exact relationship depends on the impedance feature, the
temperature estimation method, and the temperature gradient as the following summary shows:

• In [243], measurements of the charge transfer resistance were considered at temperature gradients
up to 40K and the impedance was dominated by the hottest part of the cell.

• In [45], the impedance behavior of the electrolyte is considered using the real part at 10.3 kHz at
temperature gradients up to 20K. The study concluded that the temperature determined from
the impedance most closely corresponds to the mean cell temperature.

• In [47], the real part of the admittance at 215Hz in the SEI and charge transfer domain at a
maximum internal temperature gradient of 10K was considered. Here, as in [45], the measured
impedance corresponds most closely to the average cell temperature and was additionally used
to determine the temperature distribution in the cell, which was confirmed by measurement.

The result of [238] in Section 3.1 shows, in agreement with [47] and [45], that the resistance in the time
domain is closest to the average cell temperature. In [238], relatively small temperature gradients with
a maximum of 5.45K occur compared to 40K in [243], 20K in [45], and 10K in [47] and therefore the
deviations from the average cell temperature are small as well. This is consistent to the expectation
that for small temperature gradients, the influence of the non-linear relationship between temperature
and impedance is small as well and therefore Tavg and the impedance related temperature match [229].
To confirm this, Eq. (3.4) is applied to the results obtained in [238] from Section 3.1. The function y for
the volume-related admittance from [47] is adapted respectively to the estimation function Eq. (3.1),
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Figure 3.2: Results of the investigation on the relation of internal temperature gradients and the tem-
perature determined by the resistance regarding the publication [238]. a) Example for
the volume-related conductance of the 18650 cell at SOC = 50%, the pulse type P1 and
∆t = 100ms. Difference between the temperature Tp, determined with the volume-related
conductance, and the volume average cell temperature Tavg,vol for temperature gradients
from ±1K to ±6K for b) the 18650, c) the 21700, and d) the 26650 cell. The circles mark
the worst case scenario for the temperature gradients determined in [238].

resulting in a volume-related conductance in Eq. (3.5).

y (T (r)) = 1
RDC (T (r)) · 1

V
(3.5)

The course of y is shown in Fig. 3.2a using the 18650 cell at 50% SOC, for ∆t = 100ms and the pulse
type P1 as example. Since it was shown in [45] that the progression of the temperature gradient has
little influence on the impedance value, a linear temperature progression from ri to ro is assumed,
which can be described with Eq. (3.6):

T (r) = To − Ti

ro − ri
(r − ri) + Ti ∀r ∈ [ri, ro] , (3.6)

where To is the temperature at the outside of the jelly roll at the radius ro and Ti is the temperature
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at the inside of the jelly roll at the radius ri. In combination with the linear temperature progression
from Eq. (3.6), the volume average temperature of the cell is obtained according to Eq. (3.7):

Tavg,vol = 2πh

V

∫ ro

ri

r · T (r) dr =

1
r2

o − r2
i

∫ ro

ri

r ·
(

To − Ti

ro − ri
(r − ri) + Ti

)
dr = ...

2
3 ·

(To − Ti)
(
r3

o − r3
i
)

(ro − ri) (r2
o − r2

i ) + Ti − To − Ti

ro − ri
· ri

(3.7)

As in [238], a gradient in the cell is investigated which arises during external heating. To denote the
linear gradient from Eq. (3.6), its average value according to Eq. (3.8) and its spread to Ti/o are used
in the following.

Tavg = To + Ti

2 (3.8)

Figures 3.2b to 3.2d show the deviations between Tp and Tavg,vol for all three cells from Table 3.1
with respect to Tavg from 0 °C to 50 °C and an internal temperature spread from ±1K to ±6K around
Tavg. Tp is calculated using Eq. (3.4), Eq. (3.5), and Eq. (3.2). For this purpose, the cell is quantized
into radially symmetric domains, each spanning a temperature range of 0.1K. For each domain, the
volume-related conductance is calculated with Eq. (3.5) and integrated with Eq. (3.4). With the inverse
Rp = 1

Gp
taken from the integration result, the temperature Tp can finally be calculated with Eq. (3.2).

The procedure is indicated as a simplified example using the three quantization ranges T−, T0, and T+

in Fig. 3.2a. The temperature Tp in Figs. 3.2b to 3.2d is larger for each cell than the volume average
temperature Tavg,vol and thus tends to represent the warmer part of the cell. The deviation between
Tp and Tavg,vol decreases slightly with increasing Tavg, which can be attributed to the flattening of y in
Fig. 3.2a with increasing temperature. In absolute terms, the deviation from Tavg,vol also increases with
increasing gradients. In the investigation in Section 3.1, the maximum deviation between the measured
cell surface temperature and the temperature TR determined from the resistance arises at a surface
temperature of about 25 °C. The difference ranges between approximately 3K for the 18650 cell, 4K
for the 21700 cell, and 6K for the 26650 cell. As a worst case approximation these differences can be
used as the spread around the average temperature Tavg in Figs. 3.2b to 3.2d. With this assumption,
the deviation between Tp and Tavg,vol is still less than 0.4K. The corresponding points are marked
with a circle in Figs. 3.2b to 3.2d. In Fig. 5 in [238] showing the comparison with the thermal model,
this limit is never exceeded, but rather TR tends to remain below Tavg,vol. At this point it must be
mentioned that the thermal model cannot be seen as an absolute reference, as already discussed in
[238].
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4 Sensorless Online Pulse Resistance Temperature
Estimation - Method Development

Chapter 4 extends the RDC approach for temperature estimation from Chapter 3 and focuses on the
topic of the applicability of the RDC as a means of sensorless temperature estimation in a BMS during
regular operation of a battery system. The scope of Chapter 4 is once more highlighted in Fig. 4.1
as content guidance. The thematic priorities were to scale the method from cell to module, focus on
temperature gradients in the module, extend the pulse analysis from predefined pulses to actual load
profiles, and to implement and validate a temperature estimation method.
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A B S T R A C T

Knowing the temperature distribution within a battery pack is vital, because of the impact on capacity
loss, power degradation and safety. Temperature measurements are usually realized with temperature sensors
attached to a limited number of cells throughout the battery pack, leaving the majority of cells in larger battery
systems unattended. This work presents a novel sensorless method for determining the temperature of a cell by
exploiting the relation of the cell’s overpotential and temperature exemplary using a 18650 nickel-rich/silicon–
graphite cell, although the method is basically applicable to any cell. Current changes in the battery load are
utilized as pulse excitation for the calculation of a direct-current resistance 𝑅DC,𝛥𝑡 determined after a certain
time 𝛥𝑡. Reference pulses at 10/20/30/40 ◦C are recorded to investigate the influence of state-of-charge and
pulse rise/fall-time, as well as the pulse-current amplitude and direction on 𝑅DC,𝛥𝑡. The analysis of the reference
pulses shows that a 𝛥𝑡 in the 10ms to 100ms regime has the greatest sensitivity to temperature and the least
dependence on other parameters. The method is finally validated using a 6s1p-module with an externally
constant temperature gradient applied to the serial connection, showing an average estimation error smaller
than 1K for each cell.

1. Introduction

Monitoring the temperature of a lithium-ion battery (LIB) is a
crucial task of a battery management system (BMS). The temperature
not only influences the performance of the battery [1], but also the
aging behavior [2–4] and safety [5,6]. In general, the temperatures
of cells within a battery pack differ during operation [7,8], simply
caused by the spatial location of the cells, which poses a challenging
task for homogeneous cooling/heating of each cell [9,10]. The result-
ing temperature inhomogeneity within the battery pack may lead to
safety issues and inhomogeneous aging [11,12]. Thermal simulations
of the battery pack are capable of detecting systematic design flaws
causing the inhomogeneous temperature distribution within a battery
pack [13,14]. Nevertheless, simulations cannot take all events into
account, such as deviations during pack assembly and intrinsic cell
parameter variations. Also a shift of the pack temperature distribu-
tion during operation, for instance induced by cell aging, is difficult
to model. Therefore, monitoring the temperature of each cell in the
battery pack is of high interest for a BMS. Since a battery system
can be composed of several hundred up to thousands of cells [15],
monitoring each cell poses a difficult task. Increased wiring effort,
hardware and BMS costs are the consequence, if temperature sensors
are used [16]. Moreover, external sensors barely indicate the internal
cell temperature and cover a limited area on the surface of the cell [17].
Electrochemical impedance spectroscopy (EIS) is proposed in several

∗ Corresponding author.
E-mail address: sebastian.ludwig@tum.de (S. Ludwig).

studies to partially overcome these challenges [16–23]. By utilizing
the relation of a cell’s temperature and certain features within the
impedance spectrum, the temperature can be estimated without the
use of an external temperature sensor. Using these EIS-based methods
does not increase the wiring effort, since the existing connections for
voltage monitoring can be utilized, but there is still the additional
effort and cost for the hardware performing the sinusoidal excitation.
Wang et al. [24] recently developed an approach using the instant
current changes and the corresponding voltage response in the time
domain as input for a wavelet transformation to calculate the cell
impedance. With the transformed result they build on the findings of
the EIS-based temperature estimation methods and use the impedance’s
phase at 10Hz to estimate the temperature. Using pulses in the time
domain is also used for estimating other critical battery states. For
instance, Mathew et al. [25] have already shown that using only
sharp current pulses for direct resistance estimation can be utilized for
state-of-health (SOH) estimation. Their approach significantly reduces
the required computational complexity compared to model-based solu-
tions. With the pulse-based approach in the time domain the need for
additional hardware for EIS measurements is eliminated. Load changes,
which naturally occur during the operation of battery powered devices,
such as acceleration or braking of an electric vehicle (EV), can be used
as an excitation. Nevertheless, it is not ensured that the load changes
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The results of the study were published in the research article Pulse resistance based online temper-
ature estimation for lithium-ion cells [244]. The study is divided into two parts. The first part aims
to determine the dependencies of the RDC on various influencing parameters and to develop a method
for determining the temperature of individual cells using the RDC. The same 18650 cell type as in
Table 3.1 was investigated. The objective of the first part was to design a methodology that is easy
to integrate into a BMS and is as independent as possible from all influencing parameters apart from
temperature. The procedure used to achieve the goal of the first part is illustrated in the flow chart
in Fig. 4.2. In addition to the dependence on temperature and SOC, the influence of the following
parameters on the RDC as shown in Fig. 4.2a were investigated on cell level: pulse direction, pulse
amplitude, pulse shape, and pulse on/off. To describe the resistance behavior for pulses that change
from an idle state (I = 0) to a state under load (I 6= 0), the term “pulse on” was used and for the
opposite situation “pulse off”. The pulse shape was varied by changing the pulse rise/fall time (tr/f).
For all parameters, the RDC was calculated according to Eq. (2.30), also depicted in Fig. 4.2b, and
analyzed for different periods (∆t) reaching from 1ms to 10 s after the current change. The initial
analysis showed that the RDC in the investigated calculation periods is always SOC dependent. Based
on these results, a SOC dependent reference is needed to estimate the temperature. This RDC reference
consists of an 8th degree polynomial that is dependent on the SOC and is individually parametrized
for each temperature considered in the study, as shown in Fig. 4.2c. The polynomial reference was
parametrized systematically with different RDC parametrization sets over the considered calculation
periods, whereby one set consists of RDCs filtered according to one or more influencing parameters. An
exponential temperature estimation function similar to study #16 [233] and study #20 [54] in Table 2.4
was used to estimate the temperature. The estimation function based on the modified Arrhenius law,
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Figure 4.2: Flowchart showing the development process for the temperature estimation method in
[244]. From top to bottom: a) investigated pulse parameters; b) RDC resistance calculation
and other influence factors; followed by filters for method parametrization and validation;
estimation method with examples for c) RDC reference and d) estimation function; and
finally the optimization of ∆t with e) the calculation of the estimation error and f) the
minimization of the estimation error. Adapted from [245].

as in Eq. (3.2) from Chapter 3, was not applied, since mathematical problems could cause issues in
a BMS at elevated temperatures. On the one hand there is the danger that at the calculated RDC

becomes equal to R0 and thus the difference in Eq. (3.2) results in zero and falls into the definition
gap of the logarithm. On the other hand, the case R1 = RDC − R0 could occur, which would lead to
a division by zero in Eq. (3.2).
The temperature estimation is illustrated using the example value Rs in Fig. 4.2d and the following
three steps. In the first step, the SOC at which Rs was calculated serves as input for the polynomial
reference in Fig. 4.2c. In the second step, the resulting RDC values from the reference are used to fit
the temperature estimation function in Fig. 4.2d. In the third step, Rs is inserted in the temperature
estimation function to get the estimated temperature (Test).
Finally, part one of the study culminated in the optimization of the temperature estimation over the
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calculation period (∆t). For this purpose, the estimation error, in form of the RMSE as shown in
Fig. 4.2e, was calculated according to Eq. (2.39) for different RDC validation sets. The RDC validation
sets included the original parametrization set and other RDC sets different to the original parametriza-
tion set with unknown parameters such as an unknown current amplitude. Finally, the error for each
validation set was minimized using the equation in Fig. 4.2f. It became evident that for an accurate
temperature estimation, a large congruence between parametrization and validation set is essential.
The optimum of the calculation period (∆t) can be found in a plateau from approximately 10ms to
several 100ms, where the RMSE has its minimum and the pulse parameter influence is negligibly small.
To avoid an increased influence of the pulse rise/fall time (tr/f), the calculation period ∆t has to be
larger than tr/f.

The second part of the study focuses on the transferability of the first part to the module level and
the application of the developed method to realistic driving profiles. For this purpose, a module of
six serially connected 18650 cells of the same type as used in the first part of the study was set up.
These cells were not exactly the same cells as in the first part of the study to evaluate cell-to-cell
transferability of the method. In order to generate a temperature difference between the cells of the
module, the cells were embedded in copper blocks, which were connected with a copper rail. A constant
external temperature gradient ∆T of 5K between 25 °C and 30 °C was enforced on the module with the
help of two Peltier elements at the ends of the copper rail. This setup simulated a possible temperature
inhomogeneity that could occur in a battery pack. The method was finally validated by discharging
the module with a concatenated series of different driving profiles. Due to the swapped cells and the
continuous current change of the driving profiles compared to the single pulses in the first part of the
study, two adjustments were necessary to realize the method at module level:

1. The intrinsic cell differences were compensated by an offset correction of the RDC reference.
2. Before calculating a RDC value, each current change in the driving profile passed through a

multi-stage filter in order to exclude pulses that deviate too much from the pulses investigated
in the first part of the study.

With all adjustments in place, the validation of the developed method with the driving profiles resulted
in a RMSE of 0.59K to 0.93K and 0.96K to 1.11K respectively, depending on the settings of the multi-
stage filter. Compared to the validation results for the state of the art methods from Table 2.6, the
RMSEs are in the range of the average RMSE of 0.858K and are thus competitive with the existing
methods in the literature.
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A B S T R A C T

Knowing the temperature distribution within a battery pack is vital, because of the impact on capacity
loss, power degradation and safety. Temperature measurements are usually realized with temperature sensors
attached to a limited number of cells throughout the battery pack, leaving the majority of cells in larger battery
systems unattended. This work presents a novel sensorless method for determining the temperature of a cell by
exploiting the relation of the cell’s overpotential and temperature exemplary using a 18650 nickel-rich/silicon–
graphite cell, although the method is basically applicable to any cell. Current changes in the battery load are
utilized as pulse excitation for the calculation of a direct-current resistance 𝑅DC,𝛥𝑡 determined after a certain
time 𝛥𝑡. Reference pulses at 10/20/30/40 ◦C are recorded to investigate the influence of state-of-charge and
pulse rise/fall-time, as well as the pulse-current amplitude and direction on 𝑅DC,𝛥𝑡. The analysis of the reference
pulses shows that a 𝛥𝑡 in the 10ms to 100ms regime has the greatest sensitivity to temperature and the least
dependence on other parameters. The method is finally validated using a 6s1p-module with an externally
constant temperature gradient applied to the serial connection, showing an average estimation error smaller
than 1K for each cell.

1. Introduction

Monitoring the temperature of a lithium-ion battery (LIB) is a
crucial task of a battery management system (BMS). The temperature
not only influences the performance of the battery [1], but also the
aging behavior [2–4] and safety [5,6]. In general, the temperatures
of cells within a battery pack differ during operation [7,8], simply
caused by the spatial location of the cells, which poses a challenging
task for homogeneous cooling/heating of each cell [9,10]. The result-
ing temperature inhomogeneity within the battery pack may lead to
safety issues and inhomogeneous aging [11,12]. Thermal simulations
of the battery pack are capable of detecting systematic design flaws
causing the inhomogeneous temperature distribution within a battery
pack [13,14]. Nevertheless, simulations cannot take all events into
account, such as deviations during pack assembly and intrinsic cell
parameter variations. Also a shift of the pack temperature distribu-
tion during operation, for instance induced by cell aging, is difficult
to model. Therefore, monitoring the temperature of each cell in the
battery pack is of high interest for a BMS. Since a battery system
can be composed of several hundred up to thousands of cells [15],
monitoring each cell poses a difficult task. Increased wiring effort,
hardware and BMS costs are the consequence, if temperature sensors
are used [16]. Moreover, external sensors barely indicate the internal
cell temperature and cover a limited area on the surface of the cell [17].
Electrochemical impedance spectroscopy (EIS) is proposed in several

∗ Corresponding author.
E-mail address: sebastian.ludwig@tum.de (S. Ludwig).

studies to partially overcome these challenges [16–23]. By utilizing
the relation of a cell’s temperature and certain features within the
impedance spectrum, the temperature can be estimated without the
use of an external temperature sensor. Using these EIS-based methods
does not increase the wiring effort, since the existing connections for
voltage monitoring can be utilized, but there is still the additional
effort and cost for the hardware performing the sinusoidal excitation.
Wang et al. [24] recently developed an approach using the instant
current changes and the corresponding voltage response in the time
domain as input for a wavelet transformation to calculate the cell
impedance. With the transformed result they build on the findings of
the EIS-based temperature estimation methods and use the impedance’s
phase at 10Hz to estimate the temperature. Using pulses in the time
domain is also used for estimating other critical battery states. For
instance, Mathew et al. [25] have already shown that using only
sharp current pulses for direct resistance estimation can be utilized for
state-of-health (SOH) estimation. Their approach significantly reduces
the required computational complexity compared to model-based solu-
tions. With the pulse-based approach in the time domain the need for
additional hardware for EIS measurements is eliminated. Load changes,
which naturally occur during the operation of battery powered devices,
such as acceleration or braking of an electric vehicle (EV), can be used
as an excitation. Nevertheless, it is not ensured that the load changes
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Fig. 1. Investigated SOCs, temperatures and pulse parameters.

in an application are perfectly pulse shaped. Therefore, this study has
the goals to (i) find the criteria the pulses have to meet to be suitable
for temperature estimation and (ii) develop a sensorless temperature
estimation method in the time domain. The method only requires the
generally monitored parameters, current and voltage, to calculate a
direct current (DC) resistance 𝑅DC,𝛥𝑡 = 𝛥𝑈

𝛥𝐼 for a certain resistance-
calculation-period 𝛥𝑡 after a current change (pulse). The focus lies on
a simple time domain based approach without the need for additional
excitation hardware or a complex transformation from the time domain
to the frequency domain, which is online applicable in a BMS.

The work is structured as follows. In the first step, different load
changes, including rectangular and non-rectangular pulses, are ex-
perimentally evaluated at different temperatures and state-of-charges
(SOCs). The relation of the resistance 𝑅DC,𝛥𝑡 and temperature is ana-
lyzed in terms of resistance-calculation-period 𝛥𝑡, the pulse parameters
and the SOC. In the next step, the results of the analysis are incor-
porated in the parametrization of a temperature estimation function
𝑇est = 𝑓 (𝑅DC,𝛥𝑡) and the search for the optimal resistance-calculation-
period. Finally, the online applicability of the method is validated with
a representative battery module of six serial connected cells.

2. Experimental

This chapter describes the investigated cell and the conducted ex-
periments for the pulse parameter analysis and the method validation.

2.1. Investigated cell

The developed method aims at applications with changing load
currents, such as EVs. The trend for EVs points to batteries with higher
energy density and capacity. Nickel-rich lithium-ion cells are a recent
chemistry to fulfill this demand, although they show a poor interfacial
stability [26]. Silicon as an anode material or as an additive to a con-
ventional graphite anode is also a recent development [27,28]. For this
reason, a commercial nickel-rich NMC/SiC high-energy 18650 lithium-
ion cell (INR18650-MJ1) from LG Chem with a nominal capacity of
3.5Ah is the objective of the study. For a detailed chemistry description
of this cell the authors refer to [12,29–31].

Table 1
Parameter overview with expectation (𝜇) and standard deviation (𝜎) of the cells used
for the pulse parameter analysis at 25 ◦C. The capacity 𝐶act was measured according to
the manufacturer’s standard CC discharge procedure with 𝐼CC = −0.2C from 4.2V to
2.5V followed by a CV stage with a cut-off current of 𝐼CV > −50mA. The resistance was
determined at 50% SOC with a discharge current pulse of 1.0C. According to Sturm
et al. [29] the composition of the active material of the cathode amounts to 82% nickel,
6.3% manganese and 11.7% cobalt. The proportion of silicon in the anode amounts to
3.5wt%.

Parameter Cell
𝜇 𝜎

𝐶1 𝐶2 𝐶3

𝐶act ∕ Ah 3.389 3.421 3.407 3.406 0.016
𝑅DC,10s ∕ mΩ 45.3 44.2 45.0 44.7 0.569

2.2. Pulse experiment

The three selected cells for the pulse parameter analysis are listed
in Table 1. Besides the temperature, several pulse parameters influence
the voltage response, and thereby the resistive behavior of a cell. To
investigate the influence of the pulse parameters and the temperature,
an experiment with different pulses was conducted. Fig. 1 depicts the
investigated influence factors on the DC-resistance 𝑅DC,𝛥𝑡. The influence
of SOC and temperature on the voltage response was investigated
by performing current pulses at eleven SOC steps and for four tem-
peratures. To cover a large variety of possible load changes in an
application, the shape of the current pulses was altered according to
the pattern in Fig. 1. The pattern varied the pulse amplitude 𝐼p, current
direction and pulse duration 𝑡p, and was performed at each SOC and
temperature point. To investigate the influence of (non)-rectangular
pulses, the pulse pattern was repeated for three different rise/fall-
times 𝑡r/f. The rise/fall-time refers to the individual pulse edges. To
distinguish DC-resistances calculated on the rising edge and the falling
edge of the pulse, the corresponding pulses are named 𝐼p,r for rising
and 𝐼p,f for falling edges.

The details of the test sequence for the pulse parameter experiment
are documented in Table 2. The sequence started with a 3 h pause to
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Table 2
Test procedure for generating pulses with different parameters. Steps #1–3 were
measured with a BaSyTec CTS. Steps #4–18 were measured with a BioLogic VMP3
with 5A Booster. Temperatures were set with a Binder KT 115 climatic chamber with
a maximal temperature fluctuation of ±0.1K.
# Step Parameter Termination

for 𝑇exp = 10 ∕20 ∕30 ∕40 ◦C

1 Pause 𝑇 = 25 ◦C 𝑡 > 3 h
2 Charge (CC) 𝐼 = +0.5C 𝑈 > 4.2V
3 Charge (CV) 𝑈 = 4.2V 𝐼 < +50mA
4 Pause 𝑇 = 𝑇exp 𝑡 > 3 h

for SOCexp = 0.95∕0.90∕0.85∕0.65∕0.45∕0.25∕0.20∕0.15∕0.10∕0.05

for 𝑡r/f
a= 0.0 ∕0.4 ∕4.0 s

5 Charge pulse 𝐼p = +0.5C, 𝑡r/f 𝑡p > 20 s
6 Pause 𝑡 > 1 h
7 Discharge pulse 𝐼p = −0.5C, 𝑡r/f 𝑡p > 20 s
8 Pause 𝑡 > 1 h
9 Charge pulse 𝐼p = +1.0C, 𝑡r/f 𝑡p > 10 s

10 Pause 𝑡 > 1 h
11 Discharge pulse 𝐼p = −1.0C, 𝑡r/f 𝑡p > 10 s
12 Pause 𝑡 > 1 h

end

13 Discharge (CC) 𝐼 = −0.2C SOC = SOCexp
14 Pause 𝛥𝑈

𝛥𝑡
< 5mVh−1

end

15 Discharge (CC) 𝐼 = −0.2C 𝑈 < 2.5V
16 Discharge (CV) 𝑈 = 2.5V 𝐼 > −50mA

end

aAlthough the test device’s minimal rise/fall-time for current changes is 40 μs, the
‘‘instant" current changes are denoted with 𝑡r/f = 0.0 s.

acclimatize the cells to the reference temperature of 25 ◦C. The cell
was then fully charged by a constant-current (CC) charge according
to the manufacturer’s specifications followed by a constant-voltage
(CV) phase. A period of 3 h of acclimatization at the corresponding
experiment temperature 𝑇exp is followed by a sequence of four pulses
charging/discharging the cells according to Step #5 to #12. The se-
lected pulse duration avoided larger SOC or temperature changes and
the absolute charge-throughput of the pulses was equal. The pause
of 1 h in between the pulses resulted in a voltage drift of less than
±2mVh−1 before the subsequent pulse, which is sufficient enough to
assume that the relaxation processes are almost completed and the
pulses start from an equilibrated state. The sequence of four pulses from
Step #5 to #12 was repeated for three different pulse rise/fall-times
𝑡r/f = 0.0 s, 0.4 s and 4.0 s. Subsequently, the SOC was adjusted according
to Step #13. Since the voltage relaxation after Step #13 differs with
temperature and SOC and may affect the result of the pulses [32,33],
the following pause in Step #14 ended after the cell voltage change
per hour was less than 5mVh−1. The pause was followed by the pulse
pattern for the next SOC. Since the charge transfer resistance and
diffusion resistance increases at the periphery of the SOC range [34,35],
finer SOC steps were used towards the limits.

2.3. Validation experiment

To validate the temperature estimation method, a 6s1p-module of
the same cell type was used. However, the cells of the module were not
the same as the ones for the pulse parameter analysis. There were two
reasons for this: (i) only three cells were used in the pulse parameter
analysis and six were needed for the validation experiment; (ii) by
using six different cells for the validation experiment the transferability
of the method within the same cell type is demonstrated. The initial
parameters of the six module cells (𝐶4 to 𝐶9) are listed in Table 3. The
module setup is shown in Fig. 2a and ensured different temperatures
for each cell in the module but minimized a possible temperature gra-
dient within the cylindrical cells [36]. Thereby, the comparison of the
estimated temperature and the external reference temperature sensor

Table 3
Parameter overview with expectation (𝜇) and standard deviation (𝜎) of the cells used
for the validation experiment at 25 ◦C. The cells were the same as in [12]. The capacity
𝐶act was measured according to the manufacturer’s standard CC discharge procedure
with 𝐼CC = −0.2C from 4.2V to 2.5V followed by a CV stage with a cut-off current of
𝐼CV > −50mA. The resistance was measured at 50 % SOC with a discharge current of
1.0C.

Parameter Cell
𝜇 𝜎

𝐶4 𝐶5 𝐶6 𝐶7 𝐶8 𝐶9

𝐶act/Ah 3.461 3.469 3.461 3.47 3.462 3.463 3.464 0.004
𝑅DC,10 s/mΩ 42.3 42.7 42.3 43.0 42.4 42.0 42.45 0.3507

was not distorted by cell internal temperature deviations. To achieve
this, the cells of the module were wrapped in high thermal conductivity
foil and enclosed in copper blocks to ensure thermal contact via heat
conduction. The copper blocks with the embedded cell were screwed
to a common copper rail with a Peltier element at each end of the rail.
To ensure a minimal thermal transfer resistance between the copper
rail and block, the contact area was lubricated with thermal grease. By
setting the Peltier elements to different temperatures, a temperature
gradient 𝛥𝑇 developed over the module. For more information about
the module setup and cells, the authors refer to [12].

The validation scenario applied the current-profiles of 14 concate-
nated drive cycles of the 149 drive cycles presented by Campestrini
et al. [37] to the 6s1p-module. With the variety of drive cycles, the
method was tested for all kinds of EV application scenarios. Fig. 2b
shows the resulting module current for the 14 drive cycles. While
applying the drive cycles, a temperature gradient of 𝛥𝑇 = 5 ◦C from
25 ◦C to 30 ◦C was enforced on the module. Fig. 2c shows the sensor-
offset corrected cell temperatures during the drive cycles. The offset
calibration for all temperature sensors was performed at 25 ◦C. All six
cells kept an almost constant temperature during the drive cycles with a
maximal average deviation of ±0.086K from the mean cell temperature.

3. Results and discussion

The first part of this chapter discusses the influence of temperature,
SOC and the pulse parameters on the 𝑅DC,𝛥𝑡 by analyzing the results
from the pulse experiment of Section 2.2. Subsequently, a temperature
estimation method is proposed and benchmarked against the exper-
imental pulse data. Lastly, the results of the estimation method are
presented and validated with the module and driving profiles depicted
in Fig. 2.

3.1. Parameter influence

The goal of this section is to narrow down the resistance-calculation-
period 𝛥𝑡, in which the estimation method is the most resilient against
any parameter variation.

Fig. 3 is utilized to interpret all investigated parameters (tempera-
ture, SOC and pulse shape) from the pulse experiment in Section 2.2.
Each row of Fig. 3 depicts the influence on 𝑅DC,𝛥𝑡 for a specific pulse
parameter and 𝛥𝑡 over the SOC for all four experimental temperatures.
The three investigated cells from Table 1 feature an almost equal curve
shape, only differing in an resistance offset between the curves of the
individual cells. For this reason, the curves depicted in Section 2.2
represent the average 𝑅DC,𝛥𝑡 of the three cells from Table 1 for a specific
pulse parameter and 𝛥𝑡. The averaged DC-resistance values are scaled,
allowing an easier comparison between the different time scales.

3.1.1. Temperature and SOC influence
This section focuses on the general temperature and SOC sensitivity

of Fig. 3. The temperature has a major influence on the properties and
processes of a lithium-ion cell. Be it the ionic/electronic conductivity of
a cell’s materials [38–40] or the electrochemical processes within the
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Fig. 2. Overview of the test setup for the 6s1p-module used for method validation (a) [12]. On the module level, a High-Power-System (HPS) was used to drive the module
current 𝑖(𝑡). The temperature as well as the cell voltage was monitored with a Cell-Measurement-Unit (CMU). For cell level cycling and monitoring, each cell was connected to
a Cell-Testing-System (CTS). To control the temperature gradient and measure the cell temperatures, PT100 temperature sensors were used. The temperature sensors for the cells
were integrated in the copper blocks and mounted on the surface of each cell. Six clipboards connected the positive and negative tabs of each cell with gold contact pins in a
4-wire connection to a configuration plug, allowing measurements on the cell level as well as module level. BaSyTec measurement equipment accuracy as follows. HPS: precision
of 0.05%; CMU voltage measurement: resolution of 0.2mV and accuracy of 2.5mV; CMU temperature measurement: precision of 1 ◦C and resolution of <0.1 ◦C; CTS: accuracy of
±0.3mV and ±0.5 μA in the smallest range for the voltage and current measurement. Applied module current 𝑖(𝑡) scaled to the limits of the cell (maximal charge current of 3.5A)
and the HPS (maximal current 5A) (b), and corresponding cell temperatures 𝑇1 to 𝑇6 (c).

cell [41,42], all are affected by temperature and ultimately affect the
𝑅DC,𝛥𝑡. Depending on the resistance-calculation-period 𝛥𝑡, the voltage
response 𝛥𝑈 is influenced by different processes, represented by three
resistance-calculation-periods in Fig. 3a to Fig. 3f. The resistance-
calculation-periods in Fig. 3a to Fig. 3f were selected according to the
time scales for dynamic processes in lithium-ion batteries according
to [42–44].

In Fig. 3a and Fig. 3d the resistance-calculation-period is set to
1ms representing the shortest time scale, still allowing a reasonable
sampling rate for a BMS. In this time domain, the major contribution
to the DC-resistance comes from the ohmic losses of the cell [42,43].
The temperature behavior of the ohmic part is caused by the limited
electronic conductivity of the current collectors, the electrodes, the
electrolyte ionic conductivity and the conduction properties of their
interfaces [45,46]. Except for the current collectors, all other materials
show an increasing conductivity with increasing temperature. How-
ever, taking the overall high electronic conductivity of the current
collectors into account, the contribution to the potential drop 𝛥𝑈
and the electronic conductivity change over temperature is negligibly
small [42,47]. The temperature behavior of the anode’s materials of
the investigated cell, graphite [48,49] and silicon [50], has a minor
effect on the 𝑅DC,𝛥𝑡, because both materials show a minor conductivity
increase with increasing temperature compared to the other materials.
The cathode of the investigated cell is made of nickel-rich NMC, which
has a relatively low ionic/electronic conductivity with high Arrhenius-
like temperature dependence [39,40]. Therefore, the cathode is most
likely one of the main contributors to the temperature behavior of the
cell’s ohmic resistance. The other main contributor to the ohmic resis-
tance with major dependence on temperature is the electrolyte, also
with an Arrhenius-like behavior [38,42,51,52]. Since 𝛥𝑡 = 1ms does
not only include the instant voltage response related to the sole ohmic
losses of a cell, the solid electrolyte interface (SEI) and the charge
transfer reaction also contribute to the 𝑅DC, 1 ms. Both, the SEI and
the charge transfer reaction, are temperature dependent and increase
in impedance with decreasing temperatures [17,21,35,41,42,52–54].
Besides the temperature influence, the dependence on SOC is apparent,
especially at the periphery of the SOC range.

By increasing 𝛥𝑡 to 10ms in Fig. 3b and Fig. 3e, the contribution
of the charge transfer reaction at both electrodes increases and its
SOC dependence becomes even more apparent. In general, the charge
transfer resistance can be described with an Arrhenius-like exponential
dependency on temperature [42,52,55]. As a result, the distance be-
tween the curves of the different temperatures in Fig. 3b and Fig. 3e
is more distinct compared to Fig. 3a and Fig. 3c, and the sensitivity of
the DC-resistance for temperature changes is increased.

Fig. 3c and Fig. 3f depict the DC-resistance for 𝛥𝑡 = 1000ms. In
this time domain the charge transfer reactions are completely included
in the impedance with a partial contribution of the diffusion-driven
processes. At the SOC extremes and lower temperatures, the charge
transfer reaction has a dominant contribution to the resistance of the
cell. Here, the electrodes are almost fully lithiated/delithiated and the
intercalation/deintercalation is aggravated. Additionally, the increased
resistance at lower temperatures is related to the slower diffusion of
the lithium-ions within the electrodes [1,23,56,57].

Looking at the temperature and SOC behavior of the DC-resistance
in all three representative time domains of Fig. 3a to Fig. 3f, the
following two facts can be concluded:

1. The temperature behavior of the DC-resistance shows a non-linear
behavior. It is assumed to be mainly influenced by the Arrhenius-
like dependence of the relevant processes and materials in all
investigated time domains.

2. The DC-resistance is SOC-dependent in all investigated time do-
mains.

Compared to the other two time domains, a spread for the different
pulse shape parameters, especially in the lower SOC region below 20%,
stands out for 𝛥𝑡 = 1000ms in Fig. 3c and Fig. 3f. A detailed inves-
tigation on this resistance spread and on the general pulse parameter
influence in the different time domains is done in the next section.

3.1.2. Pulse shape influence
As depicted in Fig. 1, the current pulse shape was altered by chang-

ing several pulse parameters in the pulse experiment of Section 2.2
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Fig. 3. Influence of the pulse parameters current amplitude/direction (a–c), excitation/idle pulses (d–f) and pulse rise/fall-time (g–i) on 𝑅DC,𝛥𝑡 for different 𝛥𝑡. 𝛥𝑡 = 1ms for (a,d),
𝛥𝑡 = 10ms for (b,e), 𝛥𝑡 = 1000ms for (c,f), 𝛥𝑡 = 𝑡r/f = 400ms for (g), 𝛥𝑡 = 𝑡r/f = 4000ms for (h) and 𝛥𝑡 = 8000ms for (i). All values are scaled to 𝑅0 = 40 mΩ, which is the maximal
cell impedance at 1 kHz, 23 ◦C and 100% SOC according to the manufacturer’s specifications. For the sake of clarity not all SOC markers for each curve are depicted.

to investigate the influence on the DC-resistance and to find the least
parameter dependent time domain for 𝛥𝑡.

The first regarded parameters are the pulse current direction and the
pulse amplitude. The first row, Fig. 3a to Fig. 3c, depicts the influence
of the pulse current direction and the pulse amplitude at different 𝛥𝑡.
Only rising pulses 𝐼p,r are included. There is no noteworthy difference
between the 𝑅DC,𝛥𝑡 evident for short 𝛥𝑡 (1ms and 10ms) in Fig. 3a and
Fig. 3b. For longer 𝛥𝑡, such as in Fig. 3c, the resistance values increase,
especially in the SOC regime below 20% and temperatures of 20 ◦C
and less. A possible explanation, also reported by [34] and [42], is
the increased charge transfer and diffusion polarization. Besides the
resistance increase, two additional effects are visible in Fig. 3c that
can be explained with the Butler–Volmer equation [58,59]. The first
one is the non-linearity of the voltage–current relation. With increasing
current density the corresponding slope of activation overpotential
decreases, which causes a smaller resistance for the pulses with a
current of ±1.0C compared to ±0.5C. The second effect is the current
direction dependency of the resistance values. The cathode approaches
its lithiated state and the anode its delithiated state for the SOC regime
below 20%. In this case, the intercalation in the cathode active material,
respectively the deintercalation out of the anode active material (dis-
charge pulse), gets less favorable, while the reversed process (charge
pulse) gets more favorable. Since the reaction rates of the electrochem-
ical process decrease with temperature, the effect increases for lower
temperatures. [42,60,61]

As a result, the resistance values of different temperatures start
to overlap with increasing 𝛥𝑡, which makes the 𝑅DC,𝛥𝑡 in this time

domain impractical for temperature estimation. The same effect with
inverted pulse direction evolves for the SOC regime over 90%. Since
the electrodes are not fully utilized because of the limited stability
of the electrolyte above 4.2V [62] and the increased potential for
lithium plating at a higher SOC during charging, the resistance increase
and spread is less distinct. In terms of temperature estimation for the
investigated cell, this means that the resistance-calculation-period 𝛥𝑡
must be limited to values below 1 s to avoid an ambiguous resistance–
temperature relation and a distinction of pulses with respect to current
direction and amplitude.

The effects of rising (𝐼p,r) and falling (𝐼p,f) pulses for charging and
discharging currents with 1.0C are depicted in the second row of Fig. 3.
There is a minimal difference in 𝑅DC,𝛥𝑡 for the short 𝛥𝑡 (1ms and
10ms) in Fig. 3d and Fig. 3e for the majority of the SOC range. The
deviations merely increase at 10 ◦C and a SOC below 10%. Since the
pulses are too short, the influence of the open-circuit-voltage (OCV)
is not relevant for the difference. However, in the case where 𝑅DC,𝛥𝑡
is calculated from 𝐼p,r pulses (solid lines), the system starts from an
equilibrated state with no concentration gradient in the cell, since no
current was applied for 1 h. In the case of 𝑅DC,𝛥𝑡 calculated from 𝐼p,f
pulses (dashed lines), the current is flowing prior to the pulses and
the electrode surface of the cell is already polarized [63]. When the
pulse is turned off, the system returns to the equilibrium state and
the concentration gradient, which was built up before, is reduced.
This difference in Li-ion concentration between the 𝐼p,r and 𝐼p,f pulses
results in a small overpotential difference and might be cause for the
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difference in 𝑅DC,𝛥𝑡 [60]. The effect increases with increasing 𝛥𝑡 in
Fig. 3f, again particularly at 10 ◦C and a SOC below 20%. With respect
to temperature estimation, this again means that as long as 𝛥𝑡 is small
enough, excitation and idle pulses have a negligibly small influence on
the resulting 𝑅DC,𝛥𝑡, such as in the case for pulse current direction and
amplitude.

The last investigated factor is the pulse shape altered by changing
the rise and fall time 𝑡r/f of the pulses, as depicted in Fig. 3g to
Fig. 3i. This is achieved by comparing the rectangular pulses with the
pulses having a larger rise/fall-time at the moment when 𝑡r/f = 𝛥𝑡.
For the sake of clarity only rising pulses with 1.0C are compared. The
markers for the pulses are the same as before, only the difference in
the rise/fall-time is indicated by the color of the markers. In Fig. 3g
the DC-resistances for 𝑡r/f = 𝛥𝑡 = 400ms are compared. The pulses
with instantaneous current rise (black markers) show a slight increased
resistance compared to the ones with 𝑡r/f = 400ms (green markers),
especially in the peripheral SOC regions and at lower temperatures.
This is probably caused by the difference in charge-throughput for the
different pulses. In general, the charge-throughput of the pulses can be
calculated by integrating the current pulses:

𝑄 = ∫ 𝐼(𝑡) 𝑑𝑡 (1)

For rectangular pulses (𝑡r/f = 0.0 s) the integral can be simplified to

𝑄𝑅 = 𝐼 ⋅ 𝛥𝑡 (2)

For pulses with 𝑡r/f > 0.0 s the integral can either be simplified to

𝑄𝑇 = 1
2
𝐼 ⋅ 𝛥𝑡 for 𝛥𝑡 ≤ 𝑡r/f

or to

𝑄𝑇 = 1
2
𝐼 ⋅ 𝑡r/f + 𝐼 ⋅ (𝛥𝑡 − 𝑡r/f) for 𝛥𝑡 > 𝑡r/f.

(3)

Comparing the different pulses in Fig. 3g, where 𝛥𝑡 = 𝑡r/f = 400ms,
the charge-throughput of the rectangular pulses is twice as large as
the one of the pulses with 𝑡r/f = 400ms. Therefore, the polarization
and ultimately the resistance is larger as well. Fig. 3h shows the same
effect for the pulses with 𝑡r/f = 4.0 s (cyan markers) at 𝛥𝑡 = 𝑡r/f = 4.0 s.
The relative ratio in charge-throughput in Fig. 3h is still twice as much
as the one for the pulses with 𝑡r/f = 400ms in Fig. 3g. However, since
𝑡r/f = 4.0 s in Fig. 3h is ten times longer than 𝑡r/f = 400ms in Fig. 3g, the
absolute difference in charge-throughput is larger, and the resistance
difference is more apparent in Fig. 3h. When 𝛥𝑡 is increased above
𝑡r/f the relative difference in charge-throughput diminishes and the
difference of the DC-resistances as well. This is illustrated by increasing
𝛥𝑡 to 8000ms in Fig. 3i. Here, the relative charge-throughput for the
pulses with 𝑡r/f = 0.0 s compared to the pulses with 𝑡r/f = 400ms
amounts to 𝑄𝑇

𝑄𝑅
= 7.8

8 and compared to the pulses with 𝑡r/f = 4.0 s to
𝑄𝑇
𝑄𝑅

= 6
8 . For this reason, the curves for 𝑡r/f = 0.0 s and 0.4 s already

overlap and the distance to the curve for 𝑡r/f = 4.0 s is reduced. In the
context of temperature estimation this suggests that as long as 𝛥𝑡 is
longer than the rise/fall-time, the pulse shape has a minor influence on
the resulting 𝑅DC,𝛥𝑡.

After analyzing temperature, SOC and shape influence on the DC-
resistance in this and the previous section, the following conclusions
can be drawn for the estimation method:

– The temperature estimation method has to fit the non-linear
temperature behavior of the cell.

– 𝛥𝑡 must be short enough (𝛥𝑡 < 1 s) to avoid a pulse edge, direction
and amplitude distinction.

– 𝛥𝑡 must be larger than 𝑡r/f of the pulses occurring in the applica-
tion to minimize the influence of the rise/fall-time.

– Besides temperature, only the SOC remains as an influence factor.
All other factors, the current direction, the current amplitude and
the rise/fall-time, have a negligible influence.

Fig. 4. Temperature estimation function example. Calculated 𝑅DC, 100 ms and polyno-
mial fits 𝑃𝑇 (𝑆𝑂𝐶) for all experimental cells (a). Temperature estimation function fit
for marked example SOC points 𝑆𝑂𝐶 = 5∕10∕15∕55∕95% (b).

As a result, this leaves the corridor 𝑡r/f < 𝛥𝑡 < 1 s for the resistance-
calculation-period 𝛥𝑡, in which acceptable sampling rates for a BMS
are possible and a large variety of pulses can be used for a robust
temperature estimation method without any differentiation of the pulse
shape. Nonetheless, the questions still remain: what kind of estimation
function should be used and which resistance-calculation-period and
which pulse parameter combination is optimal for the parametrization.

3.2. Temperature estimation function

This section describes the proposed temperature estimation function
(TEF) and the way it is parameterized. Since only four temperature
and eleven SOC points were investigated, the goal is to find a con-
tinuous functional description of the DC-resistance for any SOC and
temperature. Looking at the volume of tested pulse parameters and
their possible combinations, a simplified way to represent a subset of
pulse parameters 𝐒𝐢, used for the parametrization of the TEF, is needed.
In this regard a specific subset 𝐒𝐢 contains all 𝑅DC,𝛥𝑡, which can be
calculated from all pulses meeting the selection criteria. The different
subsets of 𝑅DC,𝛥𝑡 are then approximated by a SOC-dependent polyno-
mial 𝑃𝑇 (𝑆𝑂𝐶) of 8th degree described by Eq. (4) for a certain 𝛥𝑡 and
for a specific experimental temperature 𝑇 ∈ [10 ◦C, 20 ◦C, 30 ◦C, 40 ◦C].

𝑃𝑇 (𝑆𝑂𝐶) =
8
∑

𝑖=0
𝑥𝑖 ⋅ 𝑆𝑂𝐶 𝑖 ≈ 𝑅DC,𝛥𝑡(𝑆𝑂𝐶, 𝑇 ) (4)

Fig. 4a serves as an example representing the polynomials for
𝑅DC, 100 ms fitted to a subset of pulses 𝐒𝐢. In this case, 𝐒𝐢 includes
rising and falling pulses with ±0.5C and ±1.0C for 𝑡r/f = 0.0 s of all
cells from Table 1. An overview of all tested subsets can be found
in Fig. 5. In the example in Fig. 4a, all calculated DC-resistances
from the subset are marked with ‘×’ in the temperature related color.
The resulting polynomial fit for each temperature is represented by
a solid line. To retrieve the temperature from the four polynomial
representations, the resistance values at the specific SOC are evaluated
for each temperature. These four points are represented by the vector
𝐏(𝑆𝑂𝐶) in Eq. (5):

𝐏(𝑆𝑂𝐶) =

⎛

⎜

⎜

⎜

⎜

⎝

𝑃10 ◦C(𝑆𝑂𝐶)
𝑃20 ◦C(𝑆𝑂𝐶)
𝑃30 ◦C(𝑆𝑂𝐶)
𝑃40 ◦C(𝑆𝑂𝐶)

⎞

⎟

⎟

⎟

⎟

⎠

(5)

The markers, except for ‘×’ in Fig. 4a and Fig. 4b, depict the resistance–
temperature relation for the vector 𝐏(𝑆𝑂𝐶) for exemplary SOC points.
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Fig. 5. Flowchart depicting the steps for finding error minimum for different combination of parametrization- and validation-subsets. Next to the parametrization- and
validation-subsets names, their marking/color scheme is depicted to explicitly distinguish them.

Since 𝐏(𝑆𝑂𝐶) only represent the temperature related to four resis-
tance values, an approximation function is needed for the resistance
values outside and in between these points. To describe the non-
linear behavior between DC-resistance and temperature, an exponential
function was selected. The estimation function 𝑓𝐏 in Eq. (6) maps the
resistance–temperature behavior for each vector 𝐏(𝑆𝑂𝐶) at a specific
SOC
point.

𝑇est = 𝑓𝐏(𝑅DC,𝛥𝑡) = 𝐴 ⋅ e

𝐵
𝑅DC,𝛥𝑡 + 𝐶 (6)

The temperature 𝑇est is the temperature estimated with 𝑓𝐏 and the
function variables 𝐴, 𝐵 and 𝐶 are SOC-dependent parameters fitted to
each vector 𝐏(𝑆𝑂𝐶). The dashed lines in Fig. 4b represent 𝑓𝐏 for the
exemplary SOC points from Fig. 4a. The corresponding course of the
function variables is depicted in Fig. S2.

3.3. Parametrization- and validation-subsets

After determining the TEF, the next step is to find suitable subsets
of pulses for the parametrization of 𝑓𝐏 and the corresponding 𝛥𝑡 for
temperature estimation. To achieve this, the flowchart in Fig. 5 is used.
The circles on the left hand side of Fig. 5 represent different subsets of
pulses containing specific parameters, where 𝜴 is the set containing
all pulses. In the following, two different type of subsets of 𝜴 will
be distinguished. The first type are parametrization-subsets 𝐒𝐢, used to
parameterize 𝑓𝐏. The second type are validation-subsets 𝐗𝐣, used to
determine the accuracy and optimal 𝛥𝑡 of the parametrization-subsets.
This is done in the three steps depicted in the center of Fig. 5. In the first
step, different subsets 𝐒𝐢 taken from all pulses are used to parameterize
the polynomial representation according to Eq. (4). The 17 validation-
subsets used in this work are depicted in the table on the right of
Fig. 5, including the pulse parameters contained in the subsets. The
polynomials 𝑃𝑇 (𝑆𝑂𝐶) are generated for each of the 17 subsets for 𝛥𝑡
reaching from 1ms to 10 s. In the second step, the TEF of Eq. (6) is
used to estimate the temperature for the pulses of the four validation-
subsets 𝐗𝐣 in the table on the left of Fig. 5. Each validation-subset tests
a specific property, which will be described in the discussion of Figs. 6
and 7. In the third step, the suitability for temperature estimation of
the parametrization-subsets 𝐒𝐢 is determined for each validation-subset
𝐗𝐢. As a measure for the suitability, the root mean square error (RMSE)
is calculated according to Eq. (7).

RMSE𝐒𝐢 (𝐗𝐣) =
√

1
|𝐗𝐣|

∑

𝑥∈𝐗𝐣

(𝑇est,𝑥 − 𝑇m,𝑥)2 (7)

𝑇est,𝑥 is the temperature estimated with 𝑓𝐏 for each resistance value
calculated from the pulses in the validation-subset 𝐗𝐣 and 𝑇m,𝑥 is
the measured temperature during the experiment. Finally, the mini-
mal RMSE according to Eq. (8) is utilized to find the most suitable
resistance-calculation-period 𝛥𝑡 in each subset 𝐒𝐢 for each 𝐗𝐣.

RMSE𝐒𝐢 (𝐗𝐣)min = min
𝛥𝑡∈[10−3 s,10 s]

RMSE𝐒𝐢 (𝐗𝐣) (8)

3.4. Optimal parametrization-subset and resistance-calculation-period

The results of the error calculation for the different parametrization-
and validation-subsets are discussed in this section. Fig. 6 depicts the re-
sults for the validation with 𝐗𝟎𝟏 (left column), where parametrization-
and validation-subset are equal, and 𝐗𝟎𝟐 (right column), where all
pulses with 𝑡r/f = 0.0 s are included. The figure investigates the in-
fluence of the pulse parameters on the TEF, when only pulses with a
rise/fall-time 𝑡r/f = 0.0 s are considered. Fig. 6a and Fig. 6b exemplary
depict the course of the RMSE over the resistance-calculation-period for
the corresponding validation-subsets. For short 𝛥𝑡 all subsets indicate
an increased error, followed by an error decline and leading to a more
or less distinct error plateau with increasing 𝛥𝑡. By increasing 𝛥𝑡 further,
the error shows a steeper increase leading to a linear course with a
constant slope.

In Fig. 6a the validation-subset 𝐗𝟎𝟏 is equal to the individual
parametrization-subsets 𝐒𝐢. This represents an application case, where
all load changes are known prior to the parametrization of the TEF. For
the sake of clarity, not all 15 parametrization-subsets are depicted. For
𝐗𝟎𝟐 in Fig. 6b all pulses with a rise/fall-time 𝑡r/f = 0.0 s and addition-
ally pulses with −0.2C, unknown to the parametrization-subsets, are
included. Since the parametrization-subsets stay the same, they only
partly include the pulses of the validation-subset. This represents an
application case, where not all of the load changes are known prior
to the parametrization of the TEF. The general shape of the error
course is not influenced compared to Fig. 6a, but all curves show an
increased error course and error minima. Again, only exemplary curves
are depicted for the sake of clarity.

In the pulse shape analysis in Section 3.1.2, it is assumed that
the optimal resistance-calculation-period is located in between the
boundaries of 𝑡r/f < 𝛥𝑡 < 1 s. This assumption is confirmed considering
Fig. 6c and Fig. 6d. For 𝐗𝟎𝟏 in Fig. 6c, where the validation- and
parametrization-subset are equal, the majority of the error minima are
located in between 13ms to 95ms. The only exceptions are the error
minima for 𝐒𝟏𝟏 and 𝐒𝟏𝟐 at 800ms and 830ms, respectively. The minimal
RMSE for the subsets are within 0.95K and 1.18K. Part of this error
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Fig. 6. Error behavior of the different parametrization-subsets validated with 𝐗𝟎𝟏,
where the validation- and parametrization-subset are equal, and 𝐗𝟎𝟐, including all
pulses with 𝑡r/f = 0.0 s. Exemplary error course over 𝛥𝑡 for 𝐗𝟎𝟏 (a) and 𝐗𝟎𝟐 (b).
Resistance-calculation-period of error minima of the parametrization-subsets vali-
dated with 𝐗𝟎𝟏 (c) and 𝐗𝟎𝟐 (d). Comparison of the minimal error of the different
parametrization-subsets for 𝐗𝟎𝟏 (e) and 𝐗𝟎𝟐 (f). The markers represent the minimum
error of the parametrization-subsets. Table S1 in the supplementary gives a detailed
overview with the RMSE minima and the related resistance-calculation-periods for all
parametrization- and validation-subsets.

is related to the generation of the TEF. Since the TEF is generated
from the average values of the three cells in Table 1, the TEF is not
perfectly adjusted to a specific cell and the error minima is partly
caused by the resistance variation between the cells. To improve the
estimation method, a procedure, which adjusts the TEF to specific cells,
is introduced later in Section 3.5. For validation-subset 𝐗𝟎𝟐 in Fig. 6d,
the range for the optimal resistance-calculation-period is even smaller.
The minimal RMSE for the subsets are within 1.18K and 1.33K and
below 50ms.

Fig. 6e and Fig. 6f are utilized to judge if a specific combination of
pulse parameters is beneficial for the parametrization. For validation-
subset 𝐗𝟎𝟏 in Fig. 6e, the parametrization-subsets including only pulses
with rising edges 𝐼p,r, have smaller minimal errors compared to those
including the same pulses with falling edges 𝐼p,f. This might be caused
by the fact that rising pulses start from an idle state and no concen-
tration gradients are present in the cell. Whereas falling pulses start
from a previously polarized cell. The reduced error for parametrization-
subsets with rising pulses is no longer present for validation-subset 𝐗𝟎𝟐
in Fig. 6f. Here, no specific parametrization seems to be advantageous
and the error minima are higher compared to 𝐗𝟎𝟏.

Fig. 7 investigates the influence of the rise/fall-time, utilizing the
validation-subsets 𝐗𝟎𝟑 and 𝐗𝟎𝟒. As in Fig. 6, each column of Fig. 7
represents the results for one validation-subset. Additionally to the 15
parametrization-subsets as seen in Fig. 6, the subsets 𝐒𝟏𝟔 and 𝐒𝟏𝟕 are
added to the parametrization-subsets in Fig. 7, containing pulses with
the same rise/fall-time as the corresponding validation-subsets 𝐗𝟎𝟑 and
𝐗𝟎𝟒.

Fig. 7. Error behavior of the different parametrization-subsets validated with 𝐗𝟎𝟑,
including the same pulses as 𝐗𝟎𝟐 and all pulses with 𝑡r/f = 0.4 s, and 𝐗𝟎𝟒, including
the same pulses as 𝐗𝟎𝟐 and all pulses with 𝑡r/f = 4.0 s. Exemplary error course
over 𝛥𝑡 for 𝐗𝟎𝟑 (a) and 𝐗𝟎𝟒 (b). Resistance-calculation-period of error minima of the
parametrization-subsets validated with 𝐗𝟎𝟑 (c) and 𝐗𝟎𝟒 (d). Comparison of the minimal
error of the different parametrization-subsets for 𝐗𝟎𝟑 (e) and 𝐗𝟎𝟒 (f). Table S1 in
the supplementary gives a detailed overview with the RMSE minima and the related
resistance-calculation-periods for all parametrization- and validation-subsets.

Fig. 7a and Fig. 7b exemplary depict the course of the RMSE over
𝛥𝑡. By adding the pulses with 𝑡r/f = 0.4 s and 4.0 s to the validation-
subsets, a second error decline evolves after 𝛥𝑡 passes 𝑡r/f. Since the
amount of pulses differing from the parametrization-subsets increases,
the general RMSE increases as well, especially for validation-subset 𝐗𝟎𝟒
in Fig. 7b, which includes the pulses with 𝑡r/f = 4.0 s. Nevertheless,
the parametrization-subsets 𝐒𝟏𝟔 and 𝐒𝟏𝟕, including the pulses with the
corresponding rise/fall-time of the validation-subsets, show the lowest
error course.

The minimal RMSE of the parametrization-subsets and the corre-
sponding resistance-calculation-periods for 𝐗𝟎𝟑 and 𝐗𝟎𝟒 are depicted
in Fig. 7c and Fig. 7d. The assumption for the minimal error corridor
𝑡r/f < 𝛥𝑡 < 1 s holds for the majority of the parametrization-subsets in
Fig. 7c. However, the two subsets 𝐒𝟏𝟐 and 𝐒𝟏𝟒 violate the assumption.
The reason can be seen in Fig. 7a, by observing the error course for 𝐒𝟏𝟒
(dashed line). The error increase after the first error plateau is steeper
than for the other parametrization-subsets and therefore the second
error decline after 𝛥𝑡 passes 𝑡r/f = 0.4 s does not fall below the first
one. This results in an error minimum, which occurs at 𝛥𝑡 < 𝑡r/f. For
all other parametrization-subsets in Fig. 7c, the resistance-calculation-
period with the minimal RMSE lies between 530ms and 730ms. For
the RMSE minima in Fig. 7d the assumption cannot be fulfilled, since
𝑡r/f = 4.0 s > 1 s. Therefore, there are error minima above 4.0 s, below
1 s and even in between, with the majority of the error minima below
1 s.

Fig. 7e and Fig. 7f are utilized to judge if a specific combination
of pulse parameters is beneficial for the parametrization. In contrast to
validation-subset 𝐗𝟎𝟏 in Fig. 6e, the parametrization-subsets including
falling pulses 𝐼p,f have a smaller minimal error compared to those
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including the same pulses with rising pulses 𝐼p,r for validation-subset
𝐗𝟎𝟑 in Fig. 7e. As already noted in Fig. 7a, parametrization-subset 𝐒𝟏𝟔,
including the pulses with 𝑡r/f = 0.4 s, has the smallest minimal RMSE
(1.66K) for 𝐗𝟎𝟑. Except for the generally higher minimal RMSE, the
statements of Fig. 7e are transferable to Fig. 7f. Here, parametrization-
subset 𝐒𝟏𝟕, including the pulses with 𝑡r/f = 4.0 s, has the smallest
minimal RMSE (3.28K) for 𝐗𝟎𝟒. Bringing all findings together, the
optimal subsets have to fulfill the following requirements:

– The closer the parametrization pulses are to the actual pulses
occurring in the application, the smaller the estimation error.

– If only rectangular pulses occur in the application, the optimal
resistance-calculation-period can be found below 1 s.

– If pulses with 𝑡r/f > 0.0 s occur in the application, the optimal
resistance-calculation-period 𝛥𝑡 for the TEF is longer than 𝑡r/f.
However, pulses with long 𝑡r/f should be excluded from the
temperature estimation, because of the increasing error caused
by the DC-resistance dependence on pulse shape for increasing 𝛥𝑡
(Section 3.1).

3.5. Validation experiment

To validate the results of the last two sections for conditions close to
an application, the TEF was tested with the experimental setup shown
in Fig. 2. The pulses in the current-profile (Fig. 2b) for the validation
are more extensive than the ones used for the subsets to generate the
TEFs. In addition to unknown pulse amplitudes, the current-profile
also contains pulses, not starting from and not returning to an idle
state. Besides, the current-profile rarely includes resting periods, which
are relatively short compared to the resting period of 1 h before each
reference pulse. Even if a linear polarization behavior for the relevant
time domain (𝛥𝑡 < 1 s) and current range is assumed, the current-
profile is only partly utilizable for temperature estimation. To take
extensive and irregular pulses of a current-profile into account and
to incorporate the findings from the last section, the pulse filter with
three conditions in Fig. 8a is introduced. The first condition excludes
pulses with long 𝑡r/f, causing increased errors such as for 𝑡r/f = 0.4 s
and small current changes by accepting only pulses which have an
absolute current change rate |𝛥𝐼r/f| within 𝑡r/f larger than a minimal
change rate 𝛥𝐼min. In the validation experiment, two minimal change
rates are evaluated: 𝛥𝐼min = 0.2C to achieve conditions similar to 𝐗𝟎𝟐
and 𝛥𝐼min = 0.1C to have a validation scenario with pulses differing
even more from the parametrization-subset than in 𝐗𝟎𝟐. The second
condition ensures that there is no current direction change during 𝑡r/f.
After 𝑡r/f the pulse should hold a stable current value till 𝛥𝑡 is reached.
To ensure this, the third condition limits the current fluctuation to
stay within the tolerance 𝛥𝐼tol. For the validation experiment, 𝛥𝐼tol
was set to 10mA to avoid the influence of the HPS current sampling
precision. If all three conditions are fulfilled, the pulse is used to
calculate a 𝑅DC,𝛥𝑡. To determine the other filter parameters, as well
as 𝛥𝑡 and 𝐒𝐢 for the validation experiment, the sampling rate of the
test system, the module current, and its current changes had to be
considered. The maximal sampling rate of 200 Sample∕s was applied
to the test equipment. Nevertheless, the first valid data point, after a
current change, is sampled after 100ms, if current-profiles are a part
of the test sequence. For this reason 𝛥𝑡 had to be longer than 100ms
and the limit for 𝑡r/f was set to 100ms. Assuming the current changes
are known for the application, the selection of a suitable subset 𝐒𝐢
can be accomplished by analyzing the current change distribution.
The module current contained charge and discharge pulses with the
majority of current changes in the regime of 0.4C and less (Fig. S1).
The closest error behavior for these kind of pulses is represented by
validation-subset 𝐗𝟎𝟐 and parametrization-subset 𝐒𝟎𝟒, which shows the
best congruence in pulse parameters with the module current-profile.
According to Fig. 6c, the optimal resistance-calculation-period for 𝐒𝟎𝟒
and 𝐗𝟎𝟐 is 𝛥𝑡 = 40ms. Nevertheless, 𝛥𝑡 is set to 120ms to fulfill the

Table 4
Settings for the algorithm used for the method validation in Fig. 8a and the estimation
error results for each cell in the validation module for the corresponding setting.

Parameter Value

𝐒𝐢/– S04
𝛥𝑡/ms 120
𝑡𝑟∕𝑓 /ms 100
𝛥𝐼min/C 0.1/0.2
𝛥𝐼tol/mA 10

Cell C4 C5 C6 C7 C8 C9

𝑅DC,offset
a/mΩ 2.31 2.18 2.41 1.83 2.51 2.74

RMSE𝐒𝟎𝟒(0.1C)b/K 1.11 0.96 1.08 0.96 1.01 0.97
RMSE𝐒𝟎𝟒(0.2C)b/K 0.93 0.65 0.90 0.59 0.67 0.77

aCalculated at 25 ◦C, SOC = 50% and 𝛥𝑡 = 120 ms.
bRMSE𝐒𝐢(𝛥𝐼min) calculated according to Eq. (4).

condition 𝑡r/f < 𝛥𝑡 < 1 s. The RMSE of 1.26K for 𝐒𝟎𝟒 at this resistance-
calculation-period is still relatively close to the minimal RMSE of 1.18K
for 𝐒𝟎𝟔.

In general, the resistance of cells slightly differ, even if they are
from the same production batch and are treated equally. This is also
the case for the cells used in the pulse experiment (Table 1) and the
validation experiment (Table 3). Since the function variables of the
TEF in Eq. (6) are fitted to the average of the pulse experiment cells,
a correction is needed to make the TEF applicable to the validation
experiment cells. Since the shape of the DC-resistance curves of the cells
used in the pulse experiment only differed by an offset, the correction
is achieved by adding an individual offsets 𝑅DC,offset to each cell of the
validation experiment before applying the TEF. The offset is determined
with the pulses used to calculate the 𝑅DC,10 s in Table 3 at SOC = 50%
and 25 ◦C, though evaluated for 𝛥𝑡 = 120ms instead of 10 s. At this
temperature and SOC the influence of any pulse parameter is minimal,
which makes the offset correction more robust. The difference between
the 𝑅DC,120ms of each experimental cell and the resistance calculated
by the inverse function of 𝑓𝐏 for SOC = 50% and 25 ◦C results in
the offset 𝑅DC,offset. An overview of all settings for the pulse filter, the
offset values and the results of the validation experiment for each cell
is listed in Table 4. The offset values 𝑅DC,offset reaching from 1.83mΩ
to 2.74mΩ seem to be quite high in relation to the DC-resistance of
the cells in Table 3. However, according to the 𝑅DC,10 s distribution for
the same cell measured by Zilberman et al. [31], the cells used in the
6s1p-module are from the lower end of the DC-resistance range of the
investigated cell and the cells used for the pulse experiment are from
the upper end, leading to this relatively high offset values.

After the offset correction, the final step is applied to the 𝑅DC,120ms
in Fig. 8a. If several 𝑅DC,120ms are calculated within a window 𝑡w =
10 s, the values are averaged and only one temperature estimation is
performed. This reduces the influence of outliers and decreases the
estimation error. The only missing variable for the TEF is the SOC
of each cell. To determine the SOC, the coulomb counting method is
applied [64–67]. The initial state-of-charge SOC0 was determined by
utilizing the relation between the SOC and the OCV. The coulombic
efficiency for charging/discharging the cell was assumed to be one. The
values for the actual capacity 𝐶act of each cell were taken from Table 3.

Fig. 8b shows the measured cell temperature 𝑇m of cell 𝐶9 in the
module and serves as example to visualize the estimated temperatures
for two different pulse current change limits 𝛥𝐼min. Since more pulses
were valid for the temperature estimation with 𝛥𝐼min = 0.1C, the
temperature is continuously estimated during the load profile. Whereas
the temperature estimation for 𝛥𝐼min = 0.2C shows gaps of up to 10 min
between two estimation points. The estimation error RMSE𝐒𝟎𝟒 (𝛥𝐼min)
for 𝛥𝐼min = 0.1C is higher for each cell than for 0.2C (Table 4). An
increased estimation error is visible for 𝛥𝐼min = 0.1C, especially at the
2 h mark in Fig. 8b. At this point, the current-profile of Fig. 2b shows
only small current changes close to the current change limit. However,
the error of each cell is smaller than the minimal RMSE for any 𝐒𝐢
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Fig. 8. Algorithm for the method validation with pulse filter (a). Exemplary temperature estimation results for cell 𝐶9 with two different pulse filter settings and corresponding
measured cell temperature (b). Error probability for each module cell for the two different pulse filter settings (c–h).

validated with 𝐗𝟎𝟐. The RMSE for 𝛥𝐼min = 0.1C are between 0.96K
and 1.11K. For 𝛥𝐼min = 0.2C the RMSE ranges between 0.59K and
0.93K. The detailed estimation error probability for each cell in the
module is depicted in Fig. 8c to Fig. 8h, showing that the majority of
the estimation errors are within ±1K for any cell.

Although the method was validated with unknown cells, it was
only validated for newly acquired cells. Since aging influences the
impedance and capacity of a cell [4,30,68], the estimation method
needs to be adapted over the application lifetime, in particular for in-
creasing non-linear battery behavior towards the end of life. A possible
approach to solve this issue is already part of the module validation.
By updating the offset correction 𝑅DC,offset of each cell, aging induced
impedance changes could be compensated. To get the offset values,
the battery has to be in an idle state without any temperature or SOC
discrepancy, such as a parking EV after being charged and balanced.
In this case only one temperature sensor for the whole battery pack
is needed, serving as a reference. Before the application is used again,
an intentional pulse, for example triggered by the battery charger, can
be utilized to calculate the new offset correction. A randomized pulse,
such as caused by turning on the EV, can be considered to calculate
the new offset correction as well. Nevertheless, further investigations
are necessary to validate this approach, since it assumes a resistance
increase, which is uniform over the whole SOC range. Along with the
compensation of the DC-resistance, an accurate SOC estimation over
lifetime is significant for the estimation method. To achieve this, a more
sophisticated SOC estimator [69,70] than the coulomb counter used for
the validation is required, especially tracing the capacity fade with an
accurate SOH estimator.

Another issue occurs for systems with parallel connected cells. If
the current distribution is known and is not affected by the connection
itself, the temperature estimation method of this work can be applied

without limitations. In this case, it is possible to calculate the individual
DC-resistances of each cell in the parallel connection and estimate the
temperature with the TEF. However, further experiments are needed
to investigate and validate this assumption. If the current distribution
is unknown, which is usually the case, the estimation method cannot
determine the temperature of each cell.

4. Conclusion

In this work, an online temperature estimation method based on DC-
resistance 𝑅DC,𝛥𝑡 is proposed. Unlike previous studies, the method does
neither rely on a transformation of the pulses to the frequency domain
nor on additional equipment for excitation. The method entirely relies
on the current and voltage signals in the time domain generated by
the application, even considering deviations from the ideal edges of
a pulse. To investigate the temperature behavior and the underlying
processes in the time domain, the pulse based DC-resistance values
𝑅DC,𝛥𝑡 were regarded for a variety of pulse shapes and 𝛥𝑡. Based on
the results, an estimation method was proposed and benchmarked for
various combinations of pulse subsets and 𝛥𝑡 from 1ms to 10 s. The
results showed that there is not the one optimal combination of pulses
and 𝛥𝑡 for the proposed estimation method. The following facts have
to be considered to find the optimal combination:

– As long as 𝛥𝑡 is short enough, avoiding a major influence of DC-
resistance spread at low SOC and temperatures, the different pulse
parameters (pulse amplitude, pulse direction and rising/falling
pulse) have a negligible influence on the estimation result, mak-
ing the estimation method independent of the pulse shape. How-
ever, the dependence on SOC still remains. If 𝛥𝑡 is too short,
the estimation error increases. In the remaining intermediate
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time domain from approximately 10ms to several 100ms, the
estimation error has its minimum and shows only a slight error
increase. For the investigated cell, the minimal RMSE amounts to
0.95K for 𝛥𝑡 = 95ms.

– If the current change of the pulse does not happen instanta-
neously, but rises/falls till reaching a steady value, the estimation
method is also applicable as long as 𝛥𝑡 is longer than the rise/fall-
time 𝑡r/f of the pulse. Nevertheless, for an acceptable estimation
error, 𝑡r/f and 𝛥𝑡 are limited. For the investigated cell, the shortest
verified rise/fall-time 𝑡r/f for a non-rectangular excitation pulse is
0.4 s with a minimal RMSE of 1.66K for 𝛥𝑡 = 560ms.

– The validation on the module level showed that the method
can be applied to serial connected cells. By filtering the pulses
occurring in the continuous current-profile and adjusting the
calculated DC-resistance with a simple offset 𝑅DC,offset to the cells
of the module, the RMSE of each cell was reduced to less than 1K
(Table 4).

Although the method was investigated and validated under sev-
eral conditions, there are still open questions for future studies. As
mentioned at the end of the discussion, the influence of aging on the
estimation method and application of the estimation method to parallel
connected cells are the most urgent ones. In addition, the validity for
other cell chemistries and the behavior for other thermal boundary
conditions, like a changing temperature gradient during cycling, are
of interest.
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Supplementary

Table S1: Investigated subsets Si of pulses for generating the temperature estimation

function and their minimal estimation error with the corresponding ∆t.

Set
Pulse Parameters ∆t / ms | RMSESi(Xj)min / K

Ip Ip,x tr/f X01 X02 X03 X04

S01

S02

S03

S04

S05

S06

S07

S08

S09

S10

S11

S12

S13

S14

S15

S16

S17

±0.5/1.0C

±0.5C

±1.0C

+0.5/1.0C

−0.5/1.0C

±0.5/1.0C
±0.5/1.0C

r/f
r

f
r/f
r

f
r/f
r

f
r/f
r

f
r/f
r

f
r/f
r/f

0.0 s

0.0 s

0.0 s

0.0 s

0.0 s

0.0/0.4 s
0.0/4.0 s

|25 1.10
|65 0.99
|17 1.14
|35 1.05
|90 0.95
|35 1.09
|25 1.14
|70 1.00
|13 1.18
|35 1.09
|830 0.98
|800 1.02
|65 1.01
|95 0.95
|50 1.00
|580 1.65
|590 3.36

|40 1.20
|40 1.23
|35 1.21
|40 1.19
|35 1.22
|40 1.18
|50 1.23
|35 1.24
|35 1.25
|40 1.20
|40 1.22
|14 1.25
|35 1.29
|30 1.26
|18 1.33
|7 1.31
|8 1.53

|680 1.80
|670 2.05
|680 1.68
|680 1.81
|680 2.05
|680 1.67
|650 1.81
|620 2.06
|650 1.70
|530 1.87
|590 2.04
|70 1.80
|730 2.16
|50 2.19
|730 2.11
|560 1.66
|80 1.72

|440 4.10
|340 4.32
|4300 3.74
|440 4.11
|180 4.31
|4500 3.78
|440 4.10
|340 4.32
|2200 3.66
|380 3.97
|260 4.28
|590 3.76
|440 4.38
|180 4.41
|4900 4.09
|380 3.58
|500 3.28
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Figure S1: Distribution of the absolute current change |∆I| for the module current i(t)

of Fig. 2b with a change greater than 0.1 C after 100 ms (a) and the distribution of the

corresponding current at the beginning I(t0) of the detected current changes (b).

Figure S2: Exemplary parameters A (a), B (b) and C (c) for the temperature estima-

tion function fP (Eq. (6)). The temperature estimation function was parameterized for

RDC,100 ms.
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5 Effects of Temperature Inhomogeneities on Battery
Modules under Cyclic Aging

The fundamentals in Section 2.3 outlined the various effects of temperature on lifetime, performance,
and safety, and thus the need to monitor the temperature in a battery-powered system. The effects
in Section 2.3 are primarily related to single cells only and ignore effects that occur in interconnected
systems. In addition, aging changes the impedance and capacity of the cells, which directly affects
the estimation method in Chapter 4. For this reason, this chapter addresses the aging of LIBs,
specifically the effects of aging on the module from Chapter 4 under inhomogeneous temperature
boundary conditions, whereas the next chapter focuses on the effects on the temperature estimation
method from Chapter 4. As before, the scope of Chapter 5 is once more illustrated in Fig. 5.1.
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A B S T R A C T

Voltage imbalance in lithium-ion battery packs, which leads to impaired utilization of the whole energy-storage system,
is often linked to different self-discharge rates. Despite the established use of balancing circuits, neither the true origin of
voltage imbalance nor the benefits of cell balancing are as yet completely understood. In this study, a forced tem-
perature gradient along six in-series connected, commercial 18650 nickel-rich/SiC cells was applied during cycles
resulting in cell temperatures of between 25 ∘C and 30 ∘C. Every 20 cycles, the 6s1p module was equalized using
dissipative balancing. Aging behavior was analyzed using checkup measurements, differential voltage analysis (DVA)
and conclusive scanning electron microscope (SEM) imaging of negative electrodes. The results obtained in this work
reveal that the forced temperature gradient caused different degradation rates, whereas the colder cells exhibited
aggravated aging behavior, which was linked to lithium plating. Furthermore, the lithium plating caused the majority
of the voltage drift within the module. The application of dissipative balancing enabled an improved utilization of the
module, and increased the discharge energy. Finally, the cumulative balancing charge reflected the capacity differences
between the cells, and could therefore be used for the online determination of relative aging of single cells or cell blocks
in lithium-ion battery packs..

1. Introduction

Over the past decade lithium-ion technology has overcome several
downsides such as high costs, safety hazards and short system life [1,2].
Now, the wide field of applications ranges from mobile devices to de-
centralized energy storage and electric vehicles (EVs). In order to cover
the high energy demand, battery packs usually consist of up to thou-
sands of single lithium-ion cells connected in series and in parallel. A
serial connection of cells increases the system voltage, which, due to
lower current loads, reduces ohmic losses within the battery pack and
charging infrastructure. State-of-the-art battery packs exhibit system
voltages of up to 800V with almost 200 cell blocks in series [3],
whereas each cell block contains cells in parallel. As a consequence,
there is a higher chance for cell block voltages to drift apart, limiting
the available capacity of the battery pack. Deployment of balancing
circuits usually solves this issue [4], however the true origin of voltage
imbalance is still not completely understood. Different self-discharge
rates, which evoke voltage decay without any irreversible capacity loss,
are often stated for being the major reason behind the voltage drift
[5,6]. However, recent studies of state-of-the-art lithium-ion cells with
nickel-rich cathodes and silicon-graphite anodes revealed that differing
self-discharge rates had almost no influence on possible voltage

imbalance, due to low self-discharge currents [7,8].
Due to finite accuracy during the manufacturing processes, cells

vary in their characteristics even immediately after the production
stage. In general, cell parameter variations are usually linked to
minimal differences in the electrode thickness, material composition,
overall component connectivity, etc. among same type produced li-
thium-ion cells [9]. Rumpf et al. showed that initial cell parameters of
mass-produced lithium-ion cells are usually normally distributed,
which is symptomatic of random - and not systematic - deviation during
cell manufacturing [10]. Subsequently, due to negative outliers, it is
inevitable that a serial interconnection of cells or cell blocks results in
reduced pack capacity [11,12]. However, in addition to initial para-
meter variation, lithium-ion cells exhibit intrinsically varying aging
rates, even under the same operational conditions [13], although the
absolute differences remain rather low [7]. Due to spatial location of
each cell in the battery pack it is almost impossible to provide the same
cooling power and thermal condition to each cell [14,15], which leads
to temperature gradients during operation [16,17]. Several studies re-
ported that major degradation mechanisms are influenced by tem-
perature [18,19]. Furthermore, it has been shown that temperature
gradients deteriorate the capacity spread among the cells in battery
packs [20–22].
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Figure 5.1: Scope of Chapter 5.

In order to investigate the effects of aging on the module under temperature inhomogeneities, the
module was continuously cycled until the first cell in the module reached a SOH of approximately 80%.
The aging procedure and its results are summarized in the publication Online aging determination in
lithium-ion battery module with forced temperature gradient [246]. The cyclic aging followed the pattern
shown in Fig. 5.2a and is briefly presented in the following. Before starting the aging experiment the
cells were initially characterized using a checkup to determine their capacity, OCV, and RDC at 25 °C.
After the initial checkup, the cells were fully charged and the external temperature gradient ∆T of 5K
between 25 °C and 30 °C was restored and maintained during the following pattern:

• one cycle with a constant-current (CC) discharge/charge,
• followed by a dynamic cycle, which consisted of a discharge with different randomized driving

cycles and a CC charge,
• and finally three consecutive cycles with CC discharge/charge.

This pattern was repeated until twenty cycles (counting CC and dynamic cycles) were reached. The
dynamic cycles are used later in Chapter 6 to investigate the effect of aging on the temperature estima-
tion method. After a relaxation step and restoring the module temperature to 25 °C, the module was
dissipatively balanced to the cell with the lowest cell voltage Ubal and another checkup was performed
for the individual cells. To negate the effects of the checkup on the module, the individual cell voltages
were restored to Ubal before restarting the aging pattern.
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Figure 5.2: a) Flowchart of aging procedure with boundary temperature conditions and evaluation of
the checkups showing b) the capacity and the c) resistance in relation to the initial checkup.
The resistance is the average value for ∆t = 120ms with the shaded areas as indication
for the maximal spread of the different pulses used in the checkup. See Table 2 in [245] for
details. Adapted from [245].

The evaluation of the checkups resulted in the capacity fade and resistance change shown in Fig. 5.2b
and Fig. 5.2c. Analyzing the checkup data with differential voltage analysis (DVA) and a post-mortem
examination of the cells yielded the following additional findings:

• The degradation of the colder cells was linked to lithium plating, possibly due to deeper cycling
and the associated increased mechanical stress on the anode.

• The plating reaction was responsible for the majority of the voltage drift between the cells, which
in sum amounted to more than 75mV.

• The voltage drift limited the module’s accessible energy. However, the dissipative balancing
improved the module utilization.

The results are consistent with Section 2.3 and the effects of low temperature and high current loads
on the anode presented in Fig. 2.6, which lead to lithium plating [123; 124] and site loss of particles [18;
180–182] and consequently reduce the capacity and increase the resistance of a cell. By interconnecting
the cells in a module, this effect was enhanced for the limiting cell at 25 °C, whereas the voltage
window during cycling was limited for the warmer cells above 26 °C, resulting in less aging for these
cells. The relatively small gradient of 5K at moderate temperatures has a critical effect on the system
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behavior, emphasizing the importance of temperature monitoring for each cell in a battery powered
system. Finally, the study showed that the capacity loss correlates with the cumulative load, which is
dissipated during the balancing step in the flowchart of Fig. 5.2a, and hence the SOH of the cells can
be determined using this information.
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A B S T R A C T

Voltage imbalance in lithium-ion battery packs, which leads to impaired utilization of the whole energy-storage system,
is often linked to different self-discharge rates. Despite the established use of balancing circuits, neither the true origin of
voltage imbalance nor the benefits of cell balancing are as yet completely understood. In this study, a forced tem-
perature gradient along six in-series connected, commercial 18650 nickel-rich/SiC cells was applied during cycles
resulting in cell temperatures of between 25 ∘C and 30 ∘C. Every 20 cycles, the 6s1p module was equalized using
dissipative balancing. Aging behavior was analyzed using checkup measurements, differential voltage analysis (DVA)
and conclusive scanning electron microscope (SEM) imaging of negative electrodes. The results obtained in this work
reveal that the forced temperature gradient caused different degradation rates, whereas the colder cells exhibited
aggravated aging behavior, which was linked to lithium plating. Furthermore, the lithium plating caused the majority
of the voltage drift within the module. The application of dissipative balancing enabled an improved utilization of the
module, and increased the discharge energy. Finally, the cumulative balancing charge reflected the capacity differences
between the cells, and could therefore be used for the online determination of relative aging of single cells or cell blocks
in lithium-ion battery packs..

1. Introduction

Over the past decade lithium-ion technology has overcome several
downsides such as high costs, safety hazards and short system life [1,2].
Now, the wide field of applications ranges from mobile devices to de-
centralized energy storage and electric vehicles (EVs). In order to cover
the high energy demand, battery packs usually consist of up to thou-
sands of single lithium-ion cells connected in series and in parallel. A
serial connection of cells increases the system voltage, which, due to
lower current loads, reduces ohmic losses within the battery pack and
charging infrastructure. State-of-the-art battery packs exhibit system
voltages of up to 800V with almost 200 cell blocks in series [3],
whereas each cell block contains cells in parallel. As a consequence,
there is a higher chance for cell block voltages to drift apart, limiting
the available capacity of the battery pack. Deployment of balancing
circuits usually solves this issue [4], however the true origin of voltage
imbalance is still not completely understood. Different self-discharge
rates, which evoke voltage decay without any irreversible capacity loss,
are often stated for being the major reason behind the voltage drift
[5,6]. However, recent studies of state-of-the-art lithium-ion cells with
nickel-rich cathodes and silicon-graphite anodes revealed that differing
self-discharge rates had almost no influence on possible voltage

imbalance, due to low self-discharge currents [7,8].
Due to finite accuracy during the manufacturing processes, cells

vary in their characteristics even immediately after the production
stage. In general, cell parameter variations are usually linked to
minimal differences in the electrode thickness, material composition,
overall component connectivity, etc. among same type produced li-
thium-ion cells [9]. Rumpf et al. showed that initial cell parameters of
mass-produced lithium-ion cells are usually normally distributed,
which is symptomatic of random - and not systematic - deviation during
cell manufacturing [10]. Subsequently, due to negative outliers, it is
inevitable that a serial interconnection of cells or cell blocks results in
reduced pack capacity [11,12]. However, in addition to initial para-
meter variation, lithium-ion cells exhibit intrinsically varying aging
rates, even under the same operational conditions [13], although the
absolute differences remain rather low [7]. Due to spatial location of
each cell in the battery pack it is almost impossible to provide the same
cooling power and thermal condition to each cell [14,15], which leads
to temperature gradients during operation [16,17]. Several studies re-
ported that major degradation mechanisms are influenced by tem-
perature [18,19]. Furthermore, it has been shown that temperature
gradients deteriorate the capacity spread among the cells in battery
packs [20–22].
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A forced temperature gradient was applied by Klein et al. in order to
investigate the influence of non-uniform temperature conditions on
current distributions among cells in parallel [23]. In that investigation,
all cells were placed in an enclosing aluminum casing, while Peltier
elements on each side of the aluminum block controlled the non-uni-
form temperature distribution. Using two lithium-ion cells in series, one
of which was placed in a climate chamber at 55 ∘C and another at 25 ∘C,
Chiu et al. showed that temperature gradients have a negative impact
on pack performance and can induce safety issues, if cell voltage su-
pervision is neglected [24]. However, no detailed information on vol-
tage imbalance was presented. Cordoba et al. demonstrated via simu-
lation that the lifetime of a battery pack depends on the topology,
thermal properties, cell balancing and intrinsic cell parameter varia-
tions, whereas the latter were not significant for the aging progression
of the pack [25]. Unfortunately, voltage-drift progression was not also
presented. Wang et al. compared the aging behaviors of four different
battery pack typologies, including serial connection with uniform
temperature distribution among all cells [26]. The presented empirical
study revealed a higher degradation rate of battery packs compared to
single cell aging. More details on possible roots of such behavior were
provided by Zheng et al. [27]. Reduced capacity of a battery pack
consisting of two cells at 30 ∘C and 45 ∘C connected in series was linked
to voltage imbalance, which was induced by different rates of loss of
lithium inventory. However, no cell balancing during the cycling was
applied. A comprehensive aging study of two 8s14p modules with
dissipative balancing and naturally emerged temperature gradients was
carried out by Campestrini et al. [28]. Results revealed no considerable
deviations between single cell and battery pack aging. Owing to the fact
that dissipative balancing was active during the entire time and not
only during the idle phases, no statement regarding balancing charges
and voltage imbalance could be made, since the influence of im-
pedances was more dominant than the influence of different capacities.

To date, there has been no study investigating module aging with
forced temperature gradients for in-series connections, while evaluating
the root of the voltage imbalance and balancing effort. The goal of this
work is to investigate whether balancing charges can be used for the
online determination of cell aging. In order to isolate the influence of
serial connection, no cells in parallel were considered.

This paper is organized as follows. First, the investigated cells, ex-
perimental setup and all test sequences are described. After that, the
aging progressions of each cell are evaluated and the roots of the aging
are discussed using differential voltage analysis (DVA) and scanning
electron microscope (SEM) imaging. Subsequently, the aging progres-
sion of the module is presented with corresponding energy, voltage drift
and balancing charge progressions. Finally, the results are concluded.

2. Experimental

2.1. Cell and experimental setup

The object of this study was a commercial NMC(nickel-rich)/SiC 18650
high energy lithium-ion cell INR18650-MJ1 from LGChem with a nominal
capacity of 3.5 Ah and a specific energy of 259.6 Wh kg 1. According to the
cell manufacturer, the recommended operation window is between 4.2 V
and 2.5 V. Sturm et al. performed an analysis of active materials and
measured half-cell open circuit voltage (OCV) curves for both electrodes of
the same MJ1 cell [29]. Electrode balancing revealed an oversized cathode
(~ 9.4%) and an almost complete use of the anode (> 99%) [29]. Such
extreme utilization of the anode facilitated the high energy density of the
cell. The amount of silicon in graphite was measured via inductively cou-
pled plasma-optical emission spectroscopy (ICP-OES) and amounted to
~ 3.5 wt % [29]. The ratio of nickel, manganese and cobalt in the active
material of the cathode, determined via ICP-OES, amounted to 82%-6.3%-
11.7% respectively, indicating the dominance of nickel in the cathode.

For this experiment, six pristine cells were selected with constant
current (CC) discharge capacities at 25 ∘C of between 3.461 Ah and

3.47 Ah. The RDC10s value, which is a DC resistance, calculated after a
10 s discharge pulse with 1 C at 50% SOC, ranged from 42.0 mΩ to
43.0 mΩ. Details of each cell, including mean and standard deviation
values, are summarized in Table 1.

Fig. 1a shows the test setup for 6s1p module aging with a forced
temperature gradient. Each cell was encapsulated in a copper block, in
order to allow a thermal contact via heat conduction. The cylinder wall
within the cell block was covered with the high thermal conductivity foil
Softtherm 86/600 with a thermal resistance of 0.2 K W 1 and a foil
thickness of 0.5 mm. Additionally, an increase in cell pressure due to the
mechanical expansion of the cell during lithiation was prevented thanks
to the low Young modulus of the foil material, which amounted to
77 N cm 2. PT100 temperature sensors were integrated into copper
blocks and were mounted onto the surface of each cell. The sensors were
logged with the Cell Measurement Unit (CMU) from Basytec during the
experiment. All temperature sensors in the experimental set up under-
went offset correction at 25 ∘C. Each cell block was screwed to a copper
flat rail, whereby the contact areas were lubricated with a heat paste, in
order to minimize the thermal transfer resistance. Two Peltier elements
MCTE1-19913L-S from Multicomp with attached heat sinks were
mounted onto each side of the flat bar. Each Peltier element was sepa-
rately controlled via a custom-made H-bridge circuit allowing a max-
imum output power of 200 W. For the temperature control, two addi-
tional temperature sensors were used, which were placed in small drill
holes beneath the Peltier elements. Fig. 1b shows temperature settling
with a temperature gradient ΔT = 5 K at 25 ∘C without any current load.
All temperatures became and remained constant after approx. 20 min,
although the temperatures were not completely equidistantly distributed.
Such discrepancy was due to the fact that the copper set-up was not
thermally isolated, which implied a loss heat flow proportional to the
temperature difference between the cell block and the environment. All
cells, including cell blocks, were placed into an assembly with six clip-
boards, which connected the positive and negative tabs of the cells with
gold contact pins in a 4-wire connection. During cycling, each cell vol-
tage was logged with a CMU. Resolution of the CMU voltage measure-
ment amounted to 0.2 mV with an accuracy of 2.5 mV. The clipboard
wiring allowed the connection of all six cells in series. The cycling of the
6s1p module was accomplished with a High Power System (HPS) from
Basytec with a maximum current of 5 A and maximum voltage of 60 V.
Checkup measurements were performed on the cell level with the Cell
Testing System (CTS) from Basytec with a precision of +/- 0.3 mV and
+/- 0.5 µA in the smallest range for the voltage and current measure-
ment respectively. For checkup sequences, the wiring of the clipboard
assembly was changed to single-cell configuration. Fig. 1c shows cell
temperature progression during module cycling with 1 C discharge,
10 min pause and subsequent 1 C charge, while applying a temperature
gradient ΔT = 5 K between 25 ∘C and 30 ∘C. All cells managed to main-
tain a quasi-isothermal condition with a maximum deviation of +/-
0.4 ∘C, which was sufficient for the experiment.

After the aging experiment, SEM images of the anode of a pristine
cell, of the cell, which aged at 25 ∘C and of the cell, which aged at 30 ∘C
were taken. All cells were discharged at 0.5 C–2.5 V using CCCV pro-
tocol with the termination current amounting to 50 mA. Afterwards, all
cells were opened in a glovebox under argon atmosphere and several
samples from each negative electrode were punched out. Finally, SEM
images were taken using a JEOL JCM-6000 in high vacuum mode, with
an acceleration voltage of 15 kV and a high filament and probe current.

Table 1
Overview of parameters of six cells used in the experiment, including the ca-
pacity of the cell and the internal resistance.

Parameter 1 2 3 4 5 6 μ σ

C / Ah 3.461 3.469 3.461 3.47 3.462 3.463 3.464 0.004
RDC10s / mΩ 42.3 42.7 42.3 43.0 42.4 42.0 42.45 0.3507
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2.2. Test sequence

In the following, the checkup routine and overall test sequence are
described. Each checkup measurement included a slow constant current
(CC) discharge at 0.033 C for the purpose of differential voltage analyses
(DVA) and subsequent RDC10s determination at 50% SOC. DVA is an es-
tablished method in order to analyze degradation mechanisms as loss of
lithium inventory (LLI) and loss of active materials (LAM) and was suc-
cessfully applied in the past [8,30,31]. At the same time, the CC discharge
capacity was used for the evaluation of the degradation behavior and the
determination of the absolute irreversible capacity loss. In order to guar-
antee a fixed starting point for a discharge, each cell was charged to 4.2 V
via the constant current constant voltage protocol (CCCV). A detailed
description of the checkup sequence is given in the Table 2. During the
checkup measurements, all cells exhibited 25 ∘C and were rested at this
temperature for at least 2h before the start of the measurement.

Fig. 2 gives an overview of all test sequences during the experiment.
After the initial checkup measurement, the module was equalized by
charging each cell at 25 ∘C to 4.2 V using the CCCV protocol, with a
termination current of 0.001 C. Subsequently a temperature gradient
ΔT = 5 K at 25 ∘C was applied with a thermal equalization time of 2h, in
order to establish a homogeneous temperature distribution of between
25 ∘C and 30 ∘C. The cycling routine included four CC cycles with 1 C, and
charge and discharge termination at the cell level at 4.2 V and 2.5 V

respectively. For further investigations, which are not discussed in this
work, a concatenation of randomly chosen load profiles from the data-
base presented in [32] was applied with the same discharge termination
criteria. A dynamic cycle was deemed to be a single CC cycle, despite the
higher charge throughput. Subsequently, the module was CC charged to
4.2 V. Combined with CC cycles, the whole sequence was repeated four
times, resulting in 20 consecutive cycles. After each cycling sequence, the
temperature distribution was set back to 25 ∘C. All cells rested for at least
12 h after the last 1 C charge, so that most overpotentials were decayed
[33]. Subsequently, clipboard wiring was changed to single cell config-
uration and each cell was connected to the CTS. Dissipative balancing
was performed by discharging each cell to the lowest cell voltage Ubal

(see Fig. 2) within the module using a CCCV protocol, with the termi-
nation current of 0.001 C. After that, the aforementioned checkup se-
quence from Table 2 took place, with conclusive 0.33 C, 0.66 C, 1 C
charge and discharge pulses at 50% SOC, whereas a 1 C discharge pulse
was used for RDC10s determination. At the end, each cell was charged to
the latest Ubal using a CCCV protocol, with a termination current of
0.001 C. This approach reduced the possible influence of checkup mea-
surement on the voltage drift within the module. During the experiment,
200 cycles and 11 checkup measurements were conducted.

3. Results and discussion

3.1. Cell level

In the following, the evaluation of checkup measurements during the
experiment is presented and discussed. Fig. 3a depicts the progression of
relative capacity for each cell over 200 cycles. The colors in Fig. 3 re-
present the position of each cell along the temperature gradient, whereby
blue represents the coldest cell at 25 ∘C, and red represents the hottest cell
at 30 ∘C. The results reveal that the forced temperature gradient facilitated
different aging rates within in-series connection. During the first 40 cycles,
all cells exhibited similar aging rates. Afterwards, the cell at 25 ∘C started
to show an aggravated aging behavior, which continued till the end of the
experiment, when it reached almost 80% of the initial capacity. The cell at
26 ∘C also exhibited an aggravated capacity loss, however the aging rate

Fig. 1. (a) Overview of the test setup for 6s1p module aging with forced temperature gradient, (b) cell surface temperature while applying a temperature gradient ΔT =
5 K without current load, (c) cell surface temperature during 1 C discharge, 10 min pause and subsequent 1 C charge, while applying a temperature gradient ΔT = 5 K.

Table 2
Checkup sequence consists cycles for cell capacity determination (steps 3-4)
and determination of internal impedance RDC10s (steps 5-7).

Step Parameters Termination

1. Charge CCCV =I 0.5 C, =U 4.2 V I < 0.001 C
2. Pause t > 30 min
3. Discharge CC =I -0.033 C U < 2.5 V
4. Pause t > 30 min
5. Charge CC =I 0.5 C SOC >50%
6. Pause t > 10 min
7. Discharge CC =I -1 C t > 10 s
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seemed to decelerate towards the end of the experiment, when it finally
reached approx. 90% of the initial capacity. Cells above 26 ∘C all showed
similar aging behavior, reaching approx. 94% of their initial capacities
after 200 cycles. The progression of the impedance increase is depicted in
Fig. 3b. The cell at 25 ∘C showed the highest increase, resulting in approx.
130% of the initial impedance at the end of the experiment. Similar to
capacity progression, the cell at 26 ∘C also showed an additional im-
pedance increase, whereas cells above 26 ∘C exhibited the least impedance
increase. Furthermore, Fig. 3c presents the correlation between the re-
lative capacity loss and impedance increase, which is similar for all cells in
the module. It stands to reason that impedance could be used for the
online determination of aging inhomogeneities within the scope of the
presented 6s1p MJ1 module aging. However, not all lithium-ion cells ex-
hibit such a consistent correlation between capacity loss and impedance
increase [34], which makes this method not generally applicable.

The aforementioned aging behavior might be linked to the fact, that
the charge throughput of a serial connection of cells is usually de-
termined by the cell, which reaches the end of charge and discharge
voltages first. It results in maximum depth of discharge (DOD) for the
limiting cell and decreasing DOD for other cells during the course of
aging. Furthermore, temperature dependency on degradation behavior
during cycling and in particular improved capacity retention at ele-
vated temperatures, were already reported in literature [35–37]. Such
behavior was linked to irreversible capacity loss due to lithium plating

at lower temperatures.
In general, power fade and deteriorating energy storage ability are

often linked to side reactions and the loss of active materials (LAM) on
both electrodes [30,38]. LAM is usually attributed to the particle
cracking and loss of electrical contact [30]. In that way, a part of the
electrode’s active mass is no longer available for the intercalation and
deintercalation of lithium, which can be observed in the compression of
the half-cell potential [39]. Anodic side reactions, such as the growth
and repair of the solid electrolyte interface (SEI), result in LLI, which
leads to a delithiation of the negative electrode and an associated shift
of the anode half-cell potential, resulting in capacity decrease [40].
Several studies have shown that both degradation mechanisms might
occur simultaneously in cells with a pure graphite anode [41] and with
a silicon-graphite blend anode [42,43]. Furthermore, LAM at low SOCs
was deemed to be responsible for degradation of the silicon-graphite
electrode due to high mechanical stress during lithiation [44,45].

Cathodic side reactions, such as electrolyte oxidation and transition-
metal dissolution, provoke a reinsertion of lithium into the positive
electrode, which can be observed in form of a potential decrease
without any capacity loss [46,47], and might even lead to an increase in
cell capacity [31]. Similarly to anodic side reactions, cathodic side re-
actions also result in an associated shift of the cathode half-cell po-
tential. However, side reactions, such as transition metal dissolution,
might also lead to LAM. It has been shown that increased NMC cathode

Fig. 2. Overview of all test sequences used in the aging experiment. Figure at the bottom depicts different current loads, whereas the figure at the top depicts the
corresponding voltage response.

Fig. 3. (a) Relative capacity loss of each cell, (b) relative impedance increase of each cell, (c) correlation between capacity loss and impedance increase.
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potential accelerated the degradation of active materials [48,49],
especially in the case of nickel rich cathodes [50].

Due to the shift and compression of half-cell potentials, the described
degradation mechanisms can be observed via differential voltage analysis
(DVA), which has been already successfully applied in the past [51].
Fig. 4a depicts the differential voltage in the discharge direction of the
MJ1 cell, with accordingly distinctive material markers. Graphite elec-
trodes usually exhibit a steep ascent of the potential towards delithiation
[52]. Silicon-graphite composite electrodes, on the other hand, exhibit a
smoother increase [53]. A smooth increase of this type results in two
distinctive peaks in the differential voltage of the negative electrode and
can be also observed in the full-cell characteristic between 2.9 Ah and
3.4 Ah in Fig. 4a. The distance between those two peaks is attributed to
the storage capability of silicon. The peak at ca. 1.4 Ah indicates the
phase transition between LiC12 and LiC6 [54]. Further phase transition
peaks of graphite are located between 2.4 Ah and 2.7 Ah. Finally, the
nickel-rich cathode is represented only with one peak at ca. 0.7 Ah [29].

Fig. 4b shows the evolution of differential voltages of the cell at
25 ∘C during cycling, whereby all curves are aligned at the left side.
Over the course of aging, the distance between Si distinctive peaks
decreased, such that no part of either peak was noticeable, which is a
sign for the loss of storage capability of silicon in the anode. However,
the overall cell capacity loss was much higher and bore no relation to
the loss of silicon, as depicted by ① in Fig. 4b. Furthermore, a shift of
the NMC peak was observed ②. Previously, a case study was conducted,
which investigated how different degradation mechanisms influence
the differential voltage of the full cell through the compression and
shifting of the half-cell potentials of the MJ1 cell [8]. The results re-
vealed that the shift in the NMC peak as in ② is a sign of LAM at the
negative electrode, which occurred at low SOC. Despite a small shift in

the main graphite peak, no statement regarding the LLI can be made,
since the negative electrode suffered from LAM according to DVA. The
cell at 30 ∘C did not exhibit such severe degradation, as shown in the
evolution of differential voltages during cycling in Fig. 4c. It can be seen
that the presence of silicon faded ① over the course of aging, however,
in contrast to the cell at 25 ∘C, the remainder of the differential voltage
characteristics stayed almost the same.

From DVA it can be concluded that both cells suffered from a loss of
silicon in the anode during cycle aging, which has been already re-
ported in literature [44,45]. Such behavior was linked to the high vo-
lumetric expansion of silicon particles during the lithiation, which fa-
cilitated the separation of the electrical contact between particles. The
cell at 25 ∘C suffered additionally from LAM at low SOC, which most
likely led to the observed capacity decrease.

Deteriorated aging behavior is often linked to the deposition of me-
tallic lithium, also referred to as lithium plating, which occurs on the
negative electrode during charging [55]. Triggered by cell operation at
high charge rates and/or low temperatures, lithium plating leads to se-
vere capacity loss due to the formation of passivating surface films and
due to the consumption of lithium [56,57]. Lithium plating occurs if the
potential at the graphite electrode-electrolyte interface falls below 0V vs.
Li/Li+. Under certain circumstances a reverse reaction - lithium strip-
ping - can be observed, however this process is not completely reversible
[58,59]. The presence of lithium stripping is usually a clear evidence for
occurred plating reaction. A striping reaction is evident in the relaxation
voltage, which exhibits a slower relaxation, sometimes even a plateau
and is usually lower than normal relaxation voltage [60,61].

Fig. 5a depicts cell voltages and Fig. 5b temperatures during the
140th cycle and the subsequent relaxation phase at 25 ∘C before the
balancing routine. After the cycling, the temperature control auto-
matically switched to 25 ∘C for each cell and reached its set temperature

Fig. 4. (a) Measured differential voltage of the full cell for a 0.033 C discharge
with assigned characteristic material markers, (b) differential voltage progres-
sion of the cell cycled at 25 ∘C, (c) differential voltage progression of the cell
cycled at 30 ∘C.

Fig. 5. (a) Cell voltages and (b) temperature during the 140th cycle and sub-
sequent relaxation phase at 25 ∘C, (c) enlarged view of cell voltages during the
relaxation phase.
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after 20 min, as shown in Fig. 5b. Therefore, during the relaxation
process, all cells exhibited 25 ∘C. Fig 5c depicts an enlarged view of
Fig. 5a. It can be seen that cells aged at 25 ∘C and 26 ∘C, which also
showed deteriorated aging behavior, differed in voltage relaxation. The
cell aged at 25 ∘C in particular exhibited the aforementioned stripping
behavior, whereas cells above 26 ∘C exhibited a normal voltage re-
laxation behavior. Severe aging behavior of the cell at 25 ∘C was
therefore most likely due to lithium plating. However, since it has been
shown that voltage-plateau technique might be misleading due to
concentration gradients within the cell [62], a post-mortem analysis
was carried out and is described in the following.

In order to verify the presence of lithium plating, SEM images of the
negative electrode were taken, whereby a pristine cell, the cell aged at
25 ∘C and the cell aged at 30 ∘C were compared. In the case of the in-
homogeneous texture of the electrode, the probes were taken from areas
which were the majority of the electrodes surface. Fig. 6a shows the anode
particles of the pristine cell. The structure of the anode in Fig. 6b, which
belongs to the cell aged at 30 ∘C, is not entirely altered, however, the ar-
rangement of particles seems to be more dense. Such slight electrode

degradation is in accordance with results from the DVA. In contrast,
Fig. 6c, which represents the anode of the cell aged at 25 ∘C, shows severe
structural differences. Individual graphite particles are no longer visible
due to the inhomogeneous surface film near the separator. A provoked
crack of the graphite electrode, which is shown in Fig. 6d, confirms that
the observed film is confined to the surface layer, since intact particles are
visible beneath it. Combined with results from DVA and voltage relaxa-
tion, the observed surface film is most likely a deposition of metallic li-
thium. Several simulative investigation of lithium plating revealed that
such films initially occur near the separator [58,63], which is in ac-
cordance with the findings from the evaluation of SEM images.

Despite the use of easily deformed heat foil in the cell holder, the
compression of cells can not be completely ruled out. It has been reported,
that compression might facilitate lithium plating [64]. However, since all
cells from the 6s1p module were placed in cell holders, and a clear tem-
perature dependency regarding the aging behavior was observed, com-
pression was most likely not the major reason for lithium plating.

The evaluation of single cell aging behavior revealed that the forced
temperature gradient was able to cause different aging rates within a

Fig. 6. SEM images of the negative electrode of (a) pristine cell, (b) cell aged at 30 ∘C, (c) cell aged at 25 ∘C, (d) cell aged at 25 ∘C with a provoked crack.

Fig. 7. (a) Progression of the module CC discharge energy before and after balancing, (b) end of charge and discharge voltages of each cell in the first cycle after
balancing, (c) end of charge and discharge voltages of each cell in the last cycle before balancing.

I. Zilberman, et al. Journal of Energy Storage 28 (2020) 101170

6

5 Effects of Temperature Inhomogeneities on Battery Modules under Cyclic Aging

102



6s1p module. During cycle aging, all cells suffered from the loss of
storage capability of the silicon. Cells aged at 25 ∘C and 26 ∘C ad-
ditionally experienced lithium plating, which led to severe capacity loss
due to the loss of active materials of the anode at low SOC.
Furthermore, the limiting cell experienced the highest DOD and
therefore the highest mechanical stress, which could increase over-
potentials and facilitate lithium plating.

3.2. Module level

In the following, the influence of different cell degradation rates on
module aging behavior is described and progressions of module dis-
charge energy, voltage imbalance and balancing charges are presented.
Fig. 7a shows the progression of module discharge energy, which was
withdrawn in the last cycle before and at the second cycle after the
balancing procedure. The second discharge cycle was used for com-
parison due to the application of the dissipative equalization technique,
which deteriorated the discharge energy of the first cycle after balan-
cing. The results reveal that the discharge energy decreased almost by
half after 200 cycles, despite the positive influence of cell balancing.

The origin of such behavior lay in the progression of cell voltages,
which are shown in Fig. 7b and c. Fig. 7b depicts the end-of-charge and
end-of-discharge voltages after - and Fig. 7c before - the balancing
routine. From the beginning of the experiment, the cell at 25 ∘C re-
mained the limiting cell, reaching the end-of-charge and discharge
voltages first, whereas the cell at 30 ∘C exhibited the highest end-of-
discharge voltage as early as the first cycle. Such behavior was linked to
reduced overpotentials of lithium-ion cells at higher temperatures [65].
The combination of aggravated capacity loss and impedance increase of
the cell at 25 ∘C, and steep slope of the OCV in the low SOC region
resulted in an increasing difference between the end-of-charge voltages.
Such behavior is not unusual, since the goal of dissipative balancing is
to maximize the available energy by equalizing cell voltages at the
upper area of the SOC. In that way, cells would exhibit higher voltage
during the discharge, resulting in a higher voltage discrepancy towards
the end-of-discharge, as confirmed by the presented results.

Despite the application of dissipative balancing, the differences between
single end-of-charge voltages also increased during the module aging. Due
to the lack of a CV phase after CC charging and the high impedance of the

limiting cell, the relaxation voltage was several hundred mV lower than the
end-of-charge voltage at 4.2 V. Equalization at the relaxation voltage and
increasing capacity difference consequently led to a voltage drift at the end
of charge. Such balancing strategy would not be applicable for industrial
applications, since the module was not optimally utilized, however, it de-
monstrated that dissipative balancing was able to improve overall energy
content. The influence of balancing can be also seen in Fig. 7b, in which the
end-of-charge voltages are slightly higher than in Fig. 7c, which allowed a
longer discharge, resulting in increased energy.

The dissipated balancing charges for each cell after every 20 cycles
are shown in Fig. 8a. The limiting cell at 25 ∘C exhibited the lowest
voltage before the balancing routine. Therefore its balancing charge
remained zero over the course of the experiment. Even after the first 20
cycles, the balancing charge started to increase, whereas the cell at
30 ∘C remained the cell with the highest balancing effort. Since the
differences between single balancing charges were not clearly separ-
able, the cumulative balancing charge was additionally evaluated,
which is shown in Fig. 8b. The progressions of cumulative balancing
charges reveal a finer resolution of the temperature dependency,
whereas the higher temperature during cycling resulted in a higher
cumulative balancing charge. Fig. 8c depicts differences between the
capacity of the limiting and the remaining cells during the experiment.
A correlation plot between the cumulative balancing charge and ca-
pacity differences, shown in Fig. 8f, reveals a strong correlation
(Pearson = 0.995) between the two parameters. It can be therefore
deduced that within the scope of the presented experiment, a cumula-
tive balancing charge might be used for online aging determination, or
at least for the recognition of lithium plating.

Fig. 8 d depicts voltage differences between the limiting and the re-
maining cells immediately before the balancing procedure, and after 12 h of
voltage relaxation at 25 ∘C. The voltage differences increased during the
aging, despite the application of dissipative balancing every 20 cycles. At
the end of the experiment, the voltage difference between the limiting and
remaining cells amounted to almost 20 mV. Assuming that changes in OCV
during aging are negligible and that all cells exhibit almost the same self-
discharge rates, an equal charge and discharge of the in-series connection of
cells would not lead to any voltage drift, since all cell blocks would exhibit
the same charge throughput. Even altering capacities and impedances
would not cause a voltage drift, as long as the charge throughput were the

Fig. 8. (a) Progression of balancing charge of each cell, (b) cumulative balancing charge of each cell, (c) capacity differences between the limiting and remaining
cells, (d) progression of voltage differences between cells with the lowest and remaining voltages at the end of the relaxation phase, (e) cumulative voltage differences
between cells with the lowest and remaining voltages at the end of the relaxation phase, (f) correlation between cumulative balancing charge and capacity differences
with the corresponding Pearson coefficient.
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same for all cell blocks. In contrast to that, in the case of lithium plating, the
charge would not only participate in the main intercalation reaction but also
in parasitic plating reaction, resulting in the formation of passivating surface
films. In that way, cells, which experienced lithium plating would exhibit
lower charge throughput, resulting in lower SOC. Therefore, in combination
with the asymmetric characteristic of the reversed stripping reaction [60],
the observed high voltage drift within the 6s1p module is most likely linked
to lithium plating.

The cumulative voltage differences, as shown in Fig. 8e reveal similar
dependency in comparison to cumulative balancing charges. However,
this outcome is due to the linear relationship between the OCV and SOC,
where the evaluation of relaxation voltages took place. If the OCV
characteristic exhibited a high curvature or, in general, a non-linear
behavior, the cumulative voltage differences would be misleading.

Despite the fact that the complete potential of the 6s1p module was
not utilized during cycling, dissipative balancing accomplished to in-
crease the energy of the module. Voltage drift was most likely brought
about by the lithium-plating reaction of colder cells and cumulative
balancing charge was able to reflect differences in the capacity and
aging behavior of single cells.

4. Summary and conclusion

In this work, cycle aging behavior of a 6s1p battery module with
dissipative balancing and forced temperature distribution was in-
vestigated. The temperature gradient amounted to 5 K, ranging from
25 ∘C to 30 ∘C during cycling. After every 20 cycles the temperature of
all cells was set to 25 ∘C, after which the balancing routine and checkup
measurements were conducted. Degradation mechanisms were ana-
lyzed using differential voltages over the course of the experiment.
Additionally, SEM images of negative electrodes were taken as a part of
post-mortem analysis. The main findings are summarized below:

1. Temperature gradient during cycling led to differing aging rates,
whereas the colder cells showed aggravated aging behavior. DVA
revealed that all cells suffered from the loss of storage capabilities of
silicon. However, the severe degradation of colder cells was linked
to lithium plating, possibly due to deeper cycling and therefore the
increased mechanical stress of the negative electrode.

2. Plating reaction caused the majority of the voltage drift within the
in-series configuration of cells, limiting the module’s available en-
ergy. The application of dissipative balancing allowed an improved
utilization of the module.

3. The cumulative balancing charge showed a strong correlation with
capacity differences between the limiting and remaining cells.

The results of this experimental study suggest, that the evaluation of the
cumulative balancing charge might be used for the online detection of li-
thium plating in MJ1 battery packs. However, there are some limitations to
this approach. The equalization must take place in an idle state, in order to
ensure that the terminal voltage is not disturbed by high load currents.
Additionally, a homogeneous temperature distribution must be provided
during the balancing procedure. Furthermore, a sufficient voltage mea-
surement accuracy, low tolerance balancing resistors and stable clock source
for numerical current integration have to be considered in the BMS design.
Therefore, further validation must be performed in order to ensure the
applicability of the presented balancing strategy with different lithium-ion
chemistries, battery pack configurations and different thermal gradients.
Future work will address how different aging mechanisms affect the OCV
and the terminal voltage, and subsequently the state of inhomogeneity of
the battery pack.
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6 Sensorless Online Pulse Resistance Temperature
Estimation - Aging Compensation

The scope of Chapter 6, as depicted once again in Fig. 6.1, is the continuous determination of tempera-
ture over aging. However, the influence of aging on impedance based temperature estimation methods
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A B S T R A C T

Over the last decade, several impedance-based temperature estimation methods for lithium-ion cells have been
proposed in the literature. However, the influence of cell degradation on these methods is rarely considered. In
this paper, we therefore investigate the influence of aging on the temperature estimation method, presented in
our previous work, by tracking the capacity fade and resistance change of a 6s1p module over 200 cycles. Both
capacity fade and resistance change were found to affect the accuracy of the temperature estimation method,
leading to a root mean square error (RMSE) of up to 15K without adaptation to cell aging. Fitting the reference
used for temperature estimation with linear operations and a nonlinear least-squares solver (NLS) to the aging
data proved to be a valid method of compensating for the effects of aging. Derived from the fitting results,
an online applicable aging adjustment scheme based on the checkup values is proposed to maintain a stable
temperature estimation over battery lifetime. Using a simple resistance offset correction and an accurate state
of charge and health estimation, the temperature estimation error stabilizes at an average RMSE of below 2K
for each cell in the module over its entire lifetime.

1. Introduction

Temperature is one of the key influence factors affecting the capac-
ity loss [1–3], performance [4] and safety [5,6] of lithium-ion batteries
(LIBs). Monitoring and controlling the temperature of cells in a battery
pack is therefore an essential task of any battery management system
(BMS) and/or thermal management system. This can be a challenging
task, especially in larger battery packs with many cells, since a system
for monitoring all cell temperatures would create additional weight,
cost and complexity resulting from the temperature sensors, wiring
and sensor evaluation. For this reason, several methods have been
developed to determine a cell’s temperature that do not require a
temperature sensor [7–23]. The majority of these methods are based
on criteria gained from an electrochemical impedance spectroscopy
(EIS). Although these approaches eliminate the need for a tempera-
ture sensor, the required excitation hardware for the EIS results in

∗ Corresponding author.
E-mail address: sebastian.ludwig@tum.de (S. Ludwig).

additional cost and weight. Recently, Xie et al. [21] and Wang et al.
[22] developed methods of directly estimating the temperature from
current and voltage measurements of the battery load. The approach
of Xie et al. [21] is based on a 1D thermal model combined with a
dual Kalman filter. Wang et al. [22] also use a dual Kalman filter,
however, in combination with a single-particle model. In a similar
way to [21,22], we have developed a new method for temperature
estimation, as presented in our most recent work [23], based on battery
load changes. This method determines the cell temperature using a
direct current resistance (𝑅DC) reference, and the resistance calculate
from naturally occurring load changes in the time domain to determine
the cell temperature. All three approaches [21–23] eliminate the need
for additional excitation hardware.

However, many methods in the literature, including our own, con-
tinue to display a major knowledge gap regarding long-term stability.
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Figure 6.1: Scope of Chapter 6.

is hardly investigated in the literature, as Table 2.5 showed. Only a few studies (#4, #11, #16, and
#22) consider and investigate the influence of aging. Others studies (#7, #12, #13, #15, and #20)
exclude aging effects and refer to the results of the studies, which investigated aging. And still others
exclude effects of aging on their method (#1 and #14) or neglect the topic aging entirely (#2, #3,
#5, #7, #9, #17, #18, #19, #23, and #25). As the results of Chapter 5 show, the capacity and
resistance of a LIB can change significantly over aging. A majority of the existing studies in Table 2.5
do not investigate the effect of aging on their methods and only study #16 proposes an adaptation
methodology. The method developed in Chapter 4 is dependent on both parameters, capacity and re-
sistance, since it is based on an exact SOC determination and a static reference for the relation between
resistance and temperature. This raised the questions of whether the method from Chapter 4 can be
used without further ado over the lifetime of a LIB, or whether adjustments to aging are necessary.
And if they are necessary, how they can be implemented.

The following publication, entitled Adaptive method for sensorless temperature estimation over the
lifetime of lithium-ion batteries [245], sets out to answer these questions. Initially, the publication
focuses on the effects of aging on the temperature estimation method presented in Chapter 4 and
its performance without any adjustment. The results show that without any adjustment to aging
the method performs poorly and the RMSE of the cell aged at 25 °C rises to 15.0K, followed by
the cell at 26 °C with a RMSE of approximately 7.5K. The other four cells with temperatures of
27K and above end at a RMSE of roughly 2.9K. As a consequence of the rapidly increasing RMSE,
an adjustment scheme was developed, which relies on the adjustment of the RDC reference of the
temperature estimation method. For this purpose the RDC reference was interpolated and refitted
to the corresponding cell temperatures between 25 °C and 30 °C. After that, the RDC reference was
adjusted to fit the RDC values gained from the dynamic cycles applied to the module during the aging
procedure, as shown in the flowchart in Fig. 5.2a. The adjustment was achieved solely by scaling and
shifting the initial RDC reference according to Eq. (6.1) using a nonlinear least-squares solver (NLS)
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in MATLAB.

RDC,fit(Qdis) ≈
8∑

i=0
xT ,i ·

(
Qdis

Cact
+ ˜SOC0

)
︸ ︷︷ ︸

C fade

i

+ R̃DC,offset︸ ︷︷ ︸
RDC increase

(6.1)

The initial reference for each temperature T was represented by a 8th degree polynomial with the
coefficients xT ,i. The initial variable of the reference polynomial, the SOC, was expanded to Qdis

Cact
+

˜SOC0, which allowed to adjust the polynomial along the x-axis by scaling the charge throughput Qdis

to the actual capacity Cact of the cycle and shifting the SOC starting point of the dynamic cycle to
˜SOC0. Shifting the reference along the y-axis was realized by adding the offset term R̃DC,offset. The

comparison with the values needed for the adjustment in Eq. (6.1) and the checkup results, as shown
in Fig. 5.2b and Fig. 5.2c, revealed a strong correlation between the capacity fade and ˜SOC0 as well
as the resistance change and R̃DC,offset. Ultimately, that means that the method can be adapted to
aging as long as the SOC determination over aging is correct and a resistance offset value can be
calculated regularly at a defined temperature. In the publication [238] from Chapter 5, a method for
determination of the SOH using the accumulated balancing loads is presented and additionally there
exist various methods in the literature [247–252] for a correct SOC determination over the course of
aging. The resistance offset R̃DC,offset could be determined during regular maintenance or idle periods
of the battery system. During the idle periods, the battery system must be in a thermal equilibrium
state and the actual temperature for the system must be determined via a conventional temperature
sensor. By applying a pulse excitation on the battery for a short period of time, for example by
intentionally turning on the load of the system, the new offset value can be calculated.

Finally, the accuracy of the developed aging adjustment method was evaluated and compared to the
initial result without adjustment. By using the adjustment method with the values of the NLS, the
initial RMSE of the cell aged at 25 °C was reduced from a maximum of close to 15K to a maximum
of 2K. On average over all cycles, the error of the individual cells was between 0.80K and 1.02K. By
using the adjustment method with the values gained from the checkups, the RMSE was also reduced
and reached a maximum value of 4K. On average over all cycles, the error of the individual cells was
between 0.88K and 1.51K. Comparing the accuracy of the temperature estimation with the RMSE
values from Table 2.6, the aging adjusted method is still better than study #9 with the highest error
of 4.94K and is close to the average RMSE of 0.858K for the cells with lowest error.

Authors Contribution
The experimental data was collected in the context of the publication from Chapter 5 and the con-
tributions of the authors are accordingly as mentioned in Chapter 5. Furthermore, Sebastian Ludwig
evaluated the data, developed the method presented in the study, and wrote the manuscript. Prelimi-
nary results and the initial manuscript were discussed with Andreas Oberbauer, Marcel Rogge, Macro
Fischer and Mathias Rehm. Andreas Jossen supervised this work, all authors edited and reviewed the
manuscript.
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this paper, we therefore investigate the influence of aging on the temperature estimation method, presented in
our previous work, by tracking the capacity fade and resistance change of a 6s1p module over 200 cycles. Both
capacity fade and resistance change were found to affect the accuracy of the temperature estimation method,
leading to a root mean square error (RMSE) of up to 15K without adaptation to cell aging. Fitting the reference
used for temperature estimation with linear operations and a nonlinear least-squares solver (NLS) to the aging
data proved to be a valid method of compensating for the effects of aging. Derived from the fitting results,
an online applicable aging adjustment scheme based on the checkup values is proposed to maintain a stable
temperature estimation over battery lifetime. Using a simple resistance offset correction and an accurate state
of charge and health estimation, the temperature estimation error stabilizes at an average RMSE of below 2K
for each cell in the module over its entire lifetime.

1. Introduction

Temperature is one of the key influence factors affecting the capac-
ity loss [1–3], performance [4] and safety [5,6] of lithium-ion batteries
(LIBs). Monitoring and controlling the temperature of cells in a battery
pack is therefore an essential task of any battery management system
(BMS) and/or thermal management system. This can be a challenging
task, especially in larger battery packs with many cells, since a system
for monitoring all cell temperatures would create additional weight,
cost and complexity resulting from the temperature sensors, wiring
and sensor evaluation. For this reason, several methods have been
developed to determine a cell’s temperature that do not require a
temperature sensor [7–23]. The majority of these methods are based
on criteria gained from an electrochemical impedance spectroscopy
(EIS). Although these approaches eliminate the need for a tempera-
ture sensor, the required excitation hardware for the EIS results in

∗ Corresponding author.
E-mail address: sebastian.ludwig@tum.de (S. Ludwig).

additional cost and weight. Recently, Xie et al. [21] and Wang et al.
[22] developed methods of directly estimating the temperature from
current and voltage measurements of the battery load. The approach
of Xie et al. [21] is based on a 1D thermal model combined with a
dual Kalman filter. Wang et al. [22] also use a dual Kalman filter,
however, in combination with a single-particle model. In a similar
way to [21,22], we have developed a new method for temperature
estimation, as presented in our most recent work [23], based on battery
load changes. This method determines the cell temperature using a
direct current resistance (𝑅DC) reference, and the resistance calculate
from naturally occurring load changes in the time domain to determine
the cell temperature. All three approaches [21–23] eliminate the need
for additional excitation hardware.

However, many methods in the literature, including our own, con-
tinue to display a major knowledge gap regarding long-term stability.
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To our knowledge, the effects of aging on impedance-based temper-
ature estimation methods have so far only been investigated by Rai-
jmakers et al. [10] and Zhu et al. [14]. For Raijmakers et al. [10],
the intercept frequency 𝑓0, which is the frequency at the zero crossing
of the imaginary part of the EIS, is the key parameter for estimating
temperature. To investigate the influence of aging on their estimation
method, an 7.5Ah NCA cell was cycled to a remaining capacity of about
75%. The results indicated, that the functional relation between 𝑓0
and temperature is not affected by the capacity loss. The authors thus
concluded that their method is state of health (SOH) independent. Zhu
et al. [14] identified a frequency range, within which the phase shift
and the impedance magnitude of the EIS can be used to estimate the
temperature. The effects of aging on their method were investigated
by subjecting a cell to more than 400 cycles to a remaining capacity
of 75%. The aging procedure increased the impedance, though the
phase shift characteristic remained largely unaffected. The authors
concluded that their method requires updating in line with the SOH,
for instance during regular vehicle maintenance. Srinivasan et al. [7]
developed a method of estimating the temperature that relies solely on
the phase shift in the frequency range of 40Hz to 100Hz. They attribute
the temperature dependence of their method to the ionic conduction
of the solid-electrolyte-interphase (SEI) between the anode and the
electrolyte. By arguing that the degradation of LIBs mostly affects the
cathode and that the anode remains virtually unchanged under normal
use conditions of the cell, investigations on the effects of aging on their
temperature estimation method have been excluded. A few authors [16,
18,19] at least consider the topic of aging before excluding any further
investigations on the effects of aging on their method by arguing that
their method is based on an EIS feature, which is independent of aging
according to Raijmakers et al. [10] and/or Zhu et al. [14]. However,
the majority of publications [8,9,11,13,15,17,20–23] do not consider or
mention the effects of aging on their temperature estimation method
at all. Furthermore, to our knowledge, there are currently no studies
into the effects of aging on temperature estimation methods under
dynamic load profiles, which would be more application-oriented than
the constant current (CC) cyclic aging employed in [10,14].

For this reason, this publication aims to investigate the effects of
aging on our temperature estimation under dynamic load profiles based
on the 𝑅DC described in our previous work [23] and to present an
adjustment method for the 𝑅DC reference to counter the effects and
maintain a stable temperature estimation over the lifetime of the bat-
tery. To preserve the online suitability of our method, the adjustment
is based solely on figures that are commonly available in a BMS or can
be derived from generally monitored values, such as cell current and
voltage. The adjustment method uses these values to scale and shift
the 𝑅DC reference so as to automatically compensate for the effects of
capacity loss and the resistance change of the cells during aging.

The remainder of this publication is structured as follows. Sec-
tion 2 introduces the experimental investigation, including the ex-
amined cells, the experimental setup and the aging procedure. The
temperature estimation method from our previous work [23] is briefly
outlined at the end of Section 2. Section 3 presents the results of
the aging procedure. Subsequently, the adjustment scheme and the
results of the temperature estimation using the adjustment scheme are
presented and discussed. Section 4 summarizes the results and presents
the key conclusions of the study.

2. Experiment

The examined cells and the experimental setup used in this aging
study, are the same as those in [24]. The previous study [24] investi-
gated the cyclic aging behavior of a 6s1p module under an enforced
temperature gradient and concludes that the capacity loss correlates
with the balancing effort of the cells in the module. Two categories
of load cycles were used to age the module. The first category com-
prises standard CC discharge/charge cycles, while the second category

Table 1
Initial capacities 𝐶init and resistances 𝑅DC,10 s along with the expectation (𝜇) and
standard deviation (𝜎) of the module cells at 25 °C [24]. The capacity was measured in
accordance with the manufacturer’s standard a discharge procedure with 𝐼CC = −670mA
(−0.2C) from 4.2V to 2.5V, followed by a constant voltage (CV) stage with a cut-off
current of 𝐼CV > −50mA. The resistance was measured at 50% SOC with a discharge
current of 1.0C.

Parameter Cell
𝜇 𝜎

𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6

𝐶init/Ah 3.461 3.469 3.461 3.470 3.462 3.463 3.464 0.004
𝑅DC,10 s/mΩ 42.3 42.7 42.3 43.0 42.4 42.0 42.45 0.3507

consists of dynamic electric vehicles driving cycles derived from [25],
which were intended for the validation of the temperature estimation
method presented in our previous work [23] as well as for the inves-
tigation of the method’s performance during aging presented in this
publication. In the following, we present a comprehensive description
of the cells, the experimental setup used and the aging experiment
conducted in [24].

2.1. Cells

The aging study was conducted on six INR18650MJ1 nickel-rich
NMC/SiC cylindrical cells made by LG-Chem, with a minimum nominal
capacity of 3.35Ah. The active cathode material is composed of 82%
nickel, 6.3% manganese, and 11.7% cobalt [26]. The proportion of
silicon in the anode amounts to 3.5wt% [26]. The initial cell parameters
are presented in Table 1.

2.2. Setup

Fig. 1a shows the setup for the aging experiment with an imposed
temperature gradient. Each of the six cells from Table 1 was encased
in a high thermal conductivity foil and embedded in a copper block.
The copper blocks were screwed onto a copper crossbar. To minimize
the thermal transfer resistance between the blocks and the crossbar, the
contact areas were lubricated with a heat paste. Two Peltier elements
were placed at the ends of the crossbar to generate a constant tem-
perature gradient 𝛥𝑇 along the crossbar, thus creating a temperature
gradient over the cells. PT100 temperature sensors were integrated into
the copper crossbar and blocks to control the temperature gradient
and monitor the cell temperatures. Each cell was connected separately
using a clipboard with gold contact pins in a 4-wire configuration. The
clipboards can either be configured to a 6s1p module or be used for
individual cell investigations. In module configuration, a high power
system (HPS) made by BaSyTec was used to cycle the cells, while
a cell measurement unit (CMU), also from BaSyTec, monitored the
individual cell voltages (𝑈1 …𝑈6) and temperatures (𝑇1 … 𝑇6). A cell
test system (CTS), also made by BaSyTec, was used for individual
cell investigations, such as checkups. For a detailed description of the
measurement equipment, the authors refer to [23,24].

2.3. Aging procedure

Fig. 1b shows the flowchart of the aging procedure. After an initial
checkup, the module was repeatedly cycled twenty times, following the
pattern of an initial CC cycle, a dynamic cycle, and three additional CC
cycles. Each time twenty cycles were reached, the aging procedure was
interrupted for the purpose of cell balancing and performing checkups.
In total, the procedure shown in the flowchart in Fig. 1b was repeated
until the first cell reached a SOH close to 80%, a common end of life
criterion for LIBs. This corresponded to 10 iterations represented by
the flowchart or a total of 200 cycles (CC and dynamic cycles) and 11
checkups, including the initial checkup. The details of each step are
explained in the following sections.
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Fig. 1. Experimental setup and aging procedure: (a) Experimental setup including Peltier elements for temperature gradient control, a module test device (HPS), cell voltage and
temperature monitoring (CMU) in module configuration, and single cell cycling and monitoring (CTS). (b) Flowchart of the aging experiment with cell temperatures on the left. [24]
(c) Average temperature (solid line) and two times standard deviation (transparent area) of each cell for dynamic cycles during the aging procedure. (d) Example dynamic cycle
used for temperature estimation. (e) Distribution of the 43 randomly selected driving profiles for discharging the module in the dynamic cycles.

Cell Configuration & Temperature. The bars on the left of the
flowchart in Fig. 1b, represent the cell temperatures during the aging
experiment. The cells are in single cell configuration during checkups,
relaxation, balancing, and restoring the voltage after checkups. During
these phases, the cells are always at the reference temperature of 25 °C.
During the actual cyclic aging phase, the cells are connected to a 6s1p
module and a temperature gradient is imposed on them. The tempera-
ture gradient was set to 𝛥𝑇 = 5K between 25 °C and 30 °C during cyclic
aging to represent a possible temperature inhomogeneity in a battery
module [27,28]. Fig. 1c shows the average cell temperatures for the
dynamic cycles of the 200 cycles in the aging experiment, whereby
the transparent areas enclose the temperature variations within two
standard deviations. It is evident from Fig. 1c that all cells maintained a
quasi-isothermal condition during the dynamic cycles, with a maximum
deviation of ±0.4 °C [24].

(Initial) Checkup. A checkup was performed at the beginning and
after every 20th iteration. The checkup included a CC discharge with
a low current of 0.033C for the purpose of differential voltage anal-
ysis (DVA) and to obtain the discharge capacity of the cell for the
study in [24]. Discharge and charge pulses at 50% SOC were used
subsequently to track the 𝑅DC at 50% SOC. Table 2 summarizes the
test sequence for the checkups. After the initial checkup, the cells were
CCCV charged to 4.2V with 0.001C as the termination current of the
CV phase. This ensured that the aging experiment commenced with
fully charged cells and with no initial charge imbalances other than the
intrinsic ones shown in Table 1. All other checkups in the experiment
were followed by a ‘‘Restore Voltage’’ step, which is explained below.

CC Cycle. Cyclic aging mainly comprised CC cycles with a 1C dis-
charge followed by a 1C charge. Discharging and charging of the
module was terminated when the first cell reached the respective
voltage limits of 2.5V or 4.2V. Between each charge and discharge,
the module rested for 10min. Four out of five cycles were CC cycles,
interrupted only by dynamic cycles.

Table 2
Checkup sequence for tracing the cell capacities (steps 1–3) and resistance 𝑅DC (steps
7–10).

Step Parameters Termination

1. Charge CCCV 𝐼CC = 0.5C, 𝑈 = 4.2V 𝐼CV ≤ 0.001C
2. Pause 𝑡 ≥ 30min
3. Discharge CC 𝐼CC = −0.033C 𝑈 ≤ 2.5V
4. Pause 𝑡 ≥ 30min
5. Charge CC 𝐼CC = 0.5C 𝑆𝑂𝐶 ≥ 50%
6. Pause 𝑡 ≥ 30min

Repeat for 𝐼pulse = 1
3
∕ 2

3
∕1C

7. Discharge CC −𝐼pulse 𝑡 ≥ 10 s
8. Pause 𝑡 ≥ 10min
9. Charge CC 𝐼pulse 𝑡 ≥ 10 s
10. Pause 𝑡 ≥ 10min

Dynamic Cycle. Fig. 1d shows an exemplary dynamic cycle, which
was used to evaluate the estimation method during cycling. Before
the dynamic cycle began, the module was discharged by 5% of the
nominal cell capacity to avoid overcharging during the subsequent
driving profiles. From the database in [25], 43 driving profiles were
selected for the dynamic cycles in the aging study. The duration of the
driving profiles was between 126 s and 3143 s, with a charge throughput
between −0.0194Ah and −0.9208Ah. To avoid repetitive patterns in
the dynamic cycles, the 43 driving profiles were selected at random.
In each dynamic cycle, the randomly selected driving profiles were
concatenated until the first cell in the module reached its cutoff voltage
of 2.5V or 15 driving profiles were executed. The randomized number,
which determined the driving profile, was generated using a floating
CMU channel. Fig. 1e shows the frequency of the 43 driving profiles
during the full aging experiment. Each driving profile was selected at
least three times, although some were selected more often and others
less than the expected value of 𝜇 = 1

43 . After the discharge with the
driving profiles, the module was charged with 1C.

6 Sensorless Online Pulse Resistance Temperature Estimation - Aging Compensation

112



Journal of Power Sources 521 (2022) 230864

4

S. Ludwig et al.

Relaxation & Balancing. Each completion of a total of 20 CC and
dynamic cycles, the cyclic aging procedure was interrupted for a bal-
ancing step, followed by a checkup. Prior to balancing, the cells rested
for at least 12 h to allow most overpotentials to decay [29]. After the
relaxation step, balancing was performed by discharging each cell to
the lowest cell voltage 𝑈bal in the module. Balancing was realized using
a CCCV protocol, with 𝐼CC = −0.033C and the termination current
𝐼CV ≥ −0.001C.

Restore Voltage. After the relaxation and balancing step, a checkup
was performed as in Table 2. Although checkup measurements are
necessary to evaluate the aging behavior of the module, they also
interfere with it by changing the voltage of the cells, since the checkup
ends at a SOC of 50% for each cell. Depending on the capacity fade, this
would result in different voltages both among the cells and compared
with the previous balancing step. The ‘‘Restore Voltage’’ step was
therefore introduced to minimize the possible influence of the checkup
measurement on the aging behavior of the module. Each cell was
charged to the most recent 𝑈bal from the balancing step using a CCCV
protocol, with 𝐼CC = 0.5C and the termination current 𝐼CV ≤ 0.001C.
This final step completed one loop of the flowchart, and the next loop
then commenced with the CC cycle step.

2.4. Temperature estimation method

The dynamic cycles in the aging procedure were introduced to
evaluate the temperature estimation method in our previous work [23]
and investigate the long-term stability of the method in this work. To
gain a better understanding of the temperature estimation method, the
principle is outlined briefly in this section using Fig. 2.

In our previous work we investigated the influence of various pulse
parameters on the 𝑅DC for different temperatures. The parameters are
pulse direction, amplitude, rise and fall time, pulse exaction (on), and
pulse relaxation (off). The cell type investigated in the present aging
study is the same as in the previous characterization study, albeit using
different cells to those listed in Table 1. The aim of the characterization
study was to determine a reference to estimate the cell temperature
based on 𝑅DC,𝛥𝑡 that is independent from as many pulse parameters as
possible and thus applicable to a wide variety of load changes in any
application. The resistance calculation time 𝛥𝑡 determines the timing of
the 𝑅DC calculation after the current change at 𝑡0 and served as a tuning
parameter. Besides temperature and pulse parameters, the influence of
the SOC was considered. The temperature estimation method itself was
developed as follows.

The first step was to calculate the 𝑅DC,𝛥𝑡 for all investigated pulse
parameters, SOC, temperatures and 𝛥𝑡 from 1ms to 10 s. In the second
step, a parametrization filter was employed to select a subset of the
𝑅DC, which were subsequently used to fit the SOC dependent 8th
degree reference polynomial in Eq. (1) for each of the investigated
temperatures 𝑇 .

𝑅DC,𝛥𝑡(𝑆𝑂𝐶, 𝑇 ) ≈
8
∑

𝑖=0
𝑥𝑇 ,𝑖 ⋅ 𝑆𝑂𝐶 𝑖 (1)

Fig. 2a shows an example of the filtered 𝑅DC, marked by ‘×’, and the
corresponding 𝑅DC reference polynomials for 𝛥𝑡 = 120ms and temper-
atures 𝑇 of 10 °C, 20 °C, 30 °C and 40 °C. To estimate the temperature
𝑇est from the reference polynomials, the estimation function in Eq. (2)
was introduced with the SOC dependent parameters 𝐴, 𝐵, and 𝐶.

𝑇est = 𝐴 ⋅ exp
(

𝐵
𝑅DC,𝛥𝑡

)

+ 𝐶 (2)

The estimation process is illustrated by an example 𝑅DC point 𝑅s,
marked by an red square in Figs. 2a and 2b. By inserting the SOC of 𝑅s
into the 𝑅DC reference polynomials (Eq. (1)), four additional 𝑅DC values
with known temperatures are obtained. In Figs. 2a and 2b, the four
points are marked by circles. The four points are then used to fit the

Fig. 2. Development and working principle of the temperature estimation method
in [23]. From top to bottom: investigated pulse parameters; 𝑅DC resistance calcula-
tion and other influence factors; filters for method parametrization and validation;
estimation method with examples for (a) 𝑅DC reference and (b) estimation function;
optimization of 𝛥𝑡. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

estimation function of Eq. (2). Finally 𝑅s is inserted into the estimation
function to estimate the temperature 𝑇est.

In the third step, the performance of each 𝑅DC reference generated
by the parametrization filter and 𝛥𝑡 was evaluated and the method
optimized. For this purpose, both known and unknown 𝑅DC values
from a second validation filter, were passed to the estimation function
to estimate the temperature. The robustness and performance of each
𝑅DC reference were rated by calculating 𝑇rmse, the root mean square
error (RMSE), using Eq. (3).

𝑇rmse =
√

1
|𝐗|

∑

𝑥∈𝐗
(𝑇est,𝑥 − 𝑇m,𝑥)2 (3)

|𝐗| is the cardinality of all elements 𝑥 (𝑅DC) defined by the vali-
dation filter and 𝛥𝑡. 𝑇est,𝑥 and 𝑇m,𝑥 are the estimated and measured
temperatures of each 𝑥.

Finally, the optimal 𝛥𝑡 for temperature estimation was determined
by minimizing RMSE for the different parametrization and validation
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filters according to Eq. (4).

min
𝛥𝑡

(𝑇rmse) (4)

The pulse parameter influence results showed that good accordance
of the parametrization and validation filters is essential for accurate
temperature estimation results. The optimal resistance calculation time
𝛥𝑡 can be found in a plateau from approximately 10ms to several 100ms,
where 𝑇rmse has its minimum and the pulse parameter influence is
negligibly small. To avoid an increased influence of the pulse rise/fall
time 𝑡r/f, 𝛥𝑡 has to be larger than 𝑡r/f.

After the pulse parameter analysis, the method was validated with
the module from Fig. 1a. The module was discharged with a dynamic
cycle as in Fig. 1d. Based on the results of the pulse parameter influence
analysis, the resistance calculation time 𝛥𝑡 was set to 120ms. Since
pulse-shaped current changes are not a given in real-world applications,
additional filters were applied to avoid the following scenarios:

– If the absolute current change is too small, the signal-to-noise ra-
tio (SNR) also becomes too small, which may result in outliers in
the resistance calculation. Therefore, the absolute current change
|𝛥𝐼| in Eq. (5) must exceed a minimum current change 𝛥𝐼min to
ensure a reasonable SNR.

|𝛥𝐼| > 𝛥𝐼min (5)

The selection of the minimum current change 𝛥𝐼min is not only
limited by the current changes in the load of the application,
but also by the measurement accuracy and resolution of the BMS
measuring equipment.

– If the rise/fall time 𝑡r/f for the current change is too long and the
part of the pulse with a constant current is too short with respect
to 𝛥𝑡, the resulting resistance will not be suitable for temperature
estimation. Therefore, 𝑡r/f was limited to 𝑡r/f,max according to
Eq. (6).

𝑡r/f < 𝑡r/f,max < 𝛥𝑡 (6)

– Pulses with currents that change between the start of the pulse at
𝑡0 and the maximum rise/fall time 𝑡r/f,max were not investigated
and therefore excluded (Eq. (7)).

sign
(

𝜕𝑖(𝑡)
𝜕𝑡

)

= sign
(

𝜕𝑢(𝑡)
𝜕𝑡

)

= 𝑐𝑜𝑛𝑠𝑡. ∀𝑡 ∈ [𝑡0, 𝑡r/f,max] (7)

This also excludes pulses where the current change 𝛥𝐼 and 𝛥𝑈 are
inconsistent. In general, it should be noted that 𝛥𝐼min and 𝑡r/f,max
must be selected in such a way that any measurement noise in
current 𝑖(𝑡) and voltage 𝑢(𝑡) does not affect the filter criterion in
Eq. (7). In addition to 𝛥𝐼min and 𝑡r/f,max, high sampling rates could
cause unintentional filtering of pulses. In the case of small 𝛥𝐼min
and/or large 𝑡r/f,max combined with a high sampling rate, current
𝜕𝑖(𝑡)
𝜕𝑡 and voltage 𝜕𝑢(𝑡)

𝜕𝑡 changes can be affected by the measurement
noise and might therefore be inconsistent, which discards a pulse
from the temperature estimation.

– So far, the investigated pulses remained at a constant current level
after the rise/fall time. To avoid the influence of varying currents
after 𝑡r/f until 𝛥𝑡 is reached, the current fluctuation must remain
within a certain limit 𝛥𝐼tol (Eq. (8)).

|𝑖(𝑡) − 𝛥𝐼| < 𝛥𝐼tol ∀𝑡 ∈ [𝑡r/f,max, 𝛥𝑡] (8)

Table 3 presents the parametrization filter settings and the values
needed for Eqs. (5) to (8), which were used in our previous work [23]
and apply to this work too. The final parameter 𝑡w in Table 3, describes
the range of the averaging window, which was used to additionally
reduce the influence of outliers and decreases the estimation error. If
several 𝑅DC were calculated within the window 𝑡w, the values were av-
eraged and only one temperature estimation performed. Since the SOC
is needed to retrieve the 𝑅DC values from the reference, a simple SOC

Table 3
Parameter settings for the validation of the temperature estimation method presented
in [23].

Parameter Value

Parametrization filter ±0.5C & 𝑡r/f = 0.0 sa

𝛥𝑡 120ms
𝑡r/f,max 100ms
𝛥𝐼min 670mA (0.2C)
𝛥𝐼tol 10mA
𝑡w 10 s

aAlthough the test device has a minimum rise/fall time of 40 μs for current changes,
the ‘‘instant’’ current changes are denoted by 𝑡r/f = 0.0 s.

estimation was implemented using the Coulomb counting method [30–
33]. The individual cell SOC is tracked using Eq. (9) with the specific
cell capacity 𝐶act and the initial state of charge 𝑆𝑂𝐶0 at 𝑡0:

𝑆𝑂𝐶 = 𝑆𝑂𝐶0 +
1

𝐶act ∫

𝑡

𝑡0
𝑖(𝜏) 𝑑𝜏 (9)

Before the validation of the method with the module, a final ad-
justment to the 𝑅DC reference was necessary. As mentioned above, the
module cells in Table 1 differ from those used for the pulse parameter
analysis in our previous work [23]. To compensate for the intrinsic
offset between the cells [34], an individual 𝑅DC,offset was calculated
with Eq. (10).

𝑅DC,offset = 𝑅act − 𝑅DC,ref (10)

𝑅act was calculated from the initial checkup pulse of the module
cells at 50% SOC and 25 °C, and 𝑅DC,ref is the corresponding value
from the inverted estimation function (Eq. (2)) at the same SOC and
temperature. By subtracting 𝑅DC,offset from the 𝑅DC, which is calculated
from a pulse of the dynamic cycle, the 𝑅DC reference is applicable to the
module cells, although the 𝑅DC reference was initially parameterized
with different cells. The resulting temperature RMSE for the validation
of the module ranged between 0.59K to 0.93K. The initial idea from
our previous work of adjusting the calculated 𝑅DC to the 𝑅DC reference
for unknown cells is developed further in this work to compensate for
the effects of aging and will be presented and discussed in the next
section.

3. Results & discussion

The first part of this section briefly presents and discusses the aging
behavior of the module in terms of capacity and 𝑅DC development of
the checkups. The initial temperature estimation method is then ap-
plied to the dynamic cycles to motivate the need for an adjustment over
its lifetime. Next, the 𝑅DC values of the dynamic cycles are presented
and an aging adjustment scheme will be derived from the dynamic
cycles and the checkup results. Finally, the results of the adjustment
scheme are presented and discussed.

3.1. Module aging behavior

Fig. 3a shows the progression of the relative capacity for each cell
over the 200 cycles. The colors in Fig. 3 represent the position along
the temperature gradient 𝛥𝑇 in the module, as introduced in Fig. 1. Up
until cycle 40, all cells display a similar aging course. After this point,
the capacity fade of the cells at 25 °C and 26 °C increases compared to
the other cells. The cell at 25 °C in particular displays an increased aging
rate, reaching a SOH of almost 80% after 200 cycles. The capacity loss
of the cell at 26 °C still is increased, ending at a SOH of approximately
90%. The cells at 27 °C and above show the lowest capacity loss and
reach a SOH of around 94%. [24]

The relative resistance increase for 𝛥𝑡 = 120ms, which is the
relevant 𝛥𝑡 for the estimation method, is illustrated in Fig. 3b. The solid
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Fig. 3. Checkup results. (a) Relative capacity loss of each cell and (b) relative resistance
increase of each cell in relation to the first checkup. The resistance was calculated at
𝛥𝑡 = 120ms after the current change of the pulses (steps 7 – 10 in Table 2) and averaged
over all pulses. The shaded areas represent the maximum deviation from the averaged
values. [24].

lines represent the averaged value for all 𝑅DC calculated from the pulses
of steps 7 – 10 in Table 2, whereas the shaded areas cover the maximum
spread of all 𝑅DC. Overall the maximal deviation from the average 𝑅DC
does not exceed 0.047%, which means that the 𝑅DC for the checkup
conditions remains independent of the pulse parameters, which we
investigated in our previous work [23] (see Fig. 2). The resistance
increase develops in a similar manner to the capacity fade. However,
before the resistance increases after about 60 cycles, the resistance of all
cells initially decreases to a minimum of almost 98%. Similar behavior
was reported for the same cell by [35] and for other cells by [3,36,37].
After the 60 cycle mark, the resistance starts to increase again. The cell
at 25 °C shows the highest increase, resulting in approximately 120% of
the initial resistance after 200 cycles, while that of the cell at 26 °C rises
to 108%. The cells above 26 °C show only a minor increase in resistance,
reaching approximately 102% by the end of the experiment.

The cause of the aging behavior shown in Fig. 3 was discussed in
detail in [24] and is only briefly summarized here. The main reason for
the different aging rates is the temperature gradient between the cells,
whereby the colder cells showed increased capacity fade and resistance
increase. A DVA performed on the open circuit voltages (OCVs) of the
checkup (step 3 in Table 2) revealed that all cells suffered from a loss of
storage capability of silicon. However, this alone does not explain the
severe degradation of the colder cells. Evidence of lithium stripping in
the relaxation behavior after charging [24,38,39] and scanning electron
microscope (SEM) images of the anode strongly suggests that lithium
plating is probably the main reason for the aggravated aging of the
colder cells. [24]

3.2. Temperature estimation without aging adjustment

The 𝑅DC reference for temperature estimation is directly affected
by capacity fade and the increase in cell resistance, since it is SOC
dependent and the offset correction of Eq. (10) is only performed once
and therefore does not compensate for the changes depicted in Fig. 3.
However, it is not clear yet what the effects on estimation accuracy
of the method are. We therefore investigated the performance of our
estimation method for all dynamic cycles in the aging experiment
applying the settings from Section 2.4 and Table 3. The performance
was rated in terms of the RMSE using Eq. (3). Fig. 4 shows the error
for each cell over the course of aging. The estimation error increases
initially, though never passing a RMSE of 1.8K. Up until cycle 67,
the error even decreases to its initial level of about 0.8K. This is
in accordance with the aging behavior shown in Fig. 3, where the
cells show a relatively low capacity fade and resistance change. In

Fig. 4. Temperature RMSE using Eq. (3) for each cell according to the temperature
estimation method without adjustment to capacity fade and increased resistance over
the module’s lifetime.

conclusion, the estimation method seems to be robust against minor
deviations in capacity and resistance. After cycle 67, the estimation
error starts to increase again in accordance with the aging course of
the respective cells in Fig. 3. The cell at 25 °C shows the largest error
increase, ending at a RMSE of 15.0K, followed by the cell at 26 °C with
a RMSE of approximately 7.5K. The cells at 27 °C and above end at a
RMSE of roughly 2.9K.

Although this is a substantially lower degree of error than with
the cells at 25 °C and 26 °C, the estimation method becomes more and
more impractical as capacity fades and resistance increases. It is thus
necessary to adjust the estimation method to compensate for the effects
of capacity loss and resistance increase over the module’s lifetime.

3.3. Aging behavior for dynamic cycles

Before we introduce the adjustment scheme for the temperature
estimation method, we present and discuss the general results of 𝑅DC
development in the dynamic cycles, illustrated in Fig. 5. For the sake
of clarity, only the results of the cells at 25 °C and 30 °C are shown,
representing the two extreme cases with the highest and lowest degra-
dation effects. Fig. 5a shows the maximum and minimum cell voltages
for all dynamic cycles. With the exception of cycle 52, all dynamic
cycles ended at the discharge cut-off voltage of 2.5V or slightly below
it, with the coldest cell being the limiting cell in the module. Only in
cycle 52 was the discharge load of the randomly chosen driving profiles
insufficient to fully discharge the module, which meant that no cell
reached the cut-off voltage. Due to the increase in resistance and the
resulting higher overpotential, the maximum voltage 𝑈max at the start
of the dynamic cycles decreases as the aging experiment progresses.
The voltage window of the cell at 30 °C decreases over the cycles, due
to the increased capacity fade of the cell at 25 °C compared to the one
at 30 °C. The amount of capacity discharged during one cycle for the
limiting cell at 25 °C decreases as aging progresses, as shown in Fig. 3.
The cell at 30 °C experiences the same amount of discharged capacity,
as the module is connected in series. However, the lower capacity fade
of the cell at 30 °C means that the SOC change is smaller, while the
voltage 𝑈min at the end of the cycle is higher.

Figs. 5b and 5c show the 𝑅DC calculated during example dynamic
cycles before filtering with 𝑡w using Eqs. (5) to (8). The results are
plotted against the discharged capacity 𝑄dis to visualize the effects of
capacity fade and the resulting reduction of the voltage window in
Fig. 5a. The example 𝑅DC cycles for the limiting cell at 25 °C in Fig. 5b
always show an increasing resistance branch towards the end of the
cycle, which is typical of the investigated cell at low SOC [23]. Since
the capacity of the cell decreases with increasing cycles, the resistance
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Fig. 5. Example behavior during the dynamic cycles of the cell at 25 °C and 30 °C.
(a) Maximum and minimum cell voltages. Unfiltered (according to Table 3) 𝑅DC over
the discharged capacity 𝑄dis for example dynamic cycles for the cell at (b) 25 °C and
(c) 30 °C, whereby the values next to the individual curves represent the exact cycle
number.

increase starts at less discharged capacity 𝑄dis as the aging experiment
progresses. In contrast, the cell at 30 °C in Fig. 5c reaches the increasing
resistance branch less and less as the cycle count progresses, which is
in accordance with the smaller voltage window for this cell in Fig. 5a
and the higher capacity in Fig. 3a. Apart from the effects of capacity
fade on the 𝑅DC, the resistance increase from Fig. 3b is visible for both
cells in Figs. 5b and 5c. Since the resistance increase in Fig. 3b for the
cell at 25 °C is about 20% but only about 2% for the cells at 30 °C, the
shift towards higher 𝑅DC values is more obvious for the cell at 25 °C
than for the cell at 30 °C.

It can be concluded from the results of Figs. 3 and 5 that both
capacity fade and the resistance change have to be considered for the
aging adjustment of the estimation method. The question is whether an
accurate SOC estimation, considering the SOH, is enough to compen-
sate for the capacity fade or whether additional measures are necessary
to ensure the reliable adjustment of the estimation method. It is also
necessary to clarify whether the resistance increase is independent
of the SOC or if it differs over the course of aging in different SOC
regions, as reported by Waag et al. [40]. The next section introduces
a solution method that addresses the resistance change and capacity
fade. First, the 𝑅DC reference is independently adjusted to the dynamic
cycles of Fig. 5 with linear operations and fitted to the course of aging
using a nonlinear least-squares solver (NLS). In the second step, the
correlation of the linear adjustment parameters from the NLS and the
checkup values from Fig. 3 is investigated to establish a way for an
online adjustment scheme to compensate for the effects of aging on
temperature estimation.

3.4. Aging adjustment scheme

Fig. 6a visualizes the temperature estimation concept from our
previous work [23] in black and the extension for the aging adjustment
scheme based on the checkup results from Fig. 3 in blue. Since it cannot
be assumed that the checkup results represent either an optimal or
even a valid solution for the aging adjustment scheme, an independent
adjustment was performed in advance based on linear fitting and
detached from the checkup values; this is visualized in red. The fitting
parameters �̃�DC,offset and ̃𝑆𝑂𝐶0 are explained below in Section 3.4.2.

The overall estimation procedure in Fig. 6a, which is described in
Section 2.4, is not altered until after filtering with 𝑡w. If a current
change 𝛥𝐼 and its corresponding voltage response 𝛥𝑈 pass through the
pulse filters in accordance with Eqs. (5) to (8), the 𝑅DC for 𝛥𝑡 = 120ms
is calculated and averaged in the window 𝑡w. After this point, the initial
variation between the cells is compensated for by subtracting 𝑅DC,offset,
which is calculated with Eq. (10). The resulting 𝑅DC value, together
with the 𝑅DC reference (Eq. (1)) for the current SOC (Eq. (9)), form the
input of the estimation function (Eq. (2)), which delivers the estimated
temperature 𝑇est.

3.4.1. Assumptions for aging adjustment
In order for the aging adjustment scheme to work solely with linear

adjustments to the 𝑅DC reference, the following assumptions are made:

A1. The resistance change is constant over the whole SOC range and
can therefore be interpreted as an offset along the 𝑅DC reference
𝑦-axis. This also means that a single measurement at any SOC is
enough to determine the offset.

A2. The resistance change measured at a given aging state and tem-
perature results in a proportional change in resistance at another
temperature. This effect was already verified in the study by Waag
et al. [40].

A3. The capacity fade does not affect the general curve shape of the
𝑅DC reference represented by the polynomial in Eq. (1). This
ultimately means that the coefficients 𝑥𝑇 ,𝑖 in Eq. (1) are not
altered over the lifetime of the battery and a correctly calculated
SOC should compensate for the capacity fade.

A4. Aging does not affect the general exponential temperature behav-
ior of the resistance described in Eq. (2). Again, Waag et al. [40]
already observed this effect in their study.

Based on these four assumptions, the following aging adjustment
scheme was investigated.

3.4.2. Aging adjustment with nonlinear least squares fit
The adjustment shown in red in Fig. 6a is realized with the curve

fitting function of MATLAB using a NLS. The adjustment takes advan-
tage of the fact that the temperature of the cells is relatively stable
during the dynamic cycles, as shown in Fig. 1c. Assuming each cell
remains at its average temperature during all cycles, an individual new
reference polynomial can be interpolated for the average temperature
using Eqs. (1) and (2), in the following two steps:

1. The resistances for the entire SOC range at the average tempera-
ture are interpolated using the inverse of Eq. (2).

2. The interpolated 𝑅DC reference values from the previous step
are fitted to a new polynomial of Eq. (1) to represent the initial
𝑅DC behavior at the average cell temperature during the dynamic
cycles.

The effects of aging caused by capacity fade and increased resistance on
this new interpolated 𝑅DC reference are compensated for each dynamic
cycle and cell by extending Eq. (1) to its new form in Eq. (11):

𝑅DC,fit(𝑄dis) ≈
8
∑

𝑖=0
𝑥𝑇 ,𝑖 ⋅

(

𝑄dis
𝐶act

+ ̃𝑆𝑂𝐶0

)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝐶 fade

𝑖
+ �̃�DC,offset

⏟⏞⏞⏟⏞⏞⏟
𝑅DC increase

(11)
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Fig. 6. (a) Concept of the temperature estimation method with aging adjustment extensions. Checkup-based aging adjustment in blue and adjustment based on the independent
nonlinear least-squares solver (NLS) fit in red; (b) Filtered 𝑅DC values of example dynamic cycles and corresponding NLS fit of the 𝑅DC reference; (c) Goodness of fit measured
with the adjusted R-Square (𝑅2

adj) for all module cells over all dynamic cycles; Correlation of the NLS fit parameters and the corresponding checkup values for (d) ̃𝑆𝑂𝐶0 and
𝑆𝑂𝐶0, and for (e) �̃�DC,offset and 𝑅DC,offset. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

The NLS is applied to Eq. (11) with ̃𝑆𝑂𝐶0 and �̃�DC,offset as optimization
variables and 𝐶act as a given constant. The solver is only constrained
by logical boundaries, keeping ̃𝑆𝑂𝐶0 within a range from 0 to 1 and
�̃�DC,offset in the ±50mΩ region. In the aging adjustable reference 𝑅DC,fit,
the capacity fade is compensated for by scaling the charge throughput
𝑄dis of the dynamic cycles to the actual cell capacity 𝐶act and shifting
it to the state of charge at the beginning of each dynamic cycle ̃𝑆𝑂𝐶0.
The actual cell capacity 𝐶act is taken from the checkup results in
Fig. 3a. If assumption A3 proves to be true, the results of the NLS for
̃𝑆𝑂𝐶0, should match the initial state of charge 𝑆𝑂𝐶0 from Eq. (9). The

resistance increase is compensated for by adding �̃�DC,offset.
Fig. 6b shows the example curve fitting result and the filtered and

averaged 𝑅DC for the cell at 25 °C. Compared to the same unfiltered
𝑅DC from Fig. 5b, the spread of the resistance values is considerably
reduced. Also, the adjusted reference 𝑅DC,fit is in good accordance with
the 𝑅DC calculated from the dynamic cycles. This suggests that the as-
sumed linear adjustment requirements in Section 3.4.1 appear to hold.
However, in order to render a quantitative statement on the fitting
quality, the adjusted R-Square (𝑅2

adj) of the NLS fit was evaluated. The
calculation of the 𝑅2

adj, which is a measure of the goodness of the fit, is
described in the Appendix. The 𝑅2

adj results for all six cells are shown
in Fig. 6c. Aside from a few exceptions, which are most likely caused
by the lack of pulses in the dynamic cycles, the 𝑅2

adj is above 0.95 ,
which is close to a perfect fit. This again reinforces the assumptions
made in Section 3.4.1. In conclusion, the linear adjustment of the
𝑅DC reference is a valid approach to compensate for the aging effects of
the investigated module. The next section investigates the correlation
between the checkup results and the independently fitted parameters
and discusses the implementation of an online aging adjustment scheme
based on the checkup values.

3.4.3. Aging adjustment with checkup values
The aim of this section is first of all to derive the corresponding

values for the NLS fitting parameters from the checkup values and
integrate them in the temperature estimation method, as shown in blue
in Fig. 6a. As described in the previous section, scaling the charge
throughput 𝑄dis with 𝐶act and shifting with ̃𝑆𝑂𝐶0 in Eq. (11) is
equivalent to a SOC estimation. The parameter ̃𝑆𝑂𝐶0 should therefore
correspond to 𝑆𝑂𝐶0 in the SOC estimation based on Coulomb counting
in Eq. (9) and 𝐶act is obtained from the checkup in any case. Since SOC
estimators based on Coulomb counting have a tendency to drift due
to measurement inaccuracies [41], the initial state of charge 𝑆𝑂𝐶0 is
updated during checkups and additionally with the OCV [30], when
the module is at rest prior to the dynamic cycles. Fig. 6d correlates
the fitted parameter ̃𝑆𝑂𝐶0 to the corresponding value 𝑆𝑂𝐶0 from the
checkup-based adjustment. The Pearson correlation coefficient [42] is
above 0.99, indicating a strong linear correlation between the checkup-
based adjustment and the NLS-based adjustment. The fitting parameter
�̃�DC,offset describes the aging-induced resistance difference between the
individual cell resistance and the 𝑅DC reference, similar to the initial
compensation of the intrinsic difference between the 𝑅DC reference
and the module cells in Eq. (10). Therefore, the continuous update of
𝑅DC,offset with the 𝑅act values from the checkups has the same effect.
This is evident from the Pearson correlation coefficient [42] in Fig. 6e,
which is again above 0.99. The linear fit results for the correlated values
in Figs. 6d and 6e in Eq. (12) finally confirm that the checkup and the
NLS adjustment are almost equal. In both cases, the coefficient for gain
is close to 1 and the coefficient for offset is close to 0, which suggests
a one-to-one relation.
Linear fit for Fig. 6d: ̃𝑆𝑂𝐶0 = 1.0461 × 𝑆𝑂𝐶0 − 0.0245

Linear fit for Fig. 6e: �̃�DC,offset = 0.9728 × 𝑅DC,offset + 0.0769mΩ
(12)

Four conclusions can be drawn form Fig. 6b to Fig. 6e. The first is
that adjusting the initial 𝑅DC reference with linear operations (Eq. (11))
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is a suitable way of compensating for the effects of aging (Figs. 6b and
6c). The second is that the linear adjustment parameters correlate with
the checkup values (Figs. 6d and 6e). This leads us to conclusion three:
A SOC estimation based on Coulomb counting with OCV reset at resting
periods and with SOH adjustment of the cell capacity 𝐶act, scales and
shifts the calculated 𝑅DC to the initial 𝑅DC reference. Finally, conclu-
sion four is that only a single pulse at a known SOC and temperature
is needed to compensate for the resistance increase. Since the checkup-
based adjustment scheme shown in blue in Fig. 6a aims for the usability
in a real-world application, the question remains: how can 𝑅DC,offset,
𝑆𝑂𝐶0, and 𝐶act can be retrieved online.

A feasible way of updating all three values is during regular vehicle
maintenance process, as suggested by Zhu et al. [14] for their temper-
ature estimation method. However, given that neither the temperature
estimation method nor the aging adjustment presented in this work
is exclusively intended for LIB powered vehicles or applications, for
which maintenance routines are common, other ways of retrieving
the checkup values online are discussed in the following. State of
charge [43–45] and state of health [46–48] estimation are frequent top-
ics of battery research, and various methods of precisely tracking both
states over the lifetime of a LIB can be found in the literature. It should
therefore be possible to update 𝑆𝑂𝐶0 and 𝐶act online without the need
for maintenance. Keeping track of 𝑅DC,offset is also possible without
the need for a maintenance routine. For example a resting period of
the battery powered device can be used to obtain 𝑅DC,offset. Assuming
that the battery is in thermal equilibrium due to the resting period, a
single temperature sensor is sufficient to determine the temperature of
all cells. By generating a defined pulse, for example with a connected
battery charger or by intentionally switching on a load, the resistance of
each cell, of which voltage and current are measured, can be calculated
for the given temperature. Using the respective 𝑅DC reference at the
given temperature, the new 𝑅DC,offset can be calculated in line with
Eq. (10).

3.5. Temperature estimation with aging adjustment

This section compares the temperature estimation results of the
two aging adjustment schemes from Sections 3.4.2 and 3.4.3 over all
dynamic cycles. Fig. 7a – f show the RMSE of each cell for the NLS-
based aging adjustment scheme, while Fig. 7g – l show the RMSE of
each cell for the checkup-based aging adjustment scheme. The RMSE
for the NLS adjustment in Fig. 7a – f remains at a relatively constant
level of about 1K for all cells. Although the RMSE increases in a few
exceptional dynamic cycles, it never goes beyond 1.92K. The average
RMSE (𝑇 rmse) per cell ranges between 0.8K and 1.02K. The checkup-
based aging adjustment in Fig. 7g – l shows a comparable result to the
NLS aging adjustment. The average RMSE for the cells from 27 °C to
30 °C is slightly higher, though it is smaller for the cell at 26 °C. The
cell at 25 °C is the only one with an increasing error trend towards the
end of the experiment, reaching a maximum RMSE of 3.78K. It is also
the one cell with the highest capacity fade and resistance increase in
Fig. 3. The increased error can be explained by contemplating Fig. 6d.
The markers for the cell at 25 °C at the end of the aging experiment
are the blue squares for 𝑆𝑂𝐶0 ≤ 0.5, and they show the highest
deviation from the linear correlation to the NLS fit ( ̃𝑆𝑂𝐶0). On the
one hand, this difference does not have any prominent effect on the
temperature estimation error in the central SOC region above 25%
SOC, where the 𝑅DC reference is relative flat. In the SOC regions
below 25%, on the other hand, the 𝑅DC reference increases and an
incorrect SOC estimation leads to an increased temperature estimation
error. This ultimately shows that a precise SOC estimation for each
cell over the lifetime of the battery is essential for good temperature
estimation results. However, if the overall estimation error of Fig. 7g –
l is compared to the initial errors shown in Fig. 4, a clear improvement
can be seen for all cells. In particular, the maximum RMSE for the cell
at 25 °C has been significantly lowered from 15.0K to 3.78K.

Fig. 7. RMSE and average RMSE (𝑇 rmse) for all six cells in the investigated module
over all dynamic cycles for (a) – (f) the aging adjustment based on the NLS fit and for
(g) – (l) the aging adjustment based on the checkup results.

4. Summary & conclusion

This work investigates the effects of LIB aging in a 6s1p module
on the 𝑅DC reference based temperature estimation method presented
in our previous work [23]. The evaluation of the error development
in Fig. 4 shows that without adjustments, the RMSE of the estimation
method rises to 15K, which makes the method unsuitable for tempera-
ture estimation. Consequently, the feasibility of an adjustment scheme
for the 𝑅DC reference of the temperature estimation method based on
linear operations was investigated. The result of the NLS fit proves, with
an adjusted R-Square above 0.95 for almost all cycles, that adjusting
the 𝑅DC reference by the simple operations of shifting and scaling is a
valid approach for the cell under investigation. The strong correlation,
demonstrated by a Pearson coefficient larger than 0.99 , in conjunction
with the almost one-to-one relation in Eq. (12) between the NLS fitting
variables and the checkup values confirms that these checkup values,
namely the actual capacity 𝐶act and the actual resistance 𝑅act, and
precise SOC tracking (𝑆𝑂𝐶0), are required for online adjustment of
the temperature estimation method. Since SOC and SOH tracking is a
common task of a BMS, and since there is a large variety of precise
methods in existence [43–48], the cell specific capacity (𝐶act) and state
of charge (𝑆𝑂𝐶0) can be assumed to be available for the aging adjust-
ment. The actual resistance 𝑅act at a given SOC and temperature, which
is used to calculate the resistance offset against the 𝑅DC reference, can
also be retrieved online. Examples are defined pulses generated by a
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battery charger or the power electronics. Finally, the estimation error
with the aging adjustment scheme is evaluated for the NLS fit and the
adjustment with the checkup values in Fig. 7. The NLS fit shows the
overall better results with an average RMSE between 0.80K and 1.02K.
Nevertheless, the checkup-based adjustment performed relatively well,
with an average RMSE of between 0.88K and 1.51K.

Although the adjustment scheme investigated in this work provides
a simple way of obtaining a stable temperature estimation over a
battery’s lifetime, some open questions still remain for further investi-
gations. The main cause of aging in the investigated module is linked to
lithium plating and the loss of storage capability of silicon [24]. For this
type of aging, the adaptation method provides sufficient compensation.
However, it is not clear whether the adaptation method also works
for other aging mechanisms. Moreover, a change in cell chemistry
might lead to less favorable results with the adaptation method. Further
investigations are therefore needed to ensure the broader applicability
of the method presented.
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Appendix. Adjusted R-Square

This section gives a short introduction to the adjusted R-Square
(𝑅2

adj) as a statistical measure of the goodness of a curve fitting result,
as described in [49,50]. To determine the 𝑅2

adj, the following equations
are required.

The sum of square error (SSE) in Eq. (A.1) describes the total
deviation of the response values of the fit �̂�𝑖 from the measured response
values 𝑦𝑖.

𝑆𝑆𝐸 =
𝑛
∑

𝑖=1
(𝑦𝑖 − �̂�𝑖)2 (A.1)

The total sum of squares (SST) in Eq. (A.2) describes the total deviation
of the mean �̄� from the measured response values 𝑦𝑖.

𝑆𝑆𝑇 =
𝑛
∑

𝑖=1
(𝑦𝑖 − �̄�)2 (A.2)

The general R-Square (𝑅2) in Eq. (A.3) determines how successful the
fit is in explaining the variation of the data, and is calculated from SSE
and SST.

𝑅2 = 1 − 𝑆𝑆𝐸
𝑆𝑆𝑇

(A.3)

𝑅2 ranges between zero and one. The closer 𝑅2 is to 1, the greater
is the fraction of variance, which is accounted for by the model. As
the number of fitted model variables increases, 𝑅2 will also increase,
although the fitting quality may not improve in a practical sense. To
avoid such over-fitting, the adjusted R-Square statistic in Eq. (A.4) can
be used.

𝑅2
adj = 1 − (1 − 𝑅2) ⋅ 𝑛 − 1

𝑛 − 𝑚
= 1 − 𝑆𝑆𝐸

𝑆𝑆𝑇
⋅
𝑛 − 1
𝑛 − 𝑚

(A.4)

The 𝑅2
adj statistic adjusts 𝑅2 based on the residual degrees of freedom,

which is defined as the number of response values 𝑛 minus the number
of fitted variables 𝑚 estimated from the response values. The 𝑅2

adj can
take any value less than or equal to one. As with 𝑅2, values closer to one
indicate a better fit quality, whereas negative values indicate that the
model contains terms that are not helpful for predicting the response.
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The global demand for energy storage for a green future in the mobility sector is steadily increasing
and so is the market for LIBs. The market for EVs in particular is characterized by tough demands
on energy storage. Long ranges, short charging times, reliable power and safety over a wide operating
range are some of the challenges faced by EV manufacturers. In this context, the temperature of
LIBs often plays a crucial role as it has a decisive impact on lifetime, performance, and safety, and
is therefore a key element from system design until the end of a LIB’s life cycle. For this reason,
monitoring and potentially controlling the temperature is an important function of a BMS. For systems
with a very large number of cells, as it is the case with some EV manufacturers, individual cell
temperature monitoring by means of temperature sensors is often omitted due to higher cost, weight,
and complexity. And even when the temperature is measured with a temperature sensor, it provides
only a limited temperature image of the surface of the LIB. This carries the risk that unfavorable or
harmful (internal) temperatures of individual cells are not detected at all or are detected too late. The
consequences range from faster aging, which can lead to reduced performance and range, to serious
dangers for the vehicle and driver due to a thermal runaway. For this reason, there are many approaches
to derive the temperature from other battery values to get a full picture of the temperature in the
battery storage system. One of these approaches is based on the impedance of LIBs, as this can also be
used to obtain an internal temperature information. Many methods in the literature are based on EIS
measurements, but this method is accompanied by a complex measurement system and evaluation.

In this work, the idea of determining the temperature from the impedance of a LIB is adopted. However,
the impedance is considered in the time domain and load changes of the application itself are used as
excitation for the impedance calculation and thus for the temperature determination. This has the
advantage of not having to integrate an additional measuring system and complex evaluations as with
the EIS approach, but rather relying on the existing current and voltage monitoring of the BMS. This
approach gave rise to the research questions Q1 to Q4, which are investigated in this thesis using three
commercial cylindrical cell types listed in Table 3.1 with different chemistry and format.

The first study in Chapter 3 addresses the question which temperature the resistance in the time domain
(RDC) represents. For this purpose, the relationship between measured surface temperature, modeled
internal cell temperature and RDC in relation to chemistry, SOC and format was investigated. In
isothermal conditions, an Arrhenius-like relationship of RDC and temperature was found as in equation
Eq. (2.37), which has already been reported in various methods listed in Table 2.4. In the case of an
inhomogeneous cell temperature generated by a rapid change in ambient temperature, the Arrhenius-
like relationship demonstrated that the temperature TR determined from the RDC corresponds to an
internal cell temperature, which is in agreement with the statements from the literature in Table 2.4.
The SOC and cell format affect the difference between the measured surface temperature and TR, with
the difference clearly increasing with increasing cell format from about 2.5K (18650) to about 5K
(26650) and decreasing by about 0.5K with increasing SOC. By comparing the temperature behavior
with a 2D thermal model of the cells, it was shown that TR is most closely related to the average jelly
roll temperature. This relationship was then further investigated using a spatially and temperature
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resolved impedance analysis in Section 3.2. A worst case analysis showed that at the investigated
temperature gradients in the study, with a maximum of 5.45K for the 26650 cell, this relationship still
holds and the deviation between volume average cell temperature Tavg,vol und temperature Tp derived
from volume-related conductance is less than 0.4K. In the case of external heating Tp tends to be lager
than Tavg,vol and the difference increases with increasing gradient. Thus, the first research question
Q1 regarding the general and spatial relationship of the temperature and the RDC could be answered.
It is consequently possible for a BMS to determine an internal cell temperature using the RDC, which
is an advantage over conventional temperature sensors.

How this method can be implemented in a BMS was examined in more detail in Chapter 4. This second
study focuses on the development of the method using the 18650 cell from Table 3.1 and addresses the
research question Q2 of how and under what conditions the temperature of a cell can be determined
from a load profile. In a first step, individual cells were tested under different boundary conditions
with various pulse patterns to determine their effects on the resistance behavior in the time domain.
With the knowledge gained from these tests, a method for temperature estimation was developed
and optimized. The objective was to optimize the calculation period of the resistance ∆t and the
parametrization of the estimation function to ensure that as many load fluctuations as possible are
suitable for the temperature estimation and thus to obtain a continuous temperature characteristic
during operation. With the resulting method, the temperature in a 6s1p module could be estimated
with a RMSE between 0.59K and 1.11K. This is approximately in the same range as the average
RMSE of 0.858K of the methods from the literature in Table 2.6. In addition, the module validation
showed that the method can be applied to unknown cells of the same type using a resistance offset
correction to account for intrinsic cell to cell variations.

In the fundamentals in Section 2.3, the numerous effects of temperature on lifetime, performance,
and safety on individual cells were discussed, motivating the need for temperature monitoring. The
effects in Section 2.3 focus primarily on single cells and mostly omit effects that occur in interconnected
systems. For this reason, Chapter 5 addresses the effects of temperature gradients in the system during
cyclic aging. The aging study was performed with the same module as in Chapter 4. Likewise, the
research question Q3 was addressed, which deals with the influence of aging on the RDC and thus also
the influence on the method from Chapter 4. It was shown that a temperature gradient of 5K between
25 °C and 30 °C already has a significant effect on aging in terms of capacity and resistance. After
just 200 cycles, the capacity of the limiting cell dropped to about 80% and its resistance increased
to slightly above 120%. By comparison, the least aged cell lost only about 6% of capacity and its
resistance increased by only about 2%. This demonstrated that even a relatively small temperature
gradient of 5K at moderate temperatures can lead to highly inhomogeneous cyclic aging, making
accurate temperature monitoring all the more important. In order to counteract the temperature-
induced inhomogeneous aging, temperature monitoring must be accompanied by an adapted operating
mode that ensures homogeneous temperatures in the battery pack.

The method developed in Chapter 4 is dependent on resistance and capacity, which both can change
significantly over aging as shown in Chapter 5 and thus can also affect the accuracy of the method. In
addition, the analysis of the literature in Table 2.5 revealed that battery aging is an often neglected
aspect of impedance-based temperature estimation methods. Based on these facts, Chapter 6 addresses
question Q4, which focuses on the need and implementation of an adjustment to aging for the temper-
ature estimation method from Chapter 4. Since the RMSE reached up to 15K without adjustment,
an adaptation to changing resistance and capacity was necessary. By means of a correlation analysis,
it was shown that it is possible to adapt the method to aging by regularly updating the reference
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polynomials used for temperature estimation. For this purpose, the reference polynomials are adapted
to the aging state of the cells using equation Eq. (6.1) by scaling and shifting. The scaling and shifting
values can be acquired by an accurate SOC determination over the SOH and regular resistance updates
at isothermal boundary conditions, which both is achievable during the operation of a battery system.
With these measures, the RMSE for the cells could be reduced again to an average level between 0.88K
and 1.51K over the entire module lifetime.

In summary, this work developed a new method for determining the internal cell temperature using
the pulse resistance RDC, which does not place any additional hardware requirements on a BMS and
determines the temperature from the load fluctuations during operation. Furthermore, it was shown
that even small temperature gradients can have a decisive effect on the aging behavior of a battery
system and that the method can be adapted to the aging behavior of the cells during operation to
ensure a temperature estimation over the lifetime of the battery system.

Nevertheless, not all aspects have been examined in detail in the thesis. For example, the thesis
addressed individual cells and a representative module setup. However, only the serial connection of
cells was investigated with the module. An open issue remains the investigation of parallel connected
cells. The difficulty in this case lies in particular in the fact that in the application the current
distribution of the individual cells is unknown and thus only an impedance of the overall parallel
connection can be determined. Moreover, measuring the current by means of shunt resistors in the
individual parallel branches is an intervention in the system and could undesirably change the actual
behavior of the parallel interconnection [253]. Therefore, the issue of how a temperature gradient across
a parallel connection affects impedance-based temperature estimation and whether this gradient can
also be detected remains open. In the literature, only the studies #1, #17, and #18 in Table 2.5
examined a system of two cells connected in parallel, but without intentionally creating or considering
a gradient in the system. Schmidt et al. [45] and Troxler et al. [243], as discussed in Section 3.2, did
not consider a system of cells connected in parallel, but they used this point of view to study the
effects of an internal temperature gradient on the layers connected in parallel in a pouch cell. They
found that the measured impedance, and thus the temperature determined from it, is dependent on the
gradient. With small gradients, the determined temperature tends to correspond to the average cell
temperature, and with higher gradients, it tends to the hotspot within the cell. Whether this behavior
can be transferred to the parallel connection of individual cells still remains an open question.

Another issue that has been discussed only in marginal detail in Section 2.2 is the behavior of LIBs
at high temperatures at which the temperature to resistance relation can reverse and thus a clear
determination of the temperature by resistance is no longer possible. In this regard, there are only
the studies of Spinner et al. [174] and Srinivasan et al. [234]. In [174], the cells were examined at
temperatures up to 95 °C. Due to the small change in impedance at temperatures above 68 °C, their
estimation method had to be adapted for this temperature range. Nonetheless, high estimation errors
of up to 11.4K occurred. In [234], the cells were heated until reaching a thermal runaway. Using their
phase-based method, the authors were able to detect the sharp temperature rise before and during
the thermal runaway. Despite these findings, the behavior of the RDC, and thus the temperature
estimation method presented in this thesis, at very high temperatures up to the thermal runaway has
not yet been resolved and will be the subject of further investigations in the future.
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